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Abstract—Memory deduplication allows cloud infrastructure
providers to increase the profit of memory resources by
taking advantage of the redundant nature of virtual machines
footprint. Although it is an important feature to manage the
memory resources of a cloud system efficiently, unfortunately,
it enables different types of side-channel attacks which, in
practice, means disabling memory deduplication. In this paper,
we present Slicedup, a tenant-aware memory deduplication
mechanism that prevents side-channel attacks. Our proposal
enables cloud providers to get the deduplication saving benefits
while preventing side-channel attacks among tenants. Since
Slicedup is a design-solution, it can be implemented in any
operating system, regardless of its version, architecture or any
other system dependence. Finally, we show how Slicedup prevents
side-channel attacks while providing similar memory savings
when the number of tenants per physical host is low.
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I. INTRODUCTION

Cloud computing has extraordinary importance in modern
society. It is a computing paradigm that allows users to
access external resources in an “on-demand” basis, without
having to bear the costs of infrastructure maintenance (physical
servers, electricity bills, etc.). Physical resources are owned
and maintained by a third party (cloud infrastructure provider),
and users can obtain the desired computing resources securely
and flexibly [1]. It is commonly believed that the concept
of cloud computing first appeared in the 90’s [2]. Since
then, its popularity has grown broadly. Nowadays, cloud
computing has been widely adopted in many sectors (e.g.,
telecommunications, content providers, etc.), mainly because it
reduces the cost of performing tasks in a scalable and reliable
way.

Despite the effort of many researchers to provide
protection mechanisms [3] [4], attackers always end up finding
new techniques to achieve their goals. Cloud infrastructure
providers desire efficient resource management as well as
to provide adequate levels of security for their customers.
Unfortunately, this is not always possible, and performance
mechanisms can compromise the system security. Memory
deduplication is an instance of this problem. On the one
hand, it offers the possibility of saving memory by eliminating
duplicate contents. On the other hand, memory deduplication
in a multi-tenant cloud environment can lead to serious security
issues, which could allow a malicious attacker to abuse it and
compromise other customer’s highly sensitive information. For
this reason, operating systems recently decided to deactivate
memory deduplication by default [5] [6].

Copyright (c) IARIA, 2018. ISBN: 978-1-61208-676-7

The main contributions of this paper are the following:

e We provide a state-of-the-art review of the
known side-channel techniques related to memory
deduplication in cloud systems.

e  We propose and discuss a suitable solution to enable
memory deduplication, avoiding side-channel attacks
in multi-tenant cloud systems.

In the following sections, we present the challenges of
memory deduplication concerning security in cloud systems.
Section III surveys the state-of-the-art of known problems
that memory deduplication introduces in virtualised systems.
Then, Section IV provides our proposed solution to solve
the memory deduplication side-channels in multi-tenant cloud
systems. Finally, in Section V, we discuss the advantages
and disadvantages of this approach in contrast with other
countermeasures, and Section VI concludes.

II. BACKGROUND

In this section, the memory deduplication
mechanism and cache memories are summarised.

saving

A. Memory Deduplication

Memory deduplication is a memory saving mechanism that
consists in detecting identical pages in memory and unify
them into one single copy, liberating the space occupied
by the redundant copies. This technique allows a cloud
infrastructure provider to reduce the consumption of physical
memory. Given the exceptional importance of efficient memory
resources utilisation on behalf of cloud computing providers,
deduplication is an important feature. It can reduce the memory
footprint across virtual machines, increasing the profit of
existing memory resources and decreasing the total cost of
managing and ownership.

When two pages are compared, and both contain identical
contents, they are mapped into a single physical page frame
in memory using Copy-On-Write (COW) semantics. The
COW mechanism allows a memory manager to share an object
among processes belonging to different virtual address spaces.
It is an optimisation heavily used by operating systems for
copy operations, for example when a new process is created.
A COWed object is write-protected, and when any of the
processes try to modify their own instance, a new copy is
generated in such a way as to ensure the integrity of the
contents.

In a virtualised environment, deduplication is commonly
applied to the entire memory region corresponding to the
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virtual machine (often called guest physical memory). Hence,
all those pages belonging to that memory region are candidates
for being shared.

B. Cache Memory

Cache memory is a small and high-speed Static Random
Access Memory (SRAM) located in the CPU, which stores
recently accessed data from the main memory. The purpose
is to speed up the access to program instructions and data,
exploiting the principle of locality [7]. As a consequence, the
processor can obtain the information directly from the cache
rather than from main memory, which has more access latency.
Modern processors contain different levels of cache in their
memory hierarchy. Typically they consist of three cache levels,
where the first and second are private for each execution core,
and the last level is shared by all the cores. The lower levels in
the memory hierarchy contain small and fast memories, while
the higher levels consist of big and slow memories.

There are different ways of organising a cache. The simpler
approach is a direct-mapped cache, where an address is always
associated with a single entry in the cache. This is cheap and
works fast, but it introduces problems of address collisions
(conflict miss). Another approach is a fully-associative cache,
where any address can be stored in any entry of the cache. It
is more expensive because a comparator is used to check the
existing tags in the cache for every access, along with the need
for an eviction policy (e.g., Least Recently Used). The n-way
set associative caches are a combination of both approaches.
The cache is divided into cache sets, each consisting of several
cache lines (or ways). Sets are indexed with addresses to map
specific memory locations (directly mapped), and the lines of
each set are fully associative.

III. THREATS OF MEMORY DEDUPLICATION

Memory deduplication is a significant mechanism to save
considerable amounts of memory in a cloud environment.
Nevertheless, it introduces weaknesses that can be exploited
by a malicious attacker and compromise the security of the
system. It allows guests to communicate through a covert
channel, which can be used by attackers to perform cross-VM
access driven attacks and leak sensitive information. In this
section, we present the state-of-the-art of side-channel attacks
where the attacker shares memory with the victim in a
virtualised environment.

A. Shared Memory Side-Channels

In a virtualised environment, memory deduplication is
applied to pages in the physical host. This includes the sharing
of pages belonging to different virtual machines that are
located in the same host. A covert channel can be made
because of the timing difference of the write operation to a
page that is being shared by deduplication. This operation can
be distinguished from a standard write to a page which is not
being shared because a private copy must be done, and it takes
more time. Therefore, an attacker can craft a page in their own
address space, and then check if it is deduplicated by the host.
In the affirmative case, at least another virtual machine holds
a page with those contents.

The first study that exploits memory deduplication to
perform a side-channel was carried out by Suzaki et al. [8].
They were able to check/detect the existence of specific
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applications in a different virtual machine located in the same
physical host. Later, the same authors improved their work,
discussing more approaches and countermeasures, being able
to detect a specific virtual machine previously marked in a
multi-tenant cloud environment [9]. Concurrently, Owens and
Wang [10] were able to fingerprint guest operating systems
using the same technique.

Xiao et al. [11] [12] studied the security implications of
memory deduplication from the perspectives of both attackers
and defenders. They presented a method to detect virtualisation
and another to detect rootkits that modify kernel read-only
data, both using memory deduplication covert channels.
Suzaki et al. [13] continued their research on this topic,
presenting more memory disclosure attacks based on memory
deduplication that are able to detect the security level of
attacked operating systems, find vulnerable applications, and
confirm the status of attacked applications.

Two years later, Barresi et al. [14] developed an
attack using the same technique, leaking the address space
layouts [15] of the victim virtual machines, while Gruss et
al. [16] presented a memory-disclosure attack in sandboxed
JavaScript, without the need for the victim to execute any
program, merely visiting a remote website controlled by the
attacker. Rong et al. [17] even proposed a practical protocol
of Cloud Covert Channel based on Memory Deduplication
(CCCMD).

B. Shared Memory + Cache Side-Channels

In addition to the techniques presented in the previous
section, there is a rich literature of side-channel attacks that
combine memory deduplication with cache covert channels.
These techniques rely on memory sharing with the victim
virtual machine. When an attacker accesses to one of these
shared pages, she is accessing to the same physical page frame
that the victim is using. As a consequence, that page is located
in the same cache line for both attacker and victim, due to the
physically-indexed Last-Level-Cache (LLC).

In 2014, Yarom et al. [18] [19] introduced the
Flush+Reload technique as an extension of a previous
study about cache side-channel attacks [20]. It consists in
measuring the access time of a specific cache line in the
LLC, instead of measuring the writing time to a COWed page.
The attacker flushes the monitored cache line and waits for
the victim to access the memory line. Given that the victim
page is shared with the attacker, they share the cache set for
that page, and the attacker can ensure that a specific memory
line is evicted from the entire cache hierarchy. Then, if the
victim accesses to the data while the attacker is waiting, the
monitored cache line will be filled again. In the last phase,
the attacker reloads the cache line and measures how much
time it takes. If the victim has accessed the memory line, the
time will be short. Otherwise, the cache line will be empty,
and the operation will be longer. Given that this technique is
using the LLC, the attacker and the victim can be running in a
different execution core of the physical machine and the attack
will still work. With this technique, the authors achieved a
successful extraction of GnuPG private encryption keys from a
victim, along with the exploitation of a vulnerability introduced
to elliptic curve cryptographic protocols, recovering OpenSSL
Elliptic Curve Digital Signature Algorithm (ECDSA) nonces.
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This technique has been used by several studies since then.
Irazoqui et al. [21] [22] retrieved an Advanced Encryption
Standard (AES) cryptographic key and private keys from
other cryptographic libraries in a cloud environment, using
Flush+Reload. Later, they presented another paper where
cryptographic libraries are detected across virtual machines,
along with their IP addresses. Gililmezoglu et al. [23] improved
the technique and presented a known-ciphertext only cache
side-channel attack against AES. Benger et al. [24] used
Flush+Reload to attack OpenSSL ECDSA signatures.

The Evict+Reload technique, introduced by Gruss et
al. [25], is a variation of Flush+Reload. It consists of two
phases. First, in the profiling phase, the attacker crafts a model
(a template [26] [27]) of signals and noise from the cache
side-channel traces, which is a matrix with the cache-hit ratio
of the address of a specific target event generated on a device
that the attacker controls. Secondly, in the exploitation phase,
the attacker uses the template matrix previously crafted to
deduce events in the system cache, based on the differences
of cache hits. After the attack is performed, a report is
generated in the attacker machine to be manually analysed.
Both phases use standard cache side-channel attack techniques
(e.g., Flush+Reload) to obtain the cache hit ratio. Nevertheless,
the authors noted that the technique can be adapted to evict a
cache line without using the flush cache line instruction, thus
invalidating a countermeasure proposed by other studies [18]
[19] [28]. The method they used to evict a cache line indirectly
is to access a physically congruent large array [25].

The Flush+Flush technique was presented by Gruss
et al. [29]. With it, they achieved a stealthy method
to perform cache side-channel attacks without access to
the data. Consequently, Flush+Flush does not generate
more cache misses than a benign program, avoiding some
countermeasures that relied on hardware performance counters
for detection [30]-[32]. Instead of measuring the access time of
a memory location, they measured the time that the flush cache
line instruction takes. If the data is cached, this instruction
takes more time than if the data is not cached, enabling the
side-channel. Furthermore, given that it can work at a higher
frequency, Flush+Flush is more efficient than other cache
side-channel techniques previously known, in terms of speed.

There is a study that introduces a different technique for
victim-memory shared side-channel attacks, which avoids the
measurement of time. Disselkoen et al. [33] proposed a method
to abuse last level cache in a virtualised system using the Intel
Transactional Synchronization Extensions (TSX) instruction
set [34] [35]. Intel TSX allows the programmer to specify
transactions of code, in a way that either all the code is
successfully executed (transaction completed) or, if anything
fails, all the changes made in memory during the transaction
are cancelled (transaction aborted). The authors are able to
determine if the cache state has been modified by the victim
or not, by means of the hardware callbacks provided by Intel
TSX. These callbacks are executed if the victim accesses
to the target data. As a consequence, there is no need for
timing measurement, given that the attacker gets a side-channel
through the state of the transactions (completed or aborted).
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C. Shared Memory + Rowhammer

Previous techniques exploit the fact that the attacker is
sharing memory with the victim in a read-only fashion, to
leak sensitive information of all kinds and bypass security
mechanisms like Address Space Layout Randomisation [15].
On the other hand, some studies combine this condition with
the Rowhammer technique [36] to not only read arbitrary
data in the victim system but also to write. Rowhammer is
a technique that exploits a hardware vulnerability present in
many modern Dynamic Random-Access Memory (DRAM)
modules. DRAM memory cells can leak their charges to nearby
memory rows if they are repeatedly activated in a short period
of time, modifying the contents of a row which was not
intended to be accessed. As a consequence, an attacker is
able to flip bits of arbitrary physical memory locations by
repeatedly activating one or both adjacent rows.

Bosman et al. [37] built a “weird machine” that is able
to perform a byte-by-byte disclosure of sensitive data of
neighbour virtual machines. In this paper, they also disclose
high-entropy randomised pointers, providing three different
approaches: memory alignment probing, partial reuse, and
birthday heap spray. After leaking and gathering all the needed
information of the victim using the previous methods, the
authors combine memory deduplication with Rowhammer to
attack the browser, performing a write operation in a physical
page belonging to the victim, without requiring any software
vulnerability to perform the attack.

Similarly, Razavi et al. [38] introduced a novel exploitation
technique called Flip Feng Shui (FFS). With it, an attacker is
able to exchange the physical location of a page that is shared
with the victim by using memory deduplication. Then, she
can trigger a Rowhammer attack and modify their contents,
inducing bit flips in a fully controlled way. As a consequence,
this technique allows an attacker to write into a page of the
victim virtual machine.

IV. PROPOSED SOLUTION

In this section, we present Slicedup, a memory
deduplication design for multi-tenant clouds, where each tenant
is the administrator of a group of trust that consists of multiple
virtual machines. The sharing is limited to a given group, and
thus the sharing of pages belonging to different tenants is
not allowed. This way, memory deduplication can be enabled,

side-channel
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Figure 1. Tenant-aware memory deduplication scheme.
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maintaining an equivalent level of security for each tenant,
given that pages are never shared across security boundaries.
In addition, the deduplication rates for the virtual machines of
a specific tenant are not affected.

Our proposed solution is to add tenancy awareness to
the deduplication algorithm, identifying every virtual machine
based on a Tenant ID. Then, when a page is being processed
before being shared with another one, the Tenant ID is
combined with the page contents in a way that other pages with
the same contents will only be shared with pages belonging
to virtual machines of the same tenant. This solution provides
a fair trade-off, where the isolation of virtual machines of a
tenant is kept along with the sharing effectiveness of memory
deduplication.

Figure 1 shows an example, where VM1 of the tenant A
is attacking to VM3 of the tenant B. Memory deduplication is
applied to all the virtual machines hosted in the same physical
machine. Therefore, the attack that VM1 was performing to
VM3 is prevented with Slicedup. As a trade-off, this action
has a price because the sharing is being limited, and there will
exist duplicates of pages from different tenants that would have
been merged otherwise.

We have calculated an estimate of the sharing rate based
on previous experiments [39] [40], fitting the points into the
log(x) function, using the least-squares fit technique. Figure 2
shows the resulting function, where the x-axis is the number
of virtual machines running at the same time. We can get
the amount of memory saved for a given number of virtual
machines.
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Figure 2. Estimated rate of memory saved by deduplication.

Table I shows the estimation of memory saved in a
physical host, comparing two cases: with standard memory
deduplication and with Slicedup. In the table, we are using
the approximation showed by Red Hat [39] assuming that the
virtual machines are Windows XP with 1 GiB of RAM. Then,
the number of virtual machines in each case is the maximum
we can run when memory deduplication is disabled.

Slicedup offers a compromise solution between
performance and security, allowing memory sharing without
compromising the system security. With it, customers of
cloud infrastructure providers can run more virtual machines
than if memory deduplication is disabled. For example, when
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TABLE I. MEMORY SAVED WITH STANDARD AND SLICEDUP.

Physical ~ Num. of Memory Deduplication
Memory Tenants Standard Slicedup
2 3.76 GiB (47.00%) 2.94 GiB (36.75%)
8 GiB 4 3.76 GiB (47.00%) 2.11 GiB (26.37%)
8 3.76 GiB (47.00%) 1.29 GiB (16.12%)
2 9.17 GiB (57.31%) 7.52 GiB (47.00%)
16 GiB 4 9.17 GiB (57.31%) 5.90 GiB (36.87%)
8 9.17 GiB (57.31%) 4.20 GiB (26.25%)
2 21.6 GiB (67.50%)  18.30 GiB (57.18%)
32 GiB 4 21.6 GiB (67.50%)  15.00 GiB (46.87%)
8 21.6 GiB (67.50%)  11.70 GiB (36.56%)

the host has 32 GiB of RAM and 8 tenants, each tenant is
allowed to run two more virtual machines.

V. SOLUTION DISCUSSION

Memory deduplication was designed as a performance
technique to increase the memory savings of a system. It has
been proved [41]-[44] that it offers an effective and efficient
improvement of the physical memory resources management
when it is enabled. However, the side-channel produced by
memory deduplication is a security problem for the clients
of cloud infrastructure providers. Although several studies
proposed different possible countermeasures to avoid this
issue, there is no consolidated solution which offers similar
performance than the original implementations and provides a
defence to all the possible attacks without adding complexity.

For example, Payer [32] proposed HexPADS as an anomaly
detection system. It is a signature-based Attack Detection
System that relies on performance counters. HexPADS
analyses running processes, measuring their performance and
checking a set of signatures. It is able to detect long running
side-channel attacks with low overhead. Nevertheless, it is
prone to false positives and false negatives. Besides, as a
signature-based system, it doesn’t detect new attacks (unknown
signature). Furthermore, given that it is based on performance
counters, other advanced and stealthy cache attacks can bypass
the detection, such as Flush+Flush.

Oliverio et al. [45] proposed VUsion as a new design
of memory deduplication that cuts information leaks and
Rowhammer attacks based on memory deduplication. It hides
the ability of the attackers to distinguish between shared pages
and non-shared pages, thus reducing the attack surface. To
achieve this, the authors follow a fundamental principle that
they call Same Behavior (SB), which means that the attacker
will obtain the same results whether the page being tested is
merged or not. VUsion allows page sharing among different
tenants with an acceptable memory sharing rate. On the other
hand, the Same Behavior principle reduces the pages that can
be candidates to be merged (only idle pages). Unfortunately,
VUsion is intricate to implement. Author’s proof of concept
implementation relies on using reserved bits of the Page Table
Entry (PTE) as an alternative to avoid the use of the present
bit, which would need intrusive changes to the Linux kernel.

Other solutions were proposed, for example, to encrypt the
memory of a given process to avoid deduplication [9] [18],
software diversification to detect anomalies [18], to share
only pages containing zeros [37], or to completely disable
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memory deduplication [28]. However, those ideas didn’t get
to consolidate a suitable solution that would provide secure
memory sharing.

Slicedup achieves its purpose with a straightforward and
simple but effective approach. It merges not only idle pages
but also the active ones (as standard deduplication). There are
also a few drawbacks to this approach. The memory sharing
efficiency is tied to the number of tenants present in a physical
host. Given that sharing pages among different tenants is
not allowed, the set of pages that can be potentially shared
decreases when more tenants are located in the same physical
host. Besides, although Slicedup is providing protection among
different tenants, it can not protect virtual machines residing
in the same tenant. In that scenario, information disclosure and
physical memory massaging [38] are still feasible. However,
Slicedup offers strong protection on systems where all virtual
machines in a particular tenant trust each other. Consequently,
attacks from distrusting tenants are ineffective.

VI. CONCLUSIONS AND FUTURE WORK

In this paper, we have presented Slicedup, a memory
deduplication design for multi-tenant cloud systems. Slicedup
offers a trade-off between sharing pages of all the virtual
machines, which weakens the system, and disabling entirely
memory deduplication, which means loss of memory savings.

With Slicedup, the virtual machines belonging to the same
tenant are sharing their memory because they are part of a
group of trust, but not among tenants. As we showed, this
is preventing side-channel attacks among machines belonging
to different tenants and, at the same time, it provides good
memory savings. Our analysis showed that Slicedup prevents
side-channels attacks while offering similar memory savings
when the number of tenants per physical host is low, and
around a 50% of memory savings when the number of tenants
is higher.

In future work, a proper evaluation of this approach using
benchmarks needs to be done, comparing it with existing
solutions and measuring performance and memory saving
rates.
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