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Abstract—This article presents an exemplary prototype 

implementation of an Application Programming Interface 

(API) for incremental reconstruction of the trajectories of 

moving objects captured by Closed-Circuit Television (CCTV) 

and High-Definition Television (HDTV) cameras based on K-

Nearest Neighbor (KNN) classifiers. This paper proposes a 

model-driven approach for trajectory reconstruction based on 

machine learning algorithms which is more efficient than other 

approaches for dynamic tracking, such as RGB-D (Red, Green 

and Red Color model with Depth) images or scale or rotation 

approaches. The existing approaches typically need a low-level 

information from the input video stream but the environment 

factors (indoor light, outdoor light) affect the results. The use of 

a predefined model allows to avoid this since the data is 

naturally filtered. Experiments on different input video streams 

demonstrate that the proposed approach is efficient for solving 

the tracking of moving objects in input streams in real time 

because it needs less granular information from the input 

stream. The research reported here is part of a research 

program of the Cyber Security Research Centre of London 

Metropolitan University for real-time video analytics with 

applicability to surveillance in security, disaster recovery and 

safety management, and customer insight. 

Keywords-Video surveillance; Real-time video analytics; 

Model-driven motion description; Moving objects tracking; 
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I.  INTRODUCTION 

Several different approaches have been used for moving 
objects tracking but this remains a difficult issue in computer 
vision and video analytics. Multiple objects tracking have 
many useful applications in the scene analysis for 
computerized surveillance. If the system can track different 
objects in an environment of multiple moving objects and 
reconstruct their trajectories, then there will be a variety of 
applications, such as motion detection/tracking in secure 
areas, controlling the flow of mass movements, analysis the 
pattern of movements etc. This research is focused on 
reconstructing the trajectory of body movements in 
continuous stream of video signals with the help of classifiers 
for the purpose of further analysis. The existing approaches 
[1]-[4] typically need a low-level information from the input 
video stream but the environment factors (indoor light, 
outdoor light) affect the results. The use of classifiers would 
make the object tracking simpler and more efficient. In this 
research, KNN has been selected as an algorithm for 
classification because it is simple and efficient and fulfills the 

requirements. Our method is based on the use of a predefined 
body model to capture only the most relevant information 
needed to reconstruct the trajectory. This approach has not 
been explored much by the research community - see [1][2] 
for use of approximate proximal gradient and Gaussian 
mixture model for object tracking, [3][4] for the use of 
detection and tracking approach, [5][6] for data association 
done with the help of online learning and [7][8] for 
interoperability of traditional trajectory information and 
generic sensors. 

This research is part of the research program for 
Simulation-based Visual Analysis of Individual and Group 
Dynamic Behavior carried out within the Cyber Security 
Research Centre of London Metropolitan University. The 
research group is interested in real-time video analytics with 
applicability to surveillance in security, disaster recovery and 
safety management, and customer insight. The ultimate goal 
of this research program is to construct an efficient framework 
for visual analytics in real time, as presented in [17]. 

In our approach, moving object tracking is based on the 
object-centric representation of the position which forms a 
tube-like model of the spatial navigation and allows isolated 
manipulation of the video objects within the focus [10].  This 
can be achieved through an incremental algorithm for 
processing of the information flow, as illustrated in Figure 1. 

  

 
Figure 1.  Incremental trajectory reconstruction using KNN classifiers 

The moving human object in the video is modeled as a 
collection of spatiotemporal object volumes (object tubes). 
Key for reconstructing of the trajectory in this model is the 
estimation of the object positions and the navigation 
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parameters of the object movements such as rotation, direction 
of movement and speed. 

KNN classifiers are used for reconstruction of moving 
object trajectories and they help in starting the extraction of 
the motion information from the video and representation of 
object trajectories in a 3D grid. Motion based on video 
representations has been used in other video navigation and 
annotation systems, but the focus of these systems is mainly 
on providing an in-scene direct moving object trajectory from 
the video. As expected, the reconstruction of the trajectory is 
based on analytical methods for connecting the spatial 
locations of the identified objects across the frames.  This is 
pursued on the basis of incremental approximation of the 
spatial locations of the video frames using different 
computational techniques and approximations. 

The rest of this paper is organized as follows. Section II 
describes the proposed classifiers methodology. Section III 
addresses the data post processing. Section IV reports on the 
implementation of the framework. Section V presents the 
experimental evaluation. The conclusions and references 
close the article. 

II. USING CLASSIFIERS FOR RECOGNITION AND TRACKING 

This section shows the use of the classifiers for 
segmentation of moving objects based on the features 
extracted from the input video stream. The feature vectors are 
created at the learning stage, as displayed in Figure 2.  

 

 
Figure 2.  Classifiers learning steps 

The process can be explained using a series of equations, 
calculated at each step. They lead to the formation of the 
feature matrix used by the classifiers. 

Let us assume the input video stream containing all 
features and data can be described as follows: 

 
𝐴 = [ 𝑎1; 𝑎2;  𝑎3; … 𝑎𝑛]  𝑛∗𝑚

 

The above equation describes the input data as a multi-
dimensional matrix with m as the number of features and n as 
the number of samples. The jst sample is 

  

𝑎𝑗   1∗𝑚
 

while the jst feature vector is 
 

𝑓𝑗(𝑗 = 1, … 𝑚) 

In accordance with this, the multi-dimensional matrix of 
combined features and samples takes the form 

 
𝐴 = 𝑓1; 𝑓2;  𝑓3; … 𝑓𝑚 

For a matrix C, the Frobenius norm can be calculated as 
 

 ||𝐶||
𝐹𝑖

=  √ ∑ ||𝑐𝑖||
2

2
𝑛
𝑖=𝑖 



 

 ||𝐶||
𝐹𝑗

=  √∑ ||𝑐𝑗||
2

2

𝑚
𝐽=𝑖 



Using this measure, the features can be shown as 
 

 ||𝐶||
2,1

=  ∑ √ ∑ 𝑐𝑖𝑗
2𝑚

𝑗=𝑖
𝑛
𝑖=1 



where, ci  and cj denote a row and a column of the original 
multi-dimensional matrix, respectively. This matrix contains 
all information for the features used by the classifier. To 
estimate a single feature𝑓𝑗, we can use the following linear 

regression model:  
 

𝑓𝑗 ≈ ∑ 𝑓𝑖

𝑚

𝑖=1
𝑠𝑖,𝑗 = 𝐴𝑠𝑗 , 𝑗 = 1,2, … , 𝑚



where, 𝑠𝑖,𝑗 represents the ith feature vector to the jth sample. In 

this case the co-efficient vector of the feature 𝑓𝑗 , can be 

formulated as 
 

𝑠𝑗 = [ 𝑠1,𝑗; … ; 𝑠𝑖𝑗 ; … 𝑠𝑚,𝑗]  𝑚+1
 

As a result, the multi-dimensional matrix can be written as   
 

 𝐴 ≈  𝐴𝑆 

where A is the linear combination of all features and 
 

𝑆 = [𝑠1; … , 𝑠𝑗; … ; 𝑠𝑚  ]  𝑚+𝑚
 

The value of S can be calculated as follows: 
 

𝑚𝑖𝑛 ‖𝐴 − 𝐴𝑆‖𝐹
2  
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To reduce the redundancy and keep the features unique, 

we can use the co-efficient matrix of  | < 𝑠𝑖  , 𝑠𝑗 <  |, where, 
si  and sj denote ith row and jth row vector of S, respectively. To 
use all vectors, the following formulas hold:  

 
𝛺(𝑆) =  ∑ ∑ | < 𝑠𝑖  , 𝑠𝑗 > |

𝑚

𝑗=1,𝑗≠1

𝑚

𝑖=1

 

 
 

𝛺(𝑆) =  ∑ ∑ |< 𝑠𝑖  , 𝑠𝑗 >|𝑚
𝑗=1 −𝑚

𝑖=1

 ∑ | < 𝑠𝑖  , 𝑠𝑗 > |𝑚
𝑖=1   

 
𝛺(𝑆) =  ∑ ∑|< 𝑠𝑖  , 𝑠𝑗 >|

𝑚

𝑗=1

                

𝑚

𝑖=1

−  ∑ ||𝑠𝑖||

𝑚

𝑖=1 2

2

 



 

Figure 3.  Flow of video stream analyzed using KNN classifiers 

The values calculated using (13) are required to identify 
the features in the input video stream and to track the moving 
objects and their parts. These features will be used by the 
classifier at the later stage to reconstruct the trajectories of 
moving objects. This process is executed in a sequence of 
steps, as shown in Figure 3.  

Features information generated with the help of the 
equations presented in this section and the KNN classifier 

decide if a moving object is a human being or not. Similarly, 
classifiers decide about different moving parts of a moving 
object. 

 

Figure 4.  Classifiers execution and extracting information steps 

III. DATA POST PROCESSING 

In order to provide informative reconstruction of the 
trajectories, it is essential to perform some post processing of 
the data generated after the classifier completes its task. The 
most important processing steps are as follows: 

 Estimating the viewing direction: The viewing direction 

is calculated with the help of the head sphere of the moving 

object model and with the position of the eyes in the head 

sphere. If the eyes direction and moving object direction is 

same then object is viewing in direction of movement. 

 Orientation of the moving parts: This information is 

calculated with the help of position of face and head hairs. 

This step is necessary in order to distinguish between left 

and right hand. The same is applied on the legs of moving 

object. 

 Completing the invisible body parts: The missing body 

parts of moving object of seven sphere based model are 

estimated in order to generate meaningful trajectory data. 

 Estimating the depth of 2D projection: The depth of 

moving object in the video stream is calculated with the 

help of geometric calculations. 

 Detecting of the moving objects: The moving objects can 

be detected with the help of some historical information. 

All static objects do not change the position in a sequence 

of frames, while the dynamic object do and this can be a 

criteria for identifying new objects on the scene. 

 Origin adjustment: The logical center of the scene can be 

adjusted in order to make the displacement and movement 

calculations easier 

 Camera position adjustment: The camera position can be 

adjusted to coincide with the origin of the visual scene. 

The above tasks are executed after the trajectory data is 

calculated using the information obtained during the 

trajectory reconstruction to facilitate the further analysis by 

the behavior analyzer of the video analytics framework [18]. 

The limited space of the article does not allow more details.  

IV. IMPLEMENTATION OF THE FRAMEWORK 

The trajectory reconstruction module of the video 
analytics framework performs the actual processing of the 
video frames under the control of OpenCV engine [11]. The 
engine supports the following main operations: 

 High-level GUI and Media I/O  

 Image processing of the video frames 

 Geometric transformations 

 Structural analysis and shape approximation 
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Our module operates in real-time, implementing recurrent 
algorithm for KNN classification and trajectory 
reconstruction based on the model described in the paper. It 
performs several tasks as follows: 

A.  Selection of video frames for processing 

The video data consists of video frames which are 2D 
objects. These frames are combined in the time sequence to 
form a video by the digital devices as shown in Figure 4.  

Typically, the CCTV and HDTV surveillance cameras 
produce frames at a rate which does not exceed thirty frames 
per second.  Most of the video processing frameworks also do 
not process each and every video frame. Some of the frames 
presented in Figure 5 are shown in white color and few more 
are shown in gray color as we assume that we are processing 
only the frames in grey after skipping few frames in white. 
The criteria for choosing which frames to process depends on 
the complexity of the algorithms and the frame content. 

 

Figure 5.  Sequence of frames 

B. Moving objects segmentation using classifiers 

This component of the trajectory reconstruction module 
performs operations on all selected frames to identify and 
approximate the contour of the objects within the frame 
(Figure 6). The Input video stream data is provided to the 
classifiers to distinguish the moving object in focus. The 
segmentation component first converts the frame into binary 

format and then performs processing of the pixels to find the 
approximate contour of the moving object. 

 

Figure 6.  Shaping its projections on the frame using classifiers 

C. Computing moving objects displacement 

Displacement component keeps track of the moving object 
identified by the segmentation component of the module. It 
calculates the displacement of the moving objects in each 
processed frame, which is needed for subsequent trajectory 
reconstruction. 

D. Reconstructing the moving objects trajectory 

The reconstructed trajectory data is calculated on the basis 
of the information about object location, their descriptors and 
the values of displacement. It is a continuous stream of 
information calculated recurrently and generated as an output 
of the module for further analysis. 

V. EXPERIMENTAL EVALUATION 

In this section, we carry out simulated experiments to 
demonstrate the advantage of the proposed KNN based 
classifier for reconstruction of trajectories compared with 
other three approaches namely CEMMT [15], DCOMT [16] 
and KSP[17] To evaluate the performance of different 
approaches, two most commonly used datasets PETS 2009 
S2L1 and PETS 2009 S3MF1 are selected. These datasets 
have different challenges, such as occlusion, people with same 
color of clothing, pose changes and exit and entry of scene.  

To compare the multi object tracking algorithms, we have 
adopted the CLEAR metrics [14] which is the most widely 
used protocol for quantitative evaluation. The different 
measures for comparison in this benchmark are as follows: 

TABLE I.  COMPARISON VALUES OF PETS 2009 S2L1 

Methods 
Comparison Values 

Rec. Prec. GT MT ML IDs MOTA MOTP 

CEMMT [15] 94.2 98.4 23 21 1 11 90.6 80.2 

DCOMT [16] 90.0 98.7 23 19 0 18 88.3 79.6 

KNN 85.9 97.6 23 6 0 2 82.6 90.1 

TABLE II.  COMPARISON VALUES OF PETS 2009 S3MF1 

Methods 
Comparison Values 

Rec. Prec. GT MT ML IDs MOTA MOTP 

CEMMT [15] 97.7 99.4 7 7 0 0 97.1 83.4 

KSP[17] 87.9 95.4 7 6 1 0 83.7 77.8 

KNN 96.8 98.7 7 7 0 0 95.6 94.7 
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Groundtruth (GT): The number of trajectories in the 
groundtruth. 

Mostly tracked trajectories (MT): The percentage of 
trajectories that are successfully tracked for more than 
80 percent divided by ground truth. 

Mostly lost trajectories (ML): The ratio of mostly lost 
trajectories, which are successfully tracked for less 
than 20 percent. 

Partially tracked trajectories (PT): The ratio of partially 
tracked trajectories. 

ID switches (IDS): The total number of times that a tracked 
trajectory changes its matched groundtruth identity. 

Recall (Rec.): The number of correctly matched detections 
divided by the total number of detections in 
groundtruth. 

Precision (Prec.): The number of correctly matched 
detections divided by the number of output detections. 

Multi-Object Tracking Accuracy (MOTA): A measure 
of tracking accuracy that takes into consideration, false 
positive, false negatives and ID switches 

Multi-Object Tracking Precision (MOTP): This 
measures the position of objects in experimental 
results with the actual dataset. 

A. Quantitative evaluation 

Table I shows the experiment comparison values of PETS 
2009 S2L1 dataset. This is a difficult dataset as it has 794 
frames. Moving objects (people) in the dataset are wearing 
same color cloths. Dataset has three different backgrounds 
house, grass and street. As shown in Table I, this dataset is 
used with different object tracking algorithms, 

 CEMMT [15] generate multiple few hypothesis for 
each detection and selecting those which  have 
minimize energy, in this way moving object tracking  
is the minimization of continuous energy 

 DCOMT [16] simple closed form solution is used as 
continuous fitting problem for trajectory estimation 

Our approach outperforms the other methods in terms of 
ID switches and MOTP. CEMMT [15] obtained the best 
results in terms of Recall (94.2), MT (21) and MOTA (90.6) 
but has more ID switches than our method [11]. Best precision 
(98.7) value is obtained by DCOMT [16]. Figure 6 shows the 
comparison of the values obtained by using different methods 
during the experiments. It is clear from the graph that 
DCOMT [16] has high number of ID switching while our 
approach has low ID switching. Our approach also 
outperforms MOTP. 

 Table II shows the experiment comparison values of 
PETS 2009 S3MF1 dataset. This dataset has 107 frames.  
Dataset has three different backgrounds house, grass and 
street like the previous dataset. Initially, objects are moving in 
uniform direction in this dataset and then objects start motion 
in random directions. As shown in Table II, this dataset is used 
with different object tracking algorithms in the same way as 
previous table. Our approach obtains the best results in terms 
of multi object tracking accuracy with the difference of 11.4 
percent. 

 
Figure 7.  Comparison of the values for PETS 2009 S2L1 dataset (Y-Axis 

is showing the percentage) 

Relatively to CEMMT [15] it is a bit better in recall (0.9 
percent) and precision (0.7 percent). This is visible from the 
graph in Figure 8. Figure 8 shows clearly that MOTP of our 
approach is better than the other two approaches. 

 

 
Figure 8.  Comparison of the values for PETS 2009 S3MF1 dataset (Y-

Axis is showing the percentage) 

B. Qualitative evaluation 

We applied our framework to PETS 2009 S2L1 dataset. 
Figure 9 shows the changing frames with tracking of several 
moving objects identified on them. In Figure 8, the trajectory 
of objects with ID=9 and ID=1 occupy two different positions 
in frame 290. After five frames in frame 295 object with ID=9 
covers object with ID=1. 

 
Figure 9.  PETS 2009 S2L1 dataset (frame number 290, 295 and 319) 

However, object with ID=1 does not lose its trajectory and 
there is no ID switch. Finally, in frame 319, object with ID=1 
does not cover object with ID=9 anymore, its direction of 
movement has changed and the trajectories split. This shows 
fewer ID switches even the moving objects were overlapping.  
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Dataset PETS 2009 S3MF1 is used with our approach and 
Figure 10 below shows the tracking of new moving objects 
entering the scene. 

 

Figure 10.  PETS 2009 S3MF1 dataset (frame number 38 and 68) 

Figure 10 shows that ID=6 and ID=7 are entering in view 
in frame number 38. In frame number 68, ID=6 and ID=7 have 
complete tracking information and they show two different 
trajectories. This shows that our method is also able to track 
the motion and handle the trajectories of new objects entering 
the scene. 

VI. CONCLUSION 

This paper presents an efficient model-driven approach to 
moving object trajectory reconstruction using KNN classifiers 
which can be used for real-time video analytics. Our approach 
has a number of advantages compared to other existing 
approaches including Microsoft Kinect model [12] [13] 
commonly endorsed in computer games industry. Firstly, the 
use of classifiers makes the extraction of trajectory data easier 
and make it possible in real live video stream. Secondly, 
trajectory data can be reconstructed using less information 
because of the simpler geometry which lowers the 
requirements for preliminary visual image processing. 
Thirdly, the reconstruction of the trajectory is more efficient 
because of the simpler approximation, which makes this 
approach preferable for real-time systems. Finally, the overall 
algorithms of moving object trajectory reconstruction are far 
simpler than the other algorithms reviewed in the literature 
and as a result the software which implements them becomes 
more compact, which allows an easy embedding in other 
software for visual analytics. 

Our immediate plans after finalizing the basic trajectory 
data extraction is to implement the full trajectory 
reconstruction module of the video analytics framework, 
which is needed for further analysis of the dynamic behavior 
in areas such as customer insight, security and safety 
management. Furthermore, we are planning to enhance our 
model through combining features of the seven spheres model 
used here with the six lines model of Kinect in order to be able 
to analyze gestures as well. 
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