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ACHI 2013

Forward

The sixth edition of The International Conference on Advances in Computer-Human Interactions
(ACHI 2013) conference was held in Nice, France, February 24 - March 1, 2013.

The conference on Advances in Computer-Human Interaction, ACHI 2013, was a result of a
paradigm shift in the most recent achievements and future trends in human interactions with
increasingly complex systems. Adaptive and knowledge-based user interfaces, universal
accessibility, human-robot interaction, agent-driven human computer interaction, and sharable
mobile devices are a few of these trends. ACHI 2013 brought also a suite of specific domain
applications, such as gaming, social, medicine, education and engineering.

The event was very competitive in its selection process and very well perceived by the
international scientific and industrial communities. As such, it is attracting excellent
contributions and active participation from all over the world. We were very pleased to receive
a large amount of top quality contributions.

The accepted papers covered a wide range of human-computer interaction related topics such
as graphical user interfaces, input methods, training, recognition, and applications.
We believe that the ACHI 2013 contributions offered a large panel of solutions to key problems
in all areas of human-computer interaction.

We take here the opportunity to warmly thank all the members of the ACHI 2013 technical
program committee as well as the numerous reviewers. The creation of such a broad and high
quality conference program would not have been possible without their involvement. We also
kindly thank all the authors that dedicated much of their time and efforts to contribute to the
ACHI 2013. We truly believe that thanks to all these efforts, the final conference program
consists of top quality contributions.

This event could also not have been a reality without the support of many individuals,
organizations and sponsors. In addition, we also gratefully thank the members of the ACHI 2013
organizing committee for their help in handling the logistics and for their work that is making
this professional meeting a success.

We hope the ACHI 2013 was a successful international forum for the exchange of ideas and
results between academia and industry and to promote further progress in the human-
computer interaction field.
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We also hope that Côte d’Azur provided a pleasant environment during the conference and
everyone saved some time for exploring the Mediterranean Coast.

ACHI 2013 Chairs

Leslie Miller, Iowa State University - Ames, USA
Silvana Roncagliolo, Pontificia Universidad Católica de Valparaíso, Chile
Raymond Jarvis, Monash University, Australia
Katia Sykara, Carnegie Mellon University, USA
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Investigating Players’ Affective States in an Interactive Environment 
 

Uttam Kokil  
Department of Technology, CoBPA 
UND, Grand Forks, ND 58202. USA 

Email: uttam.kokil@und.edu 
 
 
 

Abstract—The objective of this paper is to examine player 
experience from a Human Computer Interaction Design 
perspective whereby usability, aesthetics, and hedonic 
components can be investigated in an interactive domain. 
Mihaly Csikszentmihalyi’s concept of flow has been applied to 
the Component of User Experience (CUE) model to measure 
user experience (UX) of products, and other instruments such 
as the Presence Involvement Flow Framework (ver. 2) (PIFF); 
Gameflow and Game Experience Questionnaire to evaluate 
game enjoyment respectively. So far, the CUE Model has been 
applied in simulated user-testing situation. It becomes 
important to gauge the potential of the CUE Model in an 
interactive game scenario, given that it is composed of 
components such as perceived usability, perceived aesthetics 
and emotional responses. The aim of this study is to conduct a 
comparative analysis of two user experience models 
(Component of User Experience) and PIFF to examine players’ 
emotional responses in four different conditions (low and high 
usability, low and high aesthetic value) when they play two 
different computer game category, namely “Hard Fun” and 
“Easy Fun” game respectively, for the touchscreen. This 
research will investigate how two independent variables, 
usability (low and high) and visual aesthetic (low and high), of 
a game user interface design will affect the dependent 
variables: player experience, task performance and emotional 
responses (enjoyment).  
 

Keywords-user experience; visual aesthetics; computer 
games; game usability.  

I.  INTRODUCTION  
Researchers argue that experiences are the new area of 

economic growth among consumers [1]. The game designer 
creates various experiences in a game in order to generate 
player enjoyment. PIFF [2] is a validated questionnaire that 
can be used to investigate user experience in games. The 
Component of User Experience (CUE) Model describes the 
three fundamental components of user experience that is 
comprised of instrumental quality, non-instrumental quality 
and emotional responses [3]. CUE Model has been applied 
to simulated product scenarios (e.g. simulations of audio 
players) however we are interested to examine its potential 
in an interactive environment to understand how it can be 
appropriated into the domain of computer game. It is 
important to investigate if CUE Model shares the same 
validity as another user experience tool such as PIFF, and 
whether it can be utilized to study “users’ experience of 
interaction with interactive products and systems,” in a 
gaming environment, as is the essence of this model. 

Video and computer games are the fastest growing form 
of entertainment. The revenue generated by the computer 
game industry escalated to US$ 16.6 billion in 2011 from 
US$ 5.5 billion in 1999, in the U.S.A [4]. Technology is 
evolving at such an unprecedented pace that many end-users 
suddenly find themselves confronted with new mode of 
interaction especially when it comes to computer gaming 
with multi-touch screen or other controls. User experience 
varies in different environments [5], on different display 
sizes [6] or when using different input devices. Technology 
alone does not make a game successful. Player experience 
forms part and parcel of the gaming process. For instance, 
despite the rise of gaming technology, players have 
continued to express dissatisfaction with current computer 
games because most games do not provide the optimal level 
of challenge to accommodate players’ skills, learning 
capabilities, and emotional qualities [7,8]. It is said that 
certain games are either too easy to win, or that they do not 
challenge the player to use his or her skills appropriately, 
and as a consequence, the player does not derive enough 
enjoyment during game play [7]. Lazarro explains that only 
20% of the games that hit the market are successful [10]. It 
becomes imperative to investigate the phenomena that 
create optimum player experience in computer games by 
exploring the components of player experience as regards to 
the graphical user interface. Kankainen [11] defines user 
experience as a “result of a motivated action in a certain 
context. User’s previous experiences and expectations 
influence the present experience; this present experience 
leads to more experiences and modified expectations.” 

Until recently, more attention was given solely to the 
usability of a product, while other aspects that formed part 
of user experience were neglected. Gaming has received 
more attention in the HCI area, but “there have been only a 
few attempts to study user experience in games holistically.” 
[5]. There are several components in a user interface design 
that give rise to different types of cognitive and emotional 
responses among users during interaction. Interaction design 
creates “user experiences that enhance and extend the way 
people work, communicate and interact” [12]. “User 
experience is highly subjective and dependent on a user’s 
expectations, which in turn are shaped by user’s age, 
education, cultural background, gender and several other 
factors” [13]. Researchers recognize the fact that games 
evoke an intensified level of emotions during game play so 
as to make the experience entertaining and enjoyable [14]. 
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Aesthetics have been found to affect users' perceptions 
toward product use [15]. Lindgaard and Dudek [16] state 
that aesthetics is directly associated to emotions through the 
senses. Don Norman [17] also mentions that appearance of a 
product affects the very visceral part. 

This research is designed to study the theory of the “four 
Fun Keys.” Lazarro [18] describes game classification in 
terms of Fun Keys: “Hard Fun, Easy Fun, Altered state and 
People factor.” This theory explains how each game 
category provides the necessary motivation to play, and the 
spirits of the gamer in each type of game. The player is 
determined to meet specific goals when playing a hard fun 
game that elicits emotions such as frustration and “fiero.” 
For example, the scores achieved gauge the skill level. In an 
Easy Fun type game, the players explore and discover the 
game by “focusing on the enjoyment of experiencing the 
game activities.” This is not about winning the game but 
rather it focuses and stimulates one’s curiosity by figuring 
out the different game strategies and levels. In the Altered 
state, players feel an internal change, from one mental state 
to another. People factor is more about the experience a 
player derives while interacting with other players during 
gameplay such as in multiplayer games.  

For this research, “visceral rhetoric” can be defined as 
the emotional responses that are automatically triggered by 
audio and visual components of the game surface layer. 
Game design comprises of game interface, game mechanics 
and Game Play [19]. This indicates that game interface has 
an influence on players’ behavior and interaction. Cara 
Wrigley [20] defines visceral hedonic rhetoric in the context 
of interactive products as "the properties of a product that 
persuasively elicit the pursuit of pleasure at an instinctual 
level of cognition." 

II. GAPS 
Cara Wrigley [20] describes how the visceral hedonic 

rhetoric model or tool is relevant to product designers to 
devising interactive products that will create a continuing 
emotional impact with the consumers. The whole gamut of 
design elements of a product elicits some kinds of emotional 
responses from the users. The researcher mentions that this 
tool needs validation. It is important to investigate which 
specific attributes of the visceral rhetoric will give rise to 
hedonic responses. Furthermore, she recommends that the 
model could be tested out in other design domain for 
designers to better understand how consumers' visceral 
responses are affected by visceral hedonic rhetoric. 
Research has demonstrated mixed results when it comes to 
perception of usability and visual aesthetics. Many studies 
have been conducted to evaluate users’ emotional responses 
in games or to developing tools to measure user experience, 
however, little is known how the visual rhetoric of a game 
interface affect user behavior, performance, emotional 
responses and player experience. There are several gaps 
identified when it comes to perception of beauty and 
usability as they relate to user interface design. “Game 

interface is part of the surface layer for game control. The 
experience of the controls is directly tied to the emotional 
experience of play, thus user interface in a game is very 
important” explains video game designer, Robin Hunicke. 
Another researcher defines aesthetics as the “sensuous 
qualities, the emotions, moods, and experiences” that occurs 
while interacting with a product [21]. Aesthetics have 
become an important topic among HCI researchers lately as 
it forms an integral part of user experience. In the study 
“what is beautiful is usable,” [22] the researchers found out 
that the relationship between usability and aesthetics were 
strongly correlated, which was in line with a previous study 
in the field of marketing and consumer behavior that 
explained how physical appearance of a product were 
related to personality traits [23]. On the contrary, when 
Hassenzahl [24] conducted a study on MP3 skin players, he 
did not find any relation between beauty and perceived 
usability. 

Usability may be considered more important when the 
product is used for an important and time critical task, and 
less so in “a more relaxed mode of exploration and 
discovery” [25]. Hence it becomes imperative to investigate 
the connection between usability and aesthetic, when 
computer games are played in the action or goal mode. 
According to Hassenzahl, classical aesthetic is different 
from beauty; he considers classical aesthetic to include 
visual usability that complements usability of interaction. 
“Aesthetics is too broad as a term (modern art has an 
aesthetic value, but most of the time not beautiful) or we use 
it as a pretentious replacement of what we actually mean, 
just because aesthetic sounds more learned. In both cases, 
beauty is the better term,” declares Hassenzahl in an email 
conversation. “Beauty is synonymous to an affect driven 
evaluative response to the visual gestalt of a product.” [26]. 
Hassenzahl [24] further explains that beauty and usability is 
mediated by “goodness” and there is a low correlation 
between hedonic and pragmatic. The latter finding in turn 
reiterates Lavie and Tractinsky’s study [27] that reveals the 
correlation between expressive aesthetics and usability is 
low. 

Thuring and Mahlke [28] conducted two studies using 
portable audio players to find out whether perceptions of 
instrumental and non-instrumental qualities were related. He 
simulated two versions of the portable audio players by 
varying the level of usability and visual aesthetics such that 
there were four combinations in all. The results revealed 
that both the variations of usability and aesthetics had an 
effect independently on emotional responses (valence and 
arousal) respectively. Mahlke and Lindgaard [29] suggested 
that the effect of perceived visual aesthetics on emotional 
aspects of user experience should be investigated further. 
The researchers explain that there are challenges such as the 
“inter individual differences of aesthetics judgments” 
concerning visual aesthetics in human technology 
interaction that need to be addressed [29]. Everyone has a 
different level of perception of beauty. When evaluating 
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visual aesthetic aspect of an interface, it is important to take 
recourse to Centrality of Visual Product Aesthetics (CVPA) 
scale that measures the degree of visual aesthetics an 
individual accounts for a product [30] to obtain accurate 
results. Furthermore, Hartmann et al. [26] state that it is 
imperative to study the behavior of aesthetically sensitive 
and non-aesthetically sensitive participants in user 
populations, especially if the aim is to investigate different 
level of visual complexity in a user interface design. Hence, 
aesthetic perception also depends a lot on the background of 
the user. 

When a user is exposed to a web interface, usually this 
gives rise to a halo effect [31, 26] that affects user behavior 
on subsequent webpages. For instance, if the visual aesthetic 
is of high quality, even though there is a slight usability 
issue, the halo effect will override the glitch, and provide a 
satisfying user experience. One aspect that needs further 
investigation is the intensity of the halo effect, and how it 
relates to the degree of usability and aesthetic value. This 
finding resonates to Hassenzahl and Ullrich’s [25] study, 
which explains in a critical situation, usability is considered 
the most valuable in contrast to an exploratory/discovery 
situation, where usability issue is regarded as secondary. 
Lindgaard and Dudek [16] conducted a study on websites 
styles to find out that high aesthetic quality and very low 
perceived usability gave rise to high user satisfaction. It was 
concluded from this study, “what is beautiful may not be 
necessarily perceived to be usable.” Yet, Tractinsky et al. 
[22] state “what is beautiful is usable.” The above studies 
are all contradictory to each other. There is little evidence 
that “explain how and why users judge a particular design to 
be more or less aesthetic” [26]. 

Liu et al. [32] investigated the dynamic difficulty 
adjustment (DDA) in computer games so that the 
“mechanism in computer games can automatically be suited 
to gaming experience of the player's characteristics.” Liu et 
al. (2009) further explained that much research is being 
carried out to evaluate player’s performance that is based on 
game adaptation. It would be more useful to investigate the 
“affective state” of the players instead. Katsyri et al. [33] 
made use of electromyography (EMG) to measure 
emotional responses of 44 participants to aesthetic 
background images that has a varying level of valence 
(unpleasant to pleasant) and arousal (calming to exciting). 
When a pleasant image was presented alone and along with 
text (new message), positive emotions were evoked. It was 
found that high arousal images improved superimposed text 
recall. They suggest that future research should be 
conducted to investigate the effects of aesthetic background 
images in other domains. 

III. AIMS 
One of the major objectives of this research is to carry 

out a comparative study to investigate how player 
experience is affected by the visual rhetoric (graphic, text, 
animation, sound) of a computer game, when participants 

play two different kinds of game, Hard Fun and Easy Fun 
respectively [18]. It is relevant to examine how the visual 
aesthetic, including the attributes of interactivity such as 
“movement speed, movement range, response speed, 
concurrency” [34] of the dynamic game user interface will 
affect players’ physiological arousal and valence by using 
physiological measures, in addition to self-report 
measurement. This research is important because game 
designers should understand what user interface elements 
can optimally enthrall game enthusiasts and that developers 
should devise specific types of games or platform, 
depending on the objectives (goal mode or action mode), to 
make it appealing and enjoyable to the right audience. This 
research will eventually contribute to understand the 
creation of appropriate user interface components that can 
lead to better game interaction for players to derive optimal 
enjoyment and challenges that will lead to enhanced user 
satisfaction. It is also important to find out how the players’ 
emotional responses are affected by the visual rhetoric of 
the game interface when they are in different meta-
motivational states. Players’ emotional responses will be 
examined in two different conditions: telic (goal) and 
paratelic (action). In the goal mode, the participants will be 
required to play the computer game until they reach a 
certain score or level, whereas in the action-mode, all 
participants will be given equal amount of time to play the 
game. “Usability is considered to be a more important 
component when the product is utilized for an important and 
time critical task, and less so in a more relaxed mode of 
exploration and discovery.” [25]. Does this hold true in a 
game scenario when one plays a hard fun and easy fun game 
category respectively? How does the visual rhetoric and 
gestalt affect the player when he is in a goal mode and in an 
action mode of gameplay respectively? Moreover, the users 
can be further segmented into two different groups called 
verbalizers and visualizers [35] to examine how each group 
would process and elicit emotional responses towards the 
visual rhetoric of the game user interface. 

Admittedly, components like engagement, immersion, 
and flow have been used as attributes to measure UX in 
games. For this study, it is essential to evaluate user 
experience in games from a multi-dimensional perspective, 
by appropriating CUE [28] Model and compare the results 
using other game enjoyment and UX models in the field of 
Human Computer Interaction Design, like Gameflow [8], 
Game Experience Questionnaire (GameLab, Eindhoven 
University of Technology) and UX model such as PIFF [2], 
that integrates components like Adaptation (Presence and 
Involvement) and Flow (cognitive evaluation and emotional 
outcomes), Component of User Experience Model. In 
addition, it may be useful to compare the above experiments 
in different cultural settings to check if the results are 
generalizable. 

IV. METHODOLOGY 
It is clear that measuring emotional responses in HCI has 
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been a challenge for many researchers despite numerous 
techniques that have been devised. Physiological (skin 
conductance, heart rate, pupillary dilation, blood pressure, 
respiration, vocal tone, facial expressions, muscles action, 
electroencephalography (EEG), electromyography (EMG)) 
[36] and self-report tools (pre and post-test questionnaires, 
interviews, focus groups) have been commonly utilized to 
measure emotional responses. The advantage with 
physiological measures is that the researcher can capture 
emotions accurately. The disadvantage is that it is costly to 
administer and collect data. Researchers can still detect 
different kinds of affect using the self-report measurement 
that includes rating scales, questionnaires, graphical 
differentials, and verbal depiction of emotional states. The 
drawback of self-report methods is that the participant is 
conscious when his emotion is being measured; self-report 
methods are not suitable for measuring low intensity 
emotions, according to Frijda [39]. Researchers have 
commonly utilized self-report measurements because they 
are cheap to conduct. For the scope of this study, two UX 
models (CUE and PIFF) will be compared in a game 
context, and data will be collected when participants play a 
touch screen game on ipads. Instruments that will be used to 
collect data include both physiological (skin conductance) 
and self-report tools. 

Data will be collected using the following instruments: 
(i) Verbalizer-Visualizer questionnaire [37] for screening 
participants. (ii) HEP Questionnaire [38] for gathering 
usability data. (iii) Classical and Expressive Aesthetics [27] 
(iv) Game Experience Questionnaire (GEQ) to measure 
enjoyment in games. The GEQ is a verbal emotional tool 
that can measure human experience of media enjoyment, in 
the context of gaming. The GEQ consists of three modules: 
actual game experiences, post-game experiences, and social 
roles of players. The items are based on concepts like 
immersion, flow, challenge and affect. The stimuli used to 
collect data are a hard fun and easy fun category game 
devised for the touch-screen that can be customized in terms 
of its usability and aesthetics features. A panel of game 
experts will first validate the game to ensure that it meets 
the norms as far as game play, game mechanics and game 
user interface design are concerned. The game will then be 
modified into four different conditions as shown in Table 1. 
The independent variables are usability and aesthetic 
quality. The dependent variables are emotional reactions 
and user experience. 

TABLE I.   

           Usability (A) 

Low (A1) High (A2) 
Aesthetics 

(B) 
Low (B1)   

High (B2)   

Both Qualitative and Quantitative methods will be used in 
this study. 200 participants will be recruited, and devised 
into two groups known as “verbalizers” (better at processing 
text) and “visualizers (better at processing images).” The 
verbalizer-visualizer [37] questionnaire is a five items 
questionnaire in which the participant needs to select 
between the two approaches of processing information, 
either words or pictures. Based on the visualizer-verbalizer 
questionnaire, participants will be screened into two groups: 
the verbalizer and the visualizer, each group will consist of 
100 participants. Gender balance will be taken into 
consideration within each condition. A two-way ANOVA 
in-between subject test will be performed, with two 
independent variables: usability (low and high) and visual 
aesthetics (low and high). In addition, by making use of the 
CVPA (Centrality of Visual Product Aesthetics) instrument, 
individual differences among participants can be analyzed in 
order to understand to which degree users are aesthetically 
oriented. The data gathered from the CVPA questionnaire 
can be added as a covariate to the analysis, which will result 
in an ANCOVA. 

 The following research questions will be attempted: 
(i) How is player experience affected in the following states: 
(telic) goal mode and (paratelic) action mode? (ii) What 
impact does the level of visual aesthetic in each game 
category has on the two group of players (visualizers and 
verbalizers)? (iii) How is the Flow Graph (Challenge v/s 
Skills) affected by varying levels of the two independent 
variables? How do components like enjoyment, player 
experience, player performance and emotional responses 
affected by the two levels of independent variables? 

V. CONCLUSION 
This study is expected to answer multiple research questions 
that will be important for game designers to consider and 
apply during game development. It is necessary to 
understand the characteristics of players for instance, 
whether verbalizers derive more enjoyment than visualizers 
in gaming context, and how the visual rhetoric affects each 
category of players. Game designers will need to further 
explore specific elements of the user interface that give rise 
to particular emotional responses, in the case of each game 
category–hard fun and easy fun. It is also necessary to 
investigate whether the “flow” concepts still hold true when 
the game attributes (visual aesthetics) are varied in each 
game condition. Answering the above questions will help 
pave the way to devise optimal game experience for 
appropriate audience. 
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Abstract— This paper describes a basic study on an emergent 

design system in which serendipity occurs from interaction 

between computer and human. Serendipity is a natural ability 

to unexpectedly make interesting or valuable discoveries. The 

possibility of generating new design ideas will increase if we 

can utilize serendipity. Therefore, we propose an emergent 

design system that produces serendipity by using form 

organizing phenomenon seen in nature and three-dimensional 

modeling like clay-modeling. Then, we perform elementary 

experiments with designers. Thus, this system prompts the 

chances of getting inspirations and unexpected discoveries in 

the process of deriving ideas. As a result, we show the 

possibility of generating new design ideas by using this system. 

Keywords-emergence; design system; interaction; serendipity 

I.  INTRODUCTION 

The design process can be roughly divided into two 
categories: the early process which consists of conceptual and 
basic designs, and the late process which consists of detailed 
design [1]. In the early process, novel and diverse design ideas 
must be obtained from a global solution search under unclear 
design conditions. Thus, in previous study, we propose an 
emergent design system. This system is based on the concept 
of emergence, which is a natural phenomenon that creates 
diverse organism. We demonstrate diverse design proposals 
are derived using the system [2]. On the other hand, designer’s 
experience and knowledge earned through trial and error are 
the key elements in designing. When highly-experienced 
designers generate design ideas using a representation method, 
such as a sketching or clay modeling, sometimes unexpected 
values are discovered by chance. This ability to find 
something interesting or valuable by coincidence is called 
serendipity [3]. A previous study on serendipity reported that 
design ideas not originally envisioned by the designer emerge 
when designers are devoted to sketching [4]. Therefore, design 
proposals derived by the emergent design system should 
enable designer’s serendipity to occur.  

In this research, an emergent design system which uses 
computer-human interactions is proposed to support idea 
generation. This system consists of two fundamental 
functions: a self-organizing function based on the concept of 
emergence, and a three-dimensional modeling function 
imitating clay modeling. During the iterations of these 
functions, designers should be inspired by self-organizing 

design proposals. Therefore, generating novel and valuable 
design ideas will become easier. Additionally, we conduct 
elementary experiments to test the effectiveness of this 
system. As a result, we confirm the possibility that the 
proposed system has ability to support the idea generation. 

The paper’s structure is presented as follows: first, we 
describe about the concept of emergence, and propose an 
emergent design system. Then, we describe about the 
methods and the results of elementary experiments. Finally, 
the results are examined and our conclusion is presented. 

II. EMERGENCE AND EMERGENCE DESIGN  

In nature, various organisms exist in the same 
environment. In the fields of biology and ecology, scientists 
have hypothesized that various species have been created 
through the process of emergence. The concept of 
emergence is as follows: a new function, the character, and 
the action acquired by an interactive dynamic process where 
global order appears by local interactions between 
individuals, which behave autonomously, with the 
environment. On the other hand, this order restrains the 
behavior of an individual [5]. Herein, the appearance of 
global order is a bottom-up process, whereas the process of 
restraining individual behavior is a top-down process. 

There are two similarities between the early design process 
and the emergence process. First, the process to generate 
design ideas through evaluation using certain standards is 
similar to the bottom-up process which generates the entire 
feature by the interaction of autonomous components in 
emergence. Second, the process to optimize detailed parts of 
the design proposal is similar to the top-down process, which 
binds the components by entire feature in emergence. Thus, 
the concept of emergence may be applicable to design, and 
diverse novel design proposals can be derived by "emergent 
design" where bottom-up and top-down processes interact. 

III. EMERGENT DESIGN SYSTEM  

In this section, first the previous emergent design system 
is described. After that, an emergent design system which 
uses computer-human interactions is proposed. 

A. Previous Study in Emergent Design System 

The emergent design system consists of bottom-up 
process and top-down process. In the bottom-up process, 
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diverse design proposals meeting the low standard set by the 
designer are derived by self-organizing, while the top-down 
process satisfies the constraint conditions, and optimizes 
proposals that satisfy the constraints. This system derives 
diverse designs by going through these two processes. 

1) Bottom-up process: In the bottom-up process, forms 
are generated self-organizationally using Cellular Automata 
(CA) [6]. In the incidental method, the states of cells in the 
lattice are updated following a local rule. More specifically, 
at time t, the state of an element is St and the state of the 
neighborhood (mostly Von Neumann neighborhood or 
Moore neigborhood) is Nt. The state of the element at time 
t+1 describes as 

 St+1 = f (St, Nt) (1) 

where, f is the transition function which influences the 
behaviors of the elements.  

In the emergent design system, the diversity of an 
organism is noted, and rules refering to two propoerties for 
diverse organism morphogenesis, “induction” and “apical 
dominance”, are the input vectors for the CA [7].  

An organism is formed by interactions between 
neighborhood cells. These neighborhood cells affect each 
other, causing a cell to change and exhibit different features 
(Figure 1(a)). This property is called ‘induction’. The first 
input is defined as the neighborhood information vector vn, 
which is expressed as 





26

1i

iiwb nn ev  (2) 

where, i is the surrounding element number, bi indicates the 
existence or non-existence of an element (1 or 0), wi is the 
coefficient of the vector direction, and ei is the unit vector of 
the direction to the object element. 

In the developmental process, a certain tissue dominates, 
such as the bud of a plant or the head of an animal. Such 
tissues are called the apex, and the dominant action by the 
apex is called ‘apical dominance’ (Figure 1(b)). The second 
input is defined as the positional information vector vp, 
which is expressed as 

dp ev )dd(  max
 (3) 

where, dmax is the distance between the apex and the most 
distant cell from the apex, d is the distance between the 
apex and the object element, and ed is the unit vector of the 
direction to the object element. Moreover, the form 
operating parameter k is set and input vector vin is defined 
as expressed in Eq. (4). 

pnin vvv )k(k  1  (4) 

Diverse forms can be generated by changing the form 
operating parameter k. If the value of k is near unity, then 
induction tends to strongly influence k. In contrast, if k is 
near 0, then k is strongly influenced by apical dominance, 
and a rhomboid or board form tends to be generated. The 
input parameters in the bottom-up process are the position 
of apex, form operating parameter k, form generation space, 
element size, initial element, and evaluation item. The apex 
position becomes the center of action for apical dominance, 
and the form generation space is a space that allows CA to 
be generated. The element size is a voxel and is composed 
of form. Thus, reducing the element size causes the output 
to be in a detailed form. The initial element position is 
where the form generation of CA begins. Thus, diverse 
design proposals are generated self-organizationally in the 
bottom-up process. 

2) Top-down process: In the top-down process, diverse 
design proposals generated by the bottom-up process are 
optimized or modified to satisfy design constraints such as 
strength or stiffness. For example, the modification method 
by increasing and decreasing elements, which is inspired by 
an adaptive function of bone remodeling, is applicable [8]. 

B. Emergent Design System Using Computer-Human 

Interactions  

We propose an improved emergent design system to 
support idea generation. Figure 2 shows the flow of the 
proposed emergent design system. This emergent design 
system consists of incidental form generation and 
representation methods. Induction and apical dominance, 
which are concepts from the previous design system, are 

Figure 1.  Model of the input vectors 
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used in self-organizing form generation because these self-
organizational concepts enable serendipity. 

1) Generate self-organized form in real time: We 
reconstruct an emergent design system with the Processing 
programing language, which is benefical to create images, 
animations, and interactions. In this system, we can see the 
form generating in real time by increasing elements 
autonomously. There are two ways to generate forms 
autonomously. First, selecting a element,  and increase 
elements (Figure 3(a)). Second, elements which increased at 
last step become the trigger of self-organization. These 
functions should enable designer’s serendipity to occur by 
revealing diverse and incidentally derived forms. 

2) 3D-modeling like clay modeling: In this section, we 
describe the representation method, which designers can use 
to generate design ideas. Representation methods are used 
not only to visualize specific design concepts, but also to 
convey designers intentions and to adjust design concepts. 
Our research focuses on a three-dimensional modeling, e.g., 
clay-modeling, to establish a public image of an idea. In this 
system, forms can be modified by adding or deleting 
elements (Figure 3(b)). In order to add elements, you should 
select an element, subsequently elements at Von Neumann 
neighborhood or Moore nighberhood will increase. By 
selecting elements, you can delete the elements. 

Three-dimensional models provide information such as 
depth, which is not intuitive in two-dimensional models. 
Additionally, through trial and error with representation 
methods, the likelihood of new ideas from chance or 
serendipity increases. Hence, three-dimensional 
representation methods can create new design ideas as well 
as improve visuospatial cognition. 

IV. ELEMENTARY EXPERIMENTS 

In this section, we describe elementary experiments to 
test the effectiveness of the system. 

A. Experimental Condition and Methodology 

We conduct form generation experiments to clarify the 
features and effectiveness of the proposed system, including 
the occurrence of serendipity. In this experiment, we use a 
chair as a design object. Because a chair design must 
consider structural features of material mechanics or 
mechanical dynamics as well as industrial design, a chair is 
an appropriate application for a basic study to evaluate 
design idea generation. Four subjects, who are professional 
designers, participated in the study.  

Design proposals are derived using introduced functions 
via two different patterns. In pattern 1, an initial form, which 
means the basic form of idea generation, is generated 
autonomously, and a design proposal is derived using three-
dimensional modeling. In pattern 2, an initial form is 
generated autonomously same as well. Then a design 
proposal is derived using a three-dimensional modeling and 
self-organizing form generation. Finally, in both patterns, 
each subjects draw design ideas within their mind induced by 
using the system. 

 Herein the form operating parameter k is set at three 
levels; 0.1, 0.5, and 0.9. For each ratio, two design proposals 
are derived by each subject. Then, overall 48 design 
proposals are derived. To analyze the process of deriving 
design proposals and characteristic forms, the number of 
times serendipity occurs is counted: the number of times 
subjects change his design concept influenced by inspirations 
and unexpected discoveries. For the same reason, we write 

Figure 3.  Examples of form generation 

(a) Self-organization from selected element 

(b) Add and delete elements 

Figure 2.  Flow of the emergent design system 
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down the remarks of subjects while they are generating 
design proposals. Additionally, we asked the subjects about 
the usability of this system after the experiments. 

B. Evaluation of the Proposed System 

Figure 4 shows the examples of the final design 
proposals derived by the proposed system, and Table 1 
shows the number of times serendipity occurs. To clarify the 
characteristics of the proposed system, we analyze the 
results from three different perspectives: influence of form 
operating parameters, influence of form generating pattern, 
and differences between proposed system and previous 
system. Analysis from these three perspectives can 
determine whether the proposed system efficiently supports 
design idea generation. 

1) Difference of form characteristics related to input 
parameter: To analyze the difference of the form 
characteristics related to the form operating parameter k, 
design proposals are derived for three different form 
operating parameters; 0.1, 0.5, and 0.9. Figure 5 shows 
examples of derived design proposals for each form 
operating parameter. When parameter is set to 0.1, rod 
shaped design proposals are derived. In addition to rod 
shape proposals, aggregated forms are derived when it is set 
to 0.5. When it’s set to 0.9, aggregated forms with numerous 
elements are derived. Consequently, most design proposals 
depend on the initial form when form operating parameter is 
set to 0.9. Similar to the previous system, the value of the 
form operating parameter controls the form characteristics 
of the derived design proposals. Thus, the parameter affects 
the form characteristics of the derived design proposals in 
proposed system. 

When we asked the subjects which form operating 
parameter provides more inspiration and discoveries, most 
indicated that it is difficult to judge. However, one subject 
indicated the process depends on the form operating 
parameter, confirming the initial form affects the form 
generation process: increasing elements, or decreasing 
elements. When form operating parameter is set to 0.9, the 
system produces aggregated forms, and they are the most 
geometrically similar forms. Hence, the value of the form 
operating parameter affects the chance of finding inspiration 
and discoveries. One method to improve control using the 
form operating parameter is to restrict the surplus increase 
in the number of elements. Additionally, one subject 
suggested changing the form operating parameter while 
deriving design proposals, indicating that the proposed 
system needs a new function to change the value of the form 
operating parameter.  

2) Difference of form characteristics related to the 
form generation pattern: In the experiments, two patterns 
are used to generate forms. Pattern 1 employs a three-
dimensional modeling as a representation method, while 
pattern 2 uses both three-dimensional modeling and self-
organizing. 

Figure 6(a) shows the process and final design 
proposals derived by designer B in pattern 2. Table 2(a) 
contains the remarks of designer B. Although the 
proposals are as designer B intended, he does not 
comment on inspiration or unexpected discovery during 
the experiment. Similar to Figure 6(a) and Table 2(a), 
Figure 6(b) and Table 2(b) show the process and 
proposals and comments of designer B in pattern 2, 

0.1 2 1 1 1 0 0 0 0 2 1 2 2 3 1 5 1

0.5 0 0 0 0 0 0 1 0 0 0 2 1 0 3 0 0

0.9 1 1 0 1 0 1 0 0 0 1 0 0 1 1 1 0

Subject C Subject D

Pattern 2Pattern 1Pattern 2Pattern 1Pattern 2

Subject A Subject B

k

Pattern 1Pattern 2Pattern 1

TABLE I.  THE NUMBER OF TMES SERENDIPITY OCCURS 

Figure 4. Examples of the derived design proposals 

10Copyright (c) IARIA, 2013.     ISBN:  978-1-61208-250-9

ACHI 2013 : The Sixth International Conference on Advances in Computer-Human Interactions

                           25 / 510



respectively. The inclusion of the self-organized form 
generation function inspired a new idea, which designer 
B used to derive a novel design proposal.  

We asked which pattern provides more inspiration and 
discoveries during the experiments. All four subjects 
answered that pattern 2 provokes inspiration and 
discoveries. Although there are no significant difference 
between pattern1 and pattern 2 as Table 1 shows, there is 
the potential that generating forms self-organizationally 
yields unexpected novel forms, inspiring new design 
ideas. Thus, the subjects uses serendipity in pattern 2 
because serendipity more likely occurs when using two 
form generation functions (representation and self-
organizing). Hence, results of the experiment and 
interviews demonstrate that increasing of chance leads to 
unexpected discoveries.  

3) Use of serendipity: Figure 7 shows design 
proposals of chair derived by the previous system and the 
sketches of design ideas generated from the proposals. 
Although designer can generate a design idea by 
watching the derived proposal, serendipity happens once, 
if it occurs at all. Figure 8 shows the process of deriving 
a design proposal by proposed system and the sketch of 
design idea generated from the proposal. Table 3 shows 
the remarks during the experiment. The subject used 
serendipity several times, and various inspiration and 
discoveries helped generating ideas, confirming that the 
proposed system allows forms to be generated as 
designers intended and serendipity emerges during the 
process. 

We asked the subjects which system is easy to generate 
new design ideas. Half of the subjects answered that the 
proposed system is easier, but the other half stated that they 

TABLE II. REMARKS DURING THE EXPERIMENT 

Figure 6. Differences in form generation pattern 

Figure 5. Differences in form operating parameter 

(a) Pattern 1 

(b) Pattern 2 

Process Remarks

Initial Form "It's like a bench."

Process "Need legs for stability."

Final proposal "Bench at park."

Process Remarks

Initial Form "It's like a bench."

Process 1 "Need more space for several people."

Process 2 "Use this form for the roof."

Final proposal "Bench with a big roof."

(a) Pattern 1

(b) Pattern 2
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could not judge. According to designer D, “The proposed 
system provides chances of finding inspirations and 
discoveries, generating new design ideas. However, the 
design idea depends on the final design proposals, which is 
why it is difficult to say which system is easier to generate 
new design ideas.” Compared to the previous system, the 
proposed system provides more serendipitous opportunities 
for inspiration and discovery, but the unfinished design 
proposals are rejected. Consequently, it is concluded that 
new design ideas are easier to generate using the proposed 
system. 

V. CONCLUSION AND FUTURE WORK 

Herein an emergent design system which uses computer-
human interactions is proposed. Additionally, generation 
experiments to analyze the effectiveness of the system were 
performed. Compared to the previous system, novel and 
valuable design ideas are easier to generate in the 
proposed system. The achievements of this research are 
described below.   

 By enabling interactions in the emergent designs 
system, designer can generate intended forms via 
representation method.  

 Indicating that both self-organization and 
representation method help designers to generate 
novel and valuable design ideas by inspiring 
designer’s serendipity. 

 Confirming the possibility that the proposed 
emergent design system has ability to support the 
idea generation through iterations of self-
organization and representation. 

For future researches, we should clarify the mechanisms 
of how serendipity occurs by studying representation 
methods which can inspire designer’s serendipity. Then, 
further experiments with larger quantity of subjects to derive 
statistical consequence should be conducted. 
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TABLE III. REMARKS DURING THE EXPERIMENT 
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self-organized form

Figure 7. Design ideas generated from the previous system  
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Abstract— This paper discusses a method to create pictograms 

based on multiplex local sign languages with applying the 

concept of “Context of Use” on dialogue with applying 

Multivariate Analysis (MVA). Since pictograms are universal 

communication tools, human centred design (HCD) and 

context analysis by Persona model are applied. The 

experiments consist of three steps. The first step is to find out 

the similarity of a selected word among seven different local 

sign languages, which are American, British, French Spanish, 

Japanese, Korean and Chinese by means of MVA. The second 

step is to create a new common pictogram referring to the first 

step result by a pictogram designer. The final step is to validate 

the newly created pictogram by MVA. Under the cycle of HCD, 

the pictogram designer will perform to summarize the 

expression of several local sign languages by this method. The 

acquisition of this experience is to include it as a pictogram 

design guideline for context of universal communications such 

as emergency and traveling situations. Through the proposed 

method, the relationship between selected words and local sign 

languages are initially explained by sensory evaluation of the 

subjects. Currently the outcome of pictograms or icons of this 

experiment are implemented on the modern tablet computers 

with a touch panel display considering computer-human 

interactions. 

Keywords- Context of Use; Human Centred Design; 

Pictogram; Universal Communication; Sensory Evaluation. 

I.  INTRODUCTION  

This paper discusses a method to create pictograms or 
icons referring to multiplex local sign languages with the 
concept of context of use on dialogue and Multivariate 
Analysis (MVA) [1]. Since pictograms or icons are universal 
communication tools, Human Centred Design (HCD) [2] and 
context analysis by Persona model by Alan Cooper [3] are 
applied in this research. This research was started in order to 
investigate the context of universal communication through 
local sign languages. 

HCD is based on the context of use which is organized 
by four factors as user, product, task and environment in use 
(Figure 1). The research scope covers not only linguistic 
studies of sign language but also HCD with context of use 
[4]. 

The structure of this paper is that at first section the 
research purpose with deaf people issues in the case of 
emergency is introduced. Then simple and easy to use 
pictograms or icons are to be required as an efficient 
communication tool. In the middle sections to find out such 

pictograms or icons applying sensory evaluation method is 
discussed. The validity of the newly created pictograms or 
icons is discussed in the final section.  

II. RESEARCH PURPOSE AND ISSUES  

The purpose of this research is to figure out a method to 
create meaningful pictograms or icons referring to several 
local sign languages [5]. The sign language (SL) is basically 
a communication method from one person to the other for 
hearing impaired persons. The main factors of sign language 
consist of the hand shape, location and movement. There is a 
dilemma that SL is a language with motion whereas 
pictograms or icons are still ones. There was quite a 
discussion among researchers. Then hand shapes and 
locations are drawn by an animation and movements are 
done by arrows referring to a snapshot of the related local 
sign languages. 

III. RESEARCH PROCEDURES 

Considering such research purpose and issues, the 
following three steps with seven phase research procedures 
are prepared; 
Step1:  

Phase 1:  Determine a concept 
Phase 2:  Create Persona Model and its Scenario 
Phase 3:  Key words extraction especially on emergency 

and travelling situations 
Phase 4:  Conduct first Sensory Evaluation with seven 

local sign languages to extract similarities. 
Step 2: 

Phase 5:  Design a summarized pictogram referring to the 
result above. 

Step 3:  
Phase 6:  Conduct second Sensory Evaluation with seven 

local sign languages adding a summarized pictogram to 
validate 

Phase 7:  Conclude a method  
 

A. Phase 1: The Context Determination  

Based on the concept described above, two context 
situations of emergency or travelling have initially been 
chosen [6]. Alan Cooper proposed the Persona Model [3] 
related to HCD where several situation representing Personas 
are imaginably created in order to simulate and find how 
they will behave under a certain context. This method is 
highly accepted by the manufacturers in creating new 
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product plans and has been applied to service science [7]. 

B. Phase 2: Persona Model and Scenario Creation  

The first step is to create two Personas with applying the 

Persona Model under HCD [2]. The first Persona is a deaf 

person in a situation where he suffers a sudden illness while 

commuting in the morning, and is carried to the hospital by 

an ambulance (Figure 2). The second one is an office lady 

who lives in Hong Kong and has to visit Tokyo on business 

and then pleasure. 

Diary like scenarios underlying Personas are described 

from discussions with colleagues utilizing the Brain 

Storming Method. These scenarios mainly pay attention to 

the dialogues between the Persona and those people 

surrounding [8]. The first scenario of the deaf person in an 

emergency consists of about 600 words (equivalent to 3000 

Japanese characters) and second with the traveling woman 

about 1700 words (equivalent to 8500 characters). 

C. Phase 3: Key words extraction on situations  

This research is focused upon dialogues with several 

participants and referring to observations from the view 

point of the provider and the receiver under dialogue 

principle [8]. 

The next phase is to extract words that are 

fundamentally essential to the dialogues of the scenarios. 37 

words were selected and categorized by discussions with 

colleagues. 

Looking at the dialogues in the scenarios under the 

selected context, the hardest process is initiating the 

dialogue to a stranger. In modern times, people are worried 

about security. They are extremely cautious when 

approached by an unfamiliar person. Several interjections 

are included to assist the initiation of dialogues. 

D. Phase 4: First Sensory Evaluation with seven local sign 

languages  

The research is initially focused upon creating 

pictograms or icons to make dialogues since the 

fundamentals of sign language are hand shape, location and 

movement. This research references to a collection of 

animation figures consists of seven local sign languages 

whose author is a deaf architect, gave overwhelming support 

to the research by supplying and permitting reference to the 

database. The seven local sign languages are of American, 

British, Chinese, French, Korean, Japanese, and Spanish [9].  

In the experiment, subjects are first shown an expression 

with the collection of animation figures consists of seven 

local sign languages. After then subjects are informed of the 

sign meaning, they are requested to vote with 19 tokens 

which of the seven different local sign language expressions 

(samples) best coincides with the informed image. They are 

asked to put all 19 tokens on the condition that they are 

permitted eventually zero voting on some samples. 

 
 

Figure 2. An example of Persona model 
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 Communication methods are Sign Langue, Lip Reading. Write Message is used  when 

complicated.

– Write message is particularly used  in a convenience store, a gas station or a 

coffee shop.

– Write on the palm without tools of writing.

 Parents will support when emergency.

– By using mobile mail to the parents with explaining the situation, then ask 

parents to contact to colleagues or insurance company.

– Telephone can not be used to call an ambulance or police station.

 Write message or gesture are used when consulting with medical doctors.

– Ask repeatedly by write message when the explanations by the doctor or 

nurse are complicated.

– Lip reading is not useful since they wear face guard mask.

– Normally at the first visit to hospital , a sign interpreter will be accompanied.

 Always prepare tools of writing for the accidents or disaster.

 Mobile mile is daily used.

Goal

 Wish to inform current status or wish precisely.

 Wish to understand of the antagonist dialogue.

 Wish to use a simple and easy communication method when emergency.

Personal Profile

 Occupation：SE

 Address：Tokyo, Japan

 Age：24

 Characters：Cheerful, precise and 

friendly

 Symptom： Adult Deafened

Mobile usage situation

 Mobile Phone

‒Daily used

‒Mobile mail and Internet

‒Internet sites are Routing 

or weather forecasting 

 Other used functions

‒Digital Camera

Takuya  Kobayashi
“Try to communicate with all methods”

 Adult Deafened

 Friendly Character

 Identity for deaf

SCOPEPersona A

Figure 1. Context of use of Guidance on usability 

 

Users Tasks

Equipment Environment

Input Output

Effectiveness

Efficiency

Satisfaction

Foreign People

Impaired People

In use at 

Station, Airport

Ambulance, Hospital

Communication Service

Collaboration Service

Travelling

Emergency
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Abbreviations: 

 

A: American Sign 

Language (ASL) 

J: Japanese Sign 

Language (JSL) 

F: French Sign 

Language (FSL) 

C: Chinese Sign 

Language (CSL) 

B: British Sign 

Language (BSL) 

K: Korean Sign 

Language (KSL) 

E: Spanish Sign 

Language (SSL) 

S: Summarized and 

newly designed 

pictogram 

Figure 3. A sample of voting sheet of 

“When ?” 
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This sensory evaluation method can easily make relative 

comparisons between the seven expressions of local sign 

languages and is more applicable than the ordering method 

or pair comparison method. An example of voting sheet of 

“When ?” with local sign languages is shown in Figure 3 

except the pictogram “S”. 

Then the correspondence analysis of Multivariate 

Analysis (MVA) by statistic software; Statistical Package 

for Social Science (SPSS) [10, 11] is applied. The outcome 

is plotted as similar local sign languages are to be plotted 

closely on a plane. In the characteristics of correspondence 

analysis, the subjects who have general and standard ideas 

are positioned in the centre, whereas those who have 

extreme or specialized ideas are positioned away from the 

centre. The center crossing point of the first and second 

Eigenvalues is gravity point or average point.  

The first experiment subjects are 13 people in their 20’s 

including nine science course students, four humanity 

course students. Some have experience living overseas and 

sign language interpreting. After voting by the tokens, all 

the subjects are asked of their confidence level with  

Semantic Differential (SD) method [12]. 

Figure 4 is an example of outcome chart where 

“When ?” is plotted. 

E. Phase 5: Summarized Pictograms Design  

Analyzing a plot chart of “When ?” in Figure 4 with 

seven sign languages, many subjects feel that French, 

American, British and Spanish sign languages are 

representing similarly “When ?” since they are plotted 

closely on the chart.  

Following to the cycle process of HCD, the original 

designer is asked to summarize and design an animation like 

ictogram showing exclusively French, American, British 

and Spanish by referring to the outcome by the sensory 

evaluation mentioned above. Then the newly designed 

pictogram, which is “S” in Figure 3, is added to seven local 

sign languages with American, British, Chinese, French, 

Korean, Japanese, and Spanish. 

F. Phase 6: Second Sensory Evaluation with seven local 

sign languages with summarized pictogram  

The next procedure is the same manner as the first 

experiment of Phase 4. After subjects are informed of the 

sign meaning, this time they are requested to vote with 23 

tokens which of the eight different local sign language 

expressions including newly designed one which is a 

pictogram “S” in Figure 3 will be the best coincides with 

their image. The procedure was the same manner as the first 

sensory evaluation step of phase 4, and the correspondence 

analysis of Multivariate Analysis (MVA) by SPSS is once 

again performed. The outcome including the newly 

designed pictogram is plotted with other seven local sign 

languages in order to prove and measure whether the newly 

created pictogram represents of the cluster.  

The second experiment subjects are 20 engineering 

department students in their 20’s including two female 

students. Almost all except three are different subjects from 

the first experience. After voting by the tokens, all the 

subjects are again asked of their confidence level with 

Semantic Differential (SD) method. 

Figure 5 is an example of outcome chart where 

“When ?” is plotted. Comparing Figure 4 with Figure 5, 

Figure 5 is plotted under uncertainty for factor rotation. The 

newly designed one will represent French, American, 

British and Spanish sign languages since it is plotted close 

Figure 4. A plot of “When ?” with seven sign languages. 

 

Dimension 
2

Dimension 1

 
When?

Dimension 2

Dimension 1

Figure 5. A supplementary treatment plot chart of 

 “When ?” with eight sign languages 
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to those sign languages. Whereas Japanese, Korean, and 

Chinese plotted further down.  

In order to prove the outcome, Supplementary Treatment 

of MVA by SPSS is applied with adding newly designed 

one to the seven sign languages. These deployments of the 

plots are similar in seven and eight sign languages 

experiments. 

G. Phase 7: Conclude the Method  

Through the experience of the first Sensory Evaluation 

with seven local sign languages of 37 words, many sign 

language expressions are identified by representing the 

meaning. Among them the most converged seven words of 

“when?”, “good-by”, “When ?”, “thank you”, “where?”, 

“toilet”, and “expensive” among 37 are selected by means 

of brain storming.  

Comparing two outcomes of Phase 4 (Figure 4) with 

seven local sign languages and of Phase 6 (Figure 5) with 

eight local ones, followings are concluded. 

- Selected seven newly designed animation 

pictograms are all positioned in the centre of the 

related local sign languages cluster. 

- Even though almost of the subjects are different at 

the first and second experiment, the general 

outcome plot patterns hold similar patterns in space. 

- In western sign languages of French, American, 

British and Spanish tend to be plotted closely 

together. 
 

IV. CONCLUSION AND FUTURE WORK 

This paper discusses a method to extract the summarized 
expression of several local sign languages in order to draw 
pictograms or icons by applying the sensory evaluation with 
MVA. The experiments consist of three steps.  

The first step is to find out a pictogram is a majority 
common expression upon a word among seven local sigh 
languages. Looking at the first step, this method looks valid 
in practice since French and American sign languages are 
similar by historical background, and in fact and they are 
plotted close to each other. The second step is to prove the 
characteristics of the pictogram represent the meaning of the 
word. The final step is to validate the newly created 
pictogram by MVA. Almost all of the newly designed 
pictograms positioned in the centre of the cluster then it is 
representative of the clusters.  

In the example of “When ?” among seven sign languages, 
analyzing by the Supplementary Treatment of MVA, the 
newly designed pictogram will be representing French, 
American, British and Spanish sign languages since it is 
plotted close to those sign languages on the plane. 

Currently the outcome of pictograms or icons of this 
experiment are implemented on the modern tablet computers 
with a touch panel display considering computer-human 
interactions. 

 

V. DISCUSSIONS 

Through the proposed method, the relationship between 
selected words and local sign languages are initially 
explained by sensory evaluation by the subjects. Under the 
cycle of HCD, the pictogram designer will perform to 
summarize the expression of several local sign languages by 
this method. The acquisition of user experience is to include 
it as a design guideline for instance of the context of 
emergency and traveling situations.   

The issues are that the quality of the newly designed 
pictogram depends on the designer’s ability to summarize 
several ones. The newly designed pictograms are still biased 
by sign languages in this research in order to become much 
easier communication tool, and require further improvement 
to simplify and easily to understand for everybody.   

Considering the results of the second experienced phase 
to prove the outcome design by Supplementary Treatment of 
SPSS, the proposed method is one of the guidelines to create 
pictograms by referring to several sign languages. 

 

ACKNOWLEDGEMENT 

A collection of local sign language database is supplied 
and permitted for research use by Mr. M. Akatsuka of 
Architectural Association of Japanese DEAF (AAJD) as well 
as Mr. M. Suzuki who is a deaf architect and proposed idea.  

 

REFERENCES 

 
[1] Hosono, N., Inoue, H., Tomita Y.: Sensory analysis method 

applied to develop initial machine specification, Measurement, 
vol. 32, pp. 7-13 (2002). 

[2] International Organization for Standardization: ISO9241-210 
(former 13407:1999), Ergonomics Human-centred design 
processes for interactive systems (2010). 

[3] Cooper A.: About Face 3, Wiley (2007). 

[4] Miki H., Hosono, N.: Universal Design with Information 
Technology (Japanese version), Maruzen (2005). 

[5] Horton W.: The Icon Book, John Wiley & Sons, Inc. (1994). 

[6] International Organization for Standardization: ISO9241-11, 
Ergonomic requirements for office work with visual display 
terminals (VDTs), Guidance on usability (1998). 

[7] Hosono N., Miki H., Suzuki M., Tomita Y., Urgent 
Collaboration Service for Inclusive Use, HCII2009, in CD-
ROM (2009). 

[8] International Organization for Standardization: ISO9241-110, 
Ergonomic requirements for office work with visual display 
terminals (VDTs), Dialogue principles (2006). 

[9] Akatsuka, M.: Seven sign languages for tourists: Useful 
words and expressions, Chinese-Japanese-American Working 
Group (2005). 

[10] Field, A.: Discovering Statistics Using SPSS 3rd edition, Sage 
Publications (2009). 

[11] SPSS: Categories in Statistical Package for Social Science 
ver.18, SPSS (2009). 

[12] Hosono N., Inoue H., Miki H., Suzuki M., Nagashima Y., 
Tomita Y., Yamamoto S., Service Service Method to create 
Pictograms referring to Sign Languages, HCII2011, in CD-
ROM (2011). 

 

16Copyright (c) IARIA, 2013.     ISBN:  978-1-61208-250-9

ACHI 2013 : The Sixth International Conference on Advances in Computer-Human Interactions

                           31 / 510



Accessibility and Augmented Reality into Heritage Site Interpretation 
A pilot experience with visitors at the monument Lonja de la Seda in Valencia (Spain) 

 
 

Marina Puyuelo Cazorla, Lola Merino Sanjuán, 
Mónica Val Fiel 

Escuela Técnica Superior de Ingeniería del Diseño  
Universitat Politècnica de València UPV  

Valencia, Spain 
 e-mail: mapuca@ega.upv.es, mamesa@ega.upv.es, 

movalfie@ega.upv.es 

José Luís Higón Calvet 
Escuela Técnica Superior de Arquitectura de Valencia  

Universitat Politècnica de València UPV  
Valencia, Spain 

 e-mail: jhigon@ega.upv.es 

 
 
 

Abstract— This paper summarizes a pilot experiment with 
Augmented Reality (AR) at this architectural monument 
declared World Heritage Site by UNESCO in 1996. The 
project aims to increase accessibility to this site and provide 
users, in this case, visitors to the place, with intuitive 
experience of this technology. The experience and the 
application are proposed as a complement to the visit in the 
real environment, emphasizing the site as a context for situated 
learning that contributes to knowledge. Comprehensive visits 
to world heritage sites endow them with extraordinary cultural 
and social value. Augmented reality was chosen to activate the 
visit experience of the place by providing elements that can be 
visualized and manipulated directly by users in the real 
environment of the building itself without the need for any 
excessively invasive equipment in this historical and artistic 
context. This application is proposed firstly, to resolve 
perceptual issues due to poor lighting, the distance from many 
details and access to some areas and secondly, to explain some 
of the more complex construction aspects. This pilot 
experiment aims to establish initial contact with visitors to the 
place in order to obtain relevant information for modifications 
and adjustments to improve the components designed and 
developed for this site. 

Keywords; augmented-reality; accessibility; inclusive-design; 
heritage-sites; interactivity. 

I.  INTRODUCTION 
Information and communication technologies together 

with technological tools for graphic and tactile representation 
are currently undergoing continuous development and 
expansion in the form of a wide variety of emerging 
applications in objects with multiple added characteristics. 
These new applications and their future possibilities open up 
a wide panorama for research ranging from the perceptual 
experiences these tools can offer to the nature of future 
devices that will incorporate them to interact with people.  

This research presents an Augmented Reality application, 
based on a graphic substrate, to improve accessibility to this 
built heritage site. The most significant challenge in this 
experiment is make this technology available to visitors to 

the monument so they can explore and visualize building 
details as directly and intuitively as possible. This pilot 
experiment attempts to test on visitors, potential users firstly, 
receptivity to the whole experience and secondly, the use of 
the equipment which forms the system's general interface. 

Augmented Reality is defined [1] as the combination of 
the real and the virtual, interactive in real time and can also 
be said to integrate the real context. With Augmented Reality 
it is possible to overcome certain limitations in the 
environment and/or users, and provide new perceptions and 
understanding of these places. The choice of AR technology 
for this site is based on a previous accessibility study [2] and 
the idea that this virtual reality application is less intrusive 
and provides the greatest opportunity for users to directly 
manipulate complex three-dimensional models in real space 
environments [3]. Augmented Reality (AR) is characterized 
as a technology that enables users themselves to interact with 
and visualize virtual models.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1.  This pilot experiment took place in the room of columns at the 
Silk Exchange, Valencia. This room is the most charismatic space in the 

building and it characterised by its slender twisted columns. 

 
This paper shows the role of this particular technology as 

mediator of a virtual representation/reality in building new 
ways of interacting with places and knowledge that can be 
useful in situations of disability. 
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This tool enables a new relationship to be established 
between the interpretation and conservation of heritage 
property, permitting access to simulated perceptions that 
helps to overcome the common limits of visual accessibility 
in a specific place, due to distance, high ceilings, poor 
lighting or in visitors themselves: impossibility of moving 
towards or approaching details, reduced discrimination and 
visual identification abilities, etc. 

The first part of this paper presents some direct 
antecedents of this type of application and experiments and 
their possibilities for accessibility. At the heart of the 
communication presents the AR system design and main 
components created for this pilot experience at this singular 
building. We observe interaction with users in the real 
scenario, their choice of the element to be observed, handling 
the marks and their appraisals. Finally, conclusions can be 
drawn firstly, from users' experience of the tool in order to 
correct aspects of the components which can contribute to 
more intuitive use. Secondly, from the experience as a 
contribution to accessibility to the place and its contents. To 
this end, visitors who had used AR to visualize some 
elements and understand them better completed an in situ 
questionnaire after visiting the site. The questionnaires were 
not analyzed but will be taken into account to guide the 
redesign of the data gathering tool itself. The redesigned 
questionnaire will be used in a longer implementation 
experiment at this site when this project has finished. 

 

II. VIRTUAL REALITY APPLICATIONS FOR INTERPRETING 
AND VISITING MONUMENTS 

The basis for this approach is situated learning [4] which 
assumes that learning occurs more efficiently in a real 
context and that the real context becomes an important part 
of the basic knowledge associated with this type of learning. 
The use of virtual reality systems can provide interpretations, 
stimuli and explanatory models that adapt more closely than 
others to the discourse of the disciplines to which they refer. 
In terms of accessibility, both in situ and through virtual 
experiences, they have an undisputed ability to compensate, 
by providing perceptions for understanding and enjoyment of 
such places, and are obviously irreplaceable in certain 
situations of disability. 

A. Augmented Reality 
AR is a field of unceasing experimentation as a 

technological tool at the service of three-dimensional graphic 
representation under constant development and expansion 
through a wide range of very different applications. Its 
ability to expand information in real environments through 
easy-to-use dynamic virtual visualizations can solve, among 
others, aspects of visual accessibility in real time [5]. 

Many AR applications generate different types of 
environments with varying requirements and spatial 
performance. Some of these tangible or tactile AR 
applications use a backlit table which can be manipulated 
from the surface by manually dragging elements as though it 
were a desktop [6]. In a particularly interesting approach, the 
MIT's Tangible Media group implemented interfaces linked 

to tangible objects in an attempt to demonstrate that 
interaction is more intuitive and functional when a 
relationship is established between the physical objects being 
manipulated and augmented and the computer-generated 
image (Ishii & Ullmer, 1997). SitePack is directly related to 
the area of representation and visualization of architectural 
models and warrants mention because of the instrumental 
nature of the application [7]. It was designed for exteriors 
and enables the combination of dynamic virtual 3-D 
elements to assess their impact on the real environment. 
Similarly, the Prisma 22 project proposes visualization of 
real landscape space by superimposing additional virtual 
content with relevant information. The portable AR21 
application attempts to explain the historical evolution of 
heritage buildings using animations and virtual descriptions 
in situ.  

 

III. A PILOT EXPERIMENT WITH AUGMENTED REALITY AT 
THE LONJA SILK EXCHANGE IN VALENCIA 

This section describes the first experimental application 
of AR designed for this site to explore the use and 
coexistence of the system in this singular monument as 
context scenario. The research focuses on interaction with 
users in the real environment where visitors can experience 
the application, identify the elements and acquire broader 
knowledge of the place and certain details.  

This pilot experiment aims to establish initial contact 
with visitors to the place in order to obtain relevant 
information for modifications and adjustments to improve 
the components designed and developed for this site. These 
are: the marks created for visitors to identify and use, the 
number of elements in the experiment, each of the 3-D 
models created and introduced in the AR engine and which 
are visualized in movement on the screen. Finally, a 
questionnaire was used to obtain users' opinions on 
receptiveness, use and appraisal of the application as an 
accessibility tool. In this initial contact with users and 
visitors to the place, the aim is to obtain relevant information 
for any modifications and adaptations required to improve 
the components designed for the site. 

The method for creating this Augmented Reality 
experience has been developed in two stages. First, the 
technical design of the 3-D visual models, based on selected 
elements from the site, and the panels which are the basic 
interface for expanding the chosen motifs. Second, the 
application was implemented in the real scenario for visitors 
to the building la Lonja. 

 

A. Technical desin: the 3-D models and the markers 
3-D visual models were created based on selected 

elements from the site. There are two different types of 
chosen elements according to volume: fully three-
dimensional construction elements (Fig 2), such as the shaft 
of the column, the capitals and stairs and plan-dependent 
elements such as windows traceries (Fig 3), doors, coffering 
and paving.  
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Figure 2.  The model of the column is another of the elements that provide 

a better explanatory model of the construction. 

 
 
 
 
 
 
 
 
 
 

Figure 3.  The proportions of the gothic traceries are particularly light and 
delicately related to the visualization format. 

After determining the elements to be shown, three-
dimensional models with representation capacity must be 
generated to be visualized in the AR application. These 
models basically consist in geometry and texture or surface 
[8] and there are two possible approaches [9] to generating 
them as three-dimensional models: data acquisition using 
laser scanner technology or, three-dimensional modeling of 
the elements based on their graphic definition. 

The large quantity of descriptive graphic information on 
this building, together with general and partial measurements 
for the elements to be modeled, was considered sufficient. 
The models thus obtained have a low triangular load because 
the geometry representing them clearly and unmistakably 
defines the edges and apexes of the models. 

To represent the textures of the models, shadows were 
pre-calculated and then mapped on the model as material. 
Shadow pre-calculation used as surface material is not 
intended to be a faithful imitation of the texture of the 
represented objects, but to conceptualize the different 
materials in the constructive definition. The results for model 
geometry and texture are sufficiently representative to show 
the relevant aspects of the models on the AR application. 

Once the virtual 3D models where installed in the RA 
engine, the next decisive step for usability is to design the 
element that will act as intermediary in the user's experience: 
the markers. This interaction panels are used to trigger the 
loading of the different 3D models. 

Considering the informative superiority of iconologies 
over the written word to identify actions in other interactive 
systems, familiar figurative references can be versatile 
resources for an interaction space.  

The choice of graphic metaphors can help users to 
understand interface functionality better and improve 
accessibility. In an attempt to follow these considerations 
and bearing in mind the characteristics of this historic 
building, we didn’t use common binary marks and it was 
proposed that these marks should be identified directly by 
users and related to the motifs they show. So, graphic 
formats were designed ex profeso for this site, paying 
particular attention to integration and comprehension. This 
process required some images to be retouched and the 
proportion of representation areas to be varied to obtain 
those that were finally used in the experiment. 

The outcome, assessed by users, is a composition focused 
on a square combining photographic images with high iconic 
and representative value. The image that identifies the 
element to be visualized is in the centre, framed by another 
photographic image that refers to the period and what was 
worked with in the building, that is, silks.  

These panels provide the necessary texture to be read by 
webcam. The proportions, size and format of these marks 
were pre-tested to ensure robust webcam recognition, and 
levels 4 and 5 were found to be optimum for the tracking 
technology employed. This system uses LabHuman 
markerless library which is based on the works of Wagner et 
al. [10] and Kim et al. [11]. The proposed method works fine 
with textured planar objects, that is, with planar images 
which contain a great number of keypoints. This library 
implemented a method based on image retrieval techniques 
in order to recognize simultaneously a great number of 
images, specifically, Nister and Stewenius [12] vocabulary 
tree method was used. 

For this experience, 6 different panels were executed and 
tried. 4 of these panels have two different scales of 
visualization which allows more detailed information. To get 
this zoom in or zoom out effect user must move the markers 
closer or farther to the webcam. 

 

    
Figure 4.  Marks designed and used to activate 3D models of different 

details in the building. 

B. Usage Scenario and Pilot Study 
A total of 45 individuals from different age groups and 

background who were visiting the monument with or without 
a guide, took part in this pilot experiment and completed all 
parts of it. The site has a constant stream of visitors 
throughout the year, with peak times during the summer and 
the cruise season (cruise ships have been stopping at the port 
of Valencia since 2008). At those times especially, some 
three thousand visitors can concentrate around the building 
on a single day, with a predominance of families and people 
over fifty. Because the project aims to validate AR 
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technology as an accessibility resource, we were particularly 
interested in inviting participation from adults and the 
elderly. 

The used scenario in which the experience was 
developed consisted of an information panel with a 
description of the experience to be done and the technical 
equipment for sampling: support table, 23 inch television 
screen with web cam, laptop loaded with the models, the six 
marks printed in matte finish surface with the elements to be 
visualised representing the models. It is worth noting that, 
given the characteristics of this protected heritage site, one of 
the requirements was include the minimum number of 
objects in order not to interfere with the global view of the 
monument. 

The fact that users see their own hands on the screen 
means they immediately experience and interpret what has to 
be done while they direct the panel to the camera. The speed 
at which users learn to handle the marks and remember and 
find positions and the shapes they want obeys the concept of 
“proprioception” [13] and can be observed in these 
immersion experiments.  

Another positive aspect worth mentioning [14] is that 
despite having visited the building or just passing through, 
visitors were willing to try out different models and dedicate 
more or less time to each one as they chose. They never said 
they were tired of standing up or of having to get up and 
direct the panels towards the video camera. Although the 
effect of surprise disminished over time trying different 
models, it persisted and increased at multiple occasions 
depending on the 3Dmodel. 

 

   
Figure 5.   Some visitors like the elderly showed a lot of interest and 

surprise when using the application, observing elements that are difficult to 
see because of where they are (a). The opportunity to locate different 
elements in the place and identify them in the real space is one of the 

greatest attractions for users and a game for young children (b). 

After the visit to the monument, users were asked to fill a 
survey in an informal pilot study in order to gather 
qualitative data. These interviews were conducted 
individually when they had used the marks and the AR 
application as they wished. Participants were asked about the 
degree of satisfaction with the use of this technology and 
how AR helped them to perceive aspects of the monument, 
which otherwise they had gone unnoticed. A general 
overview of the results suggests that users are satisfied with 
the use of technology, finding easy and useful for enhancing 
the comprehension/perception of the monument. 

Finally it is worth noting that they showed less interest in 
this conventional participation instrument than in their prior 
experience with the application. In general, we found that 
almost all participants felt comfortable using the system, it 

made an impact on them and they valued the use of AR in 
real contexts like this one very positively. 
 

IV. CONCLUSION AND FUTURE WORK 
This experience with Augmented Reality at this heritage 

site shows the effectiveness of the tool as an instrument for 
accessibility and communication of the specific cultural 
content of the place by actively supplementing and extending 
vision. Visitors' experience with this technology has 
provided a profile of component characteristics for 
adaptation to the target public from the perspective of 
inclusive design. 

The marks were found to be effective and appreciation, 
impact and interest was found to be linked to their aesthetic 
and figurative dimension. Users enjoy identifying and 
selecting the motifs they are going to visualise with this 
technological tool. They can select what they wish to 
"enlarge" from the whole visit. This aesthetic and figurative 
quality increases cognitive compatibility in relation to these 
signals and consequently, is a determining factor for 
improving interaction with the system.  

The use of this technology acts in certain publics with a 
“picklock” effect for certain segments [12] who are directly 
attracted by these communication systems such as children 
and young people who feel enveloped, comfortable and 
participative with this type of digital media. Children and 
young people were eager and skilled in using the marks and 
tried to explore each model in great detail as if it were a 
game. However, other visitors closer to the target population 
of the experience as accessibility resource took part and were 
very attracted by the idea of being able to visualise the 
details of the place better. For these users, the fact that the 
system was easy to use and did not require the use of 
common computer peripherals was, as they noted, an 
advantage of the system 

The nature of these visual applications closely related to 
holistic perceptual phenomena makes it difficult to obtain 
quantitative results [8]. As perceptual phenomena are subject 
to interpretation, analysis and observation is complex. There 
has been no attempt to extract quantitative results from the 
experiment through the satisfaction questionnaire because, 
although it is a suitable strategy for obtaining information on 
aspects of technology use and acceptance, it has only been 
analysed in order to rectify the data collection instrument 
itself, sound out types of users, their receptiveness, 
satisfaction, etc.  

As a pilot experiment, it has enabled us to profile 
particular aspects in order to improve the application and its 
implementation in the Lonja Silk Exchange, such as 
redefining certain characteristics of the models, their 
visualization on screen and their evocation from the 
corresponding mark.  

The user's position in front of the screen had to be 
determined and highlighted and the camera re-located to 
obtain a medium shot of users during their experience to 
make it more global and inclusive. Groups of 3D models 
were established according to proximity in order to favour 
their localization in the place and details in the satisfaction 
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questionnaire were reconsidered to make it shorter and more 
operational in this use context. 

We conclude that this AR application project will 
enhance this artistic and historical heritage site in Valencia, 
giving an interactive resource which increases visitor 
interest, its participation and a holistic experience of this site. 

The future works of the research team are directed to 
improve the aspects of usability of the tool, allowing thus a 
better access to the heritage to the groups with limitations in 
his visual or perceptive capacities. 
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Abstract—Following the paradigm shift where physical 
controls are replaced by touch-enabled surfaces, we report on 
an experimental evaluation of a user interface concept that 
allows touchscreen-based panels to be manipulated partially 
blindly (aircrafts, cars). The proposed multi-touch interaction 
strategy – involving visual front-view feedback to the user 
from a copy of the peripheral panel being manipulated – 
compares favourably against trackballs or head-down 
interactions. 

Keywords-HCI; Tactile interaction; Touch; Blind; Visual 
attention; Cockpit; In-vehicle systems 

I. INTRODUCTION 
There is a trend to replace physical controls (buttons, 

dials, switches, etc.) by touch-enabled surfaces with adaptive 
layout. Doing so provides some advantages but also some 
drawbacks such as the loss of convenient blind activation, 
where users “feel” controls with their fingers. To explore this 
problem, we have made a study of a “deported view” mode 
of interaction with touchscreens and we report the results of 
an experimental evaluation of the concept. This mode of 
touchscreen interaction can be particularly useful in aviation 
and automotive applications in which pilots and drivers may 
be required to maintain a head-up position for safety reasons. 

 
Figure 1. The “deported view” concept in a cockpit. 

Figure 1 illustrates the proposed concept: When a user 
must operate (blindly) a control panel that lies outside his or 
her natural line of sight, the display area (being touched) will 
be temporally duplicated on a control screen area in front of 
the user. Simultaneously, a pointer is shown on the front 
display indicating the position of the user’s finger. By doing 
so, the lower touch-display panel becomes an indirect 
pointing device somewhat similar to that of a track-pad. 

II. STATE OF THE ART 
The idea of implementing touch-based interaction in 

cockpits dates back to the “Super Cockpit” (US Air Force 
1986) which contained a touch-enabled display system to 
provide spatial awareness to the pilot in all directions and in 
three dimensions. Furness investigated the system and the 
challenges it poses to the human factors community [1], 
focusing on how should information be rendered in the 
“focal” versus “ambient” visual areas of the display? 
NASA also investigated touchscreen input concepts for 
interaction with a large screen cockpit display as early as 
1990 [2], comparing three input methods: thumball, thumb 
switch and touchscreen, to interact with a large, multi-
window, “whole-flight-deck” display. While the thumball 
concept outperformed the others in simulator tests, it is 
acknowledged that touch entry would be useful in transport 
environment, dependent on error-free operation. Pilots 
emphasized the importance of positioning the touchscreen, 
suggesting that it should be placed so close to the throttle 
controls that the operator need not reach forward. 

Touchscreens were then put into operations, first in 
military aircrafts such as the Dassault Rafale in 1991 [3]. 
Since 2009, Garmin [4] and others offer similar touch-based 
panels for commercial aviation. Kaminani [5] identified two 
unique interaction issues with touchscreen in cockpits, 
namely touch activation and accidental touches, and fatigue 
due to extending arms to touch and reach. 

Similar work has also been done for automotive 
applications. Young et al. [6] research experiments on using 
touch interfaces for music selection in cars show how the 
participants’ driving performance decreases and the amount 
of time drivers have their eyes off the road increases. A 
multi-touch interface implemented in a car’s steering wheel 
was presented by Döring et al. [7], showing that gestural 
interactions can significantly reduce visual demand for non-
critical interactions. Bach et al. [8] compared three different 
means of interaction (tactile, touch, and gestures) for in-
vehicle systems in terms of efficiency and visual demand, 
finding that gestures reduce visual demands while touch 
interaction is most efficient. Although gesture interactions 
demand less visual attention [8], they are less useful for more 
complex environments with dozens of precise controls such 
as found in a cockpit. 
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The differences in performance between touchscreens 
and physical interfaces, such as a joystick or a stencil, have 
also been studied by Kadytė and Tétard [9], showing how 
applications such as navigating through menus were more 
efficient with touch devices than the joystick. 

Using a touch display for remote control has been 
investigated for the television market. Han et al. [10] 
developed a remote control using absolute position on a 
touch display: the user’s finger is detected by infrared when 
hovering over the remote, which is shown on the TV with a 
shadow of the finger (pointer). But the hovering concept was 
found more difficult and stressful than current remotes. 

Turning to research into cognitive demands and input 
modalities, other studies have demonstrated the importance 
of spatial memory [11] and kinaesthetic cues for user 
interfaces. For instance, Tan et al. [12] have shown a 19% 
increase in spatial memory for information controlled with a 
touch-screen compared to a mouse interface. Similarly, Jetter 
et al. [13] found that multi-touch instead of mouse input 
improves users’ spatial memory and navigation performance 
for user interfaces involving panning. 

We would like to explore a variation of the concepts 
above in order to preserve some of the assets traditionally 
offered by physical interfaces, such as spatial memory, while 
migrating to touch-screen interfaces. 

III. FUTURE AIRCRAFT COCKPITS 
The main use-case for the concept presented in this paper 

is for future aircraft cockpits, as envisioned by the EU 
project ODICIS [14] on “One Display for a Cockpit 
Interactive Solution” (2009-2012, see Figure 2). 

 

 
Figure 2. The ODICIS single-screen tactile cockpit. 

It is the view of the ODICIS consortium [14], [15] that 
the next evolutionary step in cockpit design is to provide the 
crew with a large continuous, adaptive, multi-touch display 
that no longer is limited by the physical boundaries of 
adjacent displays. A single screen offers a more flexible 
design of the human-machine interface and therefore 
improved opportunities for providing the right information at 
the right place at the right phase of flight. Moreover, it offers 
optimised usage of the main instrument panel in terms of 
display space. Finally, prompted by novel design concepts in 
the consumer industry, new tactile technologies are 

introduced into the cockpit, offering more natural ways of 
interacting with controls, e.g., by allowing the locus of 
interaction to coincide with the locus of feedback [16]. 

The ODICIS concept aims to integrate the emerging 
tactile technologies into its single display concept. While 
offering new possibilities, it also raises many questions and 
potential pitfalls and, therefore, challenges in creating a 
design to make the most out of this new tool. One of the 
most salient drawbacks of the approach is the loss of tactile 
feedback of physical buttons and knobs [16]; hence, pilots 
will have to rely on other means of ensuring that they operate 
the intended control and in the intended way. This is 
especially true for those control-panels, which are located at 
the periphery of the pilot’s centre of vision. 

IV. THE “DEPORTED VIEW” CONCEPT 
To compensate for the loss of tactile feedback, which can 

increase the amount of time spent on looking at the interface 
[6], the “deported view” concept makes use of the flexibility 
of having a large display (as ODICIS) and instantly 
duplicates the lower-positioned (or overhead) panel being 
operated, onto the front display and thus directly in front of 
the pilot. The feature is optional since pilots can choose to 
use it or not at any time. 

In an aircraft cockpit, the surfaces available in the 
periphery of a pilot’s vision (sides, above) provide important 
locations for controls and lamps, because many functions 
require direct access, and not everything can fit in front of 
the pilot. 

The user’s initial touch will activate the duplicate screen 
(the “deported view” panel) and show the area now 
initialized by the user’s finger – like a mouse cursor. The 
“deported view” control panel will thus function both as a 
display and pointing device. 

The proposed pointing device uses absolute positioning, 
differing from the relative positioning of a track-pad or 
mouse. This will allow a user to operate the panel looking 
either directly on the lower display or using the duplicate on 
the front display. 

Using absolute positioning also means that users can use 
their spatial skills in order to increase efficiency. While the 
first finger controls the location of the cursor, clicking is 
performed with a tap of a secondary finger (Figure 3). In 
order to avoid inadvertent actions, the lower positioned 
control panels should not trigger any action when the first 
finger is just landing. This multi-touch approach creates a 
mouse-like interaction that should be efficient and robust to 
operate. 

V. EXPERIMENTAL SETTINGS 
We report an experimental assessment of a prototype that 
implements the “deported view” concept, compared with 
three other modes of interaction: a traditional touch 
interaction (in two different positions) and a trackball, all 
programmed with the Microsoft technology WPF (Windows 
Presentation Foundation). Ten participants were recruited (2 
females, 8 males, all but one right-handed; mean age 24 
years, range 20-27). The participants executed two tasks 
simultaneously (Figure 3). 

Copyright: Thales Avionics / Philippe Coni 
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Figure 3. The “deported view” experimental setup, with the operator 

using a second finger to perform a click. 

The first task required participants to move sliders on a 
screen. The second task was a control task, which required 
them to respond as fast as possible and within three seconds 
to a randomly appearing visual cue, and which was 
introduced to prompt participants to maintain a head-up 
position as much as possible. Participants would receive 
points depending on the speed with which they completed 
each of the tasks, thereby using a game concept as 
motivation for being as fast as possible. A penalty was 
implemented for the control task to prevent users from 
clicking if no cue was presented, discouraging them from 
gambling when they were looking head-down at the control 
panel at their side. 

Prior to the experiments, participants were trained for 
each setup until they reached a certain skill level (criterion 
level). The order of tasks and task training was randomly 
distributed among participants in order to balance out any 
effect of order of training, task familiarity, or fatigue. Each 
setup trial was performed for two minutes. 

A. Detailed Description of the Tasks 
(Cf. appendix for an explanatory video.) 

1) Control Task (left hand) 
The control task required the participants to respond to a 

visual alert, in the form of a red box on the left side of the 
upper monitor (see Figure 3). The alert appeared randomly at 
intervals ranging between 0.1 to 3 seconds, and was turned 
off by pressing any of the joystick’s buttons. 

2) The Slider Task (right hand) 
The program would randomly display one of two sliders 

on either the desktop screen, lower screen or both, depending 
on the setup. Participants had to pull the slider down as fast 
as possible to reach a highlighted area and then release it. 
When completed, the slider disappeared and a new one 
would be randomly generated. When the participants had 
completed three sliders, the program would wait three 
seconds before generating three more sliders. 

B. Description of the Four Setups 
1) The “Deported View” Setup 

As described in the concept description, the lower multi-
touch screen was used as remote input for operating the 
sliders. Users could look down but were instructed that it 
was more efficient to stay heads-up. 

2) The “Direct Touch Desktop” Setup 
In this setup the sliders were operated by the touchscreen 

on the desktop in a traditional touch manner. However, 
before the sliders were available on the desktop screen, the 
correct area must be selected on the lower screen by a single 
tap. This was done to simulate that a secondary control-panel 
was selected in a lower position, but operated in front of the 
participant. 

3) The “Direct Touch Low” Setup 
Participants operate the two sliders directly on the lower 

touchscreen and must thus look down to be sure to touch the 
correct areas. 

4) The “Trackball” Setup 
Similar to the “direct touch desktop” setup, the proper 

panel must first be clicked on the lower screen, (again to 
simulate that a secondary control-panel is selected) after 
which the slider must be operated by trackball. The trackball 
is located near the lower touchscreen (Figure 4), in a setup 
similar to what is found in some plane cockpits. 

 

 
Figure 4. Illustration of experimental setup. 

C. Data Collection 
The participants’ performances were logged in a text file 

by the program during the experiments. The main 
performance indicator was the amount of time before the 
participants responded to the alert (“reaction time”), and how 
fast they completed the slider tasks (“completion time”). 

VI. QUANTITATIVE RESULTS 
The software R version 2.15 was used for the statistical 

analyses. First, an analysis of variance (ANOVA, within-
subjects) showed that there was a strongly significant effect 
of the type of setup with regard to the “completion time” 
(p<0.0001), and “reaction time” (p<0.0001). 

Single-touch screen 
 

Joystick 
 

PC 
 

Trackball 
 

Multi-touch screen 
 

24Copyright (c) IARIA, 2013.     ISBN:  978-1-61208-250-9

ACHI 2013 : The Sixth International Conference on Advances in Computer-Human Interactions

                           39 / 510



TABLE I. POST-HOC BONFERRONI-ADJUSTED PAIRWISE COMPARISON 
WITH P-VALUES FOR SIGNIFICANT DIFFERENCES. 

α<0.05 Deported view Direct touch 
desktop 

Direct touch 
low 

Direct 
touch 

desktop 

Completion Time 
(p<0.004) - - 

Direct 
touch low 

Completion Time 
(p<0.0004) 
Reaction Time 
(p<0.0005) 

Reaction 
Time (p<0.004) - 

Track ball Completion Time 
(p<0.002) 

Completion 
Time 
(p<0.0001) 

Completion 
Time 
(p<0.0001) 

 
A post-hoc Bonferroni-adjusted pairwise comparison was 
then conducted on the two dependent variables with a 
significant effect (α ≤ 0.05), as reported in TABLE I. 
 

 
Figure 5. Average time (ms) for participants to complete the task of 

pulling the 3 sliders for the four different setups. Error bars indicate the 
standard deviation. 

Figure 5 summarizes the results of the participants’ 
average time of completion for pulling down three coherent 
sliders across the four setups. The average amounts of 
completed tasks (i.e., three sliders in a row) were: 14.5 for 
“deported view”, 17 for “direct touch desktop”, 17.7 for 
“direct touch low” and 10.9 for the trackball. 

The “trackball” is by far the least efficient mode of 
operation (p<0.004, cf. TABLE I). The “deported view” 
concept ranks third, being considerably faster than the 
“trackball” (p<0.0004), while not quite as fast as the two 
direct touch setups (p<0.004). 

Figure 6 summarizes the results of the participants’ 
average reaction time to turning off the alert (the measure of 
head-up attention). The “deported view” and the “direct 
touch desktop” setups perform the best, and there is a 
significant difference (p<0.0005) between “deported view” 
and “direct touch low”. However, there is no significant 
difference between “deported view” and the two other setups 
(“direct touch desktop” and “trackball”). 

Regarding the number of errors during the control task 
(pressing buttons at a wrong time, or no reaction within 3 
seconds), no significant difference between the four setups 
was found. 

 

 
Figure 6. Average time (ms) for participants to react to the control task 
for the four different setups. Error bars indicate the standard deviation. 

VII. RESULTS FROM QUESTIONNAIRES 
The participants ranked the four setups according to their 

general preference and also according to the perceived stress 
experienced. The results are summarised in Figure 7, where 
the different setups received 0 points for being ranked last, 1 
point for second last and so on up to 3 points. 

 

 
Figure 7. Ranking results from the questionnaire. 

The “direct touch low” has the highest reported stress 
level, while the “deported view” and the “direct touch 
desktop” were globally preferred by the participants. 
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VIII. INTERPRETATION 
The lower performances of the trackball (Figure 5, 

TABLE I, p<0.002) may be explained by the fact that a three-
step manoeuvre is needed to start the task: first grabbing the 
trackball (which is smaller than the tactile areas), then move 
the ball to locate the cursor (not obligatory since the cursor is 
always visible and placed in the middle of the screen, but a 
natural behaviour), and finally operate the ball to move the 
cursor to the appropriate area. This manoeuvre is relatively 
more complex than with direct touch interaction, which 
allows these three steps to be performed at once. Although 
the participants were not familiar with trackballs, they had a 
chance to train before the experiments just like for the 
“deported view” and the other setups. 

The lower operating speed of the “deported view” 
compared to the two “direct touch” conditions (p<0.004) can 
be explained by the fact that the “deported view” uses an 
artificial feedback (cursor), which both introduces some 
technical latency, and is more demanding for the user. The 
physical movements involved in the “deported view”, while 
somewhat similar to a mouse, are not as natural as the “direct 
touch” ones. Furthermore it was clear that the participants 
were very accustomed to a relative positioned pointing 
device (such as a mouse or track-pad) compared to the 
“deported view” absolute positioning. Using this 
inappropriate mental model, the participants sometimes tried 
to move the cursor by moving the finger a bit forward, lifting 
the finger back to the original position and moving a bit 
forward again (see Figure 8), like with mouse when reaching 
the end of the mouse pad. With absolute positioning, this 
approach will not move the cursor onward but instead keep 
bringing it back to the start position. Further studies on the 
effect of using absolute position for an indirect pointing 
device should be investigated. 
 

 
Figure 8. Typical beginner mistake of trying to move the cursor by 

repeatedly pushing, and lifting the finger back to the original location. 

 
Regarding the reaction time (Figure 6), the fact that the 

“deported view” performed better than the “direct-touch 
low” (p<0.0005) setup is because participants could stay 
heads-up and therefore immediately notice the visual alert 
appearing on the upper screen. 

IX. CONCLUSION AND FUTURE WORK 
The results suggest that the “deported view” concept 

could provide an efficient and secure means for interacting 
with out-of-sight displays in e.g., automotive and aviation 
applications. 

While the “deported view” design is slower to operate 
than a touchscreen directly on a front panel, it offers better 
ergonomics than the latter, as it does not require the user to 
have an arm in the air with ensuing fatigue [5]. In any case, it 
is not always possible to place all instruments directly in 
front of the user at all times due to space and ergonomic 
considerations. In this regard the proposed concept – 
temporally showing a secondary touch display in front of the 
user – may be helpful and safer. Finally, the proposed 
method proved to be intuitive, attracted greater preference 
rating and was more efficient than the traditional trackball 
(which is used in current aircraft cockpits), and resulted in 
better reaction times than head-down interactions. Anyhow, 
the concept is mainly meant to supplement and enrich future 
touchscreen-based solutions, not to replace or compete with 
other technologies such as haptic feedback, and in 
combination these solutions may very well benefit from each 
other to produce increased usability. 

This interaction concept  might also, we may speculate, 
be convenient in the tablet and gaming industry. With an 
increase in integration between TV screens and tablets, the 
“deported view” concept could provide a means for 
interacting with the TV screen on the tablet without looking 
down. In gaming, this could provide some of the many 
controls needed to play real-time strategy games – which 
normal gamepads cannot handle – or accessible menus when 
playing fast paced shooter games. These hypotheses are left 
for future studies. 

While the results are promising, further investigation is 
required to assess human factors aspects of operational use in 
a cockpit environment, as well as the effect of different types 
of feedback such as haptic and auditory. 
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XI. APPENDIX 
A video of the different setups presented in this article is 

available at:  
http://alexandre.alapetite.fr/research/odicis/#DeportedView 
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Abstract—It is common understanding that human-computer
interaction (HCI) systems should be designed unified. However,
ensuring a unified interaction design (UID) is a cost intensive
and time-consuming venture. Especially the automotive industry
struggles with exceeding costs and time-to-market pressure as
drivers want to stay connected and informed while driving.
Therefore, we investigated the effect of non-unified interaction
design (NUID). We report on a simulator study with 44 par-
ticipants in which we studied the effect of a NUID within an
automotive HCI system consisting of five in-car applications. We
measured the effect on driving performance, task performance
and situational awareness when carrying out tasks. We found no
significant effect of UIDs. We offer an explanation based on HCI
and cognitive ergonomics literature.

Keywords-interaction design; in-car applications; cognitive
load; multi-tasking; multiple-tasks; task complexity

I. INTRODUCTION

It is common understanding that HCI systems should be
designed consistently to reduce the effort to use the technology
[1]. Since the mid-nineties [2], literature considers consistent
and standardized HCI design to be desirable. Accordingly,
software designers generally implement UIDs. To give an
example: the button ”x” at the top right of a window to close
programs or the index tab with partial similar options like save
have consistently been implemented. But, ensuring a UID for
an IT system with various functionality is a cost intensive
and time consuming venture [3], [4]. Every application not
only needs to be tested on functionality and performance, but
also on (subjective) characteristics like usability, design and
compatibility which cannot be evaluated easily [4]. By contrast
to this, the standard approach researchers acknowledge that
usability needs to be engineered specifically for the context of
use for the system under investigation [5]. In-car applications
are now penetrating the automotive sector as it is widely recog-
nized that drivers want to stay connected and informed while
driving [6], [7]. Moreover, to serve this promising market,
car manufacturers must provide various and innovative in-car
applications [8], [9]. Consequently, the amount of money car
manufacturers have to spend on providing in-car applications
with a UID is exceeding [10]. We investigate the effect of a

NUID for this new domain and – therefore - if the common
understanding still holds in the automotive domain. We study
the effect of a NUID of in car applications by proposing an
experiment with two groups. The control group was provided
with an in-car system that consists of five similarly designed
applications with a UID. Therefore, the UID of a premium
car manufacturer was imitated. The test group used the same
applications but each application had a different interaction
design. Besides, each group was instructed to carry out several
tasks while driving in a simulator. A significant difference
in consistency and standardization and hence the usability
between the two groups was verified with a questionnaire after
the usage including the empirically acknowledged construct of
effort expectancy from the unified acceptance theory proposed
by Venkatesh [1]. We measured the effect of NUID on driving
performance, task performance, and situational awareness.
No significant effect of NUID on driving performance or
situational awareness was found. However, a significant effect
on the driver’s task performance was measured. The remainder
of this paper is organized as follows. In the next section, the
theoretical background of our study will be explained. We
then outline the study completely. Henceforth, we report on
the results of our study and conclude with a summary of our
findings and prospects of future research.

II. BACKGROUND AND THEORETICAL FRAMEWORK

Literature of usability design [11] and on cognitive er-
gonomics [3], [12] emphasize the importance of ease of use.
Thereby, standards and conformity are considered as crucial
as they reduce the effort to operate HCI systems. In non-
safety critical environments ease of operation is considered
an important factor for user’s technology acceptance [13], but
in a safety critical environment a NUID is endangering people
[3]. Answering the need to measure the ease of use which is
part of the acceptance, theory researcher proposed measuring
instruments like the Technology Acceptance Model proposed
by Davis in 1989 [13] or the Unified Theory of Acceptance
and Use of Technology (UTAUT) model, which is a further
development of the first [14]. Both models are empirically
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validated and include a construct for measuring the effort users
feel they need when operating the system. From this matured
area of consumer behavior research, we use the construct of
effort expectancy from the UTAUT model that evaluates the
”degree of ease associated with the use of the IT system”
and investigate if we provide a sound research design. Effort
expectancy of users is measured by the following four items
proposed by Venkatesh [15]:

1) Interaction with the system is clear and understandable
2) Ease of becoming skillful at using the system
3) Evaluation of the ease to use the system
4) Evaluation of the learnability of system use

Taking these in several domains [15], [16] applied indicators
for effort expectancy into account, it is likely that a NUID
increases the effort to use.

H1: A NUID leads to higher effort expectancy.

A. Driver’s distraction by an additional task

Driving is a cognitively demanding multi-tasking activity
[17], [18] which is competing for the limited resource of
cognitive capacity [12] when an additional task like op-
erating in-car applications or speaking on the phone take
place simultaneously. Hence, it is not surprising that several
studies show a negative effect of additional tasks on driving
performance revealed by distraction [19], [20]. According to
the American Automobile Association for Traffic Safety, a
driver is distracted when he is ”delayed in the recognition
of information needed to safely accomplish the driving task
because some event, activity, object or person within or outside
the vehicle compelled or tended to induce the driver’s shifting
attention away from the driving task” [21]. A study by Lee
et al. [22] even found out that by increasing the operating
complexity of an IT system, likewise an increase of cognitive
resources of the operator needed is recorded. Similar results
were reported by Gkikas and Richardson [23] as they found
out that an increasingly demanding conversation has a negative
impact on driving performance. Moreover, Besnard and Cacitti
[3] discovered that interface changes in a working environment
cause accidents. Going along with these results, it can be
concluded that an IT system which causes more effort to
operate has a negative effect on driving performance [12].
Following this argumentation, we expect a NUID to have a
negative effect on driving performance. This leads us to the
following hypothesis:

H2: A NUID leads to a decreased driving performance

B. Task performance

Task performance is defined by the time a user needs to
complete a task and the quality the user has performed [24].
Task quality can be measured by the number of mistakes made.
According to Burns et. al. [25], a driver needs to maintain
an overview of his overall plan. Task duration is a measure
that needs to be monitored when studying such an effect.
This is because an additional task competes with the driving
task for limited cognitive resources. A negative effect on task
performance can be assumed when the effort of carrying out

the task is significantly higher through a NUID. Hence, we
propose the following hypothesis:

H3: A NUID leads to a lower task performance

C. Situational Awareness

Proactive safe driving without considering additional tasks
can be considered as multi-tasking [26]. Not only must the
driver drive, but he also needs to monitor and process the
environment. A concept that integrates this aspect is called
”situational awareness”. Endsley [27] simply defines it as
”knowing what is going on around you” or in more detail
he [28] defines it as ”the perception of the elements in
the environment within a volume of time and space, the
comprehension of their meaning, and the projection of their
status in the near future”. The concept was introduced in
aviation psychology more than 24 years ago. Therefore, in
this study, not only the driving performance was measured, but
also the situational awareness. A poor system design, which
disregards usability guidelines such as unified interaction and
therefore demands more effort to carry out an instruction, leads
to a limited situational awareness [29]. Ma and Kaber (2005)
found a similar result. They were able to prove that reducing
the effort to drive by an adaptive cruise control leads to an
improvement of situational awareness. For this reason, we
claim that the working memory of an individual is limited
[12], [19] which is in accordance to Baumann et al. [19] who
state that cognitive load ”withdraws resources necessary for
comprehension of the current situation” which often leads to
a phenomena called ”looked but did not see”. Therefore, we
propose the following hypothesis:

H4: A NUID leads to a lower situational awareness

III. USER STUDY

A. Experiment design

The study participants were undergraduate and graduate
students from Technische Universität München with a mean
age of 26 years. Each volunteer with a driver license was
eligible to participate in the study. The study was announced
in lectures as well as in flyers around the campus. We attracted
participants by raffling an Apple iPhone 4S. In order to test
the hypotheses, we divided the participants into two groups.
Each group had to operate the same five in car applications
to complete the same three tasks but with a different interac-
tion design approach. In the control group, each application
displayed the interaction design of a major car manufacturer.
In the test group, the applications had different interaction
designs. The experiment was conducted as follows. First, some
general information about in-car applications and an agenda
of the experiment was given to the participants. Then, each
participant filled a questionnaire containing questions about
demographics and driving experience. After completing the
survey, the participants were shown how to drive the driving
simulator and how to operate the given applications. After
completing all tasks, a second questionnaire had to be filled
out which contained questions regarding the tasks. These
questions were applied to measure the situational awareness.
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Figure 1. Driving Simulator

The answers were graded from 1 (wrong answer) to 3 (correct
answer) because the participants could answer the questions in
their own words. We also asked questions regarding the effort
expectancy. Moreover, in this experiment, the participants were
advised that the odds of winning the iPhone increase according
to their driving performance. This incentive was used for
substituting the natural human avoidance of suffering damage,
which we would otherwise not be able to attain realistically
with a simulator study. Furthermore, a constant speed of 40
km/h was required. All participants obeyed this request. Thus,
it can be determined that throughout the whole experiment the
complexity of the driving task is constant between the groups.
The similarity of the tasks the participant had to perform
and understand is ensured by an instruction and procedure
document for the experiment supervisor. The instructions were
read to all participants.

B. Driving simulator

To measure the driver’s distraction, the study participants
had to sit in a driving simulator as shown in Figure 1. They
were instructed to fasten the seat belt and to use the provided
Logitech Driving Force GT steering wheel and pedals. While
the driving simulation was shown on a 27-inch screen, the
applications were displayed on a separate screen. Both groups
operated the in-car applications with the same controller with
a jog dial to eliminate potential confounding influences from
the controller [30]. The controller allowed the users to rotate
and push the jog dial or nudge it in a specific direction.
The controller also provides direct access to the functions
”menu”, ”back”, and ”navigation” when enabled in the active
application.

C. Application development

We used three different interaction designs among five in
car applications. For example, one interaction design is to
rotate the jog dial clockwise to select the next item. The
items were always arranged vertically with the first item at

TABLE I
DEFINITION OF MDEV

Description Definition

Number of measured data points N

Distance difference ∆yi =
yi+1 − yi−1

2
(1)

Actual-Reference-Deviation xa,i = |xi − xi,ref | (2)

Length of trip S =
∑N

i=1
∆yi (3)

Mean Reference-Actual Deviation
(MDEV)

xa =
1

S

∑i=1

N
xa,i∆yi (4)

the top of the screen. The applications were implemented
with the SDK of a major car manufacturer to ensure the
same design and functionality for both groups. We specifically
excluded any signs of the manufacturer’s brand to avoid any
brand-specific prejudices or preferences. The applications were
designed to help the participants to go through a predefined
scenario consisting of three tasks which should make the ex-
periment as realistic as possible. We also developed a logging
application which recorded specific decisions the participants
could take in the scenario while using the applications. The
study participants were instructed to memorize as much of the
displayed information as possible. Each participant operated
a movie rental service before starting the actual experiment.
This was to ensure that all participants were familiar with the
controller and the general concept of using applications in a
car-like environment. The first task in the scenario was to book
a hotel room in a given hotel. The application displayed the
most important information like the price for a room, a rating
(1 to 5 stars) of the hotel and a short description which required
the driver to look on the screen for a longer time span in order
to get all necessary information and complete the booking
process. After having completed the booking process, the hotel
had to be set as the new navigation target and the route had
to be displayed on a map in the navigation application. The
second task was to book a table for two people in a restaurant
near a tourist attraction in Munich at 9 pm. The restaurant
then had to be added to the navigation targets and a map
with the current route had to be displayed on a map in the
navigation application. Again, many details were provided
in the restaurant application, out of which some had to be
remembered. The last task was to display the weather for the
evening. The weather application displays the weather forecast
with large symbols so that a short glance at the screen was
sufficient to get the information.

D. Measurement instruments

The lane change test (LCT) is acknowledged by the Interna-
tional Organization for Standardization for being cost-efficient,
reliable and a simple tool to measure driver’s performance
while carrying out an additional task [31], [32]. The LCT
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Figure 2. Driving Simulator

measures the mean reference-actual deviation (MDEV), i.e.
the mean deviation between the reference lane and the actual
driven lane. The formal definition of MDEV is shown in Table
I. Figure 2 shows a graphical representation of a section of
a LCT file. The test was applied by several authors which
acknowledged the suitability of the tool [25], [32]. Bruyas
et al. [33] reviewed the sensitivity of the LCT and found
it excellent for differentiating between the execution of an
additive task and the sole driving task. The LCT also allows
setting a specific maximum speed and enables to provide the
same driving challenge for each participant so that a direct
comparison is possible and thus makes it especially suitable
for experimental studies with simulators [31]. Hence, we chose
the LCT for measuring the driver’s distraction in our study.
The LCT tool was configured to allow a maximum speed of
40 km/h in order to simulate a typical driving situation in
Munich with an average speed of 32 km/h [34]. The study
participants were instructed to accelerate fully in order to
maintain the same speed throughout the driving part of the
experiment. We incentivized serious driving by including the
driving performance as a criterion for winning the iPhone. The
LCT was started after each participant indicated that he or she
was ready.

IV. DATA ANALYSIS

A. Sample characteristics

44 licensed drivers (36 male and 8 female) with a mean
age of 26 participated in this study. This particular age range
was selected to represent the generation of future drivers.
The mean mileage was 5,200 kilometers per year. In the
study, there were 30 smartphone user and ten participants had
experience with in-car applications. In each group there were
22 participants. Although we assigned each participant with a
random distribution, there were some differences. In the NUID
group the amount of females was slightly higher (5) than in
the group with the UID (3). Furthermore, the mean mileage
per year in the group with UID was higher (12.368km) than
in the group with NUID (8.840km).

B. Statistical analysis

We first inspected the boxplots of the data, if there were any
outliers. We found outliers in the measurements of MDEV, task
completion time and effort expectancy (see Figure 3-6). We
checked that we did not make an error and therefore chose to
keep the outliers. As the distributions of these values have the
same shape in both groups, we applied a Mann-Whitney test
to determine, if there are differences between the groups.

Figure 3. Boxplot of the MDEV distribution

Figure 4. Boxplot of the task completion time distribution

MDEV: The test did not show significant differences in
MDEV between the UID (Mdn = 0.923m) and the NUID
(Mdn = 0.904m), U = 221, z = -0.493, p = 0.662. The NUID
group even has a slightly lower MDEV (see Figure 3) i.e. the
participants in this group drove slightly better than in the UID
group.

Task performance: Task performance is measured by the
quality of execution and the failures occurring by carrying out
the tasks., e.g., booking a table only for one person instead
of two. The test shows a significant difference between the
UID (Mdn = 175s) and the NUID (Mdn = 213s), U = 363, z
= 2.840, p = 0.005. Therefore, the UID group completed the
tasks significantly faster. Figure 4 shows that there are also
more outliers in the non UID group. The circle indicates a
normal outlier, that has a distance of 1.5 box lengths to the
edge of their box whereas the star indicates an extreme outlier,
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Figure 5. Boxplot of the effort expectancy distribution

Figure 6. Boxplot of the situational awareness grades distribution

that has a distance of 3 box lengths to the edge of their box.
We assume that the outliers had serious difficulties to operate
the applications. The second aspect of task performance, the
quality of task completion, showed no difference at all. In both
groups, we had two participants who deviated from the given
scenario in one aspect by e.g. booking a room in the wrong
hotel. We therefore only consider the task completion time for
measuring task performance.

Effort expectancy: The test shows significant differences in
the mean of all four dimensions of effort expectancy (see
theoretical background) between the UID (Mdn = 6.13) and
the NUID (Mdn = 5.63), U = 158, z = -1.982, p = 0.047. So
the participants in the NUID group recognized a decrease of
the ease of use as they have rated it significantly lower than
the participants in the UID group (see Figure 5).

Situational awareness: In order to measure situational

awareness, the participants had to answer several questions
about the characteristics of the hotel they had booked or the
restaurant where they freely chose to book a table. The answers
to the questions were graded and we examined the mean grade
of all questions. There were no outliers in the boxplot of the
mean grades (see Figure 6), the Q-Q plot showed a normal
distribution and Levene’s test for equality of variances showed
the homogeneity of variances for the mean grades (p = 0.657).
Therefore, we applied an independent samples t-test. The t-test
did not show a significant difference between the UID (M =
2.39, SD = 0.200) and the NUID (M = 2.43, SD = 0.195);
t(42) = -0.667, p = 0.508 . Both groups showed good results
regarding situational awareness as the grade 3 was the best
possible grade if every answer was answered correctly.

C. Result discussion

Our proposed hypotheses about the effect caused by a NUID
in the automotive domain, were derived from the fields of sit-
uational awareness, marketing and previous studies of driver’s
distraction and cognitive ergonomics. We could confirm our
first hypothesis. Indeed, a NUID leads to a significantly higher
effort expectancy perceived by drivers. Contrary to that, we
could not confirm H2 and H3. There was neither a significant
difference in driving performance nor in situational awareness
detected by the applied statistical tests. H4 however was
confirmed. The task performance is reduced by a NUID.
Although there was no difference in task quality, the second
measure of task performance the time to complete the tasks
was measured to be significantly longer. According to Burns
et al. [25], task completion time is only an indirect measure
that does not have an impact on driver’s safety. Literature is
consistent that the cognitive capacity of humans is limited
[35]. When humans perform multiple tasks simultaneously,
these tasks are in competition to each other for the limited
resource of cognitive capacity. Based on Besnard and Cacitti
[3], we notice that humans allocate that resource according
to their respective goals. Based on our results, we claim
that performing a task with a NUID causes not only more
effort but also a different cognitive load for the participants.
Complexity is an acknowledged increase factor for cognitive
capacity [20]. Hence, we conclude a NUID that leads to a
higher number of user interactions for successful selection of
bookings or categories. This not only enhances complexity
but also cognitive load. This conclusion is also in agreement
to Bensard and Cacitty [3] who report the changing interface
design increases the cognitive resources needed for operating
a task. Our observations of the effect of an additive task
cognitive load increase are in harmony with previous research
and suggest that drivers allocate their existing limited cognitive
capacity proactively according to their goals [3]. We found
no evidence that drivers change the allocation of cognitive
resources for driving and situational awareness while driving,
if the task complexity of the additive task is increased. Our
results rather show that drivers start to multiplex the additive
task. Based on the assumption of a limited cognitive capacity,
we conclude that this is the only option for drivers to carry

32Copyright (c) IARIA, 2013.     ISBN:  978-1-61208-250-9

ACHI 2013 : The Sixth International Conference on Advances in Computer-Human Interactions

                           47 / 510



out the task without enhanced failure rate or a performance
decrease in driving or situational awareness. Moreover, we
assume a connection between cognitive load intensification
and task completion time in a multi-task situation where the
additive task has a low priority for the user as shown in
Figure 4. We emphasize that this correlation is only appliciable
for additive low priority tasks. In safety critical evironments
where multi-tasking is necessary, the allocation decision of the
user may not be possible as presented [3]. Results observing
from other authors like Ma and Kaber [36] which study the
effect of increasing conversations complexity while driving
reveal opposing results. However, we argue that a driver
needs to answer his conversation partner. That is why a
conversational task while driving cannot be easily multiplexed.
This assumption is also in accordance with previous results.
According to Broadbent [37] and Salvucci et al. [17], the
concept of multi-tasking is always carried out by a series
of temporal multiplexing. People are multiplexing when they
are ”sequentially allocating the available attention on a task”
[17]. Our results indicate that the time slots allocated for
situational awareness, driving and accomplishing tasks remain
the same as the respective goals of the participants do not
change [3]. Thus, the attention that is left to allocate for the
tasks remain the same, users need more time when the task is
more complex. The presented discussion shows that although
our results may surprise, they can be integrated very well in
the previous research and complement it with new insights.
However, there are some limitations to our study. First, we
examined the effect of ignoring standard and conformity only
on one example: the UID. Although this is an outstandingly
important example [11], there are different manipulations pos-
sible whose effects could be completely different in the auto-
motive domain. Second, we provided a sound research design
to achieve the presented expected results. The two treatments
presented were demonstrated to cause significantly different
effort expectancy. Although effort expectancy is an empirically
tested construct that is widely acknowledged measure, it is
not a measurement instrument to measure cognitive load. An
experimental design also has a severe drawback. Building an
artificial environment like proposed does not reflect the real
world. Especially, events while driving are difficult to simulate
due to many unpredictable factors. Therefore, the external
validity of our experiment design is only partly fulfilled [38].
Furthermore, although the LCT is an ISO standard [31], it only
simulates driving to a certain degree. For this experiment, we
propose a speed of 40 km/h. Thereby, we were simulating the
average speed of driving in a city like Munich [34]. Due to
this fact, the results may not be generalized for other driving
situations. At last, this study is limited by a gender bias as
we recruited more male than female students. According to
Petzold et al. [39] the comparison of simulator studies shows
a difference between driving and task performance regarding
the gender.

V. CONCLUSION AND FUTURE WORK

We investigated the effect of a NUID of in-car applications
on drivers. As driving solely can be considered as multi-
tasking [18] since the driver must not only drive, but also
realize and comprehend the situation around him, we measured
the driving performance as well as the situational awareness.
Besides, the task performance was measured to cover also
this factor of cognitive capacity consumer. Surprisingly, we
could not find a significant effect on driver’s performance and
situational awareness. Only the task performance decreased.
Although, the task failure rate showed no significant effect
between the groups, task completion time of the drivers
increased significantly. According to Burns et al. [25], task
completion time is only an indirect measure that does not have
an impact on driver’s safety.

The proposed results also contribute to literature. Although
situational awareness and cognitive capacity are seen as im-
portant concepts for understanding driving performance, they
are not well understood [35], [36]. There are key gaps in liter-
ature as researchers still wonder what compromises situational
awareness while driving [35]. Although, this research does not
provide factors compromising situational awareness, it shows
that an IT system that can be suspended and respectively
can be operated slower have not a significant negative factor
on drivers. Moreover, it indicates that there is a correlation
between task complexity and therefore cognitive demand and
task completion time for additive tasks in the automotive
domain.

Our results also have a practical value. We could not find
evidence of an endangering of a NUID. Consequently, this
results leads in-car application designer to further test the
topic. As the costs of ensuring UID are enormous, a lesson
of some tests for usability could be a promising perspective.
Besides, the experiment shows that the adoption of results
from other domains is critical and some guidelines for design
should be tested again in this domain.

Finally, we suggest two further research directions. Ac-
cording to Endsley [12] and others [40] the cognitive load
needed for operating a system can be reduced by experience
and further enhance performance on the primary driving task.
Repeating the experiment with participants that are trained to
operate the in-car applications could provide further insights.
Furthermore, the effect of predefined pauses when operating
the system while driving, forcing more attention to the road
should be investigated. As the allocation of attention for
multiple tasks is a key sub-skill of situational awareness [26]
new insights for road safety could be detected.
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Abstract— A principal characteristic of three dimensional user 

interfaces is that it contains information in the 3rd axis. 

Visually, this information is presented as being placed further 

away from the screen or having depth. A consequence of this is 

that information can be occluded. Determining the optimal 

amount of depth levels for specifically sized icons is important 

in the design of 3D user interfaces. This paper investigates the 

depth placement of objects of a three dimensional user 

interface on a tablet device at the early stage of the 

development process. We present mixed methods evaluation 

with a paper prototype with a focus on the users' subjective 

experiences. Users were presented with concepts of different 

depth levels, with and without 3D objects. The findings 

indicate that users' preference was for depth levels 3-5. We 

recommend designing 3D UIs with a controllable depth by 

starting with a few depth levels and increasing them 

automatically based on the amount of 3D objects. Also, it is 

important to give a user a possibility to customize depth levels 

when needed. This paper provides user preference information 

on depth for 3D UI designers and developers, especially in the 

context of a touch screen tablet device.  

Keywords-3D UI; depth; touch screen tablet; paper 

prototype; user experience. 

I.  INTRODUCTION 

Three dimensional (3D) graphical user interfaces (GUIs) 
have been studied for many decades and they are still 
actively researched [1][2][7][10][14]. Typically, interaction 
with 3D user interfaces involves dealing with information 
and objects that are spatially organized in three dimensional 
virtual space. The number of objects, their size and issues of 
occlusion must be defined and evaluated with users in order 
to provide a positive user experience. To show large amounts 
of information, 3D objects are spatially organized at different 
levels of depth from the 3D camera, or what we call depth 
levels. 3D research and development is a large and diverse 
area. Studies exist about appropriate 3D UI metaphors and 
depth for touch screens in PC environments [1][11]. 
However, there is not a clear answer for what kind of 3D UI 
and depth users would actually prefer for touch screen tablet 
devices.  

Cipiloglu et al. [5] present a framework for enhancing 
depth perception in computer graphics. Different depth cues 
help users to perceive the spatial relationships between the 

objects. Earlier studies indicate that spatial organization of 
information enables efficient access to objects in graphical 
user interfaces. Cockburn and McKenzie [6] studied the 
effectiveness of spatial memory in 2D/3D physical and 
virtual environments and compared 2D, 2.5D and 3D 
interfaces. However, this experiment was conducted with a 
PC and mouse and one would expect interaction to be 
different than with a touch screen tablet device. One 
influencing factor for a user-tablet interaction with touch 
screen is the size of the objects, widgets and icons. 
According to Budiu and Nielsen [3], the target size for 2D UI 
widgets is 1*1cm for touch devices. In a 3D UI on a tablet 
device, there are several aspects that can have an influence 
on how users perceive the space and how they are able to 
interact with 3D objects in depth through touch screen. This 
issue has not been studied much in a mobile tablet device 
context. In a hybrid 2D/3D UI study, Salo et al. [15] found 
that a large amount of 2D overlay icons decreases the 
interaction with 3D objects which are embedded in a 3D 
virtual environment. 

This paper presents how we used a paper prototype as a 
part of mixed methods evaluation procedure at the early 
phase of the design process to find out the optimal depth 
levels in 3D graphical user interfaces. Later, we developed a 
virtual prototype as well in order to see how users' 
preferences for depth in a 3D UI compare with the results 
from the paper prototype. Based on the user evaluations with 
both paper and virtual prototypes, we propose that the depth 
levels 3-5 could be the most preferable depth for the 3D UI 
as a default starting point, depending on the system context. 

II. METHOD OF STUDY 

Paper prototyping is a widely used method in the human-
computer interaction (HCI) field, especially in the user-
centered design (UCD) process [16]. The aim of the UCD 
process is to support developing systems that meet the user's 
expectations and needs. ISO 13407 [8] defines a prototype 
as: "representation of all or part of a product or system that, 
although limited in some way, can be used for evaluation". 
According to the Buchenau and Fulton Suri [4], prototypes 
are "representations of a design made before final artifacts 
exist and they are created to inform both design process and 
design decisions". Prototypes can range from sketches to 
different kinds of models, which depict the design as follows 
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"looks like," "behaves like," "works like" [4]. One benefit of 
using prototypes is that they can facilitate exploring and 
communicating propositions about the design and its context. 

The paper prototyping itself as a method is not a new 
idea. Typically, it has been used for improving usability of 
the UI. Our focus was on subjective user's experiences. 
When studying user experiences in the early design phase, it 
is important to use suitable research methods. Although the 
interest in UX in industry and academy has been high over a 
decade, there are not enough systematic methods regarding 
how to evaluate user experiences [17]. Especially, there is a 
need to develop and use low-cost methods for UX evaluation 
and utilize the collected information in the early phase of the 
design and development processes [18]. ISO 9241-110 [9] 
defines user experience as: "a person's perceptions and 
responses that results from the use and/or anticipated use of 
a product, system or service". Therefore, user experiences 
should be evaluated before, during and after the use [17].  

A. Concept Design 

In the early stage of our research, we did a concept 
design phase to explore different ideas for the visual design 
of the 3D UI. In this phase, we drew approximately 100 
sketches of different 3D UIs for touch screen tablet devices. 
From those sketches we selected the most relevant examples 
for the further design. Among those sketches there were two 
sketches about 3D UI utilizing depth. The first example 
illustrates the 3D objects on top of the VE (Fig. 1a) and the 
second the same example in a customization mode where the 
grid is visible and background VE is invisible (Fig. 1b). 
Based on these sketches we created a paper prototype in 
order to study depth levels for 3D UIs on tablets.  

 
Figure 1.  The sketches of 3D UI and objects on A) a virtual environment 

and B) with a grid background. 

B. Evaluation Procedure 

We developed a paper prototype in order to study users' 
preferences for depth levels in 3D UIs on tablets in the early 
design phase. We used our depth level paper prototype as a 
part of mixed methods evaluation procedure where we 
illustrated ten 3D UI concepts to the users by using various 
types of prototypes. Fig. 2 presents the contents of the whole 
evaluation procedure. This paper focuses only on the 
findings gathered from the phase 5: 2) selection tasks A-C 
(Fig. 2). It was important to introduce participants to the 3D 
UI topic and show different examples in the evaluation 
phases 1-4 before the depth level evaluation (Fig. 2). 
Findings from the phase 1 are reported in [12] and from the 
phases 2 and 3 in [13].  

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2.  The 3D UI Concept evaluation procedure with mixed methods 

and the depth level paper prototype evaluation in the phase 5. 2) A-C. 

 
Figure 3.  An example page of the paper prototype (Infinity depth). 

C. Depth Level Paper Prototype and Selection Tasks 

The paper prototype was created in such a way that a UI 
example would be comparable with commercial off-the-shelf 
touch screen tablet devices with 2D icons in a 2D UI (e.g., 
Apple iPad and Samsung Galaxy Tab). For instance, in these 
kinds of tablets, there are 4*5 application icons presented per 
screen. Therefore, our grid example included 4*5 icon areas 
as well. The depth in each level is the space that a 3D icon of 
an application requires. Fig. 3 illustrates one example page 
of our paper prototype. The size of the grid was 23.8 
centimeters (almost equal to the iPad's screen size, which is 
9.7 inches) on a size A4 white paper. Fig. 4 illustrates depth 
levels without objects (A), with ordered (B) and unordered 
3D objects (C). In each selection task (A-C), we had eight 

depth levels: 1, 2, 3, 4, 5, 10, 15, infinity (∞) and users were 

asked to select one level in each task (A-C) based on which 
depth level they prefer (Fig. 2). 

Evaluation Procedure: 

1. 2D/3D icon comparison tasks (tablet prototypes) 
2. Four 3D UI Concept evaluations (tablet prototype) 
3. 3D UI Use case evaluation tasks (tablet, PC, paper prototypes) 
4. Contact and Square UI evaluation (tablet prototype) 

5. 1) 3D UI space test (paper prototype) 
Space form selection for 3D UI (examples A1-H8) 

2) 3D UI depth level selection tasks  A-C (paper prototype) 
Select the level 1, 2, 3, 4, 5, 10, 15 or ∞ based on which one you 
prefer or you think you could control: 

A. Selection Task:  Without objects 
B. Selection Task:  With ordered 3D objects 
C. Selection Task:  With unordered 3D objects 

6. 3D UI concept evaluations (PC prototype, video) 
7. Self-expression tasks (drawing template). 
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Figure 4.  Example depth levels 1, 3, 4, 5 and ∞ without objects (A), with ordered (B) and unordered 3D objects (C). 

We decided to create depth levels with a different set of 
3D objects, because of the two reasons. First, in the 3D UIs, 
objects can be placed anywhere and they can be occluded.  
Second, in the tablet devices, a user can have a different 
amount of application icons and widgets.  

D. Participants 

The evaluation was conducted with 40 participants (15 
female, 25 male), whose age varied from 23 to 52 years 
(averaging 35) (Fig. 5). Users had prior experience with 
touch screen devices, either tablets or phones. 

III. FINDINGS 

The following Subsections present which depth levels 
users preferred in the selection tasks A-C (without objects 
and with ordered and unordered 3D objects) in the 3D UI 
concept evaluation (Fig. 2). Users' subjective experiences are 
also cited. 

A. Depth Selections without Objects 

Without 3D objects, depth levels 3 (40%) and 4 (35%) 
were clearly the most selected choices (Fig. 6). According to 
the feedback, participants made their selections based on 
how many icons or applications they could place in the space 
and how they could select them by touching. For instance, 
depth level 1 was regarded as too plain or tight and only a 
few applications could be located on the periphery.  

One person, who selected level 2, commented: "Here 
could be 36 icons on sides and ceiling". Participants 
understood that these icons would occupy the same 
volumetric space as a 2D icon. Subjects selected depth levels 
from 2 to 4; because they did not want the background grid 
to be too small. Participants understood that the background 
grid decreases when the depth increases. They thought the 
background area is meant for open applications, which is 
easily viewable. A person, who selected level 3, said that the 

depth depends on the physical size of a finger, the finger will 
"poke" many icons if the space has too much depth. 

Participants who selected depth levels from 3 to 5 
justified their selection by referring to memory: "It would be 
impossible to remember where some objects are". The 
comments on depth levels 10, 15 and infinity were: "too 
deep", "too small periphery", "difficult to control" and 
"cannot use anymore". One person commented that the 
infinity level could be a suitable solution for thousands of 
music files. 

 

Figure 5.  In the concept evaluation with the paper prototype, a participant 
is selecting the depth level 5  and commenting the 3D object selection. 

 
 

Figure 6.  Participants' selections in the tasks A-C. 
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B. Depth Selections with Ordered 3D Objects 

The comments from participants during the selection of 
the depth level without objects, revealed how they would 
place 2D icons on the surfaces. When participants saw depth 
levels with 3D objects, they perceived how those would 
appear and be located in the 3D space. When 3D objects 
were organized in the space, the depth selection was deeper, 
half of the participants selected depth level 5 (Fig. 6). Users, 
who selected levels 4 or 5, said that "from these levels they 
can remember, control and select icons". In Fig. 5, a 
participant is selecting the depth level 5 because in that level 
he can see and select also occluded objects. One person, who 
selected level 2, commented that "If objects would be 
organized only on the sides, the depth level could be even 
deeper".  

In this task, people also counted how many objects there 
would be available for them, and thus, level 2 was regarded 
as too small. Depth level 1 was regarded as boring. One 
person, who selected level 5, commented that "The level 1 
shows that I'm poor, I don't have many things happening in 
my life". She explained this comment by comparing how 
many applications she would need in her private and 
professional life. A person, who selected level 10, said that 
level 1 would be enough for his mother (e.g., elder and non-
technically oriented people). A majority of the comments of 
depth levels 10, 15 and infinity were negative and related to 
issues like visual appearance, controllability and memory. 
One person said: "It does not feel coequal, because some 
item is behind the others". One user thought that depth could 
increase according to the amount of applications. 

C. Depth Selections with Unordered 3D Objects 

When 3D objects were not organized, 40% of all users 
selected the depth level 4 (Fig. 6). Participants, who selected 
level 4, said that they would like to be able to change their 
viewpoint or perspective to see behind the objects. Depth 
levels 1 and 2 were regarded as boring. Some users thought 
that level 2 causes claustrophobia. Depth levels 3-5 got 
comments, mainly relating to controllability. Comments on 
level 5 or more were mainly negative. Users wondered how 
visible and recognizable the icons would be. They thought 
that different 3D object shapes could make them 
recognizable. Some arguments reflect more on the users' 
personality, for instance, one person selected level 5 and 
said: "I like a certain type of chaos". Another person who 
selected level 10, said: "I'm not a minimalist". 

IV. VALIDATION OF THE FINDINGS 

This section presents how we later validated UX findings 
gathered by the paper prototype. We developed a virtual 
prototype on a tablet device and conducted the similar depth 
level evaluation with both the paper and virtual prototypes. 
However, this test did not include the whole 3D UI concept 
evaluation procedure (Fig. 2). 

A. Development of Virtual Prototype on a Tablet 

We evaluated our paper prototype method by developing 
a virtual prototype and conducting the same depth level 
evaluation with the virtual prototype. In order to be able to 

conduct a similar evaluation, we designed depth levels with 
the same visual appearance (Fig. 7). However, in the final 
virtual prototype, we implemented more depth levels, 
because we also wanted to study levels from 6 to 20. 
Another reason for small differences on the appearance was 
that the virtual prototype was developed by using a 3D 
program and its camera perspective. This made the 
background grid appear in a slightly different size in the 
virtual prototype than in the paper prototype (Fig. 8). 
Therefore, we measured the hypotenuse of the background 
grid at each depth level in both of the prototypes and 
compared them. The difference in the size of the hypotenuse 
was approximately +/- 1 centimeter. This small difference 
has been taken into account in the comparison of the results 
(Fig. 11b). 

 

 

Figure 7.  The screenshot of the 3D UI depth example in a virtual 

prototype (depth level 5). 

 

Figure 8.  Size of the hypotenuse of the background grid slightly varied 

with some depth levels in the paper and virtual prototypes. 
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The virtual prototype was developed on a tablet device 
(9,7") and users were able to adjust the depth levels by 
pressing the screen continuously with one finger and then 
swiping forward (swipe up) and backward (swipe down) 
with another finger (Fig. 9). This interaction model was the 
main difference in comparison to the paper prototype, in 
which the depth levels were adjusted by turning pages of the 
binder (Fig. 10a). 

 

Figure 9.  A virtual prototype on a tablet. 

 
Figure 10.  In the validation test, a user made depth level selection tasks A-

C with the paper (A) and the virtual tablet prototype (B). 

B. Participants' Selections with the Virtual Prototype 

In this comparison test, the same depth level selection 
tasks were conducted with both, paper and tablet prototypes 
using a total of 34 participants (Fig. 10).  

With the virtual prototype, 18% of users selected level 3 
from the example without objects (Fig. 11a). When objects 
were ordered, levels 4 and 5 were both selected by 18 % of 
participants. 41 % of users selected level 3, when objects 
were unordered. The majority of users preferred levels from 
3 to 5 in all tasks. Deeper levels such as level 30 and infinity 
were selected by 3-9% of subjects. These selections indicate 
the same results that were found by the paper prototype. (Fig. 
11a.)  

In order to compare results with both paper (PP) and 
virtual prototypes (VP), we combined selections in certain 
depth levels (Fig. 11b) according to size of hypotenuse in the 
background grid. The levels were combined as follows: 

 level 4 in VP represents the level 3 in PP, 

 levels 5-6 in VP represent the level 4 in PP, 

 levels 7- 9 in VP represent the level 5 in PP, 

 levels 20 and 30 in VP represent level 10 in PP 

 levels 10, 11, 14 are not referable to any levels of 
paper prototype; therefore, they have been moved to 
NA (not applicable) category. (Fig. 11b)  

Results with virtual prototype (Fig. 11b) support our 
findings gathered by the paper prototype (Fig. 6). 
Participants in the both tests preferred depth levels 3-5 (Fig. 
6 and 11b). 

 

A  

B  

Figure 11.  A) Participants' depth level selections with a virtual prototype.  

B) Virtual prototype's levels combined to paper prototype levels. 

V. DISCUSSION 

The depth level experiment in the concept evaluation was 
made in order to get user feedback for the design of 3D UIs 
in the early design phase. The paper prototype was 
developed and used for a certain mixed methods evaluation 
situation. In this context, the paper prototype proved to be a 
useful method and enabled us to get user feedback for a 
specific research topic. Especially in mixed methods 
evaluation procedures, it is important to use different types 
of prototypes to illustrate design ideas to the users and then 
communicate about them. This paper contributes UX 
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research by presenting how a fast and low-cost method can 
be used in the early design phase as a part of mixed methods 
evaluation procedure.  

Also the validation test with the paper and virtual 
prototypes elicited similar results than we found by the paper 
prototype in the concept evaluation. In further studies, we 
will use these findings in new 3D UI designs. 

VI. CONCLUSION AND FUTURE WORK  

This paper presented how users perceive depth in a 3D 
UI and which depth level they prefer. Results from the depth 
level selections with paper and virtual prototypes elicited that 
users preferred levels from 3 to 5. They liked these depth 
levels because they thought that they can perceive and select 
all needed applications easily just from one view without a 
need for hierarchical menu structures and camera view 
changes. The level 1 was regarded as boring and too simple. 
Only a few users preferred the infinity level. This level 
would be interesting to study more with a running 
application, because preferences for infinity level can be 
dependent on the content (e.g., music, photos, contacts). 
Based on the user evaluations with both paper and virtual 
prototypes, we propose that the depth levels 3-5 could be the 
most preferable depth for the 3D UI as a default starting 
point, depending on the system context. Users could also 
have a possibility to customize the depth levels when needed. 

In further studies, we will use these findings in new 
designs, and then test how users experience the depth levels 
with an interactive 3D UI on a touch screen mobile device. 

The reason for providing this early phase design and UX 
evaluation information to 3D UI and HCI research fields is to 
increase the knowledge of conducting UX studies with time- 
and cost-effective low-fidelity methods. 
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Abstract— In this paper, we focus on a possibility to have a 
personal 3D GUI inside a virtual environment on tablet device. 
We describe the visual design process and user experience 
evaluation of four 3D GUIs in a virtual environment. A user 
evaluation was conducted by using a structured pair 
evaluation procedure, where we adapted a concept 
walkthrough method with non-functional visually high quality 
prototypes. We found that participants would like to have 
their personal 3D GUI in a virtual environment. However, the 
visual design of the 3D GUI should create a secure and private 
feeling for them. Also, participants did not want the GUI to 
occlude too much with the background. The visual indication 
is needed also when a user transfers items from personal GUI 
to the virtual environment and for showing the user's active 
position between the GUI and virtual environment. We point 
out also other issues for interaction and visual designers. 

Keywords: visual design; user experience; 3D GUI; touch 
screen tablet device, HCI. 

I.  INTRODUCTION 
Three dimensional (3D) collaborative games, for 

example, Order and Chaos [20], have been developed 
already for touch screen tablet devices, such as Apple iPad. 
There have also been interests in bringing virtual 
environments (VEs) such as Second Life (SL) [18] to the 
tablets. The first 3D viewer for SL is Lumiya for Android 
tablets [19]. In 3D VEs, users can see 3D objects and other 
people's avatars in 3D space. To carry out other activities, 
such as reading personal emails, browsing files or playing 
games, a user cannot do this in VE, but she/he needs to 
switch to another application, which may weaken the 3D 
environment experience. In this paper, we explore different 
approaches to that problem by focusing on a possibility to 
have a personal 3D graphical user interface (GUI) inside a 
VE. By a personal GUI, we mean a private user interface 
(UI) showed only to the user, not visible publicly, in contrast 
to embedded elements in VEs visible to all users. 

3D UIs and VEs have been studied over many decades 
with PCs using several input devices. There is only little 
research done with tablet devices [23], as earlier studies 
have focused on larger touch displays such as tables [11][27] 
and screens on the wall [14].  Bowman et al. [5] define a 3D 
UI as a UI that involves 3D interaction, which means 
human-computer interaction (HCI) where a user performs 
tasks directly in a 3D context. Based on this definition, a 3D 
interaction can be defined so that it comprises navigation, 
object manipulation, application control [5][12][29] and 

visual design [7]. Many earlier 3D UI studies have focused 
on 3D file browsing, because 3D allows a larger set of items 
to be displayed at the same time [15][22][8]. Also 3D menus 
and metaphors have been investigated a lot over the years 
and the most popular 3D metaphors are: tree, mirror, 
elevator, book, art gallery, card and the hinged metaphor 
[10]. As tablet devices have been used for reading books and 
magazines, a bookshelf metaphor has become quite popular 
for displaying content, for example, in the Apple iPad [2]. 
Also 3D carousel metaphors have been under a large 
interest, both in industry and academy [14][21][30].  
Different kinds of 3D and 2½D desktops have been designed 
and studied as well [1][17][26].   

VEs are social in their nature, but if there are personal 
items in there, then privacy should be clearly visualized to 
the user. Culnan [9] defines privacy as: "The ability of 
individuals to control the terms under which their personal 
information is acquired and used". Privacy is a large 
research topic, but in this paper, we focus only on visual 
indication of the privacy in VEs. The prior research has 
focused mainly on e-commerce applications for selling 
either real world products or virtual products for avatars [24] 
or for information exchange between avatars [16]. Butz et al. 
[6] introduced two visual indication ways (vampire mirror 
and privacy lamps) for indicating which items are shared 
and which are private. However, they did not report any 
tests with users.  

The research of personal 3D UI elements (e.g. objects, 
menu items and files) in a collaborative virtual environment 
is still lacking from a visual design, user experience (UX) 
and mobile tablet device point of view. This paper 
investigates users' expectations of a personal 3D GUI in a 
collaborative VE in the early design phase and offers 
preliminary user feedback on visual design and indication of 
privacy. First, we present the visual design of metaphors and 
preparation of user experience evaluation study examples. 
Then, we describe the study with 40 participants conducted 
with non-functional visually high quality prototypes. 
Finally, we report the results and point out factors that 
designers should consider when designing 3D GUIs for VEs 
on touch screen tablet devices. 

II. USER EXPERIENCE CENTERED DESIGN 
ISO 9241-110:2010 [13] defines user experience as: "a 

person's perceptions and responses that results from the use 
and/or anticipated use of a product, system or service". User 
experience cannot be designed, because it is in people, but it 
is possible to 'Design for experiencing' [25].
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Figure 1.  3D GUI metaphors:  A) sketches, B) in a virtual environment and C) with a 'file searching and sharing' use case.

To 'design for experiencing', we used the industrial 
design process [28]. First, we explored approximately 40 
existing 3D UIs and concept designs. Then, based on this 
benchmarking, literature and lessons learned from our earlier 
studies [3][23] with 3D UIs we identified three major design 
goals: 1) Design a 3D GUI in a collaborative virtual 
environment, 2) Support the use of multiple applications 
within the 3D virtual environment and 3) Design for 3D 
interaction on a touch screen (for example, object selection 
from the back rear of a carousel UI). After this, we started 
the concept design for the 3D GUI metaphors. Finally, we 
prepared four designs for user experience evaluation.  

A. Two Design Phases 
We started the first design phase with the preparation of 

five different styled visual theme boards to help us create 
visuals for the concepts. These A4 sized boards were 
composed as a collage of images of different visual forms of 
the titled style. Then, we had the first brainstorming session 
utilizing the visual theme boards with two 
industrial/interaction designers and a UX researcher. This 
resulted in different kinds of ideas, advice and needs that 
were written down. Next, we had a one week individual 
sketching phase when we produced over 100 sketches of 3D 
GUI metaphors. Then, we had an expert evaluation of the 
concepts with eight project members. 

The second design phase was started with an individual 
sketching period. We developed the selected concepts of the 
first design phase further and in more detail. Then, the 
sketches (approximately 50) were evaluated by eight UI and 
UX professionals. Based on the evaluation, four 3D GUI 
metaphors: Room, Shelves, Pie, Keyring (Fig. 1, A) were 

selected for the 3D modeling phase, because they were 
comparable against each other. Room and Shelves metaphors 
have a similar visual style and both of them had a binder 
metaphor for files but a different amount of icons and depth 
of space. Pie and Keyring are examples of the carousel 
metaphor, but with different visual style, hierarchy level 
structure and amount of icons.  

B. File Searhing and Sharing Use Case 
We wanted to have an example with hierarchical 

structure in the GUIs; therefore, we designed also a step-by-
step use case (file searching and sharing) for each concept 
(Fig. 1, C), which are presented in Table 1. The idea of the 
use case was to search for a PDF file (named as PDF 2), 
copy and share it to a pre-named contact.  

C. Modeling of 3D GUI Metaphors and 3D Icons 
The 3D models of the selected concepts were created by 
using the Blender program. First, we designed and modeled 
the GUI elements and 3D icons for our 3D GUI metaphors. 
We selected applications that can be used in the tablet 
context (e.g. mail, phone, messaging, notebook, radio, maps, 
contacts, books, browsers, gallery, folder, trashcan, calendar, 
camera, games, music player and social media services). We 
had a set of 33 icons to be used in our GUI metaphor 
designs. The amount of icons in every design varied, because 
we wanted to have a different evaluation setup for each 
concept in order to evaluate UI hierarchy structures and the 
amount of objects displayed in the UI metaphor and on the 
screen at once. There were 31 icons in the Room concept's 
first view, but in the Shelves, there were only seventeen, 
which are either fully or partially shown icons. The Keyring 
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TABLE I.  THE PROCESS OF A FILE SEARCHING AND SHARING USE CASE IN EACH 3D GUI METAPHOR CONCEPT 

Steps 
The process of a file searching and sharing use case in each 3D GUI metaphors concept 

Room Shelves Pie Keyring 

File 
searching 

User:  Zooms in with a pinch zoom 
gesture.  
User: Taps the PDF binder icon. 
System:  Opens the binder in the center 
of the screen.  
User: Taps the 'PDF 2' index marker 
System: Turns the page and the 
intended PDF is in sight. 

User: Tap the PDF binder icon on the shelf 
on the left side of the screen. 
System: Activates and moves a shelf (that 
the binder is located on) near the center 
area of the screen and opens the binder in 
the center of the screen. 

User: Taps the binder icon which was located on 
a one piece of the Pie. 
System: The tapped piece of Pie drops one step 
down and the system opens three sub-pieces of 
the Pie on the same horizontal level. Three icons 
are located on top of the pieces; W (Word), PP 
(PowerPoint) and PDF (2nd hierarchy level).  
User: Taps the PDF icon. 
System: Sub-pieces opens under the Pie GUI in 
the format of a hierarchical helical stairs (3rd 
hierarchy level). 

User: Taps the binder icon. 
System: Vertically orientated sub-ring with 
three icons; W, PP and PDF appears to hang 
from the original ring. 
User: Tap the PDF icon. 
System: Another sub-ring opens horizontally 
to the icon's place  
User: Zooms in (Fig. 1, C, Keyring). 

File 
copying 

User: Long press the PDF icon  
System: The copied file icon appears on 
top of the PDF file.  

Copying is made similarly as in Room GUI 
(Fig. 1, C, Shelves). 

Copying is made similarly as in the Room GUI. Copying is made similarly as in the Room 
GUI. 

File 
sharing 
by 
dragging 

User: Drags the copied file to the other 
side of the Room (Fig. 1, C, Room) to 
the contact object (ball), and finally to 
the chosen contact.  
System:  Camera follows the file 
dragging and zooms in to the contact 
ball. 

User: Drags the copied file on another 
shelf on the other side of the screen with 
two contact objects (balls) on. 
System: Moves the shelf with contact 
objects to the center area of the screen. 
User: Drags the copied file to the contact 
object (ball), and finally to the chosen 
contact. 

User: Drag the copied file on a contact piece in 
the Pie (Fig. 1, C, Pie). 
 System: Opens sub-pieces in hierarchical helical 
stair format, where all the contacts are located on 
the steps of the 'stairs'.  
User: Drags the copied file to the chosen contact. 
System: Camera follows the file dragging. 

User: Drags the copied file to the contact 
object (ball) at the rear of the first hierarchy 
level ring. 
System: Camera follows the file dragging 
zooms in the contact object. 

Feedback 
indication 
to a user 

System: Shows a tiny version of the 
icon beside the contact, which 
disappears when it is sent. 

The system indication for sending is done 
the same way as in the Room GUI. 

System: Shows a tiny version of the icon beside 
the contact on the step of the stair, which 
disappears when the file is sent.  

The system indication for sending is done the 
same way as in Room and Shelves GUIs. 

 
concept included 28 icons and Pie ten icons in the first menu 
hierarchy level. Finally, we made compositions for 'file 
searching and sharing' use cases by moving and duplicating 
modeled UI elements. 

D. Preparation of the Prototypes 
We decided to evaluate our four designs as non-

functional visually high quality prototypes in as early design 
phase as possible to get user feedback for the next iteration 
of our concepts with a fast, easy and cost-effective way.  

Because we were interested in finding out the user 
experiences of the visual aspects, it was important to make 
high quality looking evaluation examples. Based on our 
design goals, we wanted to evaluate how users perceive the 
3D GUIs in a virtual environment (Fig. 1, B). Therefore, we 
selected one 3D model of a collaborative looking virtual 
outdoor music environment from our earlier research work 
[3] and rendered out one image of it from Blender. Then, we 
rendered each image of the metaphors with the step-by-step 
use case and placed them on a VE background in Photoshop.   
We then added a life-sized 10 inch tablet frame around the 
images. Finally, we added images of hands which were 
representing the touch gestures on top of the use case images 
(Fig. 1, C) and saved the image series as PDFs. 

III. USER EXPERIENCE EVALUATION 
As we were interested in users' subjective experiences, 

we conducted the study by using structured pair evaluation 
and adapted the design walkthrough method in a controlled 
setting, which lasted from 25 to 59 minutes. We used 
different methods to gather user feedback and experiences: 
video recording, semi structured interviewing, observation 
with writing down comments. First, in the beginning of the 
evaluation, users filled up a short background questionnaire 
which had questions about participants' gender, age, prior 
touch screen and 3D experience. The actual design 
walkthrough was conducted as follows for each 3D GUI 

concepts: Showing the 3D GUIs on a 3D VE with the 'file 
searching and sharing' use case on a life-sized tablet frame as 
a PDF from a laptop where the moderator changed the image 
and led the discussion.  She asked participants to comment 
freely what they are thinking and also asked additional 
questions now and then. 

A. Participants  
In our user evaluation, we had 40 persons of which 63% 

were male. For recruiting participants, we used an online test 
user environment and also sent email invitations to friends 
and colleagues to be distributed. The criterion for selecting 
participants was that each of them should have at least two 
months’ experience with touch screen devices (mobile 
phones or tablets). Almost all of the participants (93%) had 
prior touch screen experience with smart phones and 85% of 
them had tried or used tablet devices. The participants' age 
varied from 23 to 52 years, with a mean of 35.  

I.  FINDINGS 
All the material was qualitative, which we analyzed by 

applying the affinity diagram method [4]. We wrote down 
participants comments on sticky-notes. Then, we made two 
analysis rounds for notes and grouped them based on their 
content. A summary of the analysis is presented in Table 2. 
In the following subsections, we present participants’ 
perceived aspects and comments on the 3D GUIs in 3D VE.  

A. Perceived Visual Appearance 
The Room metaphor (Fig. 1, B) was considered as a 

'homely' GUI where one's own applications are in order. The 
Room metaphor was also called as 'garage' or 'storage', but it 
was also regarded as childish and funny like 'a toy store'. 
18% of the participants thought that the Shelves concept was 
better, clearer, more approachable and pleasurable than the 
Room GUI. The Pie GUI metaphor (Fig. 1, B), in its turn, 
was perceived as interesting, new, exciting and visually 
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attractive. On the other hand, the Pie was regarded as an 
official, masculine and engineering type of object and was 
called as 'a disk' or 'hard drive'. The visual style of the Pie's 
plate was perceived to be bulky, chunky and too thick and it 
was called 'a concrete plate', 'tray', 'puzzle', 'Battle Star 
Galactic' or 'puck'. It was even suggested that the plate could 
be translucent. The visual style of the Keyring (Fig. 1, B) 
was considered to be new, different, interesting and fun. On 
the other hand, one participant commented that it is:" a 
moment's wow". Compared to the Pie, the Keyring was 
regarded as a feminine object and it was called as a kitsch 
bracelet. It was also referred to movement, for example, to 'a 
shower curtain rack', 'coat hanger rack', 'mobile', and 
'janitor's key ring'. One person even said: "I don't like if it's 
swinging". 

Participants liked the fact that they can easily get an 
overview of the GUI with one glance, with other GUIs than 
the Shelves. 15% of the participants did not like that all of 
the icons are not showing. Also, it was perceived as odd and 
ugly that some of the icons on the shelves were cut in half. In 
contrast, 30% of the subjects liked the tighter view that the 
Pie concept offered even though there was even less content 
in sight. Pie and Keyring were perceived to look like 
launchers for applications. Participants thought that in the 
Room (18%) and Keyring (25%) GUIs, there were too many 
occluding application icons. It was perceived to be unclear 
and error prone while making selections.  

Participants thought that all GUIs except the Room, 
looked weird and distressing with the virtual environment 
background, because they seemed to be floating in the air, 
for example, the Pie GUI was perceived as a UFO. Also, one 
participant commented the meaning of the Pie metaphor 
because of its location in the 3D environment: "It looks like a 
tray when it is located near a bar".   

B. Perceived 3Dness 
When participants evaluated the 3Dness of the concepts, one 
factor was the depth of the space. Compared to other 
concepts, in the Shelves GUI, there was not enough depth to 
make it look like a 3D and it was considered to be only a 2D 

GUI with 3D icons. As one participant commented about it: 
"3D icons do not change the UI into 3D". Another factor was 
the perceived interaction. The Pie and Keyring had the round 
shape which made them look rotatable; therefore, they were 
perceived as 3D. Also the icon occlusion was considered to 
be an important factor for creating a 3D feeling; thus, the 
Shelves concept was not considered to be a 3D GUI. From 
the users' perspectives, 3Dness is made from occlusion, the 
shape of the UI and the depth of the space.  

C. Perceived Consumption of Space from VE 
The occlusion of the virtual environment by the GUI was 

evaluated by the participants. The Room and Pie were 
perceived to consume too much space from the VE. The 
Room GUI was showing the center area, but it was 
considered more like a little peak view to the VE. With the 
Pie GUI, the situation was quite the opposite; the plate of the 
Pie blocked the center area. In comparison, the Shelves and 
Keyring GUIs were considered to be lighter and airy on VE. 

D. Perceived Privacy and Safety 
The participants felt more secure with the Room concept, 
because there were walls separating the private area from the 
public background area. To create a secure feeling, there 
should be some kind of separation from the background 
environment. However, with the Shelves, Pie and Keyring 
GUIs, participants had concerns for their privacy. For 
example, one participant commented on the Pie GUI: "If I 
am in a public virtual space, can other people see my UI?" 
The Shelves and Keyring GUIs were perceived as visually 
unclear and confusing, because behind the icons and UI 
elements there were not any visual elements to separate it 
from the VE. With the Shelves GUI, participants wished for 
a back plate or curtain behind the shelves.  

  There should also be a clear visual indication for 
showing the user's active position between the personal 3D 
GUI and collaborative virtual environment, which could be 
indicated with color or dimming. Participants thought that a 
possibility to interact between spaces and share content 
directly to a friend in the VE was good. On the other hand,

TABLE II.  A SUMMARY OF HOW PARTICIPANTS PERCEIVED FOUR 3D UI METAPHORS 

UX Four 3D GUI Metaphors 
Room Shelves Pie Keyring 

Perceived  
visual appearance 

+ homely 
+ things are ordered (garage/storage) 
+ can see all the icons at once 
- unclear (icons are occluded/ too full)  
- childish and funny/ toy store 

+ clear 
- shelves are floating in the air (odd) 
- icons cut in half (ugly) 
- not possible to see all icons at once  
- floating in the air (odd) 

+ new / exciting / attractive 
+ can see the most important icons at once 
- bulky / too thick/ chunky 
- masculine / engineering type / official 
- floating in the air (odd) 

+ new / different / interesting/ fun 
+ can see all the icons at once 
-  full / unclear (icons are overlapping) 
-  feminine/ kitsch bracelet / swinging 
-  floating in the air (odd) 

Perceived  
3Dness 

+ 3D space (Room) 
+ enough depth  
- icons occluded 

- not enough depth = 2D GUI 
- just 3D icons do not make 3D GUI 
- no occlusion 

+ 3D shape (round) 
+ icons occluded 
+ looks rotatable (interaction) 

+ 3D shape (round) 
+ looks rotatable (interaction) 
-  icons occluded 

Perceived 
consumption  of 
space from VE 

+ distinct from the background VE 
- consumes too much space from VE 

+ light/airy 
+ does not consume too much space 
from VE 

- consumes too much space from VE 
 

+ light/ airy 
+ does not consume too much space from VE 

Perceived privacy 
and safety 

+ clear visual separation from VE 
(walls) 
- can other users of VE see the content 
a shared item 

- possible to share something to the VE 
by accident (no walls) 
- not clear visual separation from VE 
- can other users of VE see the content 
of own GUI or a shared item 

- not clear visual separation from VE 
- can other users of VE see the content of 
own UI and a shared item 

- not clear visual separation from VE 
- can other users of VE see the content of own 
UI and a shared item 

Perceived  
ease of use 

+ looks simple/ easy to use 
- require more steps than 2D UI 
- too long dragging 
- needs camera & zooming controls 

+ no brainer to use 
+ no camera controls required 
+ shorter dragging 

+ brainless to use 
- carousals are difficult 
- menu hierarchy difficult and messy  
- too many steps (file search & sharing) 

- difficult (can accidently select a wrong icon) 
- menu hierarchy messy and weird 
- too many steps (file search & sharing) 

Perceived utility 
by customizaton 

+ easy to categorize the content 
+ easy to customize the GUI space  

+ easy to categorize the content + could work as a launcher 
 

+ could work as a launcher 
+ easy to categorize the content 
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they were concerned about a possibility to share something 
into the VE by accident. This could be prevented by giving a 
user visual indication with a highlight color when something 
is moved from their personal GUI to the collaborative VE. 
There were also concerns such as, 'can someone else see a 
shared file and to whom it is shared to'. The shared content 
should be invisible to other users and it should look like it is 
protected for the user who is sharing it and who is receiving 
it. For example, as one participant suggested: "Shared file 
could be protected with a folder?" 

E. Perceived Easy of Use 
Even though we did not have a functional prototype, 

participants commented a lot how they perceived the 
usability aspects of each GUI metaphors with the 'file 
searching and sharing' use case. Participants thought that the 
Shelves GUI (Fig. 1, c) was better than other GUIs from the 
usability point of view. It was perceived to have shorter 
dragging, simpler hierarchy, fewer steps and camera 
movements, such as view rotation and zooming in too near to 
the UI elements. Also, one person said that in the Shelves 
GUI the interaction can be done more "brainlessly". 

Even though a tablet is a gestural interface, participants 
did not like long dragging, because it was perceived difficult 
and prone to errors, such as an item is dragged to a wrong 
place. 15% of the participants suggested that instead of long 
dragging, a copy could be moved to a 'pocket' or virtual 
USB-memory stick and kept there until sharing. 15% of the 
participants suggested that the GUI could be intelligent, for 
example, the target object (in this case a contact), could 
automatically open beside of the binder while copying.  

 With the Pie and Keyring metaphor concepts (Fig. 1, C), 
the 2nd and 3rd hierarchy levels were found distressing, 
because there were too many items illustrated at the same 
time and it looked too messy. When the 3rd hierarchy level 
opened in the Keyring GUI, 30% of the given comments 
were negative. As one participant commented: "More and 
more jingling". Also the orientations of the sub-rings was 
found irritating, against the laws of physics and foolish. 
Therefore, it was suggested that rings could open 
horizontally either under the original ring, replacing it or 
earlier opened rings could move deeper into the space when 
the new ring opens. With the Pie GUI, the 3rd hierarchy 
level opening as a form of helical stairs was unexpected by 
the participants and over 50% of the given comments were 
negative For example, one participant described it: "It 
exploded, went broken". It was perceived as difficult, hard, 
complex and distressing. 13% of the participants commented 
that it looks like endless stairs. The helical stairs structure 
was perceived to prioritize the content. For example, with 
contacts, it creates a feeling that some of the contacts are 
more important than others. With PDF files, the structure 
was not that irritating, but the amount of items was 
considered to be critical for the controllability of the GUI. 
Participants suggested that instead of the 2nd and 3rd 
hierarchy levels in the Pie and Keyring GUIs, there could be 
a similar binder metaphor as in the Room and Shelves. Other 
suggestions for the Pie included: a drawer opening from it or 
another Pie could open under the first one. With the Keyring, 

there could be a binder metaphor or file cabinet instead of 
the 2nd and 3rd hierarchy levels.  

F. Perceived Utility by Customization 
Users thought that customization would be interesting 

and useful within all of the GUIS. The simplest thing with 
the UI customization is to let the users to adjust the amount 
of icons. Also, some people liked to categorize the GUI 
content. For example, with the Keyring, participants wanted 
to categorize icons in groups or pile them in stacks. With the 
Room and Shelves GUIs, participants would have liked to 
organize their icons by placing work and leisure items on 
different sides of the room or on different shelves. Also 30% 
of the participants were interested in decorating the Room 
GUI space, for example, with wallpapers.  

II. DISCUSSION 
Our study indicated that the participants would like to use 

their personal 3D GUI in a collaborative virtual environment, 
but they must know what others can see from their private or 
shared 3D UI components. Therefore, the visual design of 
the GUI is important for creating a secure and private look 
for the 3D GUI. It can be designed with visual elements, 
such as walls or curtains, which will distinguish the GUI and 
its elements from the background environment. However, 
these elements should not excessively occlude the virtual 
environment; therefore, they could be also translucent.  

There should also be a clear visual indication for showing 
the user's active position between the personal 3D GUI and 
collaborative virtual environment, which could be indicated 
with color or dimming.  Also, when something is transferred 
from the personal GUI to the public virtual environment, 
there should be a visual indication for the user, for example, 
a highlight color. Virtual environment also affects how 
participants perceive the visual design of the 3D GUI. 
Participants thought that all GUIs except the Room looked 
weird and distressing with the VE background, because they 
seem to be floating in the air and were unclear looking.  

From the users' perspectives, 3Dness in 3D GUI is made 
from icon occlusion, the shape of the UI and the depth of the 
UI space. The shape of the GUI and amount of the icons 
depends on the user's personal preferences. One user wishes 
to see all of the applications at one glance and another one 
would just want to see only the most important applications 
in their GUI. Therefore, there should be different kinds of 
GUI designs available to the participants. Also the hierarchy 
structure does not have to continue similarly through the 
hierarchy levels; it is more preferable is to use flat hierarchy 
on touch screen devices. Users need to have a possibility to 
organize icons, UI elements and decorate the GUI space as 
they wish. Therefore, the customization of the GUI is 
important for the users.  

Even thought this evaluation had limitations from the 
interaction point of view, it nevertheless provided useful 
information to us for the next iteration of the relevant 
concepts. It is not possible to evaluate touch screen 
interaction with a non-operational prototype, but it is 
possible to show the designed interaction ways and discuss 
about them with participants. Therefore, we can now give 

45Copyright (c) IARIA, 2013.     ISBN:  978-1-61208-250-9

ACHI 2013 : The Sixth International Conference on Advances in Computer-Human Interactions

                           60 / 510



these early design phase user perceptions to designers and 
developers to make more pleasurable VEs in the future.   

III. CONCLUSION AND FUTURE WORK 
In this paper, we focused on a possibility to have a 

personal 3D GUI inside a VE on tablet device. Therefore, we 
did the visual design process of 3D GUIs with 'file searching 
and sharing' use cases. Then, we had an early design phase 
UX evaluation of four 3D GUIs in a virtual environment 
background with 40 participants. This evaluation with non-
functional visually high quality prototypes gave us a lot of 
user feedback for the design. Participants liked a possibility 
to have their personal 3D GUI in a virtual environment. 
However, the visual design of the 3D GUI should create a 
secure and private feeling for them. The secure feeling can 
be designed with visual elements, such as walls or curtains, 
which will distinguish the GUI and its elements from the 
background VE. However, the GUI should not occlude too 
much with the background VE. There should be visual 
indication presented when a user transfers items from the 
personal GUI to the virtual environment and also for 
showing the user's active position between the GUI and VE. 
We pointed out also other design issues relating to the visual 
design of the personal GUI for interaction and visual 
designers of 3D GUIs and virtual environments. 

In the future studies, we need to design and implement a 
functional prototype to test interactions as well. Especially 
we need more information about the dragging action length 
and camera movements. 
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Abstract— This paper presents a design and evaluation process 

in the early design phase towards a three dimensional user 

interface on a touch screen mobile device with service 

multitasking use cases. Our Service Fusion concept is an 

outcome of this iterative concept design and evaluation 

process. In this paper, we present briefly four 3D user interface 

concepts, evaluated with users and experts. Two of these 

concepts are also implemented on a touch screen mobile device. 

We also present user experience findings and how they have 

supported our early phase design process. The Service Fusion 

demonstration of 3D multitasking shows multiple services 

running in a 3D city model, which allows users to purchase 

movie tickets, listen to music and find local bars and stores by 

drag and drop gestural controls. Evaluation findings indicate 

that people are interested in service multitasking and dragging 

and dropping interaction model in 3D user interfaces in the 

tablet device context. However, the 3D space context will affect 

how important and useful users perceive services to them. 

Keywords-3D UI; concept design; user experience; touch 

screen mobile device; tablet. 

I.  INTRODUCTION 

Research in three dimensional (3D) user interfaces (UIs) 
has a long history  ranging  from various areas such as 
Augmented Reality (AR), Cave Automatic Virtual 
Environment (CAVE), Virtual Environments (VEs), 3D 
Authoring tools, simulation and entertainment 
[4][12][15][20]. Even though 3D UIs have been studied for 
many decades, they are still actively researched [3][7][14] 
[18]. There has been a resurgence of interest in 3D 
technology in general, especially among stereoscopic 3D 
movies and commercially available devices with 
autostereoscopic displays (e.g., LG Optimus 3D phone and 
Nintendo 3DS game console). Similarly, the introduction of 
commercially available 3D input sensors over the last few 
years (e.g., the Wii remote, EyeToy and MS Kinect) have 
put 3D UI technology into everyday use. Furthermore, 
'touching the 3rd dimension' technologies have seen a host of 
new research based on the above devices [13].  

3D is a hot topic nowadays. Even though there is a lot of 
hype around the 3D topic, there still exists a big question: 
'What benefit 3Dness can provide?' Our hypothesis is that a 
3D UI could be beneficial provided that it can enhance the 
user's tasks; therefore, we have investigated 3D UIs in tablet 
device contexts from the multitasking point of view. In our 
case, multitasking means that in the same virtual 3D 
environment, a user can use several services or applications 

at the same time by dragging and dropping gestural controls. 
Currently, in tablet devices, users need to switch between 
applications in such a way that they can view only one 
application at a time.  

The rest of the paper is organized as follows. Section II 
describes an iterative design and evaluation process towards 
a 3D UI on a touch screen mobile device. Also the user 
experiences of our 3D UI concepts and prototypes are briefly 
presented. Then, the findings are summarized and discussed 
in Section III, whereas Section IV concludes the paper and 
provides ideas for future work. 

II. EARLY PHASE CONCEPT DESIGN AND EVALUATIONS 

ISO 9241-110:2010 standard defines user experience 
(UX) as: a person's perceptions and responses that results 
from the use and/or anticipated use of a product, system or 
service [11]. According to the UX professionals, users’ 
experiences should be evaluated before, during and after the 
use [21] with different types of design examples. In the 
human-computer interaction (HCI) research field, there is a 
need for systematic (low-cost) methods and guidelines for 
UX evaluation [21], especially in the early phase of the 
development process [22]. In iterative and agile development 
processes, time- and cost-effective UX studies give 
important UX feedback for the design [22]. In our 3D UI UX 
research, we have utilized the early phase design and 
evaluation approach and conducted various studies, which 
are briefly described in the in this paper. Finally, we present 
our Service Fusion concept which we implemented and 
tested with users.  

A. 3D Desktop UI Concept with a File Sharing Use Case 

We designed a 3D Desktop UI concept with an abstract 
virtual environment, which included similar activities that 
one can have with mobile phones (calls, clock, calendar). We 
created an example concept of a 'Call handling' scenario, 
where a user is sharing a file during the conference call as 
shown in Fig. 1. The virtual participants of the conference 
call were represented as avatars and the normal call handling 
functionality occurred by interacting with the avatars. 
Additionally, as 3D is often cited as means to provide a 
better visualization of information to the user, additional 
applications, blogs, web links and certain files are organized 
and viewable.  

After the concept was created, we downloaded sets of 
example images (20 images in total) into a tablet device and 
presented the scenario to the participants as a low-fidelity 
virtual prototype. Participants hold the tablet on their hands 
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and explained how they would use the UI (e.g., tap or drag 
an icon) (Fig. 2). We evaluated this concept with four users. 
The concept evaluation gave information about how users 
perceive 3D UIs and what benefits such UIs could provide to 
them. Also issues of avatars (what they are for?), privacy 
(can everyone see my objects in the 3D space?) and 
multitasking possibilities were raised. Users were interested 
in the idea that the system could show several services, for 
example calendar and news feeds, simultaneously with the 
conference call and users could easily find and allocate 
meeting times and share files. User experiences from this 
small scale user study are reported in [5] and 3D visual 
indications aspects are presented in [16].   

 
Figure 1.  An example image of the 3D Desktop UI concept: a person is 

sharing a PDF file during a conference call. 

 
Figure 2.  A user is explaining how he would use the 3D UI. 

B. 3D Office UI Concept with Chat & Calendar Use Case  

In the early phase of the project, we designed various 3D 
UI concepts with different virtual environments, e.g., music 
and office (meeting room) environments. Fig. 3 illustrates 
one example of our 3D UI, where a user is communicating in 
the collaborative 3D Office environment, and services (e.g., 
a clock and calendar) are shared with other meeting 
members. In this example, users were able to drag calendar 
events to that chat for proposing events and meetings (Fig. 
3). The other person was then able to accept the event by a 
touch gesture (e.g., rotate the event block in the chat text by 
swiping it up and down on the y-axis).  

This 3D Office UI concept was studied as a part of a 
larger concept evaluation procedure [2][17] with a total of 40 
subjects (Fig. 4). Findings indicated that the visual design of  

 
Figure 3.  An example image of the collaborative virtual 3D Office UI 

concept with Chat and Calendar use case: dragging a calendar event to the 

chat discussion.  

 
Figure 4.  A moderator (left) introduces to the participants the 3D Office 

UI concept with visually high quality images printed on a paper. A user is 
commenting the concept (right) in a pair evaluation session. 

the VE has a strong impact on how users perceive the whole 
3D UI. Changing the 3D virtual environment changes also 
the users' expectations about a concept or a system, for 
instance, what kind of behaviour and content they expect 
from the system. The visual appearance of the 3D virtual 
environment should be designed for supporting the use 
context, for example, home, work, leisure, game or map [1]. 
The use context shown in the 3D VE influences on how 
important users perceive the service for them, for instance, 
participants wondered how this 3D Office UI support their 
work activities (e.g., booking meetings, updating calendar, 
share files, manage contacts). Therefore, for the next 
concept, we selected a 3D map as a space context and 
designed different service multitasking use cases. 

C. A Context-Aware Map Based 3D UI Prototype 

Based on our previous concept studies, we found out that 
the visual appearance of the 3D virtual environment can set 
the context of use for the user. In this study, we wanted to 
exploit this fact as part of our context-aware map based 3D 
UI prototype implementation. While there are many potential 
environments to use, a geographical based virtual 
environment was chosen as the space context. One rationale 
for this is that geographical based map services are well 
known, there are many services which have a map aspect and 
there are a large number of services which include GPS data, 
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which should make it easy to integrate new context- aware 
services. 

This prototype was implemented on Android OS 
platform on a tablet device. The scenario of the prototype 
presents a use case whereby a user wants to understand the 
geographical context of a story in order to get a better 
understanding of the issues involved. The start view of the 
UI is shown in Fig. 5A.  

 
Figure 5.  A) 3D UI screen with a map with a number of embedded 3D 

objects. B) A map of Fukushima with local news. 

The UI shows a geographical space, news feeds, calendar 
functions, contact cards, weather and time. Scenario includes 
the following steps: 
1. The user reads a short news feed about the Fukushima 

power plant accident. Important data in the news feed is 
represented as objects. 

2. Not knowing where Fukushima is, or what the impact 
on the local surrounding area is, the user selects the 
'Fukushima word' from the news feed by long pressing it 
and then dragging it to the main map area. 

3. When the Fukushima text is dropped on the map 
environment, the camera transition to the Fukushima 
virtual environments starts (Fig. 5B). 

4. The local weather at Fukushima is shown. 
5. Additional news events, pulled from Google news 

service, are automatically displayed. 
This prototype implementation showed the general idea 

of using a geographical context as a virtual environment. 
One benefit in this 3D UI example for a user is that he/she 
can use a map as a search engine easily by dragging and 

dropping the interesting news items. With tablet devices, 
typing can be slow and error prone; therefore, we can assume 
that 'drag and drop' action could speed the use of 3D UI.    
However, as the prototype implementation was very limited, 
we tested it only by an expert evaluation (Fig. 6). To prepare 
the prototype for actual user testing, we developed a new 
version of the 3D Map UI with and several services. 

 
Figure 6.  In a contex-aware map based 3D UI prototype, a user is able to 

select words (e.g., Fukushima) from news feed and then drag and drop it 

onto the map environment for getting more information about that news.  

D. 3D Map UI with Service Fusion Prototype 

After our first Fukushima scenario, we decided to create 
another use cases relating to context-aware services that 
citizens could use with their tablets. One idea of our Service 
Fusion concept is that a user can use several services in the 
same 3D environment view without a need to switch 
between application windows. Our aim is to ease the user's 
tasks by automating some actions with service 
communications and decreasing a user's typing effort. 
Therefore, we implemented the following features into the 
Service Fusion prototype with the 3D city model (Fig. 7): 

 Cinema service: A user can view the daily timetable 
of cinema and drag the movie from the list to the 
personal shopping cart and book and pay for the 
movie ticket by dragging their credit card object to 
the payment field (the real payment function not 
implemented) (Fig. 8). 

 City event Live: Users can view live events from 
the local city live calendar. 

 Local News Feeds: Users can view local news feeds 
on the embedded board objects. 

 Music service: Users can view the current song list 
of a bar and then drag the song name to a radio icon. 
When the song is dropped on the radio icon, it 
launches a search for the song from Grooveshark [8]. 
Users can also drag a song from the list and drop it 
onto the map to find music stores in the city (a map 
as a search engine). 

This concept was implemented on the realXtend [19] 
Tundra platform running on Linux Ubuntu on 12 inch touch 
screen laptop computer. The 3D city model is a high fidelity 
model  and currently covers nine city blocks. The technical 
implementation is illustrated in the [6][10].  

This Service Fusion prototype was tested with ten users. 
In the evaluation, we were particularly interested in users' 
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subjective experiences of the 3D UI and services. We studied 
the following topics: 

 how users perceive and understand different types of 
icons. For instance, personal overlaid icons 
(calendar, shopping cart, radio) are fixed to the 
camera position and they have a different visual style 
than in 16 icons (e.g., bars, cinema, theatre, 
restaurants), which are embedded on the top of the 
3D city model and are publicly shown to all users. 
Also two news tables were embedded in the 3D city 
map. 

 how users experience the dragging and dropping 
controls with a touch screen mobile device. These 
results are presented in more detail in [9]. 

 how users experience the service fusion idea, where 
a user is able to use several services (e.g., cinema 
purchase, music listening, music search) in the same 
3D virtual environment. In current tablet devices, 
users have to switch between different applications 
(e.g., YouTube, Web browser, calendar). These 
results are presented in more detail in [9]. 

 
Figure 7.  A Service Fusion 3D UI in a 3D city map: personal calendar, e-

commerce services and live information from local bars, cinema and 

newspapers.  

After a short familiarization with a visual appearance of 
the 3D UI, the users were asked to perform the following 
tasks: 
1. Buy a movie ticket for today:  

a. Find cinema information (cinema icon and movie) 
b. Book movie (drag movie to a shopping cart) 
c. Fill ID info (drag an ID card to a form) 
d. Select a seat (tap the seat)  
e. Pay the ticket (drag a visa card to a form). (Fig. 8) 

2. Listen to a music:  
a. Find the bar: Otto K. (icon on the top of the map) 
b. Look at its information board (playing list).  
c. Find out how to listen to it (drag on a radio icon). 

3. Search music stores: 
a. Select the song  from the playing list (info board) 
b. Find out how to locate a music store which sells 

CDs and merchandises from that band. (Fig. 9-10). 
User tests with this prototype gave us a lot of important 

feedback about icons design, virtual environment design and  

 
Figure 8.  A user is dragging a Visa card onto the payment area. 

 
Figure 9.  A user presses a song item on the bar's playing list, when the 

song text (band's and song's name) pop-up as a 3D box, then the users 
holds the song box and and starts to drag it onto the 3D map for searching a 

music store (User task 3). 

 
Figure 10.  When the song is dropped on the map, the song box disappear 

and the 'Music store' icon on the top of the map growns and its  information 

board opens, which shows the song information (e.g., price). 

service multitasking activities. Findings from this study 
elicited that the users understood the difference between 
overlaid icons and icons on top of the 3D city. Especially 
icons on the top of the 3D city were perceived to belong to 
the city, a.k.a. are services or stores of the city in real life. 
Some users understood that an overlaid calendar icon is a 
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public event calendar of the local city. This perception can 
be a consequence of the test device and setup, because some 
users may think that the device could not be his/her own 
device and own personal calendar.  

Fig. 11 presents the Likert Scale answers about the icon 
design (1='totally disagree', 3='cannot say', 5='totally agree'). 
The participants understood a meaning of the icons (4.3) on 
 the top of the 3D city. They did not think that there are too 
many icons in the scene (1.3). When a 3D virtual 
environment includes interactive objects and icons, it is 
important to design them so that they distinguish enough 
from the background (e.g., 3D city model) and a user can 
understand how he/she can interact with them. According to 
the questionnaire, users thought that icons distinct enough 
from the background space (3.8). However, the average 3.8 
shows that icons could be decided even more 
distinguishable. Also results relating to appearance of 
interactive icons (3.4) indicate that embedded icons should 
be designed so that a user can understand how he/she can 
interact with them. However, users thought that the visual 
appearance of icons was consistent (3.9).  

 

Figure 11.  Users' perceptions on icons on the top of the 3D city (embedded 

icons) gathered by a Likert Scale questionnaire. 

The users' experiences on the cinema service were very 
positive. They liked the idea that they can easily drag and 
drop items on the 3D UI. The users regarded buying a movie 
ticket by dragging it on the shopping cart as interesting, easy, 
fast, useful and natural [9]. Even though the users liked the 
idea of buying tickets by dragging and dropping ID and 
credit cards, security issues should be designed so that users 
can feel the payment system as reliable and secure. 

In the music service task, a dragging a song item on the 
radio icon was natural to users. Instead, dragging the same 
icon on the 3D city map was not natural at all [9]. Users did 
not find this feature by themselves. They found it only by 
accident or after the moderator's tip. However, after users 
knew this action, half of them liked the idea of using a map 
as a search engine. The use of a 3D virtual environment, in 
our case the 3D city map, as a search engine or other 
interactive platform is a very important topic to study more 
from the user experience point of view. 

III. SUMMARY AND DISCUSSION 

In this paper, we have shown how we have used different 
concept designs in an iterative design and evaluation process. 

In all of these examples, we have investigated how a 3D UI 
could be useful for users, a.k.a. what additional value the 3D 
UI could provide to users. Our hypothesis was that service 
multitasking in one 3D scene (virtual environment) could be 
useful for users. In the 3D Desktop UI concept, we studied 
how users can use a 3D environment for sharing files in a 
conference call setting. In this study, the users liked the idea 
that they can easily share files by dragging and dropping 
them onto the friend's avatar or some marked area. They 
were also willing to share social media and calendar 
information with persons in the conference call. Also in this 
example, we noticed that because the visual style of the 
virtual environment was very abstract, users did not associate 
the context of use very strongly to certain situations; instead, 
they perceived the concept example relating to the 
communication situation. 

Next, we designed different virtual environment contexts, 
e.g., music and office, and studied those examples with 
users. In the evaluations, users strongly tied examples 
relating to the certain usage situations, e.g., in leisure or 
professional activities. The virtual background of the 3D UI 
had a strong influence on how users perceived the whole 
concept and its purpose. In this study we also investigated 
how the users perceive the use of shared services in a 
collaborative situation. 

Based on the findings from these both studies, we started 
to design how we could utilize a geographical background as 
a part of the 3D UI and how users would perceive service 
multitasking in this context. The user study elicited that a 
geographical based 3D UI with context-aware service 
multitasking can have benefits for users by making the use of 
services easier and faster in a 3D virtual environment in the 
tablet device context. Users liked the idea of dragging and 
dropping objects to the services. Also users’ perceptions on 
icons elicited visual design directions for interactive icons 
embedded in the 3D environment. We will study these topics 
more with functional prototypes with different 3D 
environments, with different sets of services.      

 This iterative design and evaluation process has 
provided us valuable user feedback that we will use for 
future designs. One interesting future topic is how we can 
utilize parts of a 3D environment as interactive platforms 
(e.g., search engines, shared and public areas). In addition, in 
the future studies, we will implement and test a prototype, 
where a user can switch between different 3D virtual 
environments through teleporting points (e.g., doors or 
holes). In this study, we will investigate the user experience 
of the different 3D virtual environments and transitions 
between them. Also, we will study the visual indication of 
3D icons. 

IV. CONCLUSION AND FUTURE WORK 

In this paper, we presented our iterative design and 
evaluation process for the studying the user experience of 
different 3D UI examples from the service multitasking point 
of view. As an outcome of this process, we present our 
Service Fusion concept and prototype implementations. In 
UX evaluations, we have investigated how the users perceive 
different 3D UI design examples and what benefits they 
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could provide to the users. In our 3D UI concepts, the value 
for users would be the multitasking approach which supports 
a simultaneous and parallel use of different applications in 
one screen view in the touch screen mobile device context. 
In the future, we will conduct more user studies for 3D UIs 
with different sets of virtual environments and services. The 
reason for providing this early phase design and UX 
evaluation information to 3D UI and HCI research fields is to 
increase the knowledge of conducting UX studies before, 
during and after the functional prototype. 
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Abstract— Several interaction techniques have been proposed 
to enable transfer of information between different displays in 
heterogeneous multi-display environments. However, it is not 
clear whether subjective user preference for these different 
techniques depends on the nature of the displays between 
which information is transferred. We explore subjective 
usability of speech, touch and gesture for moving information 
between various displays in a heterogeneous multi-display 
environment, consisting of a multi-touch table, a wall-mounted 
display and a smartphone. We find that subjective user 
evaluation of the various interaction techniques depends on the 
combination of displays being used. This implies that the type 
of display combination should be taken into consideration 
when designing interaction techniques for the transfer of items 
between displays in a heterogeneous multi-display 
environment. Also, gesture based interactions were judged 
more acceptable when they involved holding a mobile phone, 
probably since this provided a cue explaining the action.  

Keywords- large display; multi-display environment;  multi-
touch table; smartphone; speech; gestures 

 

I.  INTRODUCTION 

Distributed computing environments (e.g. meeting 
rooms, collaborative work spaces) are increasingly populated 
with many heterogeneous display devices  like smartphones 
and tablets (providing small personalized displays), tabletop 
displays (facilitating collaboration between small groups), 
and large size displays (for information presentation to larger 
groups).  

A frequent task in these heterogeneous multi-display 
environments is moving objects between displays [1].  A 
typical example is the exchange of files (e.g. images or 
documents), either from a mobile device to a tabletop (for 
group activities), from a tabletop or mobile device to a large 
wall display (for public presentation), or from a large screen 
or tabletop to a mobile device (for personal use).  

To minimize user error and workflow interruptions the 
techniques for cross-display interaction should be simple and 
intuitive, requiring minimal physical and cognitive effort. 
Also, they should be “socially acceptable” (i.e. they should 
not make the user feel uncomfortable).   

Although several cross-display interaction techniques 
have been proposed, it is still unknown if subjective user 
preference for these different techniques depends on the 
nature of the selected display pairs. Therefore, the current 
study assesses subjective user preferences for gesture, touch 
and speech based interaction techniques in a setting that 

integrates a multi-touch table with a wall-mounted display 
and a smartphone. To the best of our knowledge this is the 
first study to investigate these three interaction modalities in 
the same heterogeneous multi-device collaborative 
computing environment.  In the rest of this paper, we will 
first discuss related work on interaction and navigation 
techniques used in multi-display environments. Then we will 
describe a user study that we performed to assess the 
subjective usability of gesture, touch and speech techniques 
for this purpose, and we will  present the results of this study. 
Finally, we will present our conclusions and we will provide 
suggestions for future research. 

 

II. RELATED WORK 

Multiple or distributed display environments present new 
challenges for interaction and navigation. Currently the 
interaction with heterogeneous multi-display environments is 
still dominated by a single-user single-display paradigm: the 
user interacts with one display at a time, using an interaction 
technique that is considered most appropriate for a particular 
type of display. Available interaction techniques are typically 
keyboard, touch, gesture, or speech based. Keyboard input 
has long been the standard but can be too slow and 
cumbersome in dynamic environments. Touch based 
interaction has become a popular interaction technique for 
devices like mobile phones, tablets and interactive tabletops.  
Although it is generally fast, it is only suitable for direct 
interaction at close range. Gestural interaction has gained 
popularity since the application in interactive computer 
games (Wii, Microsoft’s Kinect system). This technique  is 
more appropriate for direct interaction with large displays 
that can be operated from a distance [2]. Speech based 
interaction has become a common direct interaction 
technique for in-car navigation devices and hands-free phone 
systems, and might gain in popularity with the increasing 
availability of voice operated smartphone apps (e.g. via Siri 
on the iPhone). Similar to touch, speech interaction is only 
suitable for direct interaction at close range. 

Recently several new interaction techniques have been 
proposed to move objects  between tabletop displays and 
mobile phones [3-6], tablets [1, 7] or hand held devices in 
general [8], between hand-held and large displays [9, 10], or 
between any of these devices [11]. Many of these techniques 
are gesture based.  

Speech and gestures complement each other and (when 
used together) can create an interaction technique that is 
more powerful than either modality alone. Speech interaction 
is suited for descriptive techniques, while gestural interaction 
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is ideal for direct manipulation of objects [12]. Speech 
allows interaction with objects regardless of their degree of 
visual exposure (occlusion). It appears that users prefer using 
combined speech and gestural interaction over either 
modality alone when handling graphics manipulation [13]. 

III.  USER STUDY 

To assess user preference for  different interaction 
techniques in a heterogeneous multi-display environment, we 
performed a study in which users transferred items 
(photographs) between different types of displays, using 
gesture, touch and speech techniques. Subjective user 
experience was quantified through semantic questionnaires.    

A. Method 

A setup with a multi-touch table, a wall-mounted screen 
and a smartphone was used (see Figure 1). Participants 
performed the same task (i.e. transferring a photograph from 
one display to another) several times for four different 
display pairs, using various techniques. 

 

B. Task and interaction techniques 

Participants were requested to send a photograph from 
one display to another using various techniques. The four 
display pairs were (touch)table to screen, table to mobile 
(phone), screen to mobile, and mobile to screen. The 
interaction techniques were as follows: 

 
Table to screen 
Speech (A1): Select photo and say “send to screen”. 
Touch (A2): Drag photo to a window entitled ‘Screen’. 
Gesture (A3): Select photo and point at the screen. 
 
Table to mobile 
Speech (B1): Select photo and say “send to Harry”. 
Touch (B2): Drag photo to a window entitled ‘Harry’. 
Tangible (B3): Place mobile on table and drag photo to it. 
 
Screen to mobile 
Speech (C1): Start voice command by saying “screen”,  
    then  say “send to Harry”. 
Gesture (C2): Hold phone as if taking a photo of the screen. 
 
Mobile to screen 
Speech (D1):Start voice command by dragging finger  
    downwards over the screen and say “send to screen”. 
Touch (D2): Press send button below photo and select the  
   ‘Screen’ menu item. 
Gesture (D3): Point phone at the screen. 
 

C. Design and procedure 

Participants completed tasks in all display pair × 
technique combinations, using a repeated measure within-
subject design. The four different display pairs were 
presented in random order. For each display pair, the 
experimenter first demonstrated the various interaction 
techniques. To familiarize the participants with the 

interaction techniques they were given the opportunity to 
practice. Next, participants were requested to perform the 
interaction (transferring the photo from one display to the 
other) five consecutive times for each interaction technique. 
After completing the tasks for a particular interaction 
technique a questionnaire was administered verbally. The 
questionnaire contained seven statements, each related to a 
particular aspect of perceived usability: 

1. I could execute the task without thinking (without 
thinking);  

2. The interaction was intuitive (intuitive);  
3. The interaction felt unnatural (unnatural);  
4. The interaction was tiring (tiring);  
5. The system responded quickly (responsive);  
6. The interaction is complex (complex);  
7. The interaction is error-prone (error-prone). 

Participants rated their agreement on a 5-point Likert scale 
ranging from “completely disagree” to “complete agree”. In 
addition, for each display pair, participants were asked to 
rank the three (two for the screen to mobile display pair) 
techniques from most to least preferred. On average, 
participants completed the experiment in 60 minutes. 

D. Participants 

Twenty-one people participated in the user study (12 
male, 9 female, 20-57 years old, average age 27). Fourteen 
participants owned or regularly used a device that uses touch 
input (e.g., smartphone or tablet). The experiment was 
undertaken with the consent of each participant. Participants 
were paid 30 euro for their participation. 

IV. RESULTS 

The questionnaire results show significantly different 
ratings for all questions (Friedman test,  p< .001 for without 
thinking, intuitive, unnatural, complex and error-prone,  p< 
.01 for tiring and responsive). Post hoc pairwise comparisons 
(Wilcoxon with Bonferroni correction, α=.05) were used to 
examine the questionnaire results in more detail. Where 
relevant, these results are discussed in the sections on each of 
the display pairs below. 

 The seven questions were converted to one overall 
subjective usability score by converting all answers to scores 
ranging from -2 to 2: completely agreeing on a positively 
framed statement such as without thinking was scored 2, 
while the reverse coding scheme was applied to negatively 
framed statement such as unnatural. Next, these scores were 
summed and averaged for all conditions (mean Cronbach’s 
alpha .76), leading to overall scores in the range [-2,2]. The 
results are shown in Figure 2. 

 
Figure 1.  Experimental setup; interacting with the multi-touch table 

(left) and the screen (right) 
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The subjective usability scores (measured across the 11 
different conditions) were analyzed using a one-way 
repeated-measures ANOVA [14]. The results show a main 
effect for condition (F10,200=11.1, p<.001), which was 
further analyzed using post-hoc pair-wise comparisons with  
Bonferroni correction (α=.05). These results are discussed in 
the sections on each of the display pairs below. 

A. Table to Screen 

Analysis of the subjective usability scores revealed 
significant differences between the speech technique (A1) 
and the touch technique (A2) (p<.05). Participants had a 
clear preference for the touch technique; 17 participants 
preferred touch the most, 4 participants preferred gesture the 
most, and no participants preferred speech the most (Figure 
3, Χ2(2)=22.57, p<.001). Further analysis of the qualitative 
remarks by the participants revealed that 5 participants 
explicitly reported that they thought speaking the commands 
out loud was awkward. In general, people were very positive 
about the touch technique. Finally, the gesture technique was 
also well received by the participants, with 4 participants 
reporting that the method was fun to use. However, 4 other 
participants remarked that they considered this particular 
gesture (stretching their arm and pointing) to be 
embarrassing or too “commandeering”. 

B. Table to mobile 

Analysis of the subjective usability scores revealed 
significant differences between the speech technique (B1) 
and the touch technique (B2) (p<.05), and the speech 
technique (B1) and the tangible technique (B3) (p<.01). This 
is also reflected in the preferences for the various techniques; 
15 participants preferred the tangible technique the most, 5 
participants preferred gesture the most and 1 participant 
preferred speech the most (Χ2(2)=14.86, p<.001). 
Furthermore, 18 participants preferred speech the least 
(Figure 3). In particular, the results showed that people 
considered the speech technique for this task type 
significantly more unnatural than both the touch and the 
tangible techniques (both p<.05), which was also evident 
from the qualitative remarks made by the participants 
(similar to the table to screen task, 4 participants reported 
feeling awkward when speaking the commands out loud). 
The tangible technique was very well received, with 10 
participants calling it “fun” or “cool”. 

C.  Screen to mobile 

Analysis of the subjective usability scores revealed no 
significant difference between the speech technique (C1) and 
the gesture technique (C2). There was also no significant 
preference for either of the techniques; 12 participants 
preferred speech the most, and 9 participants preferred 
gesture the most (Χ2(1)=0.2, p>.6). This is in contrast to the 
other display pairs, where speech was generally the least 
preferred technique (Figure 3). Analysis of the qualitative 
remarks made by the participants reveals that participants 
had no reservations about “talking to the screen”. This is in 
contrast to the table to screen/mobile tasks, where people felt 
uncomfortable using speech. 

D. Mobile to screen 

Analysis of the subjective usability scores revealed 
significant differences between the speech (D1) and touch 
technique (D2) (p<.05), and between the speech (D1) and 

gesture technique (D3) (p<.01). This is reflected in the user 
preferences: 14 participants preferred the gesture technique  

the most, 6 participants preferred touch the most, and 1 
participant preferred speech the most (Χ2(2)=12.29, p<.01). 
 

V. CONCLUSIONS AND FUTURE WORK 

Overall, the results show that subjective user preference 
for the interaction techniques depends on the type of task. 

In general, the speech technique was not very well liked: 
people often reported feeling embarrassed when speaking 
commands out loud. Note that the voice commands were in 
English, which probably introduced an extra degree of 
difficulty for the participants, who were not native English 
speakers. In addition, some participants had strong 
preconceptions about speech being an inappropriate  

 
Figure 2.  Subjective usability scores for the 11 experimental conditions. 

 
Figure 3.  Number of participants preferring a certain interaction mode 
(touch, gesture, tangible, speech) for each of the 4 different device pairs.  
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interaction mode. Speech was only the preferred interaction 
mode when the large screen was the target of the speech 
command (C1; see Figure 2). Possibly,  speech was deemed 
acceptable in this case because there are fewer viable 
interaction alternatives (the screen is too distant to touch).  

Though gesture-based interaction techniques were 
generally well received (except for some participants having 
issues with the required physical effort), there are some 
interesting differences between the different tasks. In 
particular, the use of gestures was not preferred in the table 
to screen task (A3), while it was positively received on the 
mobile to screen task (D3, see Figure 3). This is interesting 
because the gestures are similar for both task types, with the 
key difference being whether the participant is holding an 
object (smartphone) or not. Participants regularly felt 
uncomfortable or embarrassed using a gesture for the table to 
screen task, but not for the mobile to screen task. Possibly, 
holding an object that provides a clear visual cue explaining 
the user’s actions makes gesture-based interaction more 
acceptable [15, 16]. Gesture-based interaction techniques 
may become more acceptable when people are allowed to 
use tangible objects, perhaps even if these objects serve no 
technical purpose (i.e. a dummy object). We note that the 
subjective usability scores showed no difference between the 
various gesture conditions, but the user preference rankings 
did (see Figures 2 and 3). Also, qualitative remarks made by 
the participants suggest a difference between the various 
gesture conditions. This suggests that our questionnaire was 
incomplete in that sense, and that future user evaluations 
should explicitly address embarrassment.  More specifically, 
in future studies we intend to test whether participants are 
primarily spatial, verbal or object oriented.  

This study focused on the subjective evaluation of 
different interaction techniques. In future studies we also 
intend to register objective performance measures (e.g. the 
time it takes to perform the different actions).  

Finally, we note that we only investigated single users 
interacting with single display pair, with only the 
experimenter present. Future research could investigate 
settings with multiple users and/or more complex display 
combinations. 
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Abstract— This paper presents a dynamic gesture recognition 

method based on the combination of the fuzzy features of the 

dynamic gesture track changes and the fuzzy neural network 

inference system. This method first classified the dynamic 

gestures roughly into circular gestures and linear gestures. 

Further, gestures were classified narrowly into up, down, left, 

right, clockwise, and counter-clockwise gestures. These six 

dynamic gestures, which are commonly used in IP-TV 

controlling, were introduced as the recognition goal in our 

dynamic gesture recognition system. The results show that this 

method has a good recognition performance and fault tolerance, 

and more applicable to real gesture-controlled human-computer 

interactive environment. 
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I. INTRODUCTION 

Human-computer interaction is a study discussing the 
interaction between users and computer systems. Through 
human-computer interaction, computer systems and users are 
able to communicate with each other. Human-computer 
interaction makes the communication easier, fits in with users’ 
needs, and enhances the interaction [1]. In recent years, the 
methods of human-computer interaction constantly improved. 
“The more intuitive and natural technologies will replace 
mouses and keyboards,” Bill Gates mentioned on BBC News 
websites [2], which means touching, visual, and voice 
interfaces will be more and more important. This is so-called 
the natural user interface. Thus, gesture recognition has 
become very popular as a human-computer interaction in 
recent years. 

Human hands, through each joint, are able to make various 
combinations of actions. A wide range of human-computer 
interactions [1] are developed by gestures. Gestural human-
computer interaction interface can basically be divided into 
static gestures [2,3] and dynamic gestures [4]. Static gesture is 
a static image with static gesture information. Dynamic 
gesture is composed of a series of continuous static gesture 
images. The information includes the changing of the gestures. 
This paper focuses on the dynamic gesture recognition. 
Dynamic gesture recognition analyses the locus of hands or 
the changing information of the hand movements in 
continuous images. Presently, the main methods of dynamic 
gesture recognition are Hidden Markov Model (HMM) [5], 
Dynamic Time Warping [2], and Neural Network [6]. 

Track-based dynamic gesture [7] is often unable to meet the 
diversity of the real world if it only applies pre-established 
gestures database for feature extraction, training and 
classification. For example, it may cause identify failure by 
the actual gesture waving in different backgrounds from the 
gestures in database. Besides, the same gesture made by 

different people would be different, either. Even the same 
gesture made by one person at different times would show 
significant differences. 

We propose a fuzzy neural network classifier taking 
dynamic gesture locus as feature. First, we extract the data of 
the gesture locus. Then we classify gestures into linear 
gestures and circular gestures by two fuzzy neural network 
classifiers. Finally, we precisely classify the six dynamic 
gestures, which are commonly used in IP-TV controlling, by 
the changing of the tracks. 

II. FEATURE EXTRACTION OF GESTURE LOCUS 

First, we take a gesture locus as a virtual ellipse and define 
three features in continuous hand locus block coordinates, 
which are the ratios of major and minor axes, difference 
between major and minor axes, and the frequency difference 
between clockwise and counter-clockwise. 

A. Major axis and minor axis ratio 

In a sequence of M continuous images, we record the center 
coordinates of the hand area in each image. Then, in these M 
data, we find out the maximum value of x (Xmax), the 
maximum value of y (Ymax), the minimum value of x (Xmin), 
and the minimum value of y (Ymin). Furthermore, we define 
the major axis as a and the minor axis as b of the hand area, as 

shown in Fig. 1 (a) and make    as t1. 

 

 

B. Major axis and minor axis difference 

We define t2 as the difference between major axis and 
minor axis (a-b). 

 

C. Clockwise and counter-clockwise frequency 

After Xmax, Ymax, Xmin, Ymin are found, we calculate 
the intersects between a and b as the center C of the virtual 

circle. And take  as the radius of the virtual circle, 

shown in Fig. 1 (b). Then we calculate the angle θ between 

the horizontal line across C and the line from C to each center 
of the hand area, as shown in Fig. 1 (c). 

We can decide the gesture is clockwise or counter-
clockwise by M different angels (θ). And record the numbers 

of times that clockwise ( ) and counter-clockwise ( ) 
occur. We make the clockwise and counter-clockwise 
frequency t3 as . 
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However, the three characteristics of the continuous gesture 
locus, t1, t2, and t3, are not well-defined, susceptible to 
interference. Thus, we fuzzify the three characteristics and put 
them into the Fuzzy Neural Network to classify. 

 

a

b
圓心 r

C

 
(a)                                                           (b) 

θ

 
                       (c) 

Fig. 1 Definition of the three characteristic parameters of the gesture locus 
(a)major and minor ratio (b)major and minor difference 

(c)clockwise/Counter-clockwise frequency 

III. FUZZY NEURAL NETWORK CLASSIFIER 

Fuzzy Neural Network (FNN) combines the concept of 
fuzzy theory and neural network. In recent years, its 
applications are proposed continuously [8,9]. In general, the 
neural network and fuzzy theory both are able to estimate the 
system without mathematical models. They are used to 
simulate the function of the human brain. The neural network 
imitates the message passing mechanism in brain cells and the 
fuzzy system simulates the mental status and psychological 
reasoning of human. 

Basically, in order to achieve the purpose of learning, a 
function estimation of the neural network is basic on the 
training data input, output values and the connecting bonding 
parameters between neurons which are adjusted through 
repeated error corrections. It is worth noting that there is no 
way to know the intranet architecture. We cannot directly 
encode the normal if-then rules in the network. The only 
method is giving a large number of training data to the system. 
Compare with the artificial neural networks, the fuzzy systems 
can directly encode the expert knowledge values in the system, 
with high tolerance. Thus, through the complementary nature 
of the neural network and fuzzy system, this combination 
system has the advantages of both. [10]. 

A. Fuzzy System 

Fuzzifierion

Fuzzy Inference 

Mechanism

Defuzziferion

Fuzzy Rule Base

Input

Output  
Fig. 2 The basic architecture of the Fuzzy System 

 
Fuzzifierion is to translate the precise input data into a set 

of syntax fuzzy information. Fuzzy sets are composed of a 
number of membership functions. In this study, we use the 
trigonometric functions as membership functions. 

The fuzzy inference mechanism is the core of the fuzzy 
system. It simulates the decision model of human thinking by 
processing the approximate reasoning or fuzzy inference. The 
classifier has two inputs, and the fuzzy rules expressed as 
follows:  

: 

 

 
 represents the j-th fuzzy rule.  and  represent the 

fuzzy sets where j = 1 to n with n rules.  is 

the output of the j-th fuzzy rule, which is one for the M classes, 

 represents the reliability of the fuzzy rule . We apply 

the Generalized Modus Ponens and Max-Min composition 
operation, and the fuzzy inference outputs expressed as 
follows: 

 
where,  

 

 
The process of converting the fuzzified value into a specific 

value called defuzzifierion. Formally, the outputs from the 
fuzzy inference may be the fuzzy sets or specific values. If the 
result after inference is a fuzzy set, the median method and the 
center area method are applied to obtain specific outputs. In 
this study, a single neuron is used to defuzzify, which means 
to connect the output value  of each fuzzy rule directly to 

the neuron and output the defuzzified result by the neuron. 

B. The Single Neuron 

In Artificial Neural Network (ANN), neurons can accept 
the input signal from linked unit and calculate the input value 
with the bond value. Then it decide whether to pass the signal 
down to the neuron in the next layer by checking if the 
calculated value is greater than a threshold. Back Propagation 
Network (BPN) can make the output values and the training 
data expectations as feedback to the network. So the network 
is able to adjust the bond values by the excitation from 
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external environment. This kind of learning ability can be 
used to generalize the fuzzy rules in the fuzzy neural network. 

Considering the demand for memory and computation time 
in a real-time system, we decide to use single neuron. 
Although it is impossible to have all the ability to map 
nonlinear function, this can be resolved after the operation of 
the front-end fuzzy system. The single neuron accepts p 
external inputs, calculated with p bond values, and input the 
result to the transfer function . Then it outputs the 
classification inference probability. The formula is as follows: 

 

 
Where  controls the shape of the function,  adjusts the 

size of scale. Fig. 3 shows the combination of the fuzzy 
system and the single neuron. 

Fuzzy 
rule 1

Fuzzy 
rule 2

Fuzzy 
rule j

u2
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wj

w2

w1

input
output

 
Fig. 3 The artificial neural network classifier combined with 

single neuron 

IV.  DYNAMIC GESTURE RECOGNITION 

We use the six dynamic gestures, which are considered as 
the most common using gestures in IP-TV controlling 
interface, as the recognition goals of the classifier, 

 Gesture waving to the left 
 Gesture waving to the right 
 Gesture waving up 
 Gesture waving down 
 Gesture waving clockwise 
 Gesture waving counter-clockwise 

Based on the fuzzy neural network classifier (Fig. 3), we 
establish two fuzzy neural network classifiers, the circular 
gesture classifier and the linear gestures classifier. The input 
features of the linear gesture classifier are the ration and the 
difference of the major axis and the minor axis. The input 
features of the circular gesture classifier are the 
clockwise/counter-clockwise frequency and the ratio of the 
major and minor axes. In fuzzy neural network, every 
inference output from the fuzzy rules is linked to a neuron. 

It fuzzifies the input feature values by the fuzzification 
model. Then process the fuzzy inference by the fuzzy rules. 
Finally, output the classified results computed by the neuron. 
Fig. 4 shows the two fuzzy neural classifier architectures. O1 

is the inference probability of the linear gestures; O2 is the 
inference probability of the circular gesture. 
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Fig. 4 The two fuzzy neural network gesture classifiers (a)linear gesture 

classifier (b)circular gesture classifier 
 

The fuzzy neural network classifier can roughly determine 
the dynamic gestures to be either linear gestures or circular 
gesture. Further, in accordance with the positional relationship 
of the gesture trajectory coordinates, it determines the 
dynamic gesture to be up, down, left, right, clockwise, or 
counter-clockwise. 

It determines the relative position in x-direction and y-
direction of two adjacent hand areas of the M hand area 
coordinates, which means to make the determination by the j-
th point coordinates  and the (j+1)-th point coordinates 

, where . The thing need to be 
noticed is that the waving gestures taken by the camera is left-
right reversal to the direction of the user's real waving 
direction. We take the user’s direction as determination and 
the formula is as following: 

 

 
Where, , , , , are the times of waving in 

different directions.  
Combining with the times of waving clockwise  

and counter-clockwise , we define the 
probabilities of the six dynamic gestures and the formula is as 
following: 
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Where,  are the probabilities of different dynamic 

gestures. O1 and O2 are the outputs of the linear classifier and 
the circular classifier. The flow chart of the process 
recognizing is as following: 

 

Hand’s motion tracking

Specified length

M

Calculate continuous hand’s  

feature vector

Classification of circular/linear gesture

Fine-level classification of 6 dynamic 

gestures

Y

N

Linear gesture 

fuzzy-neural 

classifier

Circular gesture 

fuzzy-neural 

classifier

Dynamic Gesture
 

Fig. 5 The flow chart shows the process of recognizing the dynamic 
gestures by the fuzzy neural network 

V. EXPERIMENT 

We create a set of continuous images of dynamic gestures 
in a database. 10 different people were recorded under the six 
dynamic gestures, each gesture 10 times, a total of 600 
gestures and each gesture has 100 samples. The image 
sequence length to recognize the dynamic gestures is 10 
frames. 

TABLE I 
THE RESULTS OF DYNAMIC GESTURE RECOGNITION 

Gesture Recognizable Probability 

Left 92% 

Right 95% 

Up 89% 

Down 79% 

Clockwise 96% 

C-Clockwise 95% 

Average 91% 

 
The experimental results show that the up and down gesture 

recognizable probability is lower. Thus, we analyze the 
gestures to be mistaken as what kinds of gesture. The 
experimental results are shown in Table 2. 

TABLE III 
ERRONEOUS GESTURE RECOGNITION ANALYSIS 

Gesture Recognized as 

Up 
Clockwise 

Counter-
Clockwise 

Down 

3% 2% 6% 

Down 
Clockwise 

Counter-
Clockwise 

Up 

6% 6% 9% 

 
We observed that the experimenter’s waving habits are 

related to the erroneous recognition. For example, when some 
people wave upward, their hands fall naturally after they 
finish the waving action. However, the up-down waving is 
recorded and recognized. So does the down gesture. The 
down-up gesture is recorded, too. And the erroneous 
recognition occurs. 

Shan et al. [11] applied a MHI conversion to the tracking 
results by Mean Shift Embedded Particle Filter (MSEPF), 
which has the advantages of both Particle Filtering and Mean 
Shift. Then, it extracts features by using the seven constant 
torque variables that Hu proposed. Further, the template 
matching method proposed by Bobick & Davis [12] was 
applied and Mahalanbis Distance was taken as matching basis. 
We experiment with the same database and compare the 
identification performance between this study and Shan 
algorithm. The results are shown in Table 3. The recognition 
rate is higher than the method Shan et al. [11] proposed, 
although the average recognition time of this algorithm is 
longer. 

TABLE IIIII 
THE COMPARISON WITH OTHER METHOD 

Algorithm 
Recognition 
Probability 

Average Recognition 
Time (msec) 

This Study 94％ 4.54 

Shan[11] 56% 2.57 

 

VI. CONCLUSIONS 

In this paper, we proposed a dynamic gesture recognition 
method based on fuzzy features, fuzzy neural network, and 
fuzzy inference system. First, it roughly classifies the dynamic 
gestures to circular gestures and linear gestures. Further, it 
sub-classifies the gestures to up, down, left, right, clockwise, 
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and counter-clockwise. The experimental results show that 
this method has good recognition performance, makes the 
system to achieve better fault tolerance, and is more 
applicable to real gesture-controlled human-computer 
interactive environment. 

ACKNOWLEDGMENT 

The authors are grateful for the supporting by the 
National Science Council of the Republic of China 
[grant numbers NSC 101-2220-E-008 -002] and Funding 
from the Joint Research Center of National Central 
University and Delta Electronics Inc., under the project 
NCU-DEL-101-A-08. 

REFERENCES 

[1] C. Manresa, J. Varona, R. Mas and F. Perales, 2005, “Hand 
tracking and gesture recognition for human-computer 
interaction”, ELCVIA, Volume 5, No. 3, p.96-104 

[2] C. Manresa, J. Varona, R. Mas and F. Perales, 2005, “Hand 
tracking and gesture recognition for human-computer 
interaction”, ELCVIA, Volume 5, No. 3, p.96-104 

[3] W. T. Freeman and M. Roth, 1995, “ Orientation Histograms 
for Hand Gesture Recognition”, IEEE Intl. Wkshp. on 
Automatic Face and Gesture Recognition, Volume  50, Issue 2, 
pp.174. 

[4] K. J. Chang, 2005, “Computer Vision Based Hand Gesture 
Recognition System”,Master Thesis, National Tsing Hua 
University, Department of Electrical Engineering, page 21-32 . 

[5] L.K. Chang, 2002, “Hand Gesture Recognition Based on 
Hausdorff  Distance”, Journal of Image and Graphics, Volume 
7, No.11. 

[6] M. Elmezain, A. Al-Hamadi, B. Michaelis, 2009, “Hand 
Locus-based Gesture  Spotting and Recognition Using 
HMM”, ICIP 16th IEEE International Conference ,  pp. 3577-
3580. 

[7] K. Murakami and H. Taguchi, 1991, “Gesture Recognition 
using Recurrent Neural Networks”, Proc. of the SIGCHI 
conference on Human factors in computing systems,  pp.237-
242. 

[8] Kosko, Bart (1992). Neural Networks and Fuzzy Systems: A 
Dynamical Systems Approach to Machine Intelligence. 
Englewood Cliffs, NJ: Prentice Hall. ISBN 0-13-611435-0. 

[9] F. J. Lin, W. J. Hwang, and R. J. Wai, 1999, “A supervisory 
fuzzy neural network control system for tracking periodic 
inputs,” IEEE Trans. Fuzzy Systems, Volume 7, No.1, pp. 41-
52. 

[10] Y. C. Chen and C. C. Teng, 1995, “A model reference control 
structure using a fuzzy neural network,” Fuzzy Sets and 
Systems, Volume 73, pp.291-312. 

[11] C. Shan, T. Tan,Y. Wei, 2007, “Real-time hand tracking using 
a mean shift embedded  particle filter”, Pattern Recognition, 
Volume 40, Issue 7, pp.1958-1970. 

[12] A. Bobick, J. Davis, 2001, “The recognition of human 
movement using temporal templates”, IEEE Trans. Pattern 
Anal. Mach. Intell., Volume 23, No.3, pp.257-267.  

 

61Copyright (c) IARIA, 2013.     ISBN:  978-1-61208-250-9

ACHI 2013 : The Sixth International Conference on Advances in Computer-Human Interactions

                           76 / 510



BrainBrush, a Multimodal Application for Creative Expressivity

Bram van de Laar, Ivo Brugman, Femke Nijboer, Mannes Poel and Anton Nijholt
Human Media Interaction, Faculty of EEMCS

University of Twente
Enschede, The Netherlands

laar@ewi.utwente.nl

Abstract—We combined the new developments of multi-
modal Brain-Computer Interfaces (BCI) and wireless EEG
headsets with art by creating BrainBrush. Users can paint
on a virtual canvas by moving their heads, blinking their eyes
and performing selections using a P300 BCI. A qualitative
evaluation (n=13) was done. A questionnaire was administered
and structured interviews were conducted to assess the usability
and user experience of the system. Most participants were able
to achieve good control over the modalities and able to express
themselves creatively. The user experience of the modalities
varied. The use of head movement was considered most positive
with the use of eye blinks coming in second. Users were less
positive about the use of the BCI because of the low reliability
and higher relative cost of an error. Even though the reliability
of the BCI was low, the BCI was considered to have an added
value: the use of BCI was considered to be fun and interesting.

Keywords-Creative Expression, Brain-Computer Interface,
Multimodal Interaction, P300

I. INTRODUCTION

The act of creative expression is considered by many to
be a purely human ability and skill [1]. Creative expression
allows humans to express their identity and it can take mul-
tiple forms: for instance making music, dancing, painting,
writing or acting. Apart from these more traditional forms
of art, new art forms have emerged, such as computer art,
motion graphics and the use of virtual reality environments
for art.

In recent years, a neurorevolution has taken place in which
neurotechnology is a hot topic. For instance, research has
been done on improving task performance using neurotech-
nology. Some athletes now use neurofeedback training to
enhance their performance by managing the stress of training
and competition [2]. Furthermore, Ros et al. have shown
that the microsurgical skills of ophthalmic microsurgeons
can be improved significantly with neurofeedback training
[3]. Neurotechnology has even been applied to the field of
economics, creating the science of neuroeconomics: com-
bining neuroscience, economics and psychology to explain
the human decision making process [4]. In neuromarketing,
neurotechnology is used to research why consumers make
certain choices: for instance, why consumers prefer either
Pepsi or Coca Cola [5]

Brain-Computer Interfaces (BCIs) are another example of

research in the field of neuroscience are. A BCI provides
a direct interface between a human brain and a computer,
without using peripheral nerves or muscles. For years BCI
research has mainly focused on assistive technology for
people with disabilities. For instance, patients with the motor
neuron disease Amyotropic Lateral Sclerosis (ALS) can now
benefit from BCIs like the P300 speller [6], brain-controlled
wheelchairs [7] or BCIs to control their environment [8].

In recent years, BCI research has also focused on applica-
tions for healthy people. One example is the ‘NeuroPhone’
system developed by Campbell et al. which allows neural
signals to drive mobile phone applications on an iPhone
using a wireless EEG headset, for instance to dial a phone
number using the same principles as the P300 speller [9].

Furthermore, research is being done on incorporating
BCI technology in games. Plass-Oude Bos et al. devel-
oped AlphaWoW, incorporating BCI in the game ‘World
of Warcraft R©’ [10]. They used alpha waves in the EEG for
automatic adaptation of the avatar shape from bear to elf and
vice versa. Gürkök et al. used SSVEP for sheep herding in
the game ‘Mind the Sheep!’ [11].

BCIs can also provide a unique link between the
source of creativity, the brain, and art. Christoph De
Boeck created a responsive environment, Staalhemel
(http://www.staalhemel.com), where 80 steel segments are
suspended in a room, above the visitor’s head. The visitors
wear a portable EEG headset and as they walk through
the room, tiny hammers are activated by their brainwaves,
tapping rhythmical patterns on the steel segments.

Other examples of the use of Brain-Computer
Interfaces for art include the ‘Brain-Computer-
Music Interface’ which enables a disabled person
to create music [12], and the ‘Câmara Neuronal’, a
performance where the brain signals of the performer
are translated into audio and visual compositions
(http://projects.jmartinho.net/3486412/Camara-Neuronal-
Video-Teaser).

The German artist Adi Hösle, in cooperation with the
Institute of Medical Psychology and Behavioural Neurobiol-
ogy at the University of Tübingen, designed the application
‘Brain Painting’, a painting application which is controlled
using a BCI and enables paralyzed patients to express
themselves creatively. In ‘Brain Painting’, all actions are
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performed using the P300 paradigm. The system uses two
screens for the painter: one screen displays the P300 matrix
while another, larger, screen shows the painting canvas.
The standard P300 speller matrix, containing characters and
numbers, was adapted to contain symbols indicating dif-
ferent colors, objects, grid sizes, object sizes, transparency,
zoom and cursor movement. By repeatedly making selec-
tions using this P300 speller matrix, users can paint pictures
on the virtual canvas. In the first evaluation of the ‘Brain
Painting’ application, with 3 ALS-patients and 10 healthy
subjects, both the ALS-patients and the healthy subjects
were able to use the application with high accuracies: during
a copy-painting task, the ALS patients achieved an average
copy-painting accuracy of 70.18% while the healthy subjects
scored an average accuracy of 80.53% [13]. One participant
in the ‘Brain Painting’ study, who was severely disabled
due to ALS, described her experience with the system: “I
am deeply moved to tears. I have not been able to paint
for more than 5 years. Today I again had butterflies in my
stomach, a feeling that I have missed for so much, so much
[sic]. I was so sad, I was plagued by fears of loss, I was in
shock because I could not paint. For me the picture I have
created is so typical for me, no other paints in my style,
and despite five years of absence, I am simply an artist
again; I’m back to life!”. Even though this feedback is very
positive, the artistic freedom of the painter is limited due to
the fact the cursor cannot be moved freely; the cursor can
only be moved in a predetermined grid.

In continuation of the ‘Brain Painting’ research, Holz et al.
developed the ‘Brain Drawing’ application to overcome the
cursor movement limitation of the ‘Brain Painting’ system.
In the ‘Brain Drawing’ application, imagined movement is
used to control the cursor when drawing. During the first
evaluation with 1 subject, the subject performed a Copy
Drawing task in which he was instructed to draw a simple
object (circle, ellipse or rectangle) on a virtual canvas. Holz
et al. considered 4 out of 36 copied drawings to be succesful
by visual inspection and the subject found it very difficult
to draw. The subject had to focus his attention for a long
period because he continuously had to imagine movement,
which resulted in high workload [14].

Todd et al. used two different BCIs in their research on
how creativity can be supported and assessed using a BCI
[15]. With their first BCI, users could only control a drawing
cursor in horizontal and vertical directions by looking at
one of four LEDs placed at the top, bottom, left and right
of the screen. The cursor would move in the direction of
the LED the user looked at, and continue drawing in that
direction until the user looked at another LED. For the
second application, the four LEDs were mapped onto four
shapes (circle, star, square and line). After choosing a shape,
the shape would be drawn on the canvas. Users did not
have any control over the position, size or color of the
shapes. Todd et al. concluded that relying completely on the

efficiency of a BCI for image production is not practical
as BCI technology is not yet mature enough for 100%
reliability. A possible solution they suggest is to create a
hybrid, or multimodal, BCI by combining a BCI with other
input modalities such as an eye-tracker.

These examples show that the focus in BCI research
should shift from reliability to usability and user experience
as is also reported by the FutureBNCI roadmap [1]. This
shift in focus is necessary in order for BCIs to migrate out
of the lab and into society. Healthy persons can choose from
various alternative input modalities. For healthy persons to
choose for BCI, the user experience and usability must
be adequate. Most people have never used a BCI and the
novelty of this new technology can be a reason for people
to decide to use a BCI instead of alternative input modalities,
even if a BCI is less reliable and slower. However, if the user
experience and usability are not good, people are expected
to choose a different input modality which provides a better
user experience and usability. Due to the fact that the focus
in BCI research has mainly been on the reliability, no
standardized methods to assess the user experience for BCIs
exist yet. Gürkök et al., Plass-Oude Bos et al. and Van de
Laar et al. addressed the need for standardized methods to
assess the user experience for BCIs [16], [17], [18]. Van
de Laar et al. proposed a questionnaire consisting of a core
containing general questions and modules for the different
kinds of mental tasks and ways of interacting with the BCI
[19].

In this study, we combined the new developments of
multimodal BCIs and wireless EEG headsets with art by
creating a multimodal interactive system (called BrainBrush)
which allows healthy persons, but possibly also patients, to
express themselves creatively. We evaluated this system to
explore how the different modalities contribute to the user
experience and whether BCI has an added value for this
system.

II. METHODS

First we will describe how BrainBrush was developed and
how the design choices were made. Second we will outline
how we set up our experiment to evaluate the system.

A. Development of BrainBrush

BrainBrush (see figure 1) was developed in a two step
iterative process. The outcome of the first evaluation and
how this influenced our design choices is however beyond
the scope of this paper. For a more in-depth description see
the work by Brugman [20].

We aimed to design the BrainBrush system in such a way
that it would be appealing to healthy persons and would also
be usable for patients who had lost control from their neck
down (e.g. due to spinal cord injury). We expected healthy
persons would find it appealing to be able to operate the
BrainBrush system using only head movement, eyeblinks
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Figure 1. User interface in Painting mode with the ‘New Painting’ menu
option at the top and the ‘Undo’ and ‘Redo’ menu options at the bottom

and brain activity because it is completely different to how
healthy people normally use a computer. For patients who do
not have control over their limbs, it is a necessity to be able
to operate the system using nothing else than the described
modalities.

Head movement, the P300 speller and eyeblinks were
used as the input modalities for the BrainBrush system.
Head movement has been used successfully in the past as
an input modality, for instance to control a cursor [21].
Furthermore, the P300 speller has proven to be a robust BCI
paradigm [22] and has been used in many BCI systems.
The P300 signal is a positive deflection in the ongoing
EEG signal observed roughly 300ms post stimulus over the
centro-parietal area of the skull [6]. Finally, eyeblinks have
been used for communication systems for ALS patients, such
as the system for making selections on a computer screen
proposed by Takeshita et al. [23]. However, the eyeblinks
are usually detected using a camera and image processing
techniques, instead of using an EEG headset. Chambayil et
al. have shown promising results for their virtual keyboard
BCI which uses eyeblinks to select characters [24]. All three
modalities can be captured by one device: the Emotiv EPOC,
using the EEG sensors and built-in gyro sensors.

The task of creating a brushstroke requires the system
to provide users with a way to signal when they want the
paintbrush to be put to the canvas and to signal once again
when they want to take the paintbrush off the canvas, thereby
ending the brushstroke. This on/off switch for the paintbrush
has been implemented by detecting intentional eyeblinks in
the EEG data based on an algorithm by Plass-Oude Bos et al.
[25]. A template was constructed out of an EEG recording
with 40 intentional eye blinks. A threshold is set for the
Euclidean distance between the template and the live EEG
data over channels AF3 and AF4. Both template and window
have a length of 103 samples. When the Euclidean distance
is below the threshold on either of the channels the on/off
switch is triggered.

Figure 2. User interface during brush selection showing the 11 available
brushes and the eraser

Head movement was implemented by using the gyro
sensors of the Emotiv EPOC headset. An application called
the Mouse Emulator is provided with the device and was
used to convert head movement into cursor movement in
order to move the paintbrush across the virtual canvas.

In BrainBrush, we use P300 speller grids for the selection
of brushes and colors because the P300 speller is suitable
for making selections from a large set of options in a
relatively short period of time [26], compared to other
Brain-Computer Interfacing paradigms. In a study performed
by Guger et al. with healthy participants, 88.9% of the
participants were able to achieve at least 80% accuracy using
the P300 speller paradigm [22], showing the robustness of
the P300 signal. Although, we suspect a lower accuracy in
our system because of the lower signal quality of the EPOC
hardware. For BrainBrush, we use the original grid structure,
but instead of grids with characters, grids with pictures are
used where each picture depicts a certain brush or color
(see Figures 2 and 3). The P3Speller module of the BCI2000
framework is used for the implementation of the P300 speller
grids [27]. The stimulus duration is set to 100ms and the
inter-stimulus interval to 175ms. For the selection of a brush
or color, 15 sequences of flashes are shown, meaning each
row and column flashes 15 times. Therefore, the target is
flashed 30 times in total.

Finally, BrainBrush uses the open source MyPaint appli-
cation to provide us with a virtual canvas (see figure 1). An
overview of the complete system can be seen in figure 4.

B. Experimental Design

The BrainBrush system was evaluated on user experience
with a qualitative user study. We want to gain an under-
standing of underlying reasons and motivations for both the
positive and negative opinions the participants formed about
the user experience with the system and the various input
modalities. Participants were asked to fill out an informed
consent form and provide their demographic details. They
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Figure 3. User interface during color selection showing the 12 available
colors
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Figure 4. BrainBrush system overview

were given instructions on how to use the P3 Speller. They
could try the P300 speller in a practice session, after any
questions the experimenter proceeded to record a training
session for the P300 classifier [28]. Training data consisted
of a 10 letter word (‘BRAINPOWER’) with 15 sequences
utilizing all 14 channels of the Emotiv EPOC. After the
training session an online session was carried out in which
participants tried to spell the 5 letter word ‘PAINT’ using
the P3Speller without feedback so not to bias their expec-
tations. Next, participants were given instructions on using
BrainBrush. After 5 minutes of familiarizing themselves the
free painting sessions started and the experimenter left the
room. Participants could take as long as they wanted, up to
30 minutes. If they wanted to stop painting at an earlier point
in time, they would ring a bell to signal the experimenter.
After the free painting session, the experimenter would
administer the SUS questionnaire [29] followed by an in-
depth structured interview.

III. RESULTS

The group of participants for the user study consisted of 8
males (61.5%) and 5 females (38.5%). All participants were
aged 20 to 29, the average age was 24.8 (standard deviation:
2.9). 11 participants (84.6%) are right-handed, 2 left-handed
(15.4%). All participants had the Dutch nationality.

None of the participants reported relevant medical condi-
tions. Out of 13 participants, 2 participants (15.4%) indicated
that they had previously participated in BCI research. Four
participants (30.8%) indicated they regularly exercise some

Table I
P300 CLASSIFICATION ACCURACY DURING COPY SPELLING AND FREE

PAINTING

Copy spelling BrainBrush
Participant Result Accuracy Accuracy
001 R6INW 40% Regularly incorrect
002 XAINT 80% 70%
003 PACNZ 60% 80%
004 RHINT 60% Regularly incorrect
005 R5IZT 40% Regularly incorrect
006 - < 50%
007 LAINT 80% At the beginning: 50%

At the end: 100%
008 RAIPT 60% 70%
009 RAINT 80% 21 out of 24 sessions correct (88%)
010 RAINT 80% 70%
011 - Brush selection: 50-60%

Color selection: 90%
012 L5BNN 20% Choice decided beforehand: 100%

Otherwise: lower
013 RGUNC 20% 25-33%
Average 56.4%

form of creative expression: participant 001 paints, draws
and designs daily for study-related purposes; participant 012
paints once a week as a form of recreation; participant
008 regularly uses Photoshop and participant 009 sometimes
plays the drawing-game ‘Draw Someting’ on the iPad.

During the interviews after the free painting session, the
participants were asked what accuracy they thought they
had been able to achieve with the brush and color selection
during the free painting session. These results together with
the results from the online session are shown in table I.

During the experiments of participants 006 and 011, the
classifier was accidentally not loaded during the online
spelling session. Therefore, no copy spelling results are
available for these participants. For the other 11 participants,
the average accuracy during copy spelling was 56.4% (stan-
dard deviation: 23.4%, minimum 20%, maximum 80%).

The average SUS score for all participants was 66.2
(standard deviation: 14.2, minimum: 45, maximum: 87.5).
A score of 68 would be average for all systems tested with
SUS. During the interviews participants were asked to order
the three modalities on pleasantness. An overview of the
results can be seen in figure 5.

A summary of all analyzed topics covered in the ques-
tionnaire can be seen in table II.

IV. DISCUSSION AND CONCLUSION

In this study, we set out to develop a multimodal inter-
active system which allows persons to express themselves
creatively and included Brain-Computer Interfacing technol-
ogy. Using this multimodal interactive system, we wanted to
research how the different modalities contribute to the user
experience and whether BCI has an added value.

We developed the BrainBrush system, which lets users
paint on a virtual canvas using their head movement for
brush control, eyeblinks to turn the brush on and off, and
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Figure 5. Ordering of pleasantness of modalities: Head movement was
most often ranked most pleasant, eyeblinks most often second and the
P3Speller (BCI) most often last.

Table II
SUMMARY OF INTERVIEW RESULTS

+ +/- - Total
Expectations 6 7 0 13

Transfer creative ideas 4 3 6 13
Draw picture in mind 3 7 3 13

Time spent painting 4 2 7 13
Purchasing the system 0 4 9 13

Eyeblinks 7 2 4 13
Head movement 7 4 2 13

P3Speller 4 3 6 13
BCI for creative expression 9 2 2 13
Combination of modalities 9 1 3 13

Fun 12 1 0 13

the P300 speller to select different brushes and colors.
The presented system is the first of its kind utilizing these
modalities.

A user study with thirteen participants showed that the
BrainBrush system does not enable all users to express
themselves creatively. The group of users who were able
to achieve good control over all three input modalities
were able to expres themselves creatively and made nice
paintings. However, for all users to be able to achieve this,
the reliability of the input modalities must be improved.

The head movement modality was considered to be the
most pleasant. However, misalignment of the cursor and
a lack of smoothness negatively influenced the user ex-
perience. Replacing the Emotiv Mouse Emulator program
with new software to translate head movement to cursor
movement, is expected to improve the user experience.

After the head movement modality, the use of eyeblinks
to turn the brush on or off was considered to be the
most pleasant. In general, the user experience for this input
modality was positive. However, the user experience can
be further enhanced by performing more research into the
topic of intentional eyeblink detection and improving the
detection.

The P300 speller was considered to be the least pleasant

input modality. In contrast to the other two input modalities,
the user experience was not positive: using the P300 speller
was considered to be mentally tiring and it caused physical
discomfort and frustration. Participants suggested improve-
ments to the P300 training setup and to the BrainBrush
system.

The multimodal aspect of the system was good for the
user experience. The combination of the three input modal-
ities within the BrainBrush system was considered to be
positive: it was a combination that made sense to most users
and the input modalities were well balanced.

Finally, concerning the value of BCI for a multimodal
interactive system for creative expression, we can conclude
that BCI does have an added value: even though there were
some issues due to the BCI modality, the use of BCI was
considered to be fun, cool and interesting.

We feel the BrainBrush system in its current state offers a
good basis, and with the suggested improvements, the user
experience should improve further.
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Abstract—In  the  context  of  human-robot  interactions,  we 

studied quantitatively and qualitatively the interaction between 

autistic  children  and  a  mobile  toy  robot  during  free 

spontaneous game play. A range of cognitive nonverbal criteria 

including eye contact,  touch, manipulation,  and posture were 

analysed,  firstly  in  a  dyadic  interaction  and  secondly  in  a 

triadic interaction. Once the cognitive state between the child 

and  the  robot  established,  the  child  interacts  with  a  third 

person  displaying  positive  emotion.  Both  dyadic  and  triadic 

interactions of autistic children and a mobile toy robot suggest 

that the mobile toy robot in an ecological situation such as free, 

spontaneous game play could be used as a neural mediator in 

order to improve children's brain activity. 

Keywords-multimodal  interactions ;  severe  autism ;  mobile 

toy robot ; spontaneous free game play ; neural mediator.

I. INTRODUCTION 

Different kinds of computer based technologies such as 

robots and virtual  reality, i.e., human-machine-interactions 

(HMI), are being put to effective use in the education of au-

tistic children. The studies we developed aimed to analyse 

the multimodal interactions of severely autistic children, du-

ring free game play with a mobile toy robot in both dyadic 

and triadic situations.

    Autism is a severe neurocognitive disorder. Because the 

effects of autism can range from severe to mild, autism is 

considered to be a spectrum disorder  [1]. Severe autism is 

characterized  by  repetitive  and  stereotypical  behavior 

apparent  by  3  years  of  age,  impairment  in  verbal  and 

nonverbal  processes,  emotional  and  social  interaction.  Its 

genetic and neurocognitive aetiology is unknown; different 

hypotheses have been and continue to be discussed. Autism 

is considered a complex multifactor disorder involving many 

genes  [2],  [3],  [4]. These findings have given rise to new 

insights into neuronal circuits relevant to autism disorders. 

As  would  be  expected,  a  large  number  of  functional 

neuroimaging studies have demonstrated that different brain 

regions are involved in autism. In particular,  these studies 

show that the neural substrate underlying cognitive,  social 

and emotional impairment involves multimodal areas such 

as  the  exterior  superior  temporal  sulcus  [5],  the  interior 

temporal lobe, amygdala included [6], as well as the ventral 

part of the prefrontal cortex, i.e., orbital frontal cortex [7]. In 

addition,  autistic  children  also  show  aberrant  brain 

connectivity and disruption of white matter tracts between 

temporal  regions  [8] which  disrupt  verbal  and  nonverbal 

acquisition, consolidation as well as social interaction  [9], 

[10], [11], [12]. Taken together, the aforementioned studies 

provide  the  basis  for  concluding that  in  autism the  more 

impaired  cortical  areas  are  those  that  are  involved  in 

complex cognitive functions such as perception, language, 

social interaction and emotion. Such complex expression of 

autism  necessitates  a  more  generic  consideration  of  this 

disorder at the neural level.   

From a developmental viewpoint, the most widely accep-

ted hypothesis in autism is the theory-of-mind deficit  [13]. 

Even if this theory cannot account for the whole spectrum of 

autistic disorders, it raises many issues which not only in-

volve mental representation of others  but also social skills 

such as posture [14], eye contact [15], touching [8] and ma-

nipulation [16] that express social interaction [17].   

Game play is a very important feature of early childhood 

and  is  of  particular  importance  for  children  with  autism. 

Play in children with autism is more like "learned routine" 

rather than "spontaneous" [18]. Autistic children show diffi-

culty in their play activities which could be associated with 

their deficit in cognitive, and emotional development. Free 

game play characterized by spontaneity could allow children 

with autism the possibility to express themselves and engage 

in satisfying social activity which in turn could lead to deve-

lopment of their cognitive skills.     

Different approaches are currently being utilized to better 

understand the capacity of autistic children to interact with a 

robot [19]. The Aurora project investigates the use of robots 

(Labo-1, Kaspar,  Robota doll, for example) in game play. 

The aim is to create a tool based on an autonomous robot 

that convinces autistic children to engage in a process of in-

teraction  [20],  [21],  [22] [23].  The interactions are tested 

through the analysis of visual contact, joint attention, avoi-

dance or fleeing, visual pursuit, and whether the child imi-

tates the robot [24]. Using a variety of modalities for inter-

action such as music, colour and visual contact, a sensitive 

robot named Tito was employed in social interaction with 

autistic children  [21], [25]. A very small fixed robot named 
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Keepon can  capture  and  maintain visual  contact  with the 

child, drawing its attention and initiating some element of 

conversation [21], [26]. Roboto uses the form of an anima-

ted face (mouth, eyebrows, eyes) that can cause behaviour 

imitation from the part of the autistic child [27].

Regardless  of  the  child's  mental  age,  all  these  studies 

have reported dyadic interaction between the autistic child 

and the robot. Even though (because of the pathology) the 

number of the children participating in these experiments is 

limited, the dyadic interaction is reflected in attention [22], 

imitation cognition  [27], visual contact  [28], touching and 

verbal conversation [25], manipulating and posture [22]. All 

these studies have shown that animated robots, humanoid or 

not, using different stimulation encourage interaction in au-

tistic children. In other words, HMI, i.e., robot in our case, 

could be used to improve autistic children’s behaviour.  In 

the above studies, the focal point of the analysis was on a 

single mode of interaction. Even if quantitative metrics of 

social response for autism diagnosis including robots were 

developed [29]; only one study has used a quantitative tech-

nique  for  analysing dyadic  interaction  for  autism therapy 

[30]. With the exception of Labo-1 in the Aurora project, 

and Roball  in Michaud's  project  so far,  only fixed robots 

have been utilized reducing the child’s spontaneity and self–

expression in game play.

We  used a mobile toy robot named “GIPY 1” (Fig. 1) 

which incites the child to engage in interaction. On the hy-

pothesis that autistic children will be in quasi-constant inter-

action with the robot, the cognitive behavior of autistic chil-

dren in interactive activities with a robot, i.e., dyadic inter-

action, during spontaneous game play using multimodal cri-

teria was analyzed. In addition, we hypothesized that once 

dyadic interaction is established, the child could use the ro-

bot as a mediator to initiate the interaction with the third 

person, an adult, and express emotion, i.e., triadic interac-

tion. This cognitive and emotional interaction of the autistic 

child with a third person was investigated, once again,  in 

spontaneous, free game play by means of a multimodal ap-

proach.

 The structure of the paper is the following : first we will 

give the method for  both dyadic and triadic interactions ; 

then, we will analyse the results for both interactions ; final-

ly, we will develop the discussion, the conclusion and the fu-

ture work.

II. METHOD  

A.   Participants

• Dyadic interaction

Four children (3 boys and 1 girl) participated in this study. 

Their chronological ages ranged from 7 to 9 years old (mean 

8.3  years).  Their  developmental  age  ranged  from 2  to  4 

years  old.  The  children  were  diagnosed  according  to  the 

D.S.M. IV-TR criteria of autism [31]. The C.A.R.S [32] had 

been administered at the age of 6 years by an experienced 

clinical psychologist. The C.D.I  [33]  was used to estimate 

intellectual  disability (Table  1).  At  the  time of  the  expe-

riment all of the children were attending special education 

classes or autism. 

Table 1. General characteristics of population

a) Childhood  b) International Classification of Diseases

Children Chronolo-

gical age

Sex C.A.R.S

(a)

C.D.I

(b)

1 7y 11m m 46.5 20 to 34

2 8y 6m m 35.5 35 to 49

3 9y 5m f 31.4 20 to 34

4 8y 2m m 43.5 20 to 34

• Triadic interaction : Case Study

“A” is a right-handed young boy. He exhibits mental retarda-

tion as per the C.D.I. [33]. His chronological age is 8 years 

old and his developmental age is 2 years old. The child was 

diagnosed with autism when he was 3 years old and still dis-

plays all  characteristics of autism according to the D.S.M 

IV-TR [31]. In addition, the C.A.R.S. [32] has shown severe 

autism with a score of 43 points. “A” has deficits in recipro-

cal social interactions and communication (speech and lan-

guage),  stereotyped  behaviour  and  restricted  interests  and 

activities.  At the time of the experiment he was attending 

special education classes for autism. 

   

B.   Material

• Room

The room was 4.56 m by 3.34 m. A chair, a small war-

drobe and a table on which the equipment needed for the 

framework of  the study was placed (laptop  and  joystick), 

were used. In order to reduce the presence of disruptive ele-

ments and so as to avoid autistic bend, the room was left 

bare [34].

• Robot

A mobile robot,  called “GIPY-1”, which is cylindrical-

shaped with a diameter of 20 cm and a height of 30 cm, was 

created for use in the experiment. A representation of a neu-

tral facial expression constitutes the cladding of the robot: 

the round eyes and nose triangle were dyed olive green and 

the elliptical mouth was dyed red (Fig. 1). Everything was 

covered with a transparent plastic sheet. The simplicity of 

the robot was driven by the preference of autistic children 

for simple and predictable toy design [35]. An operator ma-

nipulated  the  robot  via  a  wireless  remote  control  using a 

joystick connected to a laptop. The robot could move for-

ward, backward and turn on itself at low speed. These move-

ments were constant. 
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Figure 1. GIPY 1

• Protocol for the dyadic and the triadic interactions  

The duration of the session was 5 minutes. The robot was 

placed on the ground beforehand, in the center of the room, 

its stylised face toward the entrance. The game play session 

began as follows: when the child and the adult entered the 

room, the tele-operated robot carried out three movements 

(move forward, move back, 360° swivel). As in real social 

interaction, the child and the robot altered their responses. If 

the child approached, the robot moved back and conversely. 

If the child moved away from the robot, i.e., ignored the ro-

bot, the robot followed the child in order to attract its atten-

tion. If the child remained motionless, the robot approached 

or turned itself around in order to focus the attention of the 

child. All movements were standardised.

• Analysis for the dyadic and the triadic interactions 

Two independent judges unfamiliar with the aim of the 

study completed the observations of the game play skills. 

Both performed the analyses of video sequences with Elan 

software. Prior to assessing game play improvement, inter-

judge reliability was assessed to ensure that both judges who 

analysed videotapes were consistent in their analyses. Inter-

judge reliability was assessed using intra-class coefficients 

to make the comparison between them. The inter-judge re-

liability was good (Cohen’s kappa=0.63). 

The  dependent  variable  was  the  time  of  child-robot 

interaction for the dyadic interaction and the time of child-

robot and adult for the triadic interaction. Accordingly, we 

calculated  the  duration  of  all  the  characteristics  of  each 

criterion. This was defined as the duration between the onset 

time and the offset time of each child’s behaviour toward the 

robot. Four criteria were defined for the dyadic interaction: 

1) eye contact (looking at the robot), 2) touch (touching the 

robot  without  manipulating it),  3)  manipulation  (operating 

the robot), 4) posture (changing corporal position toward the 

robot).  Based  on  the  hypothesis  that  cognitive  interaction 

could be lead to the expression of an emotional state,  a n 

additional  fifth  criterion  was  defined  for  the  triadic 

interaction. This criterion was: the positive emotion (display 

of  enjoyment)  (5).  The  duration  of  each  criterion  was 

calculated in seconds and was considered independent of the 

others.  Concerning,  for  example,  the  characteristic  “s/he 

looks at the immobile robot” (“eye contact”) the onset time 

corresponded to the time when the child looked at the robot 

and the offset  time to the moment when the child  looked 

away from the robot. We calculated the duration of all the 

characteristics of each criterion. We summed up the duration 

corresponding to  each criterion.  Only the total  duration is 

presented in the results section.

III. RESULTS

• Dyadic interaction

The mean time of dyadic interaction was 238.7 sec. In 

other  words,  the  children  spent  nearly 80% of  their  time 

(156 seconds for the first, 289 seconds for the second, 269 

seconds for the third and 241 seconds for the forth child) 

playing with the robot. The duration of each robot-child in-

teraction  is  presented  in  Fig.  2.  The  duration  of  “eye 

contact” is similar for all the children. However the analysis 

of the duration of “touching”, “manipulating” and “posture” 

possibly reflects inter-individual differences related to dif-

ferent forms of autism. This analysis also showed how autis-

tic children’s behavioral interaction with the robot changes 

over a period of time. This suggests that a mobile toy robot 

could help autistic children to reduce repetitive and stereoty-

pical behavior.

    Figure 2. Duration of dyadic interaction for each criterion

• Triadic interaction

The  mean  time  of  dyadic  interaction  was  25  sec;  the 

mean time of triadic interaction was 30 sec. In other words, 

the child spends half the time playing with the robot and the 

half the time playing with the robot and the adult. 
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Figure 3. Duration of dyadic and triadic interactions for each criterion

The duration of dyadic and triadic interaction is presen-

ted in Fig. 3. The duration of “eye contact” and of  “tou-

ching” is similar in both situations. However the duration of 

“manipulation”, of “posture” and of “positive emotion” dif-

fer between the two situations. As we can observe, positive 

emotion is more easily expressed when the child interacts 

with the adult and the robot than when the child interacts 

only with the robot. This difference reflective of the changes 

in autistic  child  behavior  with the robot  over a  period of 

time also tells us that a mobile robot could be used as a me-

diator for social and emotional interaction. This is an encou-

raging conclusion with regard to the potential of human-to-

human interaction.

IV. DISCUSSION 

• Dyadic interaction 

The aim of  the first  study was to  analyze  the  interaction 

between autistic  children  and  a  mobile  toy robot  in  free, 

spontaneous game play. Consistent with our hypothesis, the 

children are quasi-constantly in interaction with the mobile 

robot using a variety of ways.

As autism is a spectrum disorder where a large variation 

in abilities and interests among autistic children is apparent, 

the interaction of children and robots was evaluated on the 

level  of  each  individual  child.  Consistent  with  various 

studies,  the  present  study  shows  that  the  use  of  robots 

engages autistic children in interaction  [20],  [24-27],  [36-

39]. We  have  calculated  the  duration  of  robot-child 

interaction during free, spontaneous game play. 

More precisely, the behavior of autistic children vis-a-vis 

the robot based on four criteria (“eye contact”, “touching”, 

“manipulation”  and  “posture”)  has  been  analyzed  and  a 

temporal quantification of dyadic interaction with respect to 

the duration was performed. The analysis revealed that the 

duration of eye contact behavior was similar for each child. 

Inter-individual differences were identified for the duration 

of  “touching”,  “manipulating”  and  “posture”  behavior. 

These   differences might  be  related  to  different  forms of 

autism. This data demonstrated that the autistic children not 

only visually explored the robot  [30]  but  also engaged in 

different kinds of play with the robot. In other words, the 

autistic children clearly took an interest in playing with the 

mobile robot. 

In all the studies we have mentioned above, only fixed 

robots  were  used,  with the exception of  Labo-1  [22] and 

Roball [21]. In our study as with Labo-1 and Roball studies, 

the autistic children were invited to interact with the robot 

during free,  spontaneous game play. Taken together,  these 

studies  have shown that  autistic-children  use  a  variety of 

behavior when playing with a robot in free game play. 

It  seems  that  free  game  play  could  be  a  relevant 

ecological  situation  where  an  autistic  child  spontaneously 

interacts with the robot. Moreover, mobile toy robot could 

help autistic children to reduce repetitive and stereotypical 

behavior.

These findings also reveal that free, spontaneous game 

play with robots is possible with severe autistic children and 

could  better  facilitate  the  transfer  of  social  and  learnt 

abilities to real life. 

But what is important to demonstrate is whether and how 

autistic children can generalize learnt abilities during play 

with the robot to aduts, i.e., proving that the robot could be 

used as a neural mediator tool for the enrichment of child-

human interaction. 

• Triadic interaction 

In this case study, we analysed the ingredients of child-robot 

two-pronged interaction and child-robot-adult three-pronged 

interaction. Consistent with our hypothesis, the child first es-

tablishes a relationship with the robot and then uses the ro-

bot  as  an  “instrument” to  initiate  the  interaction with the 

adult. At first glance, our results are compatible with recent 

findings according to which HMI i.e., presence of a robot, 

are more effective than other environments in allowing au-

tistic  children to  express social  interest  towards the robot 

[22-23],  [25],  [28],  [35], [40-41]. In these studies,  resear-

chers have used robots for treating autistic children. Howe-

ver, the relationship between robot and child has been stu-

died solely based on the analysis of a single mode of interac-

tion.  Furthermore,  the  studies  have been  conducted  using 

fixed robots. Our results go beyond these findings because 

we have demonstrated, as far we know for the first time, that 

in spontaneous, free game play, an autistic child uses the ro-

bot to interact with the adult and to express positive emo-

tion. As such, on the one hand, we have shown that the dya-

dic  interaction  is  based  on  a  cognitive  state  and,  on  the 

other, that the child uses the robot as a mediator to express 

positive emotion playing with the adult. 

More  precisely,  in  our  study,  the  interaction  between 

robot and child was analysed using different criteria such as 

positive emotion
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eye contact (looking at the robot), manipulating (operating 

with  the  robot),  touching  (touching  the  robot  without 

manipulating it), posture (changing postural position toward 

the robot). Consistent with our previous studies [42-45], we 

have demonstrated that visual, haptic, tactile perception and 

posture, i.e., multimodal perception, are on the basis of the 

interest the child displays towards the robot. This is because, 

in  our  approach  (as  in  Quinn  &  Eimas  approach  [46]), 

perception  and  cognition  are  considered  to  be  a  single 

domain rather than two distinct entities. The criteria we have 

chosen  are  assumed  to  represent  the  state  of  the  child's 

cognitive processes,  as expressed by the interest the child 

exhibits towards the robot in spontaneous, free game play. 

As  our  second  study  has  shown,  once  this  state  is 

established, the child develops a triadic relation i.e., with the 

robot and the adult, thereby displaying enjoyment, which is 

a  positive  emotion.  The  expression  of  positive  emotion 

could be related to the emergence of a cognitive state, which 

is multimodal in our case. This expression appears when the 

child interacts with the adult using the robot. This is a very 

important finding when we consider that the subject of our 

case study “A” exhibited a score of 43 which corresponds to 

severe autism. Individuals with severe autism exhibit very 

limited  social  skills.  They  don't  express  emotions.  They 

don't respond well to behavioural therapy and in fact tend to 

show few, if any, signs of improvement after such therapy is 

undertaken. However, as we showed in our study, “A” is in 

constant  interaction  with  the  robot,  expressed  by  a 

multimodal cognitive state which, according to us,  allows 

him to express positive emotion with the adult. 

V. CONCLUSION AND FUTURE WORK

Considering  the  above  studies,  it  would  be  fair  to 

conclude  that  autism  therapy  using  robots  seems  to  be 

effective,  safe  and  convenient.  What  is  important  is  the 

“passage”  from  dyadic  interaction  to  triadic  interaction. 

Indeed,  when  “A”  interacts  with  both  the  robot  and  the 

adult,  he  changes  his  behaviour.  What  causes  this 

behavioural  modification?  We  think  that  the  robot  as  a 

mediator could bring about neurocognitive improvements to 

the autistic child. As the results have shown, the extent of 

that  improvement  seems  to  be  smaller  when  the  child 

interacts  with  the  robot  than  when  he  interacts  with  the 

adult. We believe that the child’s reactions to the robot are 

very  important  in  establishing  child  interest  and  are  of 

paramount importance in robot therapy. In fact, this dyadic 

interaction could be thought of as the building block from 

which the relationship  among humans may be  developed. 

Consistent  with  this  interpretation  may  be  the  fact  that 

positive emotion is expressed only when the child interacts 

with the adult via the robot. Positive emotion is quasi-absent 

when  the  child  interacts  with  the  mobile  robot  on  a 

standalone basis. It seems thus reasonable to infer that the 

three-pronged interaction i.e., child-robot-adult could better 

facilitate the transfer of social and emotional abilities to real 

life. 

Moreover, in both studies, the findings tell us that free 

game  play,  i.e.,  an  ecological  situation,  encourages  an 

autistic  child  to  interact  with  the  robot  in  a  spontaneous 

manner  and  could  reduce  repetitive  and  stereotypical 

behavior. They also reveal that free, spontaneous game play 

with robots is possible with autistic children and could better 

facilitate the transfer of learnt abilities to real life. 

One limitation of these studies is the small  number of 

autistic  children  which  makes  impossible  inferential 

analysis.  Additional  studies  are  required  with  typical  and 

autistic  children.  Longitudinal  follow-up  of  the  same 

children is necessery to  examine the efficiency of  mobile 

robots  in  improving  the  neurocognitive  skills  of  autistic 

children.  This  is  what  we're  developing  currently.  In 

addition,  with  a  new  study  we  analyse  the  embedded 

multimodal  nonverbal  and  verbal  interactions  between  a 

mobile  toy  robot  and  autistic  children  using  a  new 

paradigme.
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Présentation conf Nice ACHI 13 

Multimodal human-robot interactions: the neurorehabilitation of severe 

autistic children 

My talk draws from my recent work which concerns the multimodal 

interactions in typically and atypically developing children. 

From my viewpoint, multimodal interactions (which mean different 

informations coming from different sources) express the complex 

relationship between brain, mind and environment (natural/physical or 

artificial environment).

Multimodal interaction is the foundation of the brain. 

The individual history of a neuron can be summarized as following: a 

neuron creates direct and/or indirect connections with other neurons (via 

synapses). Biological in nature, this operation seems to contribute to the 

formation of a multimodal neuron. This seems to affect the future 

development of brain areas. The individual history of a brain area depends 

on its direct and/or indirect connections with the contiguous cortical areas. 

This constitutes the neural environment also known as the ‘natural or 

physical environment’. 
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In typically developing children the realization of a given 

neurocognitive task such as verbal or nonverbal, social and emotional is 

possible because of a wide cortical network. The neural environment.

In atypically developing children such as autistic children the 

emergence of social and emotional behavior interaction could be possible 

because of a mobile toy robot, an articifial environment.

In order to study this hypothesis, we created an artificial environment 

using a mobile toy robot and we analyzed multimodal interactions in free 

game play with autistic children and that robot in dyadic and triadic 

situations.

Autism: 

" Autism is a neurocognitive disorder. Because the effects of autism can 

range from severe to mild, autism is considered as a spectrum disorder 

(Bowler, 2012). Autism is characterised by repetitive and stereotypical 

behavior apparent by 3 years of ages; deficits in verbal and nonverbal 

processes; deficits in emotional and social interaction.

"

" Its genetic and neurocognitive aetiology is unknown. However 

different hypotheses have and continue to be discussed. 

" Autism is considered a complex multifactor disorder involving many 

genes. 
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" Neuroimaging studies have demostrated that different brain areas are 

involved in autism. These studies reported aberrant brain connectivity and 

disruption of white matter tracts between temporal regions. They also 

shown abnormal activity in the exterior, the interior temporal and in the 

orbital frontal cortex (ventral part of the prefrontal cortex).     

"

" This data could provide the basis for concluding that in autism the 

more impaired cortical areas are those that are involved in complex 

cognition functions such as perception, interpersonal interaction and 

emotion, disorders which characterize autism.

 

Artificial environment such as robots have been used in the education 

of autistic children. They seem to be more effective than real environments. 

 

Different projects exist. 

The Aurora project study investigates the use of robots (Labo-1, 

Kaspar, Robota doll, for example) in game play. The aim is to create a tool 

based on an autonomous robot that convinces autistic children to engage in 

a process of interaction. The interactions are tested through the analysis of 

visual contact, joint attention, avoidance or fleeing, visual pursuit, and 

whether the child imitates the robot. Using a variety of modalities for 

interaction such as music, color and visual contact, a sensitive robot named 

Tito was employed in social interaction with autistic children. A very small 

fixed robot named Keepon captured and maintained visual contact with the 

child, drawing his attention and initiating some element of conversation. 
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Roboto used the form of an animated face (mouth, eyebrows, eyes) that, can 

cause behavior imitation from the part of the autistic child. Pleo is a 

dinosaur whic is used to encourage social interaction. 

All these projects have reported dyadic interaction between the 

autistic child and the robot. They have shown that animate robots, 

humanoid or not, using different stimulations, encourage interaction in 

autistic children. 

Even if quantitative metrics of social response for autism diagnosis 

including robots were developed, only one study has used a quantitative 

technique for analysing dyadic interaction. With the exception of Labo-1 in 

the Aurora project, and Rollball (Michaud's project) so far, only fixed robots 

have been utilized reducing the child’s spontaneity and self – expression in 

game play. 

The aim of our studies was to analyse multimodal interactions of 

severely autistic children during free spontaneous game play with a mobile 

toy robot named «GIPY 1» both in dyadic child-robot situation and triadic 

child-robot-adult situation. 

DYADIC INTERACTION

In the dyadic situation, we hypothesized that the autistic child will be 

in quasi-constant interaction with the robot. 
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" The experimental set up was the following:  The robot was manipulated 

by an operator via a wireless remote control using a joystick connected to a 

laptop. The robot could move forward, backward and turn on itself at low 

speed. These movements did not vary from child to child. The duration of 

the session was 5 minutes. The game play session began in exactly the same 

way for each child. When the child and tutor entered in the room, the tele-

operated robot carried out three movements (move forward, move back, 

360° swivel). As in real social interaction, the child and the robot altered 

their responses. If the child approached, the robot moved back and 

conversely. If the child moved away from the robot, i.e., ignored the robot, 

the robot followed the child in order to attract his/her attention. If the child 

remained motionless, the robot approached or turned around in order to 

focus the attention of the child. All the movements were standardized 

across the children. 

" 4 children were observed during five minutes.

" In this study, we analyzed the time of child-robot interaction (dyadic 

interaction). This time was defined as the duration between the onset time 

and the offset time of each child’s behavior toward the robot. Four criteria 

were defined. These criteria were: 1) eye contact (looking at the robot), 2) 

touch (touching the robot without manipulating it), 3) manipulation 

(operating the robot), and 4) posture (changing corporal position toward 

the robot). 
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" The duration of each criterion was calculated in seconds and was 

considered independently of the others. Concerning, for example, the 

characteristic “s/he looks at the immobile robot” (“eye contact”) the onset 

time corresponded to the time when the child looked at the robot and the 

offset time to the moment when the child looked away from the robot. 

Accordingly, we calculated the duration of all the characteristics of each 

criterion. We summed up the duration corresponding to each criterion for 

each child. Only the total duration is presented in the results section. 

Our results show that the children spent more than 79% of their time 

(156 seconds for the first, 289 seconds for the second, 269 seconds for the 

third and 241 seconds for the fourth child) playing with the robot. 

As autism is a spectrum disorder where a large variation in abilities 

and interests among autistic children is apparent. At an individual level, the 

duration of “eye contact” is similar for all the children. However the 

analysis of the duration of “touching”, “manipulating” and “posture” 

possibly reflects individual differences among the children. This analysis 

also showed how autistic children’s behavioral interaction with the robot 

changes over a period of time. In other words, this suggests that a mobile 

toy robot could help autistic children to reduce repetitive and stereotypical 

behavior. 

It seems that free game play could be a relevant ecological situation 

where an autistic child spontaneously interacts with the robot. 
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These findings tell us that an ecological situation, i.e., free game play, 

which is very closed to a real life situation encourages an autistic child to 

interact with the robot in a spontaneous manner. They also reveal that free, 

spontaneous game play with robots is possible with autistic children and 

could better facilitate the transfer of social and learnt abilities to real life. 

What is important to demonstrate is whether and how autistic 

children can generalize learnt abilities during play with the robot to 

therapists and parents, i.e., proving that the robot could be used as a neural 

mediator tool for the enrichment of child-human interaction. 

TRIADIC INTERACTION

This is what we tried to analyze in a third case study involving  

triadic child-robot-adult interaction. 

We used the same criteria as above. 

Based on the hypothsesis that cognitive multimodal interaction could 

be leed to the expression of an emotional state an additional fifth criterion 

was defined for the triadic interaction. This criterion is: positive emotion 

(display of enjoyment). 

The above children were observed for 5 minutes of free game play. 
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The results show that the child spends half the time playing with the 

robot and half the time playing with the robot and the adult.

The duration time of “eye contact” and of “touch” is quite similar in 

both situations. However the duration time of “manipulation”, of “posture” 

and of “positive emotion” differ between the two situations. Positive 

emotion is more easily expressed when the child interacts with the adult 

and the robot than when the child interacts only with the robot. This 

difference reflective of the changes in autistic child behavoir with the robot 

could be used as a mediator for social and emotional interaction. 

The robot, i.e., the artificial environment, seems mediate the 

interaction between autistic child and adult once the robot-child interaction 

is established. 

In other words, cognitive and emotional multimodal interactions 

could also play a role  in autism neurorehabilitation.

Robot neurorehabilitation might have high potential for improving 

the brain activity of child with autism. In this context, the robot could be 

considered as a « neural orthesis ».

In other words, artificial environment rendered possible through the 

use of mobile toy robots could lead to the neurorehabilitation of autistic 

children or atypically developing children.
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Certainly, a robot could be considered as a orthesis (ό$%&'()) used as 

a social stimuli mediator, with the ability to activate the same brain areas 

sensitive to humans in order to reduce the impairment of skills related to 

social and emotional information processing. 

Thank you for your attention
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Abstract—The increasing interest in the use of robotic 
assistive technologies in elderly care for the UK makes it 
necessary for roboticists to evaluate the needs, problems 
and demands of possible end-users of such technologies. 
Users of these technologies can be divided into three 
groups: informal caregivers (family members and friends), 
formal caregivers (medical staff, social workers, home-
help), and the elderly themselves. In this paper we present 
the results of a series of focus groups conducted between 
March and May 2012. We used the metaplan method to 
evaluate the opinions and needs of each of the three 
different potential user groups mentioned above. In these 
discussions we extracted a variety of problem dimensions 
and their interconnections in order to understand in which 
parts of everyday life assistive technology could help, and is 
needed the most. 

Keywords-elderly care; evaluation of needs; robotic 
assistive technology 

 
I. INTRODUCTION 

The general aim of the work presented in this article is to 
develop scenarios and socially acceptable behaviours for 
a service robot that can be used for home assistance for 
elderly people, to facilitate longer independence for 
them at their own homes. In order to evaluate what a 
robot in such a setting should or should not do and how 
it should behave towards the users, we involved different 
potential user groups right from the beginning of the 
project. Our user-centred approach will help to make 
sure that the results will realistically reflect the everyday 
experience and needs of the potential end-users of 
assistive robotic technology.  
 
This work was undertaken as part of the EU FP7 Project 
ACCOMPANY (Acceptable robotiCs COMPanions for 
AgeiNg Years) [1]. The goal of this project is to create a 
system in which a robot companion is integrated within 
a smart-home environment in order to facilitate 
independence at home. 
 
We will start our paper by giving an overview of the 
motivation for this research, based on the demographic 
changes in the western population and a description of 
the ACCOMPANY project. This will be followed by a 

description of the metaplan method and the experimental 
structure we used. At the end of the paper we will 
present our results and discuss their implications for the 
design process of robot home companions. 
 
 

II. MOTIVATON 
 

The demographic shift presented by falling birth-rates 
and increasing life-spans is leading to an ageing 
population worldwide [2]. In the United Kingdom it is 
expected that by 2050 one person in four will be above 
the age of 65, and one person in twenty above the age of 
85 [3]. These changes are presenting challenges to the 
way that geriatric care is provided.  
 
Many researchers are suggesting that a serious 
consideration in how such care is provided and 
organised is needed [4]. This will necessarily involve 
further adoption of technological solutions, tele-care, 
along with smart-home sensor environments which are 
already proving to be an effective means for people to 
maintain independent living for longer [5]. Robotics 
technology is particularly attractive as it allows for 
physical interactions and practical assistance within the 
home environment. Roy et al. [6] argue that, from a 
technological perspective, the falling cost of sensor 
technologies and computing power increasingly bring 
personal robotics in eldercare into the realm of 
feasibility and also highlights a series of applications 
that a personal service robot may have. 
 
Within the ACCOMPANY project we have defined 3 
groups of users. (1) Professional caregivers, such as 
nurses, social workers, home helpers and care assistants, 
(2) informal caregivers, such as relatives, spouses, 
neighbours and friends, and (3) the elderly themselves. 
Recognising that these three groups may represent three 
distinct experiences of the issues facing the elderly, we 
realise that there is a need to consider all three groups. 
Previously, researchers in robotics have examined these 
perspectives from a more general point of view. Tsui 
and Yanco [7] examined applications and attitudes 
towards robots in healthcare amongst professionals, and 
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found that this user group primarily saw robots as work-
tools that could be used by the carer to aid in the 
performance in specific tasks, like lifting tools, 
deliveries and for information sharing. When examining 
the views of the elderly, Cesta et al. [8] found that, while 
their preferred usage-scenarios addressed the realities of 
their everyday life, it was challenging to relate them to 
the realities of the available robotic platform, reducing 
direct applicability of these to the developers of an 
assistive robotic system. Harmo [9] also recognises the 
distinction between carers and the elderly, and their 
findings echo those of Tsui and Yanco in terms of how 
professional carers viewed the role of an assistive robot. 
Harmo also highlights the importance of directly relating 
findings from potential users to possible technical 
solutions.  

III. APPROACH 

We are aiming to examine user needs and translating 
these into specific usage-scenarios using an iterative 
process in which the findings arising from consultation 
with potential users are tied directly to the technical 
development within the ACCOMPANY project in a 
manner similar to that which we have done previously 
with other types of user-groups [10]. This iterative 
approach allows for meaningful user involvement at all 
stages in the development of the system.  
In order to evaluate the perspectives of the three user 
groups mentioned above, we organised a first set of 
focus groups using the metaplan-method [11].  The 
metaplan-method aims at defining different problem 
dimensions in a moderated discussion amongst group 
members. The idea is to use the creativity and 
interaction dynamics of the group members to extract 
ideas from the group, ideas that single members might 
not have been aware before the brainstorming. To create 
this kind of group dynamics the minimal size of the 
group should be 4 or more. 
We used a three-step approach. We started by having 
each group member write down the issues and specific 
problems they think are important independently on 
post-it notes. Second, all these notes were put on a white 
board and then organised in a discussion by the group 
members into problem clusters, which were then defined 
as different problem dimensions. The last step was to 
rate these problem dimensions, and discuss possible 
connections between them. The professional caregiver 
group consisted of 4 women, in the group of the 
informal caregivers were 5 women and in the elderly 
people group were 2 women and 3 men. The average age 
of the elderly participants was 76.2 years, ranging from 
70 to 83 years. An actual robot was not mentioned in the 
focus groups, instead the more general question “What 
everyday problems threaten independent living for 
elderly people?” was asked. 

IV. RESULTS 

A. Problem dimensions 

In a first step different problem dimensions were 
identified in each of the user panels. Most of these 
general problem spaces were similar between the 
groups. Yet some of them differed, depending on the 
priorities and perspectives of the groups. 

B. Professional caregivers 

In order to fully explore the insights the professional 
caregivers have into the issue, we used a two-step 
approach with this group. We conducted a metaplan 
focus group at the University and then used the findings 
of this user panel to inform a second discussion with 
employees directly at a local care facility. During focus 
group discussion the formal caregivers agreed on 7 main 
problem dimensions - Environment, Physical Health, 
Mental Health, Communication, Society/Family, 
Personal Traits and Self-confidence.  

Each of these dimensions was discussed in detail and for 
each a list of specific problems and subcategories of 
problems was given. The environment dimension was 
specified as problems with modern living, finances, 
access to services and lack of family and friends. As 
specific problems for physical health, the nutritional 
status, complicated medical treatment, incontinence, not 
being able to cook anymore, inability to manage house, 
loss of senses (mainly sight, touch, hearing), fear of 
falling, inability to dress, immobility and loss of 
strength, as well as dexterity were given. Mental health 
problems were named as inability to retain 
instructions/guidance, Alzheimer/dementia, loss and 
bereavement resulting in depression and anxiety, 
forgetting to eat and memory loss. According to this 
group, examples of problems with communication are 
the inability to understand the jargon used in IT and the 
Internet, as well as by doctors and nurses. Examples of 
problems with family and friends, which could challenge 
everyday independent living, were defined as isolation, 
loneliness, the fact that the family cannot cope with the 
situation, a lack of support, and problems with managing 
the personal financial situation. Personal traits that could 
be a problem for independent living were specified as 
the inability to recognise the need for help, not to want 
help in general, low frustration tolerance ("I can't do it, 
so I won't anymore") and the opinion that one doesn't 
want to be a burden.  
At the end of the discussion we asked the group 
members to specify the interactions between each of the 
problem dimensions. In the case of the professional 
caregivers the resulting structure was very interesting. 
We found that they defined almost all dimensions as 
being in interaction with each other, and that the lack of 
confidence is the central issue that threatens independent 
living of elderly people in everyday life most (Figure 2). 

C. Informal caregivers 

For the informal caregivers we held the focus group at 
the University. This group contained people who were 
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caring for one or more relatives at their home. The focus 
group uncovered 9 primary problem dimensions - 
Emotional Situation, Physical Decline, Cognitive 
Decline, Economic Situation, Infrastructure, Reluctance 
to use Technology, Security, Family and Society/Public 
Attitude/Policy.  

As in the professional caregiver group, each of these 
dimensions was illustrated by a list of specific problems. 
The problems defining the emotional situation were 
specified as fear of the future, fear of family 
interference, negative moods (e.g. anger, irritation, etc.), 
resistance to appropriate help from others, resistance to 
helpful adaptations, a lack of subtleness and/or 
sensitivity on the caregivers’ side, frustration not be able 
to do things independently, having to wait until someone 
can do things for you, and the perception that time 
passes slowly when one cannot leave the house. The 
physical decline dimension was defined by mobility 
problems, loss of senses (mainly sight, hearing, touch), 
incontinence, loss of dexterity, poor arm strength and 
flexibility, as well as balance issues. Problems 
constituting the cognitive decline were given as memory 
loss, inflexibility of ideas, dementia and suspiciousness 
increasing with the age. Problems in the economic 
situation were defined as caused by an insufficient 
income to pay the type of help wanted, and income 
issues in general. According to this group, they would 
result in problems with shopping and eventually eating. 
Infrastructure was another problem dimension, specified 
as the lack of transport and accessibility of the public 
space, poor and unsuitable housing conditions, as well as 
limited access to hospitals. 

The reluctance to use technology was specified as a 
dislike of "modern gadgets", unfamiliarity with the 
proper use of new technology, and timidity about using 
technology. According to the informal carers, security 
problems have two aspects. 

 
Figure 2: Problem dimension space for “Professional 
Caregivers'' 

One is the individual feeling of being insecure about 
moving around in the house (e.g. fear of falling), and the 

other is the fear of intruders. Issues with family and 
friends could be that they live too far away, that the 
caregiver wants to organise and control the person, that 
the person hides things from the caregiver for fear of 
being put into a home, and that the caregiver does not 
want the person to be aware of the fact it is hard to care 
for her. The last two problems can be summarised as an 
atmosphere of secrecy between family members. These 
problems are closely related to what was described as 
the society/attitudes/policy dimension. According to the 
unofficial caregivers, its main factors are isolation, the 
feeling of loneliness, the attitude of other age groups 
towards older people, and the need to find various 
professionals  (e.g. gardener, hairdresser, etc.) to come 
to the home.   

The interaction structure of the problem dimensions 
differed significantly from the one given by the 
professional caregivers. The informal caregivers did not 
connect all the dimensions with each other and also did 
not assign a central role to any of the dimensions. The 
emphasis for them was on the emotional situation of the 
elderly person, which, according to them, was 
influenced by, and influenced most of the other problem 
dimensions (Figure 3). 

C. Elderly people 

The focus group for the elderly was arranged at the 
University as well. The participants were on average 75 
years old and not younger than 65. For this group we 
found 12 different main problem dimensions - Physical 
Health, Emotional Health, Family/Friends, Mobility, 
Security, New Technologies, Communication, Services, 
Transport, Public Finance Control, Personal Finance and 
Lack of Trust in General. 

 
Figure 3: Problem dimension space for “Informal  Caregivers'' 

The deterioration of physical health was the problem 
discussed by the elderly in most detail. A lot of 
examples were given to specify the general issue of 
becoming old and less able to do things: the loss of sight 
(limiting reading for any length of time as well as other 
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similar tasks), problems with knees, hips and other joints 
(making it difficult to get out of bed, impairing seating 
positions, making it difficult to kneel down, to climb 
stairs, to carry heavy things, like shopping bags around 
the house), difficulties of getting up from low lavatory 
seats or chairs without arms, the fact that arthritis makes 
gardening and housekeeping difficult and that cooking 
becomes problematic. These problems are closely 
related to the dimension of services and carers. The 
elderly find it problematic to hire someone to help with 
general housekeeping and gardening. Getting this sort of 
help usually implies to let someone unfamiliar into the 
house, and thus creates a feeling of insecurity for the 
elderly.  

The problems for emotional health were defined as the 
worry about how to cope with the potential necessity of 
downsizing or going into a care home, the fear of how to 
cope with the death of the partner and the reliance on 
home care. As the main problem with family and 
friends, they indicated the absence of their proximity. 
Mobility was specified as another problem dimension: 
difficulties with stairs, impossibility to drive a car and 
the related restricted travel possibilities in small villages, 
the loss of general physical mobility. Issues with public 
transport were identified as closely related to these 
problems. The lack of an efficient public transport 
system, and the general limitations of public transport 
were named as main issues. The problem of security was 
described as the general concern of the criminal element. 
For the elderly new technologies represent another 
aspect of everyday life that causes problems with 
independent living. The reliance on computers in the 
public domain, and the limited knowledge they have of 
these devices, causes the elderly to worry. As an 
example, they pointed out the difficulty of scheduling a 
GP appointment online. Problems with communication 
with official entities due to a incomprehension of 
specialised language was named as another issue 
potentially limiting independent living. For example, the 
use of pro-forma letters without a specific point was 
mentioned. Another problematic aspect pointed out by 
the elderly was the financial situation. This problem 
dimension was defined as two-sided. On the personal 
finance side, problems were considered to arise due to 
changes of pensions and the resulting insufficient 
funding. On the public finance side, the two big 
problems mentioned were the feeling of not being in 
control of ones own finances and the need for a better 
health system. The last important point mentioned 
during the elderly group discussion was their perception 
that it has become increasingly difficult to trust 
someone, due to developments in the society.  

The specific interaction structure given by the elderly 
between the problem dimensions was more similar to the 
one given by the informal caregivers than to the one 
given by the professional caregivers. Despite the fact 
that they did not connect all dimensions with each other, 
and did not assign a central role to one of the 

dimensions, they also did not emphasize one of the 
problems (Figure 4).  

 
Figure 4: Problem dimension space for the “elderly'' 

D. Similarities and differences 

There are five main problem complexes, which were 
mentioned by the three user groups. These are the 
decline of [1] physical health, [2] the economic 
situation, [3] family and friends and [4] transport, 
mobility and infrastructure.  

Both the informal and the professional caregivers 
additionally mentioned the cognitive decline or mental 
health, and attitudes in the society in general. For the 
informal caregivers, as well as for the elderly, the 
emotional situation, security issues and the need to find 
service persons like hairdressers or gardeners to come 
into the home are substantial problems. The professional 
caregivers and the elderly mentioned the inability or lack 
of communication as one of the most important factors 
threatening independent living in everyday life. Some of 
the problem dimensions were only mentioned by one of 
the user groups. The professionals mentioned personal 
traits as a problem, and emphasised on self-confidence 
as a central issue. The informal caregivers singled out 
the reluctance of the elderly to use modern technology as 
a central issue. The elderly focussed on the lack of trust 
in contemporary society, a general fear of the criminal 
element and the use of new technologies in society.  

In general it can be said that physical health and the 
problems related to limited physical mobility are the 
biggest and most important problematic dimensions. 
Issues in house keeping and personal care related to 
arthritis, loss of dexterity, joint pain and the loss of 
senses are the most prominent specific problems 
mentioned. This is closely related to the absence of 
friends or family, which were also mentioned by the 
three user groups. This is not very surprising, but 
strengthens the point that special robotic home 
companion technology can be a great help in assuring 
independent living of the elderly.  
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The most interesting differences are that for the group of 
elderly people there is an emphasis on trust towards 
unknown people and uncertainty about personal safety 
with regard to the criminal element in society. It seems 
that older people feel more threatened by their 
environment. Another point is that the elderly are seeing 
the existence and the widespread use of new 
technologies as one of the major problems, whereas the 
informal caregivers see the reluctance on the side of the 
elderly to use new technologies as the problem. These 
findings are consistent with several results of studies and 
surveys concerned with the “grey” digital divide [12, 
13]. The formal carers on the other hand put a lack of 
self-confidence elderly people have about their abilities 
in general in the centre of their thoughts. In their opinion 
all other dimensions are influenced by this factor.  

In general most of the specific problems mentioned by 
all three groups are similar and differ only by in their 
categorisation. For example, the financial situation was 
categorised as a society issue by the professional 
caregivers, but for the informal caregivers and for the 
elderly it was an independent problem dimension. These 
categorisation differences reflect the importance given to 
the problem by the corresponding user group. 

V. DISCUSSION 

The problems immediately relevant to the 
ACCOMPANY project are the issues in house keeping, 
arising from limited mobility and decreased dexterity 
due to deteriorating health, as well as security, 
communication, the reluctance to use new technologies 
and psychological problems arising from being lonely. 
 
Current service robots are developed towards achieving 
functions such as safely navigating around the home and 
helping with some tasks in the house, reminding users to 
take medicines and to eat regularly, helping with some 
kitchen work and serving, and potentially helping with 
mobility issues, e.g. opening doors. Note, in particular 
those activities that involve the robot carrying out 
complex manipulations of objects are still highly 
challenging from a technological perspective. These 
abilities, if implemented efficiently and for safe 
operation, could potentially aid everyday life and thus 
improve the life quality of elderly people.  
 
Among different robotic platforms, for example the 
Care-O-bot® 3 represents a potential possibility to be 
used as a companion in a domestic environment [14]. It 
can draw on a sophisticated set of sensors, enabling it to 
detect people, detect and recognise some objects in its 
environment, as well as safely navigate in environments 
where it has to co-exist with humans.  
 
At the University of Hertfordshire Robot House [15], 
these capabilities could be joined within an ecologically 
valid testing environment, which allows for the detection 
of activities through different sensors situated in the 

house itself. Together, these features would potentially 
allow for a wide set of functionalities and usage-
scenarios. 
 
The integrated nature of the robot house sensor 
networks, and their ability to communicate with the 
robot itself, implies that it can collate a substantial 
amount of information and to utilise this information for 
the benefit of different user groups. In other words, it 
can alleviate a considerable amount of stress that the 
informal carers expressed regarding not knowing how 
much help the assisted elderly actually needs, and 
potentially address some of the security issues [6] 
mentioned by the informal caregivers. Of course there 
are serious ethical concerns associated with this type of 
information sharing with third parties [16], which we 
aim to address in subsequent user studies.  
 
A robot companion can also help with problems of 
loneliness, especially when equipped with individual 
features, which allow the user to identify themselves 
with their robot. One possibility to achieve this would be 
to enable robot customisation. Results from studies with 
the Roomba robotic vacuum cleaner illustrate that 
people start to describe the robot in aesthetic and social 
terms [17]. Additional the use of tele-presence robots 
has shown that people intuitively start to individualise 
the robot they are interacting with. Ethical issues arising 
from a potential emotional attachment to a machine will 
also have to be examined and evaluated carefully in 
structured user studies.  
 
Ultimately, a combination of smart sensors and a robot 
companion would be helpful in the context of care. Our 
evaluation has shown that we need to take three different 
perspectives into consideration and not only focus on the 
needs of the elderly, but to address the needs of 
professional and informal caregivers, as they also play 
an important role in the integration of robotic assistive 
technology into elderly care. The differences in the 
problem dimensions we have found in our evaluation 
illustrate this very clearly. Any new technological 
development needs to be accepted by the key stake-
holders involved. This is a key element, in addition to 
e,g. cost effectiveness and service delivery models, for 
bringing these systems into the real world. 
 
Since both the informal caregivers and the elderly 
mentioned the reluctance or inability to use new 
technologies as a significant problem, it seems that 
improving the elderly people’s acceptance of robotic 
companions is going to be one of the immediate issues, 
if an integration of robot companions into the elderly 
care process is going to be successful. To address this 
particular problem, we plan to involve potential users in 
extensive Human-Robot Interaction studies in the robot 
house at the University of Hertfordshire as part of the 
later stages of the of the ACCOMPANY project. 

VI. CONCLUSION 
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The results reported in this article represent the first step 
of the design cycle, whereby the described user panels 
were conducted with different stakeholders, without any 
information given about possible concrete robots to be 
used in this work, so as to avoid a bias of their views and 
attitudes due to the technology. Further rounds of user 
panels will follow to refine the tasks and scenarios 
throughout the duration of the project. 
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Abstract—The work presented in this paper is part of our 

investigation in the ROBOSKIN project. One key research 

activity in the project was to explore tactile interactions of 

children with autism with the humanoid robot KASPAR in 

order to develop methods and mechanism to support robot-

assisted therapy for children with autism. This article presents 

a detailed taxonomical classification of tactile interactions of 14 

children with autism with the humanoid robot KASPAR. Our 

quantitative analysis confirms results from the literature 

highlighting the great variety of autistic children’s interaction 

capabilities. 

 

 Keywords-assistive technology; human-robot interaction; 

autism therapy; robot assisted therapy. 

I. INTRODUCTION 

 Physical touch is one of the most basic, but at the same 

time very important forms of communication. Tactile 

sensing can help to provide awareness of one’s own self and 

each other. On the playground, touch and physical contact 

are used by children to give and receive support and 

encouragement, to build trust, to communicate and to 

develop their social relationship. In therapy, the tactile sense 

can be used individually to increase self knowledge, body 

image, to achieve sense of stability, and build confidence. 

Touch of another person, when it happened, is seen also as a 

way of breaking through isolation [1, 2].  

 However, for people with autism, in addition to their 

inabilities to relate to other people, show little use of eye 

contact, and have difficulty in verbal and non-verbal 

communication, impairments in tactile interaction prevent 

them even further from social interaction with other people. 

Some people with autism might be hyposensitive and seem 

not to feel pain. They may not sense their touch of other 

people or objects appropriately, which could lead them to   

unintentionally hurt other people, or break objects. Other 

people with autism might have a hyper-tactility condition 

which is very common and results in overwhelming 

sensation. As touch can be excruciating to people with this 

condition it leads to fear of being touched. This fear could be 

so great, that it may cause a panic attack [3, 4]. 

 On the other hand, tactile interaction (if tolerated) might 

be an important means of communication for children with 

autism, as some do not have verbal skills and others use their 

verbal skills inadequately. Caldwell [5] suggests that 

problems with verbal skills and eye gaze in children with 

 
 

autism create the need for touch to replace these detrimental 

ways of communicating. 

     We argue that a ‘tactile’ robot can be used as a ‘buffer’  

that mediates between a person with autism and another 

person, by providing indirect rather than direct human-

human contact, until such time that the person builds enough 

strength and confidence to tolerate direct human contact. 

A robot with tactile applications could allow a person with 

autism  to feel safe and  build their confidence in tactile 

interaction where they can  explore touch in a playful way 

that could be completely under their control. Also, while 

inappropriate tactile interaction with another person will 

automatically lead to negative feedback (e.g., when hitting 

another person), interaction with a robot can provide a non-

judgemental environment where the child can safely explore 

tactile interaction, in a long-term process that involves 

reflection and feedback given to the child about his or her 

actions. 

 Several observational systems and taxonomies can be 

found in the literature that were created to help clinicians 

and researchers making inferences about play, based on the 

observation of behaviours, e.g., Knox play scale [6], or 

Bundy’s Test of Playfulness [7].  Taxonomies of children’s 

behaviour during play provide criteria to guide observation 

of behaviours in narrower categories that may be easier to 

observe, describe and explain.  

However, play behaviours at their core are thought to 

involve experiential characteristics that are typically difficult 

to observe directly, such as intrinsic motivation, enjoyment 

and active engagement, and it is important to remember that 

taxonomies often rely on observable behaviours which often 

cannot capture fully the person’s subjective experience [8]. 

This becomes an even more important factor to consider 

when working with a population for whom communication 

skills are one of the main areas of impairment (such as the 

case of children with autism - many have limited or no 

language skills at all) and it is very difficult, if not 

impossible, to interview the person about their experience. 

In addition to impaired communication, atypical sensory 

processing, motor difficulties, and cognitive impairment are 

other very common characteristics of autism. As children 

with autism may manifest these symptoms to varying 

degrees, this results in an extremely heterogeneous 

population [8], which in turn, makes the task of developing a 

taxonomy and classification of typical tactile  behaviour of 

children with autism very difficult. Although children with 
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autism share the same core difficulties, each child displays 

these in an individual way [9]. A series of 14 interaction 

sessions that were conducted in a recent study with autistic 

children and the robot KASPAR were used as a basis for our 

taxonomical classification. The following sections describe 

the robotic platform used and the trials set up and procedures 

and continue with the taxonomical classification of tactile 

interaction followed by discussion and future plans. 

II. THE ROBOTIC PLATFORM - KASPAR 

KASPAR is a child-sized minimally expressive robot 

which acts as a platform for HRI studies, using mainly 

bodily expressions (movements of the hand, arms and facial 

expressions) and gestures to interact with a human (Figure 

1). The robot has a static body (torso, legs and hands were 

taken from a child-sized commercially available mannequin 

doll) with an 8 DOF head and two 3 DOF arms.   

 The face is made from a silicon rubber mask that covers 

an aluminum frame. It has 2 DOF eyes fitted with video 

cameras; eye lids that can open and shut and a mouth 

capable of opening and smiling. These features enable 

KASPAR  to  show minimally expressive emotional states 

such as happiness, neutral, sadness and surprise (Figure 2). 

It has several pre-programmed behaviours that include 

various facial expressions, hand waving and drumming on a 

toy tambourine that is placed on its legs. KASPAR’s 

movements are either controlled remotely through a remote 

control device, or it can operate autonomously.  

 For a complete description of KASPAR’s design 

rationale, hardware, and application examples see [10].  

III. TRAILS SET-UP AND PROCEDURES 

 The study, which involved 14 children with autism, was 

designed to provide essential observational data on 

children’s behaviour during child-robot interaction including  

spontaneous tactile interaction. 

 The trials took place in a special needs school for children 

with moderate learning difficulties in the UK. With the 

objective to provide a reassuring environment, the trials 

were designed to allow the children to have free and 

unconstrained interaction with the robot and with the present 

adult (i.e., teacher, experimenter) should they wish to. The 

trials were conducted in a familiar room often used by the 

children for various activities. Before the trials, the 

humanoid robot was placed on a table, connected to a laptop. 

The investigator was seated next to the table. The robot was 

operated remotely via a wireless remote control (a specially 

programmed keypad), either by the investigator or by the 

child (depending on the child’s ability). The children were 

brought to the room by their carer and the trials stopped  

 

 
Figure 1. The robotic platform KASPAR. 

 
Figure 2. Some of KASPAR’s facial expressions and expressive gestures. 

 

when the child indicated that they wanted to leave the room 

or if they became bored. Two stationary video cameras were 

used to record the trials. 

IV.  TAXONOMICAL CLASSIFICATION OF TACTILE 

INTERACTION 

 All interaction sessions of the children and the robot were 

video recorded from different angles. 14 sessions (one for 

each child) were used in building the taxonomical 

classification reported here. The resulting videos were 

analysed in a coding process that included watching the 

videos and manually identifying touch types, locations, 

durations and estimated pressure by observing video 

sequences and coding start, end or onset of events. This 

entailed complete coding of all 14 videos using the Observer 

software (Noldus). Table 1 shows the  tactile features that 

were observed during the interaction. In addition, the 

duration of these features were detected and calculated.  

A. Preliminary visual inspection of the coded events 

 In order to provide a more detailed classification and 

taxonomical breakdown, events coded in these videos were 

further analysed. Figure 3 shows a visual representation of the 

events detected in 4 of these videos. As can be seen, these 

four cases present a very different result in terms of type, 

duration, and frequency of the tactile events observed. 

 In order to gain a fuller picture of these variations, number 

and duration of these touch events were plotted versus one-

another (Figure 4 & Figure 5). As different participants 

interacted with the robot for different lengths of time, the 

number of tactile events are normalized based on the 

durations. Thus a further plot is included presenting the rate 

of occurrence for these tactile events (Figure 6). 

 
TABLE 1 

TACTILE FEATURES: TOUCH TYPES, PRESSURES AND 

LOCATIONS 

 

Touch 

type 

 Touch 

Pressure 

 Touch 

Location 

Grasp  Light  Left arm 

Touch  Medium  Left leg 

Stroke  Tight  Right arm 

Poke    Right leg 

Pinch    Both arms 

    Both legs 

    Head 

    Torso 
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Figure 3. Four examples of tactile events detected. 
 

  In order to further investigate the extent of these 

observed differences, coded events were analysed 

statistically. 

A. Statistical analysis of the coded events 

 Comparing the number of touch events as shown in Figure 

3 can be misleading as longer sessions can include a larger 

number of tactile events. The occurrence rate of tactile 

events is a compound variable that consists of the number of 

specific tactile events and the total duration of each session 

thus allowing for comparison based on rate 

(number/duration). This parameter was analysed statistically 

in order to highlight differences in between touch types and 

individual participants.  

 

 
Figure 4. Comparison between number of tactile events detected for 

different cases. 

 

Figure 5. Comparison between the duration of the tactile events detected 
from different cases. Please note that poke and pinch were point events and 

did not have a duration attribute. 

 

 At a first glance, the boxplot presented in Figure 7 shows 

the extent of these observed variations as presented by the 

‘rate per minute’ variable. As can be seen, the grasp and 

touch events present higher rates of touch and also higher 

variability while pinch, stroke and poke present lower rates, 

and less variability. 

 

1) General linear model (two-way ANOVA) 

In order to identify the extent of inter-event variations, as 

well as variations between each touch type, a two-way 

ANOVA model was constructed using the PASW statistical 

analysis package. This package uses the general linear model 

for multivariate analysis including the two-way ANOVA.  

Model variable was the ‘Rate per minute’, while factors 

were ‘touch type’ and ‘participant’. This allows for 

identifying differences between different touch types and  

 

 
Figure 6. Occurrence rate per minute for each tactile event for different 

cases. These include normalised number of events over the duration of each 
session in minute. 

 

91Copyright (c) IARIA, 2013.     ISBN:  978-1-61208-250-9

ACHI 2013 : The Sixth International Conference on Advances in Computer-Human Interactions

                         106 / 510



  

Figure 7. Boxplot comparing rate per minute for different tactile events. 
 

also how participants performed under each type of tactile 

event. 

 Table 2 highlights that in addition to significant variations 

between the touch events identified, there were significant 

variations between different participants and their rate and 

type of touch.  

 Table 3 presents the parameter estimates and their 

influences on the general linear model. It shows that 

different parameters (intercept, participant 6 and touch type 

2) had most influenced the linear model. Such a model is a 

type of linear best-fit line for the data points and here the 

model tries to fit a line to those data points presented by 

touch type and for different participants. Significant and 

influential parameters are shaded rows while close to 

significant values are shown by shading the cell only. 

 It is interesting to note that participant 6 and touch type 2 

are presented as the most dominant features seen in Figure 5, 

while participants 8 and 13 present the least visible features 

in this figure, highlighted by the negative slope value 

(column B in Table 3).  

 
 

TABLE 2 

TOUCH TYPE AND PARTICIPANT VARIATIONS SHOWN BY A 
GENERAL LINEAR MODEL 

Tests of Model Effects 

Source 

Type III 

Wald Chi-

Square df Sig. 

(Intercept) 53.819 1 .000 

Participant 39.104 13 .000 

TouchType 44.198 4 .000 

Dependent Variable: Rate Per Minute 

Model: (Intercept), Participant, TouchType 

 
 

 

 

TABLE 3 

PARAMETER ESTIMATION AND IDENTIFICATION OF 

SIGNIFICANT PARAMETERS 

 

Dependent Variable: Rate Per Minute 
Model: (Intercept), Participant, TouchType 

a. Set to zero because this parameter is redundant. 

b. Maximum likelihood estimate. 

 

2)  General linear model for tactile location and touch   

       intensity 

We further extended the analysis by considering variations 

of touch across different body parts of the robot 

shown by TABLE 1. This is a more complex statistical 

model, which would allow investigating if there were 

similarities for touch event rates for a specific body part and 

specific touch intensities. Such a model requires a more 

detailed coding and calculation of rates per body location, as 

well as data structuring to allow for a two-way ANOVA, 

done under the PASW general linear model. The model 

constructed here uses the ‘rate per minute’ as its variable 

while factorising ‘participant’, and ‘body part; intensity’. 

The last parameter identifies the body part touched and 

observed intensity of the touch type. The box plot presented 

by Figure 8 highlights these results.  

The general linear model once more identified significant 

differences in rate per minute between participants and 

‘touch event; intensity’, which is evident in the above 

boxplot (Table 4). These differences are highlighted by 

Figure 9 and TABLE 5. 

 Further results are provided by the parameter estimates 

(TABLE 5). This table shows that when modeling based on 

observed variations, participant 6 still presents a strong 

positive influence while participant 8 continues to provide a 

negative contribution towards a common fitted line. Other 

participants, participant 9 and 10, also provide significant 

contributions towards the trend. Touch events ‘ba; 1’ and 

‘head; 1’ both present significant influences. The ‘ba; 1’  

92Copyright (c) IARIA, 2013.     ISBN:  978-1-61208-250-9

ACHI 2013 : The Sixth International Conference on Advances in Computer-Human Interactions

                         107 / 510



  

 

 
Figure 8. Rate of tactile events based on touch location and intensity. 

 

indicates slight touch on both robot arms and can be seen on 

the boxplot to present small variations in rate per minute, 

while the light head touch identified by ‘head; 1’ shows 

stronger variations, thus contributing to the positive slope as 

reflected by column B.  

 

A. Discussion of results 

 

  The visual inspection and statistical analysis of different 

observed touch types for different participants present a  

Versatile picture varying across touch types, intensities and 

different participants. This was predicted prior to the start of 

this study as touch events are shown to be different in their 

features, locations and for different participants. This is 

evident in the statistical results showing significant 

differences of touch type and participant levels. This poses a 

potential challenge to taxonomical classification as 

interactive scenarios with low functioning children with 

autism often feature free or less-structured interactions. For 

example, often it is difficult to enforce a certain type of 

touch for a certain duration and thus studies of the results 

from such interaction are bound to have large inter/intra  

 
TABLE 4 

TOUCH LOCATION AND PARTICIPANT VARIATIONS PRESENTED 

BY THE GENERAL LINEAR MODEL 

Tests of Model Effects 

Source 

Type III 

Wald Chi-

Square df Sig. 

(Intercept) 18.887 1 .000 

Participant 104.189 13 .000 

TouchEvent 60.008 19 .000 

Dependent Variable: Rate per minute 

Model: (Intercept), Participant, TouchEvent; intensity 

 

 

Figure 9. Rate per minute for participant and tactile event; intensity. 

 
TABLE 5 

PARAMETER ESTIMATES FOR THE TOUCH PER MINUTE 

BASED ON PARTICIPANT AND TOUCH-TYPE; INTENSITY 

 
Dependable Variable: Rate per Minute;  
Model: (Intercept), Participant, TouchType 

a. Set to zero because this parameter is redundant 

b. Maximum Likelihood estimate 
 

participant variations. As shown by statistical results as well 

as plots presented, the touch rate per minute varies at all 

factor levels (participant, touch type or touch intensity). 
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This is a true reflection of the captured behaviour and it is  

in-line with what is confirmed by the literature, i.e., that 

children with autism are an extremely heterogeneous 

population and although they share the same core 

difficulties, each child displays these in an individual way.  

 This conclusion is also supported by observation analysis 

of trials where children with autism interacted with the robot 

in free play context. Figure 10 shows examples of the variety 

of interaction styles from forceful poking and grabbing (two 

images on the left)  to gentle stroking (image on the right). 

 

 In addition, literature suggests that children with autism 

may demonstrate more interest in parts of objects rather than 

the object itself as a whole (e.g., wheels on a toy car rather 

than the car itself) [11]. Sometimes object manipulation is 

focused on self-stimulatory use of toys rather than 

exploration of the properties of the object [12]. 

These behaviours present additional challenges and must be 

considered when building autonomous robots for cognitive 

social interaction with children with autism. 

V. CONCLUSION AND FUTURE WORK 

 The paper presented  a taxonomical classification of 

tactile interactions of 14 children with autism with the 

humanoid robot KASPAR. It described the experiments 

which were designed to observe the tactile interaction of the 

children with the robot and record the location and type of 

these interactions. It than presented the statistical analysis 

results comparing the observed interaction in term of rate per 

minutes between different users and different type of tactile 

interaction. The statistical results presented in the paper 

showed significant differences across  touch type intensities 

and participants.  These results support the literature 

suggesting that children with autism are an extremely 

heterogeneous population and although they share the same 

core difficulties, each child displays these in individual 

ways. The case study examples discussed in the paper 

highlight the need and possible benefit for future  modular 

play scenarios and  adaptive robots that can be flexible in 

their operation, i.e., capable  of autonomous operation and 

response to interaction but at the same time allow operation 

via a remote control where a teacher/therapist could work 

with the child alongside the robot, triggering additional robot 

behaviors adapted to the individual needs of the children. 

 

 

    

Figure 10.  Forceful and gentle interaction of children with KASPAR. 
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Abstract—Long term HRI studies can be costly, firstly in terms of
researcher time, hardware/software development time, data-collection,
data analysis, trial preparation, trial execution, robot time and sub-
sequently, in terms of funding for robotics and other equipment.
Methods which reduce such costs by using resource-efficient feasibility
studies to analyze study methods and propose outcomes, debug code
associated with data collection/analysis, and sanity check human-robot
interactions by simulating, predicting and generating feasible scenarios
would therefore be welcome. This paper proposes such methods and
provides physical implementation details of these methods in practice
and data from a preliminary study.

Keywords-feasibility studies; experimental methods

I. INTRODUCTION

Whilst many large research projects propose that humans inter-
acting with robots is achievable given existing robotic technologies
and research efforts dedicated to human-robot interaction (HRI),
only a relatively small amount of long-term studies have been
presented/published in this field. Here long-term studies refer to
a series of sustainable experiments that involve one or more
human users repeatedly acting/working together with robots over
an extended period of time in a complex environment and with a
large repertoire of human-robot interaction. Long-term studies are
indeed very desirable in investigating various aspects of HRI, such
as the key features of a service robot, users’ perception and reaction
to robots, and scenario and methodological design of HRI, among
others. So, in general, what makes the long-term use of service
robots in such studies difficult?

One of the major problems for long-term studies of HRI is the
resource cost associated with developing such studies. Costs may
include researcher time (e.g. developing study materials), hardware
and software development time (e.g. building/modifying the robot,
coding, data-collection and analysis routines), data-collection time
(e.g. preparing for and executing trials), robot time (e.g. time
sharing between studies), and funding (e.g. recruiting subjects and
purchasing expensive equipment required for studies with complex
service robots). To give an example, typically the development of a
service robot’s functionality (such as the Care-o-Bot 3) in complex
interaction scenarios and involving a variety of tasks requires a
team of researchers to work on it for several years. If hardware
needs to be developed/modified the time frame can be significantly
longer until actual real-time studies with users are feasible. If the
results of these eventual studies point out flaws in the scenarios
that had been implemented, then typically modifications cannot
be made easily without again involving significant costs. Such

methodological issues have been acknowledged to significantly
limit the advancements of the field of HRI ([1], [2], [3]).

Some of these costs may be reduced if resource-efficient feasi-
bility studies can be run to analyze study methods and proposed
outcomes, debug code associated with data collection/analysis,
and sanity check subject-robot interactions. In our research we
are particularly interested in long-term HRI studies, in which we
investigate human-robot interactions over weeks and months within
a smart-home environment, and it is in these cases that the pay off
of feasibility studies could be dramatic.

In this paper, we discuss and evaluate methods that we have been
developing to perform resource-efficient feasibility studies in this
context. We begin by discussing requirements for these methods.
We then introduce methods we have been developing at the Univer-
sity of Hertfordshire Robot House [4], a domestic residential home
environment allowing for user-centered HRI scenarios in a familiar
and natural context. For each method, we describe the associated
goal in terms of reducing the study’s resource utilization, analyze
the degree to which it meets our methodological requirements,
present preliminary evaluation data, and discuss future directions.
While these are preliminary methods and findings, we hope to
spark a discussion within the HRI community dealing with effective
methods for feasibility studies that can improve the efficiency of
such methods in our research.

II. REQUIREMENTS FOR EFFECTIVE METHODS

For methods to be effective in feasibility studies for long-
term HRI studies, we argue that they must jointly satisfy the
requirements of (R1) resource efficiency and (R2) outcome-relative
fidelity.

R1 - Resource Efficiency

The central goal of a feasibility study is to identify relevant issues
without expending a great deal of resources. Thus, the method
itself must not induce a resource burden. Methods should cheaply,
quickly, and broadly produce outcomes that are relevant to the
target study.

R2 - Outcome-Relative Fidelity

If a feasibility study is to be useful, its outcomes must be
sufficiently accurate and trust-worthy as to support potentially
costly design decisions related to further feasibility investigations,
as well as the target study. The degree of accuracy necessary will
depend upon the types of issues to investigate, but the method
should produce outcomes that are informative.
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Previous research in HRI had already recognized the need
to perform feasibility studies before the completion of the final
system. Several methods have been adapted from Human-Computer
Interaction to HRI studies, including mock-ups and props [5],
video-based [6] and theatre-based [7] methods, and Theatrical
Robot [8], or Wizard-of-Oz studies [9] which can be applied
once a prototype of the system is available that can be remotely
controlled. However, mock-ups for complex robotic systems and
their interactions with people are not easy to design, while theatre-
and video-based methods lack the situatedness of the user in
the interaction context (users are removed from the context by
just watching either a video or live-performance). This article
presents a method that replicates the situatedness and context of
the user embodied in the scenario, despite the lack of a physical
embodiment of the robot and its functionalities. Situatedness is an
important aspect of embodied cognition and interaction with the
physical and social world (e.g. [10]).

III. METHODS

In this section we discuss and evaluate three methods we have
used for feasibility studies at the UH Robot House.

A. Sensor Logging

Laboratories that design and pursue multiple ongoing HRI stud-
ies can quickly find themselves awash in the details of sensors. In
addition to installing, testing, and writing software to operationalize
sensors, a great deal of time can be spent on trying to unify
diverse data formats, unsynchronized timestamps, and decentral-
ized/disorganized log files. To address these concerns, we adopted
three main components to our sensor-logging method. First, we
centrally log all data to a relational database. The benefits to this
approach are numerous: reliability, efficiency, and scalability when
dealing with large numbers of sensors, frequent updates, and long-
term studies; general data access and query methods, standardized
via existing APIs (asynchronous, local or via network) and the
SQL query language; synchronization of log values and timing
via atomic, consistent, isolated, and durable (ACID) transactions;
and flexibility to incorporate arbitrary sensor types/values and
associated meta-data.

The second component of our sensor-logging method is sensor
registration, which means that we explicitly associate meta-data
about sensors (e.g. name, type, location, etc.) with each logged
value. This registration is accomplished efficiently via tables and
many-to-one relations in the database and can thus be queries
later via SQL. This registration process directly facilitates mixed
real-virtual sensing; we discuss and exemplify this concept in the
Robot Modeling section, but in short, integration of virtual sensors
allows rapid prototyping of sensing and analysis algorithms during
feasibility testing.

The final component of our sensor-logging methodology is
supporting a wide variety of diverse sensors. We use very general
database relations for sensor logs and thus provide, in one unified
output log, all sensors (real and virtual) that are necessary for Robot
House studies. This allows us to capture, in feasibility and target
studies, a wide set of phenomena for later analysis and ensures that
data read during feasibility studies are representative of those that
will be achieved during target studies, with respect to data ranges,
precision, etc.

Figure 1. Sunflower robot at the UH Robot House.

1) Evaluation at the UH Robot House: At the UH Robot House,
we utilize MySQL [11] as the database management system, which
is free, open source, and has an existing ecosystem of software
clients and tools. Alongside, two different but complementary
commercially available sensor systems, the GEO System [12]
and ZigBee Sensor Network [13], are currently installed in the
Robot House. The GEO System is a real-time energy monitoring
system for electrical devices. It is used to detect the activation
and deactivation of electrical appliances by users, e.g. opening the
refrigerator, turning on the kettle or the TV, etc. On the other hand,
the ZigBee Sensor Network is used to detect those users’ activities
that cannot be identified by the GEO System such as opening of
drawers or doors, occupied chairs or sofa seat places, opening of
water taps, etc. In our case, the ZigBee Sensor Network consists of
five ZigBee Wireless modules spread across the Robot House. They
broadcast all sensors’ changes through the Robot House ethernet
infrastructure. Each module contains a different number of sensors
connected, depending on its location and its use. Both sensory
networks together offer a total of 59 sensors to be used in our HRI
studies.

Most sensors were used in the Robot House before we in-
troduced this logging method. Therefore, in order to centralize
all data coming through both sensor networks, we developed
a script connector responsible for updating every 1Hz all the
sensors’ changes into the aforementioned relational database. We
also integrated virtual sensing of tablet touch events, which we
will discuss later in the Robot Modeling section. In addition to
sensor name and type, we also register location information, which
allows us to visualize/analyze sensor logs according to smart-
home regions. We have used this method in a single feasibility
study with dozens of these sensors, tens of trials, over about an
hour of total experimentation time. The default MySQL tuning
parameters yielded performance that was sufficient for all of our
sensors. During this period we have solidified the database schema
and are currently investigating deployment across all studies in
the Robot House. We are also investigating how this method can
simplify and standardize logging and analysis tools, as well as
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Figure 2. Analysis of navigation model error by location and directionality.

facilitate data sharing, of multiple robot models/smart houses in the
ACCOMPANY project [14] across multiple countries/universities.

This method fully satisfies both requirements. Building on
existing database technologies and software tools allows us to
rapidly (R1) prototype studies as well as analyze experimental data
across all sensors at our disposal. Adding a new, or modifying an
existing sensor requires minimal time expenditure, allowing rapid
prototyping. Also, as the method is ambivalent as to study type
(feasibility vs. target) and goals, we can efficiently and seamlessly
utilize our system across studies and all sensor logs reflect reported
sensor values (R2).

B. Robot Modeling

In laboratories that pursue multiple ongoing HRI studies, robot
time can become a scarce resource and time-sharing is required
for robot hardware/software development and maintenance, human
interaction trials, feasibility studies, etc. To address this issue,
we have been investigating limited forms of robot modeling in
feasibility studies that is human-robot interaction studies without
the robot. While there can be obvious advantages to this approach
in terms of resource efficiency (R1), the obvious concern is fidelity
of any study outcomes: indeed, any form of simulation/modeling
runs the risk of being ”doomed to success” [15]. Furthermore,
attempts to develop highly accurate, physics-based, noise-model-
driven simulations can exacerbate this problem by being neither
resource efficient (R1), nor sufficiently accurate for feasibility
studies (R2).

Thus our research approach has been to explore the extreme of
resource efficiency, tailored to each specific feasibility study. We
ask first, what is the minimal role the robot plays in a particular
target study and then we develop methods to minimally model this
phenomenon, without a robot. Then, during feasibility testing, we
act-out robotic interaction (discussed below) and log interaction
events via virtual sensors.

1) Evaluation at the UH Robot House: The broader research
goal of our target study was to investigate the role of robot long-
term memory in HRI studies. Prior work (e.g. [16] [17]) has shown
that long-term episodic memory has the potential to make robotic
companions more capable and believable, but there are many open
research issues, such as when/what to encode in memory, useful
definitions of context for effective retrievals, as well as efficient

and scalable algorithms for real-time retrievals over long periods of
time [18]. In this context, our target study was to gather long-term
episodic traces of HRI studies in the Robot House (on the order of
weeks of trial data). Given this data set, one of research goals was
to investigate general properties of traces (e.g. data-encoding rates,
contextual patterns), as well as task-relevant learning opportunities
(e.g. automatic context generation, user preference learning). For
this specific goal, and the robot model/smart home, we recognized
that we could perform feasibility studies given a small set of
human-robot interactions in the context of a set of everyday tasks
(e.g. cooking, cleaning, recreating).

We applied our robot-modeling method in two components.
First, we investigated the fidelity of modeling two actions (robot
navigation and opening/closing of a cargo drawer) of the Sun-
flower robot (see Figure 1) by observing a small set of trials,
fitting a minimal parameterization, and assuming a Gaussian error
model. Secondly, we investigated the effectiveness of having the
feasibility participant manually log these interaction events via
a tablet interface, while acting out the results of the interaction
personally (e.g. personally transporting the logging tablet between
locations, as opposed to the robot moving). At first glance, these
approaches seem almost comically simple but that is the point.
These approaches, as discussed below, are incredibly resource
efficient, and we gathered data to assess tradeoffs in task-relevant
fidelity.

Robot Operation Modeling: For each robot action (navigate-
x-to-y, drawer-open/close), we performed three trials with the
Sunflower robot in the Robot House and measured operation-
completion time (precision = 1 second). For navigation, we used
four strategically useful house locations and performed trials at
all-pairs, gathering data independently for each direction (12 per-
mutations x 3 trials = 36 data points). We recorded videos for all
trials and the data for these models was collected and analyzed in
under 1 hour.

Drawer operations executed with no measurable variance in
time and symmetrically (i.e. no difference between the time to
open and close). Thus, our model for robot drawer operations had
zero parameters (2 seconds). We first hypothesized that we could
usefully parameterize the navigation operation only by distance
traveled. However, the data we gathered showed a poor correlation
between the distance the robot traveled and the time required for
navigation (r2 ≈ 0.44). In practice we could see, unsurprisingly,
that more confined spaces caused the robot navigation algorithms
to require additional time for correction. Since the locations were
not uniform with respect to spatial constraint, we thus recognized
the need to parameterize with respect to location.

Based upon this experience, our second hypothesis was that we
could usefully parameterize the navigation operation by simply
the two endpoints (un-ordered). However, the data showed that
the types of navigation corrections necessary were dependent upon
directionality: leaving a constrained area took much less time than
entering that same area. Figure 2 illustrates our analysis that lead
to this outcome, plotting the proportion inverse error of mean
time for each location by direction ([ā - !ā] / ā, where ā is
average time and !ā is average time between the same locations in
opposite direction). We see in this data that not only is there an
asymmetry per directionality in each location, but that asymmetry
is not consistent between locations: for the desk, drawers, and
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kitchen, the error is lower for ending at that location as compared
to starting, but this relationship is reversed for the couch (which
has a table nearby). Consequently, our navigation model required
start location, end location, and directionality.

Given these three parameters, three measurement trials yielded
a relatively high variance (up to 35% of total operation time).
For our feasibility study, this degree of accuracy was sufficient to
gather relevant data. However, other studies may require tighter
bounds, which may entail additional measurement trials and/or
more sophisticated error models (leading to additional fidelity vs.
resource-efficiency analysis ).

Robot Interaction Modeling: To gather the data we required,
it was necessary not only to know how long robot actions would
take, but log these events in context of other Robot House sensor
values while subjects were engaging in various scripted activities.
This required (1) integrating robot event logs with other sensor
inputs and (2) triggering these events at appropriate times without
using an actual robot.

First, we registered a virtual sensor in our sensor-logging plat-
form (see above). To trigger this sensor, we built an HTML5, touch-
enabled web interface (see Figure 3) using the iUI framework [19].
The front-end interface (Figure 3: top) was arbitrarily extendable
to support many robot actions and, upon submission, a PHP script
would generate timing data based upon the robot operation model
and send the data to our logging platform via HTTP. After logging
the event, the interface displays confirmation and a countdown of
operation time (Figure 3: bottom). Subtly, the physicality of the
device used and this countdown provides feedback to the user of
when a robot would be performing the action, and might thus
be not available for interaction. The benefits of the technologies
we used are rapid development; intuitive, touch interface for
subjects; as well as platform- (Windows, *nix, Mac) and device-
(desktop/laptop, tablet, phone) independence.

The source of the event trigger is a complex decision, and for
preliminary evaluation we opted to evaluate the simplest choice:
the subject would act-out the robot him/herself. Thus, if the subject
wished for the robot to take cargo (e.g. a plate) to a destination
(e.g. the kitchen), s/he would perform the following sequence of
actions: log a ”drawer open” action (wait for countdown), log a
”drawer close” action (wait for countdown), log a ”navigate” action,
bring the interface device and cargo to the destination, leaving both
(and not having further interaction with the interface till countdown
completed). As expected, this approach places numerous cognitive
and physical burdens on the subject, such as remembering to initiate
robot actions [in proper order], maintaining task priorities, and
actually performing actions. This approach also affects fidelity (R2)
in that the subject cannot simultaneously perform a robot action and
a study action. However, the resource cost of the feasibility study
is now limited to a single individual and no robot (R1). In our
feasibility-study trials, we found that even a well-trained subject
was likely to make numerous event-logging errors (e.g. forgetting
to log an event), and thus in the future we plan to evaluate a
slightly more complex act-out option: utilizing a second person
as an independent actor (sacrificing R1 for R2).

C. Interaction Script Generation

In designing long-term HRI studies, a great deal of time can
go into developing user-behavior scripts. Some of the complexities

Ac#on	  selec#on	  
(iPad)	  

1 

Ac#on	  result	  and	  model-‐
driven	  countdown	  (Chrome)	  

3 

Ac#on	  parameteriza#on	  
(iPhone)	  

2 

Figure 3. Robot-interaction and virtual-sensor interface (sequence of
screenshots for an action on three different devices/programs).

involved are reflecting the appropriate level of abstraction in subject
tasks (reflecting necessary task structure, while not inhibiting how
subjects individualize their execution); controlling for sources of
stochasticity in task organization and execution; as well as scaling
to large numbers of participants over long periods of time. We
believe that feedback from rapid feasibility studies can improve the
overall time to develop user-behavior scripts, and have focused on a
flexible, intuitive framework to describe user activities and sources
of randomness, as well as quickly and reproducibly produce scripts
according to this framework.

Before we describe our method, we note that the problem of
producing user-behavior scripts has many elements in common
with controlling non-playing-character (NPC) behavior in video
games (e.g. [20] [21]), assuming individual users’ behavior is
driven by simplified motivational states. For simple NPCs, finite
state machines (FSM) can fully describe behavior. However, for
more complex characters (or units of characters) in interesting
environments, it becomes too complex to develop and maintain
a step-by-step characterization of every suitable action in every
state (especially for non-programmers) [21]. However, on the
opposite extreme, it is often too computationally expensive to
simply utilize off-the-shelf planners during real-time play [20].
Thus, one reasonable approach to this problem is to have an
intuitive, often graphical framework by which to hierarchically
describe goals and organizations of contexts (e.g. via Hierarchical
Task Networks, or HTNs); efficiently instantiate a script based
upon this organization; and then rely upon computationally efficient
algorithms to implement script primitives. At a high level, this
describes our method for user-behavior script generation.

Our hierarchical description language draws inspiration from
HTNs: an acyclic graph where internal nodes are used for or-
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start
ConsumeMeal

end

CleanHouse

default = false

P( true | ConsumeMeal=true, DayOfWeek=monday, TimeOfDay=morning ) = 0.8

P( true | ConsumeMeal=true, DayOfWeek=friday, TimeOfDay=evening ) = 0.05

P( true | ConsumeMeal=true ) = 0.25

CleanHouse

true

ConsumeMeal

P( true | Hunger=none ) = 0.05

P( true | Hunger=peckish ) = 0.4

P( true | Hunger=hungry ) = 0.9

true

DayOfWeek = monday

DoWork

default = false

P( true | Work=true ) = 0.95

DoWorktrue

Hunger = hungry

RNGSeed = 1207020210

TimeOfDay = morning

Work = true

Relax

Figure 4. Example top-level script-structure description.

ConsumeMeal PrepareForMeal

MealDrink
P( true ) = 0.5

GetDrink
true

MealTV
P( true ) = 0.5

WatchTVtrue

MealToDo
P( true ) = 0.2

MealToDotrue

BringFoodToTable

BringDrinkToTable

PreparePlateMat

BringDrinkToTable
P( true ) = 0.5

true

SitOnCouch
SendRobotToTableWithPlateMat

BringPlateMatToTablePersonally
MealRobotBringsPlateMat

P( true ) = 0.9 true
false EatMeal

Figure 5. Expansion of Figure 4, showing substructure of the ConsumeMeal node.

ganization and leaf nodes indicate behavior primitives. However,
drawing on Bayesian models for inspiration, we also support
describing probabilistic dependencies. Thus, each internal node
supports an arbitrary set of variables, and each edge supports a
conditional-probability table (CPT), describing uniform distribu-
tions over actions. For example, consider Figure 4, an example
used at the UH Robot House that describes a high-level sequence
of user behaviors consisting of consuming a meal, doing some
work, cleaning the house, and relaxing. The greyed area shows
variables, variable dependencies, variable values (for a particular
script instantiation), and conditional-probability distributions of
performing actions based upon variable values. For example, there
is a 90% chance that the subject will be instructed to consume a
meal (and, if so, an 80% chance that the subject will be instructed
to clean the house). Each of the nodes supports arbitrarily deep
recursive structure, depending upon the needs of the study (e.g. see
a possible expansion of the ConsumeMeal node in Figure 5). Given
this high-level description, it is possible to efficiently generate an
arbitrarily large set of output scripts that abide by the structure (by
controlling input variables and random-seed generation).

1) Evaluation at the UH Robot House: We implemented the
high-level description language as a Java library. To generate
scripts we implemented a hierarchical-decision agent using the
Soar cognitive architecture [22] [23]: the Java library compiles the
graph, inputs it to the agent (along with requisite variable values
and, optionally a random seed to control stochastic decisions), and
receives a sequence of leaf nodes as a script-agent output. We
also implemented visualization routines using Graphviz [24] for
debugging and communication purposes (e.g. see Figures 4 and
5).

In our feasibility studies, we wrapped the above library/agent
within a client program that requested as input all information

required to uniquely identify a subject trial (e.g. date, trial #) such
that the output script could be later regenerated for examination
or as input to learning/activity-recognition algorithms. The script
generation program takes a fraction of a second to run for a graph
with dozens of nodes and variables. For example, here is a sample
input/output based upon the graphs described in Figures 4 and 5:
Input> year=2012 month=7 day=5

time=morning hunger=peckish
work=true trial=3

Output> start ->
SendRobotToTableWithPlateMat ->
BringFoodToTable ->
BringDrinkToTable -> SitOnCouch ->
EatMeal -> GetDrink ->
TurnOnMusic -> WorkToDo ->
WorkForTenMinutes ->
GetPeriodicalFromDrawers ->
LieOnCouch -> RelaxToDo -> Read

This example illustrates how an intuitive, hierarchical description
of a complex, stochastic (but structured) study can efficiently result
in a script that has various degrees of specificity. For example,
where necessary there are very concrete actions (e.g. sending the
robot to the table with the plate mat), but also those with a great
deal of flexibility left to the subject (e.g. bring food to the table).
In one feasibility study, we used this software to generate a suite
of plans (3 parameter settings, 2 trials each, for 1 subject), all of
which in about 1 minute of time (R1).

To facilitate fast and accurate (R2) development, in the future
we plan to develop a GUI to support drawing of graph nodes and
visually entering CPT values for non-programmers.

IV. CONCLUSIONS

In this work, we have described and evaluated methods to per-
form HRI feasibility studies that can dramatically reduce resource
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utilization when compared to full target studies, but maintaining
the high level of HRI fidelity. We have incorporated all of these
methods in our work at the UH Robot House. Our sensor logging
approach has clearly demonstrated effectiveness and we are begin-
ning deployment across all of our studies, while the other methods
require additional investigation.

The goal of this paper was to begin a conversation in the HRI
community around the value of feasibility studies for complex HRI
scenarios and the need to investigate and disseminate software
and lessons-learned from practical techniques therein. We hope
that future work highlights innovations in this space, which we
contend will improve the speed and quality with which studies can
be executed in this field.
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Abstract—In recent past the need for ubiquitous people 

identification has increased with the proliferation of human- 

robot interaction systems. In this paper we propose a 

methodology of recognizing persons from skeleton data using 

Kinect. First a half gait cycle is detected automatically and 

then features are calculated on every gait cycle. As part of new 

features, proposed in this paper, two are related to area of 

upper and lower body parts and twelve related to the distances 

between the upper body centroid and the centriods derived 

from different joints of upper limbs and lower limbs. Feature 

selection and classification is performed with connectionist 

system using Adaptive Neural Network (ANN). The 

recognition accuracy of the individual people using the 

proposed method is compared with the earlier methods 

proposed by Arian et. al and Pries et. al. Experimental results 

indicate that the proposed approach of simultaneous feature 

selection and classification is having better recognition 

accuracy compared to the earlier reported ones. 

Keywords-Person identification; gait recognition; adaptive 

artificial neural network(ANN); Kinect; connectionist system 

I. INTRODUCTION 

Automatic person identification is one of the important 
factors in Human-robot interaction based applications [1]. 
Successful identification of individual gait pattern can 
certainly help a machine to take and control different actions 
on the basis of previous interaction with that same 
individual. The interaction by the robot can be personalized 
upon identification of an individual [2][3]. Biometric 
identification, using different behavioral patterns like gait, 
keyboard typing, lip movement etc. or physiological 
signatures like voice/speech, face, iris, fingerprint etc. [4], is 
one of the common means of automatic person recognition. 
Over the last few decades, extensive research work has 
already been done on different biometric modalities like 
face, iris scan and fingerprint recognition [5]. However, 
other biometric characteristics like gait, skeleton data, EEG 
are relatively less considered [8]. Moreover, it is very 
difficult to get iris, fingerprint, face or audio (voice/speech) 
related biometric information (at the recognizable resolution) 
from a large distance and without user’s direct co-operation. 
Human gait recognition has great advantages in recognition 
from low resolution images where other biometric 
techniques are not suitable because of insufficient pixel 
information [6]. Psychophysical studies [7] indicate that 
human being is capable of recognizing an individual reliably, 

from his/her style of walking or movement. Another 
advantage of gait pattern identification is that it is very much 
hard to hide or imitate. 

For gait information processing, we need video sequence 
of walking person, where at least one complete gait cycle is 
present.  A gait cycle is starting with one foot forward and 
ending with same foot forward. Each and every gait has two 
main components [9] namely, a structural component or 
physical build of a person (e.g. height, length of limbs etc.) 
used to derive static features and motion dynamics during 
gait cycle used to derive dynamic features. 

In this paper, we use Microsoft Kinect sensor to derive 
the skeleton data for recognizing of individuals. The main 
contribution of this paper is given below: 

• Automatic gait cycle detection algorithm from skeleton 
data of Kinect as opposed to manual gait cycle detection 
[22]. 

• Proposal of new static and dynamic features related to 
area and distance. 

• Methodology to use ANN based connectionist 
framework for feature selection and supervised learning 
algorithm [30] to determine the important features. 

The proposed area features include the area spanned by 
the lower and upper parts of the body as physical/structural 
features. The distance features include relative distances 
between body-centroid and the centroids formed by the 
joints of upper and lower limbs. Comparison of recognition 
accuracy is done between the proposed approach and the one 
mentioned in [21] and [22]. 

This paper is structured as follows: Related work is 
presented in Section II. Proposed method for Kinect data 
recording setup and feature extraction are given in Section 
III. The supervised learning and ANN based feature selection 
is given in Section IV. The results are given in Section V 
followed by conclusion and acknowledgement. 

II. Related work 

Existing gait recognition methods can be categorized 

under two categories namely model based and model free 

approaches [10].  In the model based approach, gait signature 

is derived from modeling and tracking different parts of the 

body (like legs, limbs, arms etc) over time and then it is used 

for person recognition and identification. Primary model 

based approaches consider only static parameter for 

recognition [11]. BenAbdelkader et al. [12] used structural 
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parameter like stride and cadence, of walk-cycle for 

identification. Yam et. al [13] built a structure and motion 

based model of legs to indiscriminate walking and running 

gait pattern using biomechanics of human and pendulum 

motion. Though this approach is view-invariant and scale 

independent, but it is computationally expensive and very 
much sensitive to quality of gait sequences [10]. Model free 

approaches mainly characterize gait pattern by observing 

how shape of the silhouette of an individual changes over 

time or by considering entire motion dynamics of the person. 

Sarkar et. al [14] propose a baseline algorithm using series of 

gait silhouettes as feature. Gait Energy Image (GEI) [15] and 

Motion Energy Image (MEI) [16] are also used for 

individual identification. Though GEI is robust but it lacks 

dynamic gait information. Liu and Zheng [17] propose an 

algorithm which combines both spatial and temporal 

information. To solve the problem of gait incompleteness, 

Chen et. al [18] suggests FDEI algorithm. Xue et al. [19] use 
wavelet decomposition of GEI for infrared gait recognition. 

In many of these approaches, width of the outer silhouette 

contour has been considered as a good feature candidate. 

Model free approaches are relative easy but not robust with 

view point and scale. For direct gait classification, many 

researchers use KNN, SVM and TSVM. Dynamic Time 

Wrapping (DTW) is a very popular technique for gait pattern 

matching. Sundaresan et al. [23] successfully develop a 

HMM based framework for gait recognition. Recently [21] 

has employed 3D skeleton based approach for recognizing 

individual person from their walking gait pattern. They have 
used Microsoft Kinect to capture skeleton data and used K-

means as an unsupervised learning algorithm for clustering. 

Pries et. al. [22] also does a comparable job of skeleton 

based person recognition using Kinect. They have used 11 

static and 2 dynamic features for classification and compared 

1R, C 4.5 decision tree and Naive Bayes classification 

results. To best of our knowledge there have been no work 

done on the feature selection of Kinect data for person 

identification. PCA [20] and LDA [24] are most commonly 

used feature selection tool in this field. More recently, Mu 

and Tao [25] use DLA to reduce biologically interdependent 

features. In this paper we investigate the importance of 
various features using the ANN based feature selection 

method. 

III. PROPOSED METHOD 

In this paper we propose a skeleton based approach 
(provided by Microsoft Kinect Sensor) for gait recognition 
and person identification. Kinect provides real time human 
skeleton information of 20 skeleton joints. We have used 
Microsoft Kinect SDK for recording the data for human 
skeleton at 30 frames per second (fps). 

Our system is implemented mainly in three steps - 
recording of skeleton data for side walking pattern using 
Kinect (section III.A), feature generation over half gait cycle 
(section III.B) and supervised learning and feature selection 
to identify an individual (section III.C). 

A. Skeleton Data Recording 

We recorded the 20 joints of skeleton data for a person, 

keeping position of Kinect fixed throughout our experiment. 

In our experiment, side way walking pattern of an individual 

on an arbitrary path is considered. In each recording session, 

we have taken multiple side-walks (from left to right and 

right to left), where the distance of the persons from the 

Kinect ranged between 6 feet to 10 feet (Figure 1). This 

enables us to test the identification accuracy in a scenario 

where the distance of the subject changes over time. 

 

Figure 1. Recording setup using Kinect -- (a) showing right to left walk 
and (b) showing left to right walk 
B. Feature Generation 

Salient feature generation from skeleton data is an important 

step to discriminate individual characteristics. In case of 

walking, half gait cycle provides all the meaningful 

information required for identification. Thus initially, the 
half gait cycles need to be identified from the skeleton data 

and then generate the features per half-gait cycle. 

Computation of Half-Gait Cycle 
The side walk movement pattern of a person is shown in 

Figure 1. We have considered x-axis as horizontal axis, 

parallel to ground. Figure 2 shows the changes in left and 

right ankle position over time (frame number) indicating an 

individual is moving multiple times from left to right and 

right to left in front of the Kinect. 

 

Figure 2. Left (marked in Red color) and Right (marked in Blue color) 
Ankle movement profile 
Horizontal distance i.e., difference between x-co-ordinates 

of left and right leg ankles is computed for each recorded 

frame using (1). 

#$%&'()*+ , -./*0&'(+/* 1  .2$34&'(+/*-            (1) 

For all k = [1, N], where N = total number of frames for 
individual sidewalk (N > 1). 

This distance vector is smoothed using moving average 
algorithm with small window size. We have detected the 
transition from negative slope to positive slope to identify all 
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the local minima. The half gait cycle is considered as the 
frames between two consecutive local minima. Figure 3 

shows the square of #$%&'()*+ for several frames, in dotted 
green color and the half gait cycle boundaries are shown with 
vertical partitions in red color.  
 

 

Figure 3. Detection of Half Gait Cycle 

Feature Vector 
The features that can be generated from the skeleton data 

of 20 joints can broadly be classified as static and dynamic 
features. The static features are based on the distances 
between the adjacent physical joints as shown in the 
following equation 

#$; , <||.$  1  .;||2 >   ||?$  1  ?;||2  >   ||@$  1  @;||2  
where the joints i and j are directly connected and adjacent 

to each other. The dynamic features include the variation 

due to the joint movements and their orientations with 

respect to the other joints which are not adjacent to each 

other.  
In [21] Adrian et. al have proposed eighteen features 

related to the angle changes in different joints below hip. 
These are mainly dynamic features where they have taken 
the mean, max and standard deviation of the three angles for 
each leg. We have considered these features for comparing 
the accuracy of individual identification. In [22] Preis et. al 
have proposed 12 static features (distances between joints) 
and 2 dynamic features (stride length and speed) for people 
identification. These are also considered for comparison. 

In this paper we have proposed a two area related 
features and a set of hybrid features which are a mixture of 
static and dynamic information. Out of these, the first area 
feature fau is static information of an individual and changes 
insignificantly while walking or movement. The second area 
feature fal is a dynamic feature and changes significantly 
while walking. The proposed twelve hybrid features are 
distance features fD which are related to static and dynamic 
information of an individual. 

Area Features: Area occupied by upper and lower part 
of the body during side walk is the key distinguishing factor 
as the spread of hand and leg for each person is different 
from others. So we have considered area of upper and lower 
body during side walk as one of our features. 

A reasonable way to compute area of upper or lower part 
of a body is to select N joints (3 ≤N ≤ 20), so that N joints 
form a closed polygon. If co-ordinate of ith(∀ $ ∈ C) joint is 
(xi,yi), then the area enclosed by N joints, as projected on Z-
plane, is 

D ,  E
F ∑ (.H ∗ ?HJE 1  .HJE ∗ ?H)KHLM       (2) 

Using (2) we have calculated area of upper body (fau) and 

lower body (fal). The joint considered for upper body area are 

shoulder centre, shoulder left, hip left, hipcentre, hip right 

and shoulder right. The joints considered for lower body area 
are hip centre, hip right, knee right, ankle right, ankle left, 

knee left and hip left. The final area feature vector is the 

mean area values in a half-gait cycle, given as fA = {fau , fal} 

is in R2 space. 

Distance Features: The change in distances of skeleton 

joints with respect to the centroid of the upper body is unique 
for a person and is easily recognizable by a human brain. 

Thus, the Euclidean distances between centroid of different 

parts of the body with respect to the centroid of the upper 

body are indeed a set of good candidate as features. Here, we 

have considered only four distances between upper body 

centroid and to the centroids of both hands and legs, 

separately. 

For a closed polygon of N vertices, the centroid NOPPPPQcan be 
computed as 

NOPPPPQ  = 
E
K ∑ C(.H , ?H , @H)KHLM  (3) 

Using (3), we have calculated the centroid for the following: 

• upper body (enclosed by shoulder centre, shoulder left, 
hip left, hip right and shoulder right) 

• right hand (enclosed by shoulder right, elbow right and 

wrist right) 

• left hand (enclosed by shoulder left, elbow left and wrist 

left) 

• right leg (enclosed by hip right, knee right and ankle 

right) 

• left leg (enclosed by hip left, knee left and ankle left) 

The Euclidean distances fST  between upper body 

centroid (xS, yS, zS)  and other centroids (xT , yT, zT) can be 
written as given in (4) where, i=1 for left hand, i=2 for right 

hand, i=3 for left leg and i=4 for right leg. 

0OH ,  <||.)  1 .$||2 >  ||?)  1 ?$||2  >  ||@)  1 @$||2     (4) 

  ∀ $ ∈ W1,2,3,4Y 

Thus the final hybrid distance feature vector is in 

REFspacegiven by (5) 

0Z ,  [0OH\]^_ , 0OH̀abb]c , 0OH\^de          (5) 

where,  fSTfghi , meanjfSTkl,fSTmnoogp , stddevjfSTkl,   
fSTfhq ,  maxjfSTkl,   ∀k ∈  halfgait 

Figure 4 shows Euclidean distance between upper body 

centroid and right hand centroid. 

We have also considered all the features (0rFEs) and (0rFFs) 
reported in the papers [21] and [22] respectively however, 

instead of taking angle between foot and ground, angle 

between ankle and ground is used because left and right foot 

co-ordinates are relatively more inclined to noise. Thus 

finally the combined feature vector is in t46 space as given 
by (6). 
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 0 ,  [0rFEs, 0v, 0Z , 0rFFse                         (6) 

The feature data are the normalized to zero mean and unit 

co-variance across all the features before using for training 
and recognition. 

 

Figure 4. Euclidean distance between upper bodycentroid and right 
hand centroid 

IV. SUPERVISED LEARNING 

We have used Adaptive Neural Network (ANN) and 
Naive Bayes classifier for supervised learning. Pries et. al. in 
[22] have found that Naive Bayes performs better compared 
to 1R and C4.5 decision tree. Hence we have excluded them 
in our experiment. 

A. Naive Bayes 

The Naive Bayes classifier is based on Bayes' law. It is a 
probabilistic classifier which assumes the statistical 
independence of the features. This assumption is violated in 
the case of features extracted from the human gait cycle as 
clearly indicated by [22], however, it performs the best as 
reported with the dataset tested in [22]. Thus we also have 
considered the Naive Bayes classifier for comparing the 
proposed features along with one more non-linear classifier. 

B. Multi layer Perceptron Models 

Multi-layer Perceptron Model (MLP) is a well know 
ANN architecture [26]. This consists of an input layer, an 
output layer and one or more hidden layers. The excitation 
function of the neurons (nodes) used for the experiment is a 
uni-polar sigmoid function. The strengths of the connections 
between the nodes of different layers are termed as weights. 
These weights are initialized randomly and the final weights 
are obtained after running the back-propagation (BP) 
algorithm [27] iteratively over the training feature vectors. A 
sample structure of the ANN is shown in Figure 5 where a 
single hidden layer is shown but in general multiple such 
hidden layers can be present. The weight 

matrixxEPPPPPPQcorresponds to the weights between the hidden 

layer and the input layer. Similarly, xFPPPPPPQcorresponds to the 
weight matrix between the hidden layer output layer and the 
output layer. The output of the neural network is denoted by 
the hypothesis function 4y(0). 

In our experiments we have considered only a single 
hidden layer. It is observed that increasing more number of 
nodes or increasing number of hidden layer is not improving 
the results and it was taking more time to execute. By 

experimentation and using the method proposed by 
Hagiwara [29], we have chosen a single hidden layer with 
number of nodes as 25. 

 

Figure 5. A sample structure of the ANN 
The cost function of the neural network is given by 
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where various terms are described below: 

• m is the number of training samples 

• The input training features are fi
(T)

, where n = 1, 2 ... N 
and i = 1, 2, ... m. Here N is the number of features and 

m is the number of training samples. Thus is fi
(T) ∈

 R|an N dimensional feature vector. 

• K is the number of classes which is the number of nodes 
in the output layer. The class corresponding to the 

feature vector is a vector yk
(T)

 where k = 1, 2, ... K. For 

the class vector corresponding to pn} class is (0, 0, .. 1, .. 

0) where the pn} entry is 1 and remaining are 0. 

• H is the number of hidden layer. 

• λ is the regularization parameter 

• xEPPPPPPQand xFPPPPPPQare the weight matrices. 
The steps for training the neural network is given in [30]. 

We have used K-fold cross validation to choose 
regularization parameter � . Figure 6 shows the validation 
error with respect to �.  

 

Figure 6. Validation curve of the ANN 
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The regularization parameter � is selected as 0.6 which 
gives the minimum cross-validation error. Learning curve is 
used to verify that the training samples are enough to train 
the designed ANN structure (Figure 5). 

C. Feature Selection using ANN 

In this paper, we provide a methodology to use the 
connectionist system for feature selection as proposed by Pal 
et. al [30] in order to get more insight to the previous and 
new features. In [30], an "on-line" methodology is provided 
for simultaneous feature selection and classification using 
MLP. We have used the same approach; however the 
learning is done in "Batch" mode rather than "on-line" mode. 
For each iteration, in the "Batch" mode, all the training 
samples are fed to the neural network and the error in each 
layer are accumulated to compute the gradient values of the 
cost function with respect to the weights. Whereas in "on-
line" mode, for each iteration, a single training sample is 
used to compute the error in each layer to compute the 
gradient values. After every iteration, the weights are 
updated using conjugate gradient descent algorithm to 
minimize the cost function. The ANN structure is shown in 
Figure 7 where a "Selection Layer" is added before the 
standard input layer. 

 

 

Figure 7. ANN Structure with Feature Selection 
According to [30], the attenuation function in the selection 
layer is F and the argument for the attenuation function is �_ 
for the (a� feature. This attenuation function F is applied to 
the input features before passing to the normal neural 
network. During the learning process the arguments �_ gets 
updated such that the favourable features having higher 
discriminative properties get higher values in �_while others 
get lower values. Thus the favorable features, termed as good 
features, get passed with higher strength while the others get 
lower strength. This process is called the selection of features 
which happens simultaneously with the training of the ANN. 

In our experiment the attenuation function is chosen as a 
uni-polar sigmoid function given by (8). 

�(�) ,  �_ ,  E
EJ ]���   (8) 

Thus the modified input to the input layer is �_0_ for n = 
1,2 ... N, where N is the number of input features.Thus the 

modified cost function for the batch mode is given by (9), 

where, fh� PPPQ ,  f �PPQ ∗  F(M)PPPPPPPPPPQ is the in}attenuated feature vector for 

the in} training sample. 
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The gradients of the cost function (as in (9)) with respect to 

the weights ( 
��

���PPPPPPPQand
��

���PPPPPPPQ) and with respect to the arguments 

for the attenuation function (
��

��)are computed using  BP 

algorithm. In every iteration, all the training samples are 

used to accumulate the gradient values. These gradients are 
then used to calculate the updated weights and arguments for 

the attenuation function. 

The derivation for updatingWEPPPPPPQ, WFPPPPPPQand MPPPQ are given in 
[30] which are based on on-line mode. For the batch mode, 
the gradient vectors in each layer are accumulated to 
compute the gradient of the cost function. The steps for 

updating the xEPPPPPPPQ, xFPPPPPPQand �PPQ are given below: 
1.   Compute the feed-forward for the feature vector of the  

$a� training sample  f (�)PPPPPPQ . 
2.   Calculate the error ��� in for each output node k in layer-

3 by setting ��� ,  4(0(H))� 1 ?�H , where  ?�H  = 1 if the 

training example belongs to +a� class, else  ?�H  = 0. 
3.   For the hidden layer, calculate the error by setting 

��F ,  ���F ∑ �H�xH�FH , where ��F  is output of the 

excitation function of ;a� node in the 2_b layer and ���F 

is the derivative of the same. 
4.   For the selection layer, calculate the error vector by 

setting��� ,  ��� ∑ �HFxH�EH  , where ��� is the gradient of 

the attenuation function in the ;a� input node. 

5.   The above xH�K are the weights between the $a�  node of 

the (C > 1)a�  layer and the ;a�  node of the Ca�  layer. 
6.   For all the m training samples, accumulate the gradient 

vectors using 

∆H�E ,  ∆H�E >  �HF��E            ∆H�F ,  ∆H�F >  �H���F  
∆��� ,  ∆��� > �H�0� 

7.   The gradient of the neural network cost function is 
obtained by the following equations , ��(x, �)

�xH��
,  �H�� ,  1

� ∗  ∆H�� ,   0�2 ; , 0 

��(x, �)
�xH��

,  �H�� ,  1
� ∗  ∆H��  >  �

� ∗ xH��  ,   0�2 ; ¡ 1 

��(x, �)
�xH��

,  ��� ,   1
� ∗  ∆�� 

The �  is the regularization parameter. 

8.   Update the  xEPPPPPPPQ,  xFPPPPPPPQand MPPPQ using the conjugate gradient 
descent algorithm [28]. 

9.   After every update, the above steps 1 to 8 are repeated 
till the target number of iterations are over or the cost 
function has reached a local minima. 
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The correctness of the feature selection method in batch 
mode is verified by using the IRIS dataset [32]. This dataset 
has four features namely, sepal length (0E), sepal width (0F), 
petal length (0� ), and petal width (0¢) of Iris flower. It is 
observed that the features 0�  and 0¢  get higher importance 
compared to features 0E and 0F. This is same as reported in 
[30] and [31]. Hence the design for the feature selection in 
batch mode for ANN is confirmed to be consistent to 
previously reported results. This ANN structure is used in 
our experiment to analyze the proposed features and 
previously reported features for human identification from 
Kinect based skeleton data. 

V. EXPERIMENTAL RESULTS 

The accuracy of recognizing an individual based on skeleton 

data is evaluated for the proposed features and compared 
with the features and results reported in earlier works [21], 

[22]. We have performed the experiments in four stages. 

Section V.A compares the proposed features with the one 

given in [21] for 5 subjects with manual gait data, section 

V.B gives the results for automatic gait detection, section 

V.C gives the effect of increase in subjects to 10 and 

comparison with [22] and section V.D gives the results for 

feature selection using ANN. 
The results of performance comparison are given in 

terms of F-score, which is the harmonic mean of precision 
and recall and calculated by (10). 

�̀ O£¤] ,  2 ∗ ¥2*)$%$�( ∗ 2*)'//
(¥2*)$%$�( > 2*)'//)                      (10) 

    

A. Comparison with [21] 

Initially, we have captured data for 5 individuals and 
compared the results with [21] as Adrian et. al have used 4 
subjects in their experiment. The total number of half-gait 
cycles for 5 individuals is approximately 700 with an 
average of 140 half-gait cycles per individual. 

As reported in [21], we perform k-means clustering on 
the features with k as 5 corresponding to 5 subjects.   
TABLE I shows the confusion matrix in percentage for the 
feature points as grouped in different clusters. It can be noted 
that the overall average accuracy of recognition is 25.2% as 
against the by chance accuracy of 20%. 

TABLE I. CONFUSION MATRIX FOR 5 CLUSTERS 

Person Level A Level B Level C Level D Level E 

1 19 40 10 31 0 

2 19 20 25 31 5 

3 23 20 20 34 3 

4 23 21 21 32 3 

5 24 25 16 31 4 

 
In this experiment the half-gait cycles are manually 

extracted to keep the experimental environment similar to 
[21]. The results of the k-means clustering are compared 
with the ANN classification. Out of the 700 features vectors, 
372 vectors are used for training and the remaining are used 
for testing. In our implementation, we have used ANN with 
one hidden layer of 25 nodes as shown in Figure 5. 

A summary of the results for 5 subjects with manual half-
gait cycle extraction is shown in TABLE II. This clearly 
indicates that if we take all the 32 features (14 new features 

(0 ,  W0v, 0Z Y) and 18 earlier features (0rFEs) proposed in 

[21]), the recognition accuracy is maximum at 86% which is 
substantially higher compared to by chance accuracy of 20%. 

TABLE II. PERFORMANCE (F-SCORE IN %) COMPARISON OF DIFFERENT 

FEATURES AND CLASSIFIERS FOR 5 SUBJECTS WITH MANUAL GAIT CYCLE 

DETECTION 

K-Means 
with ¦r§¨s 

ANN with 
¦r§¨s 

ANN with ¦ ,  W¦©, ¦ªY 
ANN with ¦ ,
 [¦r§¨s, ¦©, ¦ªe 

25.2 34 69 86 

 

B. Automatic Half-Gait detection 

The accuracy of the half-gait detection algorithm (section III) 

is measured by comparing the ground truth generated by the 
manual gait detection. The precision of the algorithm is 1, 

recall is 0.79 and the F-score is found to be 0.88. The 

accuracy of the recognition of an individual for 5 subjects 

using automatic gait cycle detection is given in TABLE III. 

It can be seen that the performance has slightly degraded 

compared to the manual gait detection (TABLE II). 

TABLE III. PERFORMANCE (F-SCORE IN %) COMPARISON OF DIFFERENT 

FEATURES AND CLASSIFIERS FOR 5 SUBJECTS WITH AUTOMATIC GAIT CYCLE 

DETECTION 

ANN with ¦r§¨s ANN with ¦ ,
 W¦©, ¦ªY 

ANN with ¦ ,
 [¦r§¨s, ¦©, ¦ªe 

33 68 64 

 
A sample confusion matrix for 5 subjects is given in 

Figure 8 where half-gait cycle is detected automatically and 
only 14 new features 0 ,  W0v, 0ZY are used. 

 

Figure 8. Confusion matrix for 5 persons using 14 new features 
The results in the remaining section of this paper are 

based on automatic gait detection. 

C. Effect on Increase in Subjects 

It is important to analyze the effect in accuracy results as 
we increase the number of subjects. Pries et. al in [22] have 
used 9 subjects for their experiments where they have found 
Naive Bayes classifier to perform best on the 14 features, 
0rFFs proposed by them. As the dataset used by [22] is not 

publicly available, we have generated a larger dataset of 10 
subjects with 8 men and 2 women. The comparison of 
different features and classifiers are shown in TABLE IV. It 

can be seen 0 ,  [0rFEs, 0v , 0Z ewith ANN classifier performs 

best having recognition accuracy of 55% which is much 
better than chance accuracy of 10%. 
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TABLE IV. PERFORMANCE (F-SCORE IN %) COMPARISON OF DIFFERENT 

FEATURES AND CLASSIFIERS FOR 10 SUBJECTS 

ANN with 
¦r§¨s 

ANN with ¦ ,  W¦©, ¦ªY 
ANN with ¦ ,

 [¦r§¨s, ¦©, ¦ªe 

Naïve –Bayes 
with ¦r§§s 

27 52 55 51.3 

 
A sample confusion matrix on the test data for ANN with 

0 ,  [0rFEs,  0v, 0Ze is shown in Figure 9. It can be seen that 

the recognition for the subject "a" is worst affected whereas 
others are quite reasonable as seen from high values in the 
diagonal entries. 

 

Figure 9. Confusion matrix for 10 persons using 32 features 
It is to be noted that the recognition reported here is 

based on every half-gait cycle, however in actual scenario 
the recognition will be done on a recording of a session 
where the decision will be taken on multiple gaits. 
Considering this fact, we can clearly say that the recognition 
is 90% (9 identified correctly out of 10) where the entry 
corresponding to the maximum number in the confusion 
matrix is taken to identify an individual. 

D. Feature Selection using ANN 

The feature selection method described in section IV.C 
for batch mode using ANN is applied on the feature vector 

0 ,  [0rFEs,  0v, 0Z ,  0rFFse to understand the more important 

features against the least important. For this experiment, we 
initialize attenuation function �(�H) to 0.05. After the ANN 
training using the feature selection technique, the values of 
�(�H) are shown in Figure 10 for all the 46 features. The 
first 18 features (0rFEs) are the one reported in [21], the next 

two features are based on area (0v), the next 12 features are 
based on centroid distances (0Z ) and the final 14 features 
(0rFFs) are as reported in [22]. It can be seen that most of the 

static features reported in [22] are having much higher 
importance than the dynamic features. The skeleton data 
captured using Microsoft SDK is not noise free and as the 
dynamic feature captures the property of persons walking in 
time, the uniformity in feature generation could be lost due 
to noise incorporation during walk, e.g different angle could 
be different in different gait cycles. On the other hand the 
static features capture the relative distances between joints 
and more stable in computation. Given the raw skeleton 
information using Microsoft SDK and Neural network as a 
classifier, these static features get more importance in person 
identification. 

 
Figure 10. The value of attenuation function F(M) for different features  

f ,  [frFEs, f, f® , frFFse 

The recognition accuracies for 10 subjects with and without 
feature selection technique are given in TABLE V. It can be 
seen that with simultaneous feature selection and 
classification the F-score has increased to 0.62. 

TABLE V. PERFORMANCE (F-SCORE IN %) COMPARISON WITH AND 

WITHOUT FEATURE SELECTION FOR 10 SUBJECTS 
ANN without feature selection 

having features as  ¦ ,
 [¦r§¨s, ¦©, ¦ª, ¦r§§se 

ANN with feature selection 
having features as 

¦ ,  [¦r§¨s, ¦©, ¦ª, ¦r§§se 
53 62 

VI. CONCLUSION 

In this paper we have presented few static and hybrid 

model based features for gait recognition solution using 

Microsoft Kinect. The static feature proposed is the area 
encompassed by the upper body and the hybrid features 

include the area encompassed by the portion below hip and 

the distances between the body-centroid and the centroids 

derived from the joints of the upper and lower limbs. The 

accuracy of the gait recognition is compared with the 

methods proposed in [21] and [22]. ANN based 

connectionist system [30] is used to perform simultaneous 

feature selection and classification in the batch mode. 

Results indicate that the static features get higher 

importance compared to the dynamic features. Moreover, 

the hybrid features proposed in this paper are having a great 
importance compared to the dynamic features proposed 

earlier in the ANN based feature selection process. Future 

scope of research lies in removing the noise from the 

skeleton data before extracting dynamic features and also 

investigates their importance in the feature selection 

process. Future research is also aimed to use other sources 

of human identification along with skeleton data from 

Kinect, to further improve the recognition accuracy. 

Moreover the effect of using multiple Kinect and camera 

needs to be analyzed in future. 
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Abstract—A major open problem in human-robot
interaction remains: how can robots learn from non-
technical humans? Such learning requires that the
robot can observe behavior and extract the sine qua
non conditions for when particular actions can be
produced. The observed behavior can be either the
robots own explorative behavior, or the behavior of
humans that it observes. In either case, the only
additional information should be from the human,
stating whether the observed behavior is legal or
not. Such learning may mimic the way that infants
learn, through interaction with their caregivers. In the
current research we implement a learning capability
based on these principals of extracting rules from
observed behavior using ”Human-Robot” interaction
or ”Human-Human” interaction. We test the system
using three games: In the first, the robot must copy a
pattern formed by the human; in the second the robot
must perform the mirror action of the human. In the
third game, the robot must learn the legal moves of Tic
Tac Toe. Interestingly, while the robot can learn these
rules, it does not necessarily learn the rules of strategy,
which likely require additional learning mechanisms.

Index Terms—learning machine; robotics; iCub;
Reactable; human-robot interaction; human feedback

I. INTRODUCTION

How is a robot able to understand a new game
just by watching it or by playing it without any
prior assumption ? How can he differentiate two
different games without explanation only by the
simplest feedback : a simple ”yes” or ”no” from a
teacher ? What is the limit of simple imitation [1] ?
The answer lies in the understanding of the actions
[2]: the intrinsic properties of each move. And from
this properties, the extraction of sine qua none

conditions. In our studies, we want to teach a robot
to play different board games (as a Tic-Tac-Toe for
example) without giving it any assumption about
the game. The idea of learning a new concept as it
has been done in Wu in [3] but here, we will not use
any Bayesian statistics but only simple deterministic
algorithm. Breazeal et al. have shown the efficiency
of socially guided exploration ([4] and [5]) and
social interaction also has been shown crucial in
learning ([6] and [7]). Most board games use a set
of ”natural” rules as the turn taking, that we give to
the robot. In our case, we use an humanoid robot
called iCub, in interaction with an Human through
an interactive table [8]: the Reactable [9]. Only with
a feedback : ”yes or no” from the user, for each
move (is the move is legal or not), the robot is
able to discriminate different games and to learn
a new game. Also, the robot can learn a game, just
by watching 2 humans playing. In this paper we
will first see the global architecture and overview
of the system, then the experimental protocol and
the games used, then the learning part directly,
and finally the results of simulated ”Human-Robot”
interactions and ”Human-Human” interactions.

II. SYSTEM DESIGN OVERVIEW

A. Robotic Platform : iCub

The iCub [10] is a humanoid robot open-source
platform. It has 53 actuated degrees of freedom
(with 19 for each 5-fingers hand) and with a height
of 104 cm, has a morphology approximating that
of a 3 year-old child.
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The distributed modules used to run the robot are
interconnected with the open source library YARP
[11] through ”ports”. The ports can exchange data
over different network protocols such as TCP and
UDP.

The motor control is managed by a Passive
Motion Paradigm approach [12], where hand
trajectories for reaching actions are computed
according to virtual force fields with attractor
(target) and repellor (obstacles).

B. Sensor System : Reactable

In the current research we extend the perceptual
capabilities of the iCub with the Reactable. This
is a tabletop tangible interface [9] licensed by
Reactable Systems. This allows the human and
the iCub to manipulate objects in a shared space
that the iCub can perceive with high precision.
An infra-red illumination beneath the table allows
reacTIVision [13], a detection system based on an
infrared camera, to accurately and in real-time iden-
tify and track tagged object (using fiducial markers
[14]) placed on the translucid table. It can also
recognize fingertips (cursor) which allow the user
to manipulate the digital information (music, game,
...) with real-world objects or direct tactile control
(see Figure. 1).

C. Knowledge Base : OPC

The different knowledge of the robot is
centralized in a database called OPC for
ObjectPropertiesCollector, and grouped accordingly
into some enitites : the informations provide in
particular by the Reactable (e.g. position x and y
of an object with the Reactable id i) are merged
with some ground knowledge (e.g. the object with
Reactable id x is called ”cross” and has a size of
x,y,z) or reasoning conclusion (e.g. ”onTable1” if
an object is placed on the table) in order to have a
full picture about this object. These entities can be
accessed with unique identifiers and are managed
dynamically in real-time.

The robot knowledge is initialized through the
OPC set-up. The database includes :

• locations : 3x3 squares (from A-1 to C-3)
to obtain a board game setup, and two other
places to put respectively the cross and circle
object when unused.

• objects : Two kind of pawns, cross in blue
and circle in red, and a special object, the
eraser to undo a move if needed.

D. Spoken Language and Supervisor : CSLU-RAD

The spoken language interaction is implemented
with the CSLU Toolkit [15] Rapid Application
Development (RAD) under the form of a finite-state
dialogue system where the speech synthesis is done
by Festival and the recognition by Sphinx-II. In
addition to provide a human-robot language-based
interaction during games, it is used in particular to
extract oral feedback from the user about the move
quality done by the robot.

This state machine is built in what we called
the Supervisor. It has two main functions : guide
the human into the games, inviting him to act
or choose between options, and to control the
robot behavior (including speech of the iCub)
using human spoken feedback, the knowledge base
or some external module, like BoardGameLearning.

E. BoardGameLearning

BoardGameLearning is a module developped in
c++, responsible for the statistical analysis and the
learning. We will explain how it works in paragraph
IV.

III. EXPERIMENTAL PROTOCOLS

A. Games used

For our studies, we use 3 different games, with
different properties that we wanted to test with
only one learning module. All of them work with
a turn taking managed by the supervisor (see II-D
and Figure 2).
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Fig. 1. Normal functioning of the system with iCub and objects
on the Reactable. A screen behind the iCub displays the iCub’s
internal representation of the environment including the board
game on the Reactable. The iCub can manipulate the two stamp
for marking of cross or circle in the game. The Reactable detect
the position of the objects.

RTable 

iCub 
Motor 
Cmd 

React 
Vision 

Audio 
interface 

Supervisor 
RAD 

OPC 

BoardGame 
Learning 

iCub 

Human 

Physical 
Interaction 

Interaction System 

Fig. 2. System architecture. In purple is the robot-related. In
blue is the supervisor and interaction related. In orange in the
computation and learning module part. In red, the Reactable.

1) Pattern game: The first game is a Pattern
Game. The iCub and the Human, with alternating
turn taking, have to fill the board with a predefined
pattern. For example the pattern in for the first and
the third row, to fill with cross. Each game has
the same pattern (otherwise, the robot can’t learn).
For the Pattern Game, the important properties are
more related to what was learned in the previous
game, rather than the current one.

2) Mirror game: The second game is a Mirror
Game. For the Mirror game, the iCub has to play
the same move as the previous one by the Human.
The Human can play any color he wants, but only
on an empty case. For the Mirror game, we had
to add one precision for the robot : the Human
and the Robot don’t have the same rules. The
Human has to play anywhere one the board, on a
free case. The Robot has to reproduce the same
move as the Human. This is like a field player and
a goal-keeper in football, the game is the same
but the rules are not the same for every player.
This is a precision that we have to add in the system.

3) Tic-Tac-Toe: The third game is a classic
Tic-Tac-Toe (TTT). For the TTT, a legal move is
that each player has to play in an empty case, with
a different color that the one used by the previous
player. For the TTT, the properties involved are
mainly the location (free or occupied) and the
color and only the current game really matters.

B. Progress of the game

The Robot can learn two different ways. The first
one is to play with the Human, where the Human
is considered as the teacher, and the Robot as the
student. In the second way, the robot can learn
only by watching two Humans playing together,
with one of them considered as the teacher, and
the other one, as the student.

The teacher always will have the knowledge of
the rules of the game, and will give feedback for
every move (the student’s move and the teacher’s
move).

IV. HOW TO LEARN LEGAL MOVES ?

This part of the module called boardGame-
Learning (BGL) has the aim to distinguish legal
moves from illegal moves. A legal move is a
move authorized by the game, but not necessarily
a ”good” move. For example for a game like
Tic-Tac-Toe, a illegal move is to put a different
color of the on of the previous player, only on a
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TABLE I
DEFINITION OF THE DIFFERENT PROPERTIES, WITH THE
NUMBER OF POSSIBILITIES FOR EACH (G : NUMBER OF

GAMES PLAYED, C : NUMBER OF TURNS PLAYED DURING THE
CURRENT GAME)

Properties Definition Pos.
Location Free / Occupied 2
Location Which turn this spot has been

played in the current game C
Location How many time this spot has been

played in the previous games G
Piece How many time this piece has been

played in the previous games G
Piece How many time this piece has been

Location played at this location C
in the previous games

Color Same as previous
Different from previous 2

Color How many time this piece has been
Piece played with this color G

in the previous games
Color How many time this piece has been

Location played at this location G
in the previous games

unoccupied case.

The learning system is based on a feedback
from the user. We start with the idea that the robot
doesn’t know the game at all. He just knows that
he has different kind of pieces (for example :
”pawn”, ”bishop”... In the case of Tic-Tac-Toe, he
only has ”pawn”), and a board in front of him and
he has to move a piece of any color on the board.
The robot also has the knowledge of turn taking.

A. Random trials

At the beginning of the game, the iCub will
explore the board and his possibilities, and he will
expect a feedback from the Human if his move
is legal or not. With this feedback, the robot will
be able to extract pertinent properties of the legal
moves. Each time a move is played, the robot will
increment his statistics according to the properties
of the move. The properties concerned are the
location, the color, the kind of piece and interaction
between these properties (see Table I) :

B. Probabilistic Exploration

Each turn, the iCub will pick a move, according
to the probabilities extracted from his experience.
The probabilities of each properties are given by
the following formula :

S =
σ +Nhits

σ ∗ P +Ntries
(1)

where :
• σ is a learning rate constant
• Nhits is the number of good moves with this

property
• Ntries is the number of tries of moves with

this property
• S is the score of each property

We can easily see that Nhits ≤ Ntries. Also σ
is a learning rate which correspond to : ”after how
many tries should I be certain of my experience
?”. A high σ will delay the influence of experience
into the decision. The probabilities correspond to
the normalization of the scores in the aim to have
a sum of the probabilities of every possibility of
a property, equal to 1. For the first moves, the
iCub will randomly pick a move, but following
his”intuition”. This ”intuition” can be improved
by the use of threshold set on the probabilities.

In order to improve his exploration, after an
illegal move, the iCub will try the same spot but
will change the color then, the piece, and if finally
the problem comes from the location and not the
piece, he will change his location.

C. Sine qua non conditions

After a few tries, the iCub will be able to extract
some sine qua non conditions. For this, he has
to check if for one property : Nhits = 0 ; and :
Ntries > θ, or simply : ”After θ moves with a
given property, I have always failed, this should
be a sine qua non condition” not to make this
move. And he will set the probability to 0. This
assume that after θ tries, all the configuration with
one property fixed, have been seen. The iCub will
be able to tell with certainty if, according to the
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Human a move is legal or not.

The value of θ will be discussed in the paragraph.
V-D.

V. SIMULATION

In order to test the system, we proceed with
simulation experiments

A. Games used

As described in paragraph III-A, we used 3
different games for our tests : the Tic-Tac-Toe
(TTT), a Mirror Game, and a Pattern Game.

B. Simulation of the teacher moves

For the teacher moves, we coded the rules of each
game. We encoded a function to pick a legal move,
and a function to attribute a reward to a student’s
move. In this case, the teacher has no strategy, but it
doesn’t matter, because, we only focus on the legal
moves (see paragraph IV).

C. Results

To test our system, we also simulated the Human
part. The simulated Human knows the exact rules
of each game, and always picks a legal move for
each game. We also made a auditor of legal or
illegal move to check. But for each new game, we
have to implement the rules of the Human and the
auditor.

For 200 simulations, we made the iCub and the
simulated Human to play together and the results
are summarized in the Fig. 3, Fig. 4 and 5.

1) Result Pattern game: As shown on the Fig.
5, the probability of succes with our module in-
crease rapidly, to reach 100%. However, we can
see some differences between different values of the
parameter θ. We will discuss about this parameter
in paragraph V-D.

2) Result Mirror game: For the mirror game,
we can see that the curve of the random pick,
seems to stabilize at 0.05, which correspond to 1

2
for the color, multiplied by 1

9 for the location, i.e.
: 1

18 ' 0.0556.

The random curves correspond to a random pick
from the iCub (18 possibility : 9 case and 2 colors).

3) Result Tic-Tac-Toe: For the Fig. 3 we can
see that a random pick we be more successful
for the first pick. It is just an effect of the game.
Indeed, the Human always started to play. After
one move, 8 cases were free, and the iCub had a
probability of 1

2 to take the good color, and of 8
9

to choose a good spot i.e. : 4
9 ' 0.444. But this

is only for the first move, because the situation
changes in each simulation according to the
success or not of the robot. This is why for the first
random pick, we have a good probability of success.

D. Influence of the θ parameter.
As we explain earlier, θ is a constant that we can

see as a time constant. It corresponds to: ”when do
I assume that I have seen enough moves to apply a
threshold on my predictions ?”. As we can see in
Fig. 3, for the TTT, as soon as this θ is reached, a
rate of succes of 100% is also reached. This mean
that after 10 moves, the iCub has seen enough
to understand. On contrary, for the Pattern game,
the results are better for a higher θ (Fig. 5). After
only 10 moves, the iCub ”thinks” that he has seen
enough to be sure of his decision, but the game
is too complicated to be understood after so few
moves. The whole space of possibles is not yet
totally explored.

This parameter can be set according to the com-
plexity of the game.

VI. HUMAN INTERACTION

A. Experiment Description
This experiment involves the iCub and the

Human physically interacting, playing a game,
using objects on the Reactable as pieces (see Fig.
7).
The robot knowledge is initialized through the
OPC setup. The database includes :

• 11 locations : 9 brown squares (3x3) from A-
1 to C-3 and 2 squares for the objects origin
place, forming the game ”board”.
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Fig. 3. Results of the learning module on a Tic-Tac-Toe. X-axis
is the number of turns passed, Y-axe is the rate of success of the
Xth move over 70 simulations. The blue curves is for T = 20,
red for T = 10 and the purple curve is in the case of a totally
random pick. T is the delay before checking the sine qua non
conditions.

• 3 objects : a cross (red) and a circle (blue),
which are the played pawn and will change
the color of the squares where there are. An
eraser is also available to do some correction
(i.e. change the color of the square) on the
board in case of mistakes.

The objects are like stamps, or playing pieces
to be put on the board. To take a turn, the player
need to put the object he wants to use from the
origin place to the location wanted. An algorithm
check where a location is intersected with an object
and will change his color accordingly. The user, in
case of human, has to say it has moved a pawn
(”Done”) in order to detect what is the move played
by the user (What pawn has been placed where?). It
is automatically launched when the iCub is playing
at the end of his move. Next the user has to bring
back the piece to its corresponding origin location
and invite the other player to play when it is done.
If the iCub has played, and if it is in a learning
mode, the robot asks the human to give a feedback
about the move (illegal, bad, good or draw/win at

Fig. 4. Results of the learning module on Mirror game. X-axe
is the number of turns passed, Y-axis is the rate of success of the
Xth move over 200 simulations. The blue curves is for T = 20,
red and green for T = 10 and the purple curve is in the case of
a totally random pick. T is the delay before checking the sine
qua non conditions. All the curves are set with σ = 6 except
the green curve for the mirror game where σ = 3.

the end of a game). If the move is illegal, the iCub
will then play again until he find a proper one.

B. Generality and perspectives

The iCub can also learn just by watching 2
Humans playing, but he will not be able to extract
some sine qua non conditions, if the Humans
always play some legal moves (Nhits will always
be Ntries, except if one of the Humans is a
beginner too).

We have seen that we give to the iCub 2
presuppositions : the turn taking, and if the 2
players have the same rules (mirror game) or not.
The concept of turn taking, as it is learned in Broz
et al.[16] might be interesting to include in the
robot. But this is a very primitive instinct and it
might be much more interesting for us, to learn the
different roles of each player.
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Fig. 5. Results of the learning module on Pattern game. The
pattern to find was three crosses on the left and right column,
and three circles in the middle column. X-axe is the number of
turns passed, Y-axis is the rate of success of the Xth move over
200 simulations. The blue curves is for T = σ = 20, red and
green for T = σ = 10 and the purple curve is in the case of a
totally random pick. T is the delay before checking the sine qua
non conditions.

VII. CONCLUSION AND FUTUR WORK

We have been able to manage the learning of
different board game for our robot, simply by
using the experience, and intrinsic properties of
action. But a problem remains in the learning of
”good” or ”bad” moves. For this we are currently
developing a system based on experience and on
the outcome of each game to learn the winning
combination and not to be tempted to reproduce a
failing behaviour.

In our case, the tasks that the system can be
used to solve were games, but we can imagine
to learn cooperation as is the case for the Pattern
game. The long term aim of this system, is not
only to learn board game, but to understand more
complex concepts. For example, with the Pattern
Game, we can teach some concepts as : ”a row”,
”a line”, ”left”, ”right”, ”before”, ”after”... All

Fig. 6. Progression of moves with our learning system. C is
the number of move since the beginning of the learning. θ is the
confidence threshold. It can have one or two humans playing.
One of them is always the teacher and will give the feedback for
each turn (legal-illegal. Win-lose.). The Human/Teacher actions
are in blue. In orange is the computation part of the system.
In red is the acquisition with the Reactable of each move. In
green is the player (Robot or Human) action : play and clean.
The ”execute action” can be done by the three kind of player :
Teacher, Human and Robot.

concept, put together, can reach to emergence
of more complex rules, or understanding of new
concepts.
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Fig. 7. Normal working of the module with a subject and the
Reactable.
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Abstract—This article describes an exploratory study in which
children with autism interact with KASPAR, a humanoid robot,
equipped with tactile sensors able to distinguish a gentle from a
harsh touch, and to respond accordingly. The study investigated
a novel scenario for robot-assisted play, namely to increase
body awareness with tasks that taught the children about the
identification of human body parts. Based on our analysis of the
childrens behaviours while interacting with KASPAR, our results
show that the children started looking for a longer period of time
to the experimenter, and a lot of interest in touching the robot
was observed. They also show that the robot can be considered as
a tool for prolonging the attention span of the children, being a
social mediator during the interaction between the child and the
experimenter. The results are primarily based on the analysis of
video data of the interaction. Overall, this first study into teaching
children with autism about body parts using a humanoid robot
highlighted issues of scenario development, data collection and
data analysis that will inform future studies.

Keywords: Assistive Technologies; Socially Assistive
Robots; Human-Robot Interaction; Body Awareness.

I. INTRODUCTION

Three critical factors for the healthy physical and psycho-
logical child’s development are touch, movement and interac-
tion with other humans. Touch is one of the earliest senses
developed in human embryos and the most developed sense
at birth [1]. Thus, touch plays a key role in the physical,
emotional, and psycho-social development. Touch deprivation
early in life leads to severe consequences, like complete
emotional isolation or lack of trust in others [1]–[3]. Children
need up to four hours per day of physical play to accomplish
satisfactory sensory stimulation for their proprioceptive and
tactile systems in order to develop normally [4]. On one hand,
touch can convey affectioned feelings, on the other, it can
express pain or discomfort.

Touch can be divided into cutaneous, kinesthetic, and
haptic systems [5]. The cutaneous system is constituted of
mechanoreceptors set in the skin. This system composes
the tactile sense, processing stimulations on the skin. The
kinesthetic system is constituted of receptors situated in the
muscles, tendons, and joints. The kinesthetic sense allows

humans to identify positions and movements of upper and
lower limbs and muscle tensions. The haptic sensory system
concerns both cutaneous and kinesthetic receptors, but it is
associated with an active procedure [5]. Children learn early
on to understand and to identify different types of physical
contact in order to communicate with other children and
adults, building trust relationships, based on the exchange
of support and mutual confidence, developing their social
relationships.

According to Piaget infants develop object permanence
through touching and handling objects [6]. Object permanence
is the understanding that objects continue to exist even when
they cannot be seen, heard, or touched [7]. Caregivers typically
offer organized environments where children can explore,
touch and manipulate different materials and where they can
be able to ask questions, use their creativity and learn new
concepts. Children have to build their own learning experience,
with the focus on the reasoning processes [8].

In this study, we used a humanoid, minimally expressive
child-sized robot with a static body - KASPAR ( [9] for
technical details), able to move its arms and head in order to
simulate gestures in social interaction. KASPAR has simplified
and minimalistic human-like features. The robot’s behavioural
repertoire includes expressive postures, it can approximate
the appearance and movements of a human without trying to
create an ultra-realistic appearance. KASPAR is equipped with
tactile sensors that allow it to automatically respond to a gentle
or rough touch from the child. The tasks used this study aim
to teach the children to identify their body parts, and increase
their body awareness. As we can see in the Section II, robots
have already been used with children with autism to develop
their social and communicative skills with encouraging results.
In the present study, the robot is going to be used as a mediator
between the child and the experimenter but also as a tool of
teaching. Our main research interest is to understand if the
robot can help to elicit interactions between an autistic child
and another person, and whether it can facilitate the ability to
acquire knowledge about human body parts. We want to verify
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if the robot can help children with ASD (Autism Spectrum
Disorder) to learn appropriate physical social engagement. The
experiments consisted of 7 sessions with 8 children diagnosed
with autism, using qualitative and quantitative measures to
evaluate the triadic interaction between the children, the robot,
and the experimenter. In this article, we present the analysis
of the observations of the first and the last session with the 8
children. To our knowledge this is the first article that studies
how to use robots in order to teach children with autism
about body parts. Due to the novelty of the subject a main
purpose of the article was to develop scenarios, means of data
collection and to learn how to analyse the data. This paper
is organized as follows. In Sect. 2 will be presented research
projets that also use tactile human-robot interactions. Sect. 3
features the procedures during the experiments. The results and
the discussion are described in Sect. 4 and 5. Sect. 6 provides
the conclusions and future work.

II. TACTILE INTERACTION

As mentioned earlier, touch plays a vital role in human-
human interaction. Since it is our goal to transmit extra
information to the robot, so it can react predictable and
convincing to a human tactile interaction, the robot needs
to be equipped with tactile sensing capabilities. The robot’s
behaviour must appear natural, in order to generate enjoyable
interactions.

There are several research projects concerned with the phys-
ical contact between humans and robots, presenting various
types of sensors to detect these interactions, for example the
cheap and robust sensors that can measure force or pressure,
changing its resistance, called force-sensing resistors (FSR)
[10]. The information provided by tactile sensors aims to
increase quality and interpretation of sensor data. We can mea-
sure improvements in tactile sensing according to data quality,
assessed relatively to detection sensitivity, noise and physical
toughness and also its signal interpretation, assessed relatively
to computational cost and measurement accuracy [10]. The
detected contact should be used to produce compliant robotic
behaviours.

Robots for human-robot interactions (HRI) within the cur-
rent tactile HRI literature can have different shapes [10]. The
baby seal Paro [11], the teddy bear Huggable [12], the robotic
cat NeCoRo [13], and the child-sized robot KASPAR [9]
are some examples of different artificial pets and humanoid
robots designed to engage people based upon relational touch
interactions. This kind of affective interaction is a growing area
of research, especially concerning the target group of people
with special needs.

Tactile data contributes to the determination of the Paro’s
internal state, driving the choice and implementation of a
limited number of hand-coded behaviours, similar to those
of a real seal [14]. Huggable, the robot teddy bear able to
orient itself towards the direction of the human touch through
motion in its neck and shoulders. A soft multi-modal sensory
skin plus the fur covering its entire teddy-bear-shaped body
are able to classify multiple human touch types and perform

tactile interactive behaviours [12]. The robotic cat NeCoRo
is used to analyse personrobot communication, responding
to human voice, movements, and touch. Its multiple sensors,
together with artificial intelligence technology produce a real-
life-looking robotic cat capable of a playful and natural
communication with humans [13]. KASPAR is a robot that
has been used e.g. in call-and-response games, where its goal
was often to imitate the human partner [9]. In the ROBOSKIN
project, researchers develop a robotic skin to provide tactile
feedback which was added to KASPAR. One goal is to
improve human-robot interaction capabilities in the application
domain of robot-assisted play [15].

III. PROCEDURES

The experiments were performed in four different phases:
familiarisation, pre-test, practice, and post-test (fig. 1).

Figure 1. Phases of the study, in this paper only the pre- and
post-test, and the analysis of the first and last session of the
practice phase will be presented

Before starting the experiments with the robot, the children
and the experimenter took part in a familiarisation phase. The
goal of this phase was to get acquainted with the children and
to integrate the experimenter in the school environment. The
experimenter spent one day at the school, in the classroom
where the children normally do their activities. A pre-test
served as baseline to be compared with the results of a post-
test. The task tested in these two phases was the performance
task. The post-test phase had the same conditions of the pre-
test phase in order to evaluate if the children were able to
improve the performance of the task done in the pre-test. In
the practice phase, three different activities were introduced
according to the children’s accomplishment. The next sub-
section presents the different tasks associated with each phase.

Each session with the robot was introduced with a Picture
Exchange Communication System (PECS) card, that the chil-
dren usually use in their daily routine to start new activities.
The PECS card used for this experiment depicted the KASPAR
robot (Figure 2).

A. Tasks

In the performance task, carried out in the pre- and post-
test, the children were asked to choose the right place for
the different body parts, and place them on a drawing of a
little human figure printed on a cardboard (Figure 3). The
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Figure 2. PECS card of KASPAR

performance task used in the pre- and post-test took the
TEACCH program [16] already used in the classroom by the
teachers into consideration.

(a) Beginning of the Task
(b) Task Ac-
complished

Figure 3. Performance task done in the pre- and post-test

In the practice phase, with 7 sessions of approximately 10
minutes each, there were three different activities, focusing on
body awareness skills. The complexity of the activities was
different, so whenever the children managed to accomplish
the first activity, in the next session they would perform
additionally the next more complex activity. If a child did
not manage to progress, more sessions were done with the
basic activity. The evaluation of the right transition moment
to the next level for each child was done by the experimenter
based on the opinion of the teachers. At this stage the robot’s
response was triggered remotely by the experimenter.

• Activity A: The robot identified one part of its body say-
ing: ”This is my head”. Then, it asked: ”Can you please
show me your head?”. If the answer of the child was
correct, the robot responded with a positive reinforcement
like ”That’s right!” or ”Well Done!”. If the answer was
not correct, the robot encouraged the child to try again,
e. g. ”Almost. Try again!”. The human body parts to be
identified were: head, tummy, nose, ears, eyes, hands toes,
and mouth.

• Activity B: The robot identified a sequence of human
body parts on its own body. For example: head and
tummy. Next, it asked the child to point at the same
body parts and in the same sequence on her own body.
Then, the following step was to use three body parts (e.g.,
head, tummy and toes). The same type of reinforcement
of Activity A was used.

• Activity C: This activity involved the learning from the
previous activities together with joint attention and inter-

action with the experimenter. The robot asked the child
to sing together a song about human body parts, and the
experimenter encouraged the child to do the gestures that
accompanied the song. If the child did not have verbal
communication, he was asked to do the same gestures of
experimenter (moving their body parts according to the
song). The song was chosen based on simplicity and the
practical learning approach is normally used in the school
to teach other contents.

B. Participants

The eight participants in the experiments were boys with
ASD aged six to ten years old. Four of the participants were
high-functioning (Group A), the others were low-functioning
(Group B), according to the diagnosis of the children. The
experimenter was in the room to introduce the robot, and to
intervene in case of difficulties. She was also involved in the
activity as a facilitator of the interaction, providing guidance
and ensuring that the children did not become agitated or
damage the robot during the activity. A signed informed
consent form was obtained from the parents of each child.
This work was granted ethics approval by the University of
Hertfordshire.

C. Settings

The experiment took place in a familiar room in the school
often used by the children for their activities (Figure 4). The
robot was connected to a laptop and placed on a table in the
centre of the room. The children were sitting or standing facing
the robot.

(a) Room
Setup
Schematic

(b) Positioning of the partic-
ipants in the room

Figure 4. Room Setup

The two cameras were placed in such a way that one
recorded the face of the child and the other the experimenter
during the experiments.

D. Touch Feedback

The robot was equipped with 8 FSR sensors positioned on
the right head, left head, right shoulder, left shoulder, right
wrist, left wrist, right hand, left hand, right foot, and left foot
of the robot. These FSRs only distinguished a gentle from
a harsh touch. If the child touched the robot, activating the
sensor below the threshold limit, it answered a sentence such
as ”You are so gentle. Thank you.”. If the child touched the
robot and activated the sensor above the threshold limit, it
answered with a sentence such as ”Ouch, you are hurting me.”.
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The threshold limit was defined in experimental pre-tests. The
goal of this feedback is to automatically produce a response to
the children’s tactile interaction, teaching appropriate physical
social engagement, reinforcing suitable behaviours when using
touch to interact with another agent.

E. Evaluation Tools

As a qualitative measure, we used a structured interview. As
quantitative measures, we used questionnaires, a behavioural
analysis, where the children’s behaviours were identified and
coded with video analysis, and the comparison between the
pre- and post-test.

1) Questionnaires: The questionnaire aimed to measure the
development of children assessing their skills regarding tactile
interaction. The questionnaire was delivered at two different
points during the trials. First, before the trials with the children
to establish a data baseline for each child. Then, the last evalu-
ation was done at the end of the study, to evaluate the changes
in the behaviours of the children. The items were with a 5
point Likert-scale. Three teachers completed the corresponding
questionnaires for the children. For each question, space was
available for comments, providing information not covered by
the response categories. The questions were mainly related to
tactile interaction and the knowledge about body parts, such
as, ’Does the child use his/her hands to explore novel/unknown
objects?’ or ’Can the child point or identify parts of his/her
body in any way?’.

2) Structured Interview: The structured interview was done
with one of the teachers, showing her extracts of the videos
of each child. In this interview, we were interested in the
perspective of the teacher on the children’s behaviours. Mainly,
we wanted to know, how the teacher would describe the
reactions of the children towards the robot and what usual
or unusual behaviours the children showed in the video. Also,
the children’s social behaviour seen in the video was compared
with the behaviour of the children towards teachers and other
children in the classroom (tactile interaction, eye gaze, playing
with others, among others). After discussing this, the main
differences in the children’s behaviour in the two videos were
discussed, as well as whether the robot could have had an
influence on the specific behaviours performed by the children.
The interviewed teacher knew only four of the eight children
very well and thus only commented on these. Despite this fact,
we considered her comments very relevant and included them
in this article.

3) Behavioural Analysis: The sessions were examined via
video analysis (using the Observer XT 11 program by Noldus).
The behaviours coded were the following: looking, touching,
following, pointing, imitation, prompts, and identifying body
parts. For each coded behaviour (except for looking) the coders
marked whether the child showed the behaviour spontaneously
or whether the behaviour was prompted by the experimenter.
If the child was, for example, touching the experimenter for no
specific reason, the behaviour was classified as spontaneous.
If the child touched the experimenter after the experimenter
said ”Where is my nose?”, the behaviour was classified as

prompted. A behaviour ended if the child stopped exhibiting
that behaviour or showed another behaviour, directly related
(for example, looking at KASPAR/looking at the experi-
menter). When the child exhibited behaviours that are not
specified in our list, they were not coded. For eye contact
turning away ended the behaviour. Turning back immediately
and making eye contact again counted as a new behaviour. To
ensure inter-rater reliability 10% of the videos were re-coded
by a second independent coder (Cohen’s kappa k = .63).

4) Comparison between pre- and post-test: When compar-
ing the pre- with the post-test, special attention was paid to
the time taken to accomplish the performance task. Some of
the children needed help to finish the task, but this help was
only provided when it was verified that the children were not
able to solve the performance task.

IV. RESULTS

The collected data from the questionnaires, the behavioural
analysis, and the comparison between pre- and post-test were
statistically analysed, and a descriptive evaluation was made
based on the structured interview.

A. Questionnaires
To determine how the responses of the teachers on the

written questionnaires matched for the same questions, we
examined the numerical differences between the responses to
the two sets of questionnaires, using a paired sample t-test.
We found that there were significant differences between the
two sets of data regarding the exploration of unknown objects
by the children using their hands (p = 0.033), and the verbal
identification of at least one part of the child’s body (p = .033).
In addition, we also discovered that there were significant
differences between the first and last session, for pointing to
at least one part of their body when asked to do so (p = .011),
and when identifying body parts in any way (p = 0.041).
As comments, teachers added that one child has changed
and that he is now able to listen and understand body parts.
Another child changed to being more focused compared with
his previous state and he was enjoying the body part activities
much more.

B. Structured Interview
The interviewed teacher had prior knowledge about the

robot’s functionalities. During the interview the teacher clas-
sified the following behaviours as improved:

• ”Child 1 held attention for a longer period of time”;
• ”When Child 3 touched KASPAR’s face, he was com-

pletely engaged with the robot. And he was touch-
ing KASPAR’s body parts and face, because he was
happy. KASPAR was definitely facilitating the interaction
between you [the experimenter] and Child 3, because
he wanted to engage with you [experimenter]. His eye
contact was just amazing.”;

• ”Child 5 was interacting, and I said previously I did not
see him interacting with someone, but today he and Child
1 spoke to each other. And I stopped the lesson, for them
to continue, because they were speaking to each other.”.
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C. Behavioural Analysis

To compare the data from the video analysis of the first and
the last session we used a paired sample t-test. As mentioned
above, one of the coded behaviours was the direction of the
eye gaze of the children when they were interacting with the
robot. We found significant differences, comparing the first
and the last session, for the children looking at KASPAR (p
= .001), at the experimenter (p = .004), and elsewhere (p =
.032). The results (Fig. 5) show, that the average time the
children looked at the robot decreased (75.04% - 51.01%),
at the experimenter increased (4.29% - 16.01%) and to no
particular place also increased (20.66% - 32.97%).

Figure 5. Percentage of eye gaze in the first and last session
of the Practice Phase

Comparing the Group A (High Functioning) with Group B
(Low Functioning), we found significant differences between
the average time Group B looked at KASPAR in the first
and in the last session (p = .048). There are no significant
differences between the average of time that Group B looked at
the experimenter or elsewhere. The average time the children
in Group B looked at the experimenter increased from 4.32%
to 15.3% group.

In Group A, we found significant differences in the average
time of looking at KASPAR (p = .025), at the experimenter
(p = .033), and looking elsewhere (p = .417), comparing the
first and the last session. The average time that the children
in Group A looked at the experimenter increased from 16.7%
to 49.4%.

Concerning the tactile interaction of the children in the
first and last session, there were no significant differences
of the number of times the children touched the robot or
the experimenter, gently (p = .281) or roughly (p = .381).
Despite having no significant differences when evaluating
tactile interaction, more than 90% of the times the children
touched the robot gently (Fig. 6).

We video coded the following behaviours: the children
following a pointing gesture with head movement of the
experimenter (following), the children pointing at something
with an index finger to attract the attention of the experimenter
(pointing), and the children imitating vocalisations or gestures
of KASPAR/experimenter (imitation). There are no significant
differences between the first and the last session in any of
the interaction parameters (pointing, following, and imitation).
The behaviours that were shown most were imitation and
pointing.

Regarding the success of the children while performing the

Figure 6. Percentage of gentle and rough touches during the
interaction with KASPAR in the first and last session of the
Practice Phase

proposed activities Figure 7 shows that the children managed
to complete Activity A more than 70% of the times in both the
first and the last session. There were no significant differences
between the first and the last session.

Figure 7. Percentage of Success of the Activity A in the first
and last session of the Practice Phase

D. Comparison between pre- and post-test

When comparing the pre- and post-test there were no
significant differences in the time children took to complete
the performance task (p = .365). The average time the children
took was 156 seconds in the pre-test and 124 seconds in post-
test. 75% of the children managed to perform the task in less
time in the post-test than in the pre-test.

V. DISCUSSION

We observed that from the first session with KASPAR to
the last, children directed their eye gaze increasingly less
towards KASPAR. Instead the time they spent looking at the
experimenter and at no particular place increased. The latter
can be explained with the familiarisation of the children with
the situation, but looking four times longer at the experimenter
can be interpreted as KASPAR successfully functioning as
social mediator. Comparing Group A and Group B, we found
that the results follow the trend of the entire group. Despite
the increase in time the children in Group B looked at the
experimenter, they did so only 15% of the time in the last
session. In Group A on the other hand this time increased up
to almost 50% of the last session. The difference between
the two groups show that children at the high functioning
end of the autistic spectrum are much more attentive to the
social partners face then children at the low functioning end. In
both groups this attentiveness seemed to have been promoted
by the activity with KASPAR. An increasing familiarity with
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the experimenter could be an alternative explanation of these
results, which nevertheless would be a desirable outcome of
the triadic interaction between the robot, the experimenter and
the child.

The fact that the difference between the first and the last
session regarding the tactile interaction of the children with
KASPAR was not significant, could have different reasons.
One explanation could be that all the children were even in
the first session gentle in more then 90% of their tactile inter-
actions. This by itself is interesting, since the teachers reported
that this initial gentleness was surprising to them. Based on
this descriptive quantitative data it is possible to argue that
the exposure of the children to the interactive situation with
KASPAR already induced a more careful behaviour. However
a more detailed evaluation of the tactile data from all sessions
is needed to understand how the children interact with the
robot.

Even without analysing quantitatively the number of times
that the children performed interaction behaviours (pointing,
following, and imitating), it is interesting to notice that imita-
tion is the most pronounced behaviour. Previous studies with
KASPAR [17] show that children on the high functioning end
of the spectrum are able to imitate KASPAR’s movements, and
that it was easier for them to imitate and understand the partial
movement of the body of KASPAR than the total movement
of IROMEC, a mobile robotic platform. This indicates that
KASPAR can be useful to facilitate interaction behaviours.

According to the data from the interview and the ques-
tionnaires some of the children that initially were not able
to identify any of the body parts on themselves, showed an
improvement on their knowledge. The teachers also indicated
that the children transferred some of the knowledge learned
during the sessions with KASPAR to the classroom. They gave
in general very positive feedback

VI. CONCLUSION AND FUTURE WORK

This paper presents a study in which children with autism
interacted with a humanoid robot. The children learned about
body parts and at the same time the robot was equipped to
respond accordingly to tactile interaction from the children.
We wanted to test whether the robot could facilitate the inter-
action between the child and another person in the experiment,
and to acquire knowledge about human body parts. Another
point of interest was to see if the robot could help children
with ASD to learn appropriate physical social engagement.
Our results show that from the first to the last session with
the robot, the children increased the time they looked at the
experimenter. An evaluation by teachers of the children shows,
that they improved the ability to identify parts of the their
body with their own hands. Additionally, some of the children
that initially were not able to identify any of the body parts
on themselves, showed an improvement of their knowledge. In
this paper we used a robot to enable the learning of body parts
by children with autism and due to the novelty of the topic, we
wanted to construct and test different scenarios in this respect.
A more detailed analysis of the data is still ongoing and will

enable with a better interpretation of the findings. Due to the
preliminary nature of the data analysis, no causal conclusions
can be drawn at this point. It is necessary to point out that it is,
due to the school environment design of the study, not possible
to exclude that any observed improvements could be due to
other activities at school or at home. Further research is needed
to confirm the extent in which the robot was instrumental in
causing these changes.
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Abstract—This paper presents findings from a HRI user-
study  which  investigated  participants'  perceptions  and 
experiences playing a simple version of  the classic game, 
stone-paper-scissors  with  a  humanoid  robot.  Participants 
experienced the robot displaying one of four different robot 
faces and interacted with the robots using a gesture-based 
interface. Findings from the study indicated that the effects 
of  the  different  robot  faces  were  inter-related  with 
participants  gender and ratings for  overall  enjoyment  of 
the game experience. The usability and effectiveness of the 
gesture-based  interface  were  overall  rated  positively  by 
participants, though the use of a separate display for the 
game  interface  seems  to  have  distracted  participants 
attention from the robot's face.

Keywords;  HRI,  Human-Robot-Interaction,  Gesture-
Based User Interface, Interactive Game Robot

I. INTRODUCTION 

Recent research aims towards developing robots for 
use  in  domestic,  office  or  other  human-oriented 
environments. These robots will interact with humans in 
these  environments  as  a  matter  of  course  and  should 
exhibit  behaviour  that  is  not  just  safe  and  socially 
acceptable  for  humans  in  the  vicinity,  but  should  also 
facilitate and enhance the usability of the robots.  Overall 
it  has  been  found  that  people  prefer  consistency,  in 
particular  regarding  robot  appearance,  capability  and 
functionality  [1][2].  The  judgement  of  consistency  of 
robot  appearance,  behaviour  and  function  is  subjective 
and it is likely that peoples' own idiosyncratic preferences 
and perceptions play a large role. However, some general 
characteristics  regarding  peoples  preferences  for  robots 
have been discovered. Most people do not like robots to 
have  realistic  human appearances  [3],  but prefer  some 
degree of human-likeness.  A sizeable minority strongly 
prefer  robots  with  non-human-like  (i.e.  machine-like) 
appearance [4][5]. It has been shown that people perceive 
human-likeness for robots as two main factors, physical-
likeness  and  expressive-likeness,  with  the  latter  (i.e. 
communication and interaction abilities) generally more 
desirable than physical human-likeness (i.e. appearance) 
[6]. Most people would prefer to interact with a robot by 
means of speech  [7][8] and many previous studies (e.g. 
[9][10][11]) have indicated that robot speech capabilities 
hold  much  promise  with  regards  to  Human  Robot 
Interaction  (HRI).  However,  speech  recognition 
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in collaboration with international artists, Anna Dumitriu 
and  Alex  May  [15].  These  venues  were  attended  by 
relatively large numbers of  people, which provided the 
opportunity  to  carry  out  survey-based  research  in 
conjunction  with  these  events  [6].  In  the  light  of  the 
findings,  technical  and  procedural  experience  gained 
from these events, it was decided to carry out a new HRI 
study to investigate in more depth some of the issues that 
had  arisen.  The  areas  chosen  for  further  investigation 
were: Peoples' perceptions  and reactions to different face 
displays  and  to  evaluate  a  newly  developed  Kinect 
gesture based user interface. This was to be achieved by 
playing  a  simple  interactive  game with the  robot.  The 
main research questions were:

1) Does the appearance of the robot's face display  
have any effects on users' perceptions or preferences for  
interacting with the robot?

2) Is the Kinect based gestural interface a feasible  
way for users to interact and control a robot.

Section  II  describes  the  robot  and  game  system, 
Section III the user study method, Section IV presents the 
results and Section V the Discussion and Conclusions.

II. CHARLY SYSTEM DESCRIPTION

CHARLY  has  a  simplified  human-like  appearance 
(humanoid) and scale, and was developed as part of the 
EU  funded  project  LIREC  (LIving  with  Robots  and 
intEractive  Companions).  CHARLY  is  designed  with 
easily  replaceable  head  and  body  covers  so  that  the 
robot's appearance may readily be changed to facilitate 
HRI research. CHARLY was developed using as many 
(low cost)  standard  parts  as  possible and  the arms  are 
primarily used for making expressive gestures. The body 
is mounted on two 'legs' and the robot can assume either a 
bending, crouching or sitting position. The robot body is 
mounted on a Pioneer 3AX mobile robot base [16]. 

1) CHARLY Server and Control
A  dedicated  Mini-PC  implements  a  simple  TC-IP 

based  server  which  allows  remote  client  programs  to 
connect over a local (wired or wireless) LAN to control 
the  robot.  Remote  clients  can  be  written  in  any 
programming  language  that  supports  IP  sockets.  The 
underlying  control  software  has  obstacle  detection  and 
avoidance  continuously  active  in  normal  use,  so 
CHARLY has  the  capability  to  move safely  in  people 
orientated  environments,  either  under  direct  control  or 
autonomously. 

2) Morphing Face Display System
A  Face  Morphing  display   system  was  developed 

when  CHARLY  was  previously  shown  at  the  “My 
Familiar  Companion”  art  exhibit [15].  This  used  a 
Microsoft Kinect camera mounted on the robot's chest to 
detect  and  isolate  the  faces  of  anyone  coming  within 
range. All the detected faces are combined into a single 
image  such  that  faces  closer  to  the  Kinect  have  more 
influence  over  the  resulting  image  than  ones  further 
away. The morphing face display program also acted as a 
client program for CHARLY and directly controlled the 
head  and  body  movements  for  the  “My  Familiar 
Companion” exhibit.

3) CHARLY Stone Scissors Paper Game
 For the current Study an Interactive Game program 

was developed which used the Kinect sensor to interpret 

users' gestures and implement a simple game based on 
Stone,  Paper,  Scissors.   This program ran concurrently 
with the Face  Morphing Program (only for  one of the 
experimental conditions, see Section  III) on CHARLY's 
laptop  PC  and  allowed  participants  to  interact  with 
CHARLY using only gestures.  

Initially it was planned to used CHARLY's hands to 
make appropriate gestures for Stone, paper or scissors, to 
use the Kinect to recognise hand gestures directly and to 
use  speech  to  provide  the  main  means  of  providing 
information to participants. However, though feasible in a 
quiet  lab  situation,  it  was  found not  robust  enough in 
noisy and dynamic public areas.  It was therefore decided 
to  use  a  second body-mounted  touch-pad  to  provide  a 
dedicated  display  where  the  game  progress  and  user 
interface was displayed (see Figure 3). Also, a method for 
controlling  the  game  and  robot  with  the  human 
participants' whole arm gestures was found to be much 
more  reliable  in  public  environments.  The  program 
interfaced  to the CHARLY Server and initiated simple 
pre-scripted  body,  head  and  arm  movements,  gestures 
and speech at appropriate points of the game.  

4) Game Interface and Description
The game interface is shown in Figure 3. The topmost 

part displays the current game score. The robot score is 
labelled as “Me” and the user score is labelled as “You”. 
The  middle  area,  also  labelled  as  “Me”,  displays  an 
image  of  the  robot's  selection.  During  the  game,  this 
image changed randomly over time giving the user a clue 
as to which option the robot will choose. The bottom area 
has three buttons that allow the user to select rock, paper 
or scissors. This area is labelled as “You”. Each button 
has an image of the hand gesture for scissors, paper and 
rock as used in the real game. The user makes a choice by 
moving their (left or right) arm up and down (Figure  4) 
then  pushing  their  hand  forward  when  their  desired 
choice  icon  is  highlighted  (Figure  5).  When  the  user 
makes  a  selection,  the  image  freezes  to  indicate  the 
robot's  choice.  A  complete  game  session  consisted  of 
three rounds, each of  three individual games.  The first 
player (robot or participant) to win two individual games 
in a round wins the round. The first to win two rounds 
wins  the  game.  A  complete  game  of  three  rounds 
typically lasted from 5 to 10 minutes. Depending on who 
won the game, the robot said “I won the game” or “You 
won the game” and either waved its arms in the air or 
adopted a head down posture respectively. 

B. CHARLY Face Displays

The robot used four different face displays during the 
interactive game sessions.  Each participant experienced 
only one face display from: Simple static face - A simple 
black  and  white,  cartoon-like  face  constructed  from 
ellipses and straight lines (Figure 6). Morphing user face  
display - The face display slowly changed to an image of 
the face of the the interacting person (see Figure  7 and 
section  II.A.2 for more details).  A fixed image of a real  
robot face - This robot face image was from a robot head 
we  had  used  previously  for  live  HRI  studies  [17][18] 
(Figure 8a). Simple cartoon-like expressive face -  Three 
simple cartoon-like faces,  constructed from ellipses and 
straight  lines,  formed  simple  'expressions'  which 
predicted the  game intention of the robot (Figure 8b-c). 
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III. EXPERIMENTAL SET-UP AND PROCEDURE

The study ran for 2 weeks in late November 2011 and 
was  performed  in  the  foyer  area  of  the  University  of 
Hertfordshire  Learning  Resources  Centre  (LRC).  The 
LRC  is  open  to  students  and  staff  working  at  the 
University and provides open access to research, library, 
computing resources  and  social  areas.  A high  level  of 
casual  and  passing foot  traffic  occurs  within the foyer 
area  and  this  provided  a  potentially  large  number  of 
participants for taking part in the Interactive Game Study 
(IGS). CHARLY was set-up at one end of the entrance 
foyer area,  with the robot operator,  control and support 
equipment partially obscured by screens (see Figure 2). A 
separate  desktop  computer  ran  a  browser-based 
questionnaire to obtain participants' views on their IGS 
experience.  Brief  descriptions  of  the  questions  are 
provided  in  the  following  section  IV along  with  the 
questionnaire  results  and  analyses.  The  experimental 
procedure was as follows:
1. Any passers-by that showed interest in the robot and 

game, were asked if they wanted to play a game with 
the robot. If the answer was positive, they were then 
asked for consent to take part in the study. Note, if 
they  only  wanted  to  play  the  game,  this  was 
acceptable. If they consented to take part in the study, 
they were asked to sign a consent form to allow data 
and/or video recordings to be collected and used for 
subsequent research purposes.

2. The  game  was  described  and  the  gesture-based 
interface was shown to them. After a short practice, 
the  game  was  restarted  and  up  three  rounds  were 
played.  Many participants did not complete a full 
three rounds, either because a winner was declared 
after two rounds, or the participant wanted to finish. 

3. The participant was then directed to the questionnaire 
computer  and  left  to  complete  the  online 
questionnaire. An experimenter was on hand in case 
of any difficulties with using the software, but did not 
lead or direct their responses to the questions.  

IV. RESULTS

The  questionnaire  was  divided  into  the  following 
categories:

Demographic – Age, gender, occupation, handedness, 
robot  computer   and  games  experience,  and  Kinect 
(xbox) experience. The total number of participants was 
80, 54 males  (68%), 26 females (32%) and 7 (8%) were 
left handed. Their ages ranged from 17 to 60 (mean = 
27),  40 (50%) were  quite or very familiar with computer 

games but only 12 (15%) rated themselves as familiar 
with (toy or service) robots.  57 (71%) had not used a 
Kinect before.

Game Experience – Enjoy overall, like playing with 
CHARLY, who won?,  like winning/losing,  play  again, 
understand  game,  game  difficulty,  like  CHARLY  as 
game partner and like game interface. 

CHARLY specific –  Overall  appearance,  looking at, 
pleasing,  comfort,  distraction,  difficulty  focusing  on 
game. Face;   like,  annoy, prefer  another? Voice;   like, 
like talking?

A. Principal Component Analysis (PCA): Global 
Liking, Face Type and Demographics. 

In order to categorise the response data,  a series of 
PCA analyses were run. Variables loading less than .5 on 
any given factor were removed as part of the analyses. 
The predictors of Global Evaluation were assessed using 
a stepwise multiple regression. The variables entered into 
the  initial  model  were:  Gender,  Age,  Familiarity  with 
Robots,  Familiarity  with  the  Xbox  Kinect,  Familiarity 
with  Computer  Games,  Familiarity  with  Rock,  Paper, 
Scissors  Game,  Face  type (Simple Static  Face,  Simple 
Expressive Face, User Face and Robot Face). The final 
analyses are reported here:

1) Global Evaluation of the Experience
The PCA on the variables intended to investigate a 

general (global) evaluation of the interaction as a whole 
found a unidimensional construct, formed of three factors 

Figure 3. Stone-paper-scissors game interface when the user is 
being tracked and selecting paper

Figure 4. The three areas related to the user's body where a detected 
hand is associated with the selection of one of the three buttons of the 

game
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which had an eigenvalue of 2.22 and explained 73% of 
the variance.  Table 1 provides the factor loadings and the 
variables are presented below:

Table 1: PCA of the Global Experience Evaluation Variables

Variable Factor Loading

How was your experience of playing the game with 
CHARLY? 

.87

Did you like playing with CHARLY? .88

If you had the Opportunity, would you like to play 
with CHARLY again?

.83

2) Game Usability

Table 2: PCA of the Robot Evaluation variables 

Variable General Voice Distraction

Did you like CHARLY’s 
General Appearance?

.825 .050 .083

Did you find it pleasing looking 
at CHARLY ? 

.839 .284 .076

CHARLY distracted me from 
the game 

.119 .029 .828

CHARLY made it difficult to 
focus 

.010 .215 .800

Did you like CHARLY’s face? .767 .300 .116

I liked CHARLY’s Voice .015 .853 .057

Felt good talking with 
CHARLY

.123 .843 .105

Did you feel comfortable 
looking at CHARLY?

.638 .267 .360

The PCA on the variables intended to investigate the
usability  aspects  of  the  game  itself  found  a

unidimensional construct formed of three variables which 
had  an  eigenvalue  of  1.69  and  explained  57%  of  the 
variance as follows:

Table 3: PCA of the Robot Evaluation Variables

Variable Factor Loading

Did you find it difficult to play the game? .75

Did you like the interface of the game? .65

Did you find it difficult to understand the game? .84

3) Robot Evaluation.
The PCA on the variables intended to investigate the 

views of the robot in the interaction (Table 2) found three 
factors.  The first  factor  had an eigenvalue of  2.63 and 
explained  33% of  the  variance.  It  was  named General 
Robot  Evaluation  and  is  described  below  in  terms  of 
factor  loadings.  The  Second  Factor  was  named  Robot 
Voice  Evaluation  with  an  eigenvalue  of  1.77  and 
accounted for 22% of the variance. The Third Factor was 
named Robot Distraction with an eigenvalue of 1.24 and 
accounted for 16% of the variance. In total these three 
factors accounted for 70.5% of the variance.

B. Significant differences for the four face display 
conditions

There was no significant relationship between success at 
the  game  and  the  face  display  conditions  (χ2(3)=2.10, 
p=.553), and also no relationship between success at the 
game and any of the Global, Game or Robot Measures.

 
 
 
 
 
 
 
 
 
 

Figure 5. Schema of the movement necessary to press the 
scissors button

Figure 7. The Morphing User face 
display

Figure 6. The Simple Static 
cartoon-like robot face display
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than female participants and the opposite is true of the 
other display types. The effect was most pronounced for 
the Simple Expressive and the User Faces.

Table 4: ANOVA indicated significant differences between the four 
face conditions and participants' enjoyment of the interactive game 

experience (F(3,75=2.775, p=.047)

Group N Mean Std Error

Simple Face 22 4.46 0.13

User Face 23 4.30 0.14

Robot Face 23 4.16 0.13

Expressive 
Face

12 3.86 0.22

There  was no significant  relationship between Face 
Display Condition along the other measures. There was, 
however a significant main effect for for Gender and the 
General  Robot  Evaluation  measure  (F(1,72)=4.27, 
p=.042).  This  effect  suggested  that  female  participants 
were more likely to rate the robot more positively along 
this dimension. The results also suggested that  overall, 
participants rated the interaction positively.

C. Relationship between Prior Use of the Kinect 
Interface and Measurements.

There was no relationship between Prior Use of the 
Kinect  and  the  Evaluation  measures  (F(1,  77)<.010, 
p>.99, η2<.001) and no relationship between Prior Use of 
the Kinect and Success at the Game.  In fact, there was a 
non-significant  trend  in  which  participants  with  no 
experience  of  the  Kinect  were  more likely  to  succeed 
(χ2(1)=.522, p=.470). 

Table 5: Correlation Matrix for Evaluation Measures

Measure Global Game Robot 
General 

Robot 
Voice

Robot 
Distract

Global 1

Game .197* 1

Robot 
General

.254** .380** 1

Robot 
Voice

.191 -.039 .088 1

Robot 
Distract

.104 -.287** .171 -.141

Note: *p<.01, **p<.05

This combined with the overall high scores given for 
Evaluation,  suggest  that  the  gestural  interface  was 
suitable for a wide section of participants, not just those 
accustomed to such interfaces from previous use. 

D. Correlations between the Measures

The  different  measures  were  correlated  using 
Pearson's r, and the results are presented in Table 5 which 
suggests that  there  are results  approaching  significance 
between  Global  Evaluation,  Game  Evaluation  and  the 
General  Robot  Evaluation  measures.  In  addition,  the 
Distraction measure was negatively correlated  with the 
Game Evaluation.

V. DISCUSSION AND CONCLUSION

Regarding the first research question: While there was 
a difference between the Face Display conditions in terms 
of Global Evaluation, post-hoc tests found that this was 
caused  by  the  sample  as  a  whole  rating  the  simple 
expressive display less favourably than the other displays.

 Significant  gender  differences  in  the  sample  were 
found,  with  female  participants  being  more  positively 
inclined  towards  the  Expressive,  Robot  and  User  Face 
conditions than the male participants. This  suggests that 
male participants overall preferred a simple, unchanging 
face  display,  while  female  participants  were  more 
positive  towards  a  richer,  more  dynamic  display.  This 
finding echoes those from  [19] where male participants 
had a tendency to prefer robot behaviours that facilitated 
the  explicit  goal  of  the  interaction,  while  female 
participants attached more value to the more social and 
intrinsically  rewarding  aspects  of  the  interaction.  This 
also mirrors results found in [20] where female players of 
games seemed to value the non-competitive aspects  of 
computer-mediated  games  in  comparison  with  male 
players. Also, the female participants may have been able 
to process the richer facial displays more efficiently than 
male  participants  as  found  in  [21].  This  suggests  that 
while some participants found it problematic to deal with 
split  attention in such interactions,  the use of  rich and 
dynamic face displays will still be evaluated. However, 
the  simple  expressive  face  which  predicted  the  robot's 
next game move was not highly rated by participants, and 
it is therefore likely that they were so concentrated on the 
game display, that they did not pay much attention to the 
face  display.  The  problem  of  split  attention  has  been 
remarked upon in some previous studies [22][23][24] and 
these findings seem to reflect a similar phenomenon.

For  the  second  research  question  the  data  supports 
using  the  Kinect  based  gestural  interface  as  a  feasible 
way to interact and control the robot. Although half the 
participant  sample  had  previous  computer  game 
experience, most had no previous experience of playing a 
Kinect-based (computer) game. Even though participants' 
interaction time was typically less than 10 minutes, their 
ratings for usability were relatively high irrespective of 
their previous experience of the Kinect interface.

This  study  has  shown that  there  are  differences  in 
how  participants  evaluate  the  use  of  a  robot.  It  has 
highlighted the trade-off in the current  system between 
the potential  problem of split  attention with competing 
sources  of  expressive  and  game  task  feedback. 
Differences  were  found  between  male  and  female 
perceptions'  of  the  interaction;  game  interaction  and 

Figure 9. Interaction Effect for Gender and Face Display Conditions 
in terms of global evaluation.
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control,  versus  the  intrinsic  reward  of  a  richer,  more 
dynamic  face  display.  Future  work  should  address  the 
issues of incorporating a gestural interface integrated with 
social feedback mechanisms in a more seamless manner 
for service robots in human-oriented environments.
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Abstract—Social interactive robots require sophisticated per-
ception abilities to behave and interact in a natural way. The
proper perception of their human interaction partners plays
a crucial role. The reduction of the false positive rate for
human detection is very important for increasing the natural
interaction abilities. This paper presents a combined method
using RGB data as well as depth information to find humans
in the robot’s surrounding. To track a person over time a
Kalman filter is applied, which also reduces the processing
time. Furthermore, a head pose estimation on the basis of
Support Vector Machines is integrated, which can be used to
perceive nonverbal expressive cues like nodding. The proposed
method is tested in various experiments.

Keywords-social robots; perception; human-robot interac-
tion;

I. INTRODUCTION

Inspired by an ever older growing population in recent
years the development of service and assistance systems for
applications like elderly care, nursery, or entertainment and
edutainment gained an enormous importance in the field of
robotics. Therefore, they need special interaction capabilities
that enable socially acceptable behavior. The University of
Kaiserslautern is developing a humanoid robot ROMAN for
investigating social human-robot interaction, Figure 1. Its
control architecture is realized based on psychological prin-
ciples to enable intrinsic motivation to fulfill specific tasks
as well as emotional reactions depending on the progress of
the current interaction [1]. To test and evaluate the behavior
of the robot, it has been enabled to handle various interaction
scenarios.

Interactive robots need the ability to realize complex
combinations of speech, gestures, facial expressions, and
body poses. One of the main aspects for the realization
of human-robot interaction scenarios is a stable perception
of the human interaction partners. The challenging task of
the perception system is to analyze and understand sensors
data. One of the most important sensors to fulfill this task
is the vision system, which provides a large data stream.
The interactive robot has to analyze this stream of data
to understand the surrounding environment as well as the
interaction partner. Starting with face detection, the present
work proposes head pose detection and a tracking using
RGB and depth information. There are many challenges in
finding faces in a stream of images due to the variation

Figure 1: The humanoid robot ROMAN of the University of
Kaiserslautern playing a question-answer game.

in scale and orientation, pose, facial expressions, and light
conditions [2]. Most of the research works focused on using
two-dimensional images. Because of the limitations of the
2D features to describe the reality, the faces detected using
only RGB images do not always represent real faces.

In recent years, most researchers focused on face detection
using depth information. Niese et al. [3] have applied a
model-based matching for the study of facial features and
the description of their dynamic changes in image sequences.
Their face detection is based on color driven clustering of
3D points derived from stereo image sequences. The face
detection and normalization method consists of six steps. In
the first step they calibrate the stereo camera. In the second
step they generate a surface model of the individual face
from an active stereo scan and save it in the database. In
the third step, they process sequentially the stereo image
sequence with a passive stereo algorithm. The fourth step
localizes and post processes the face with help of 3D and
color information. In the fifth step, they determine the face
pose on the basis of an Iterative Closest Point algorithm
(ICP) that finds the matching between the calculated surface
model from the database and the post-processed data from
stereo data. The last step creates a synthetic image of the
face in frontal pose and standardized size. Burgin et al. [4]
believe that face in video stream can be made more efficient
by tracking the detected face. This fact minimizes the search
space in each frame by searching only a local neighborhood
around faces found in previous frames. They also utilize the
depth of each pixel to calculate the possible size of the face
centered on the pixel. They restrict their search for the faces
of specific size in each depth. Lu Xia et al. [5] proposed
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a method for human detection using depth information by
Kinect. Their method is a model based approach. It detects
humans using a 2D head contour model and a 3D head
surface model. They proposed a segmentation scheme to
discriminate the human from the background. They used a
two-stage head detection process. The first stage explores the
boundary information to locate the candidate region that may
contain a human. In this stage they used 2D chamfer distance
matching. This matching scheme scans the whole image to
give the possible regions that may contain a human. These
regions are then examined using a 3D head model using
the relational depth information of the array for verification.
The parameters of the head are then extracted from the depth
array and used to build a 3D head model. The second stage
matches the 3D model against all the detected regions to
make a final estimation. They have also developed a region
growing algorithm to find the entire body of the human.

An overview of different approaches for head pose es-
timation can be found in [6]. These approaches can be
categorized depending on the type of data they used. Most
research focused on using 2D images, while some of them
focused on using depth information.

Seemann et al. [7] have proposed a neural network-based
system using depth information. They have used a variation
of color-based face detection techniques in addition to the
depth information for fast and reliable face detection. They
have used a three layers feed-forward neural network trained
by back-propagation algorithm on a depth information ob-
tained by the stereo camera.

Breitenstein et al. [8] have presented a real-time algorithm
to estimate the 3D pose of a previously unseen face from
a single range image. They have generated an average 3D
face model from the mean of an eigenvalue decomposition
of laser scans of 138 adults. They start with finding the
nose tip and its orientation to roughly estimate the head
pose. They used a 3D shape signature which is computed
for each pixel to identify noses. The 3D positions and mean
orientations of the nose candidate pixels form a set of head
pose hypotheses. They used an error function in evaluation
the alignment of reference pose range images and the input
range image to estimate the pose. This process is performed
in parallel on the GPU.

Fanelli et al. [9] have proposed a real time head estimation
with random regression forests using depth data. Their train-
ing examples consist of range images of faces annotated with
3D nose location and head rotation angles. They assumed
that the head has been already detected in an image. They
constructed each tree of the forest from a set of fixed size
patches randomly sampled from the training examples. Each
patch consists of the extracted visual features associated with
the pose parameters of that patch.

This paper presents an approach using depth information
to overcome the problem of inaccuracy in human perception.
The depth information is used in addition to RGB images to

verify the detected faces – e.g. it can be distinguished from
a photo. This improves the detection process by decreasing
the false positive rate. The Kalman filter is used for face
tracking as well as for decreasing the process time of the
face detection. It predicts the position of the face in the
next frame to reduce the search space. The goal of the face
detection and tracking process is to follow the human face
and record its movements to determine the persons emotion
state.

The remainder of this paper is organized as follows:
In Section II some of related concepts will be presented.
Section III provides more detailed information on the imple-
mentation of the proposed system. Some experiments will
be presented in Section IV. In Section V a conclusion and
future work will be discussed.

II. CONCEPT

In addition to its cameras, a humanoid robot usually
has multiple sensors especially those that provide depth
information. These additional sensors can be used to make
the detection of human beings, and by doing so also the
interaction, more efficient and more accurate. This paper
presents an approach using depth information in addition
to the RGB images to perceive the interaction partner by
detecting his/her face position, orientation, and movements.

A. Face Detection

One of the essential skills of the robot interacting with
humans is face detection. In computer vision terms, the face
detection task is not easy even though that humans can do it
effortlessly [10]. The goal of face detection is to determine
whether or not there are any faces in a given image, and if
present, returns the location and size of each face [2]. It is a
very challenging task for the robots, and has been one of the
most studied research topics in the past few decades. The
difficulty associated with face detection can be attributed to
many variations in scale, location, orientation, pose, facial
expression, lighting conditions, occlusions, etc. A faster and
more reliable face detection process is a basic condition for
proper human-robot interaction.

The face detection field has made significant progress
in the last 20 years. One of the most important works in
this field is the novel work of Viola and Jones [11]. Most
of the face detection approaches have focused on the use
of two-dimensional images without any additional informa-
tion [2][10]. The additional sensors found in most robots
such as depth information sensor can provide additional
information that the robot can use in efficient and accurate
face detection [4]. Depth information has several advantages
over 2D intensity images. It is simple representations of 3D
information in addition to its robustness to the change in
color and illumination [5].

The present paper uses the RGB image and depth infor-
mation provided by Kinect sensor. The detection process
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is accomplished in two stages. The first stage uses Haar
cascade classifier to detect faces (candidate faces) in 2D
image. The second stage takes the candidate faces detected
by the first stage and uses depth information to verify if they
are really faces or not.

B. Head Pose Estimation
In addition to speech, people have the ability of interacting

nonverbally using different aspects. One of these nonverbal
aspects is the human head movement. Humans have the abil-
ity of interpreting these movements quickly and effortlessly,
while it is regarded as a difficult challenge in computer
systems and robotics. Detecting the human head movement
requires estimating the head pose (position and orientation)
over the time. In a computer vision context, the process of
detecting the pose of a human head from digital imagery
is called head pose estimation. In order to build a robust
human-robot interaction system, a robust and reliable head
pose estimation algorithm is needed.

In addition to the sensitivity to illumination, the head pose
estimation in 2D images suffer from the lack of features due
to occlusion (in some poses) [8]. The depth information is
used in the last years and it displayed encouraging results.
The present paper uses the depth information in head pose
estimation. Three Support Vector Machines (SVMs) for
regression are trained to detect the pose angles (pitch, yaw
and roll). After detecting the face position, the pose estimator
applies the depth features of the face to the SVMs to estimate
the pose.

C. Face Tracking
The face tracking is another important aspect of human-

robot interaction in order for designing a robust interaction.
In this paper, the Kalman filter [12] is used for face tracking.
The kalman filter also used to speed up the face detection
process and to give more confidence to the pose estimation.
The prediction of the face position, size and orientation in
the next frame enable us to search within a specific area of
the frame. This reduces the detection time tremendously.

The Kalman filter is an algorithm which uses a series of
measurements observed over time and produces estimates
of unknown variable. The motion state of the face can be
formulated by the following state model:

xk = Fxk−1 +Buk + wk (1)

Where
• xk is the state vector in time k.
• F is the state transition which is applied to the previous

state xk−1.
• B is the control input model which is applied to control

vector uk.
• wk is the process noise.
At the time k, a measurement zk of the state xk is

calculated according to the following model:

zk = Hkxk + vk (2)

Where
• zk is the observation (measurement) vector.
• Hk is the observation model which maps the true state

space into the observed space.
• vk is the observation noise.

Based on the above two models, the state vector along with
its covariance matrix can be updated to predict the next
position and orientation of the face.

III. IMPLEMENTATION

The perception of human using 2D images encounters
serious problems because its sensitivity to illumination and
shadow. The recent 3D acquisition systems could help
overcoming these problems. Schmitz and Berns [13] have
suggested a communication partner model. They have used
auditory and visual perception system. The present paper
proposes a robust visual perception system for human-
robot interaction using depth information. The system uses
depth information in addition to the standard 2D images
in perceiving the partner. The system uses Kalman filter to
track the face position and orientation to keep eye contact
as well as reducing the calculation time. An overview of the
system modules is depicted in Figure 2.

In training phase, a large database of 15K, 640x480 range
images of faces for 20 persons has been used [9].

Figure 2: The proposed system block diagram.

A. Face Detection

The face detected by Haar cascade classifier does not
always represent a real face. This is because that this method
uses 2D features that can be found in any variations of
intensities (colors) that may similar to a human face. Also it
detects each face in a picture as a real face what represent
a problem at the level of human-robot interaction. This
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problem can be overcome using depth information. The faces
detected using cascade classifier can be checked again to
determine if they are really faces or not. This can improve
the detection process by decreasing the false positive rate.

In this paper, the 2D detection module uses multi-
appearance cascade classifier to detect the face. Then the
3D detection module verifies the detected faces and decides
which of these candidate faces are real faces and which are
not. In this context, the detected face using the cascade clas-
sifier referred to as candidate face. The input of this module
is a list of candidate faces with their positions. Its output is
a list of detected faces with less false positive rate. The
verification process examines each of the candidate faces.
The corresponding depth information of each candidate face
is used rather than the RGB information.

The candidate face is simply rejected if it doesn’t meet
one of the following criteria:

1) The relation between the depth (the distance from the
face to the camera) and the face size must be governed
by the following equation as presented by [5].

h = p1.z
3 + p2.z

2 + p3.z + p4 (3)

Where
• z is the depth of the center of the face,
• h is the size of the face,
• p1 = −1.3835× 10−9

• p2 = 1.8435× 10−5

• p3 = −0.091403
• p4 = 189.38

If the candidate face doesn’t satisfy the above formula
then the face will be rejected and considered as not
real.

2) The candidate face must have a reasonable depth to
be a real face. The low depth or high depth face may
represent a picture of a face or a color variation in the
image. The face depth is calculated as the difference
between the maximum and minimum distances after
removing the outliers.

facedepth = max depth−min depth (4)

If the depth of a candidate face is less than a predefined
threshold or greater than a predefined threshold then
the face is rejected and considered as not real.

3) The face must not be included in another face. If there
is such case, then the face nearest to the criterion 1 is
regarded and the other is omitted.

B. Head Pose Estimation

Head pose estimation is an essential skill that is needed
in human behavior analysis. Estimating a head pose using
depth information has shown very reasonable results. The
proposed work uses depth information in head pose estima-
tion.

Three SVMs for regression [14] are used as head pose
estimators for the three angles pitch, yaw and roll. These
SVMs are trained to find the pose angles from a set of depth
features. These features are calculated after normalizing the
depth information of the face. By dividing the face into set
of rows and columns and omitting the borders, these features
are the average depths of the regions lie on these rows and
columns.

After calculating the depth features of the face, the Prin-
cipal Component Analysis (PCA) is performed to find the
most important features. This process reduces the problem
dimensionality and speeds up the training of SVMs. Then
the SVMs are trained using the resulting features from the
PCA.

When a new face is applied, the depth features of the face
are calculated and the most important features are derived
using the eigenvectors to be supplied to the SVMs.

C. Face Tracking

Human face tracking is important aspect in order of
natural interaction. A Kalman filter is used for human face
tracking. It also decreases the process time of face detection.
It predicts the position and orientation of the face in the next
frame to reduce the search space. It uses twelve variables as
state vector components. The six variables (x, y, z, pitch, yaw
and roll) represent the face position in 3D space and three
orientation angles. The other six variables are the velocities
(vx, vy, vz, vpitch, vyaw and vroll). The (x,y) point is used to
determine the position of the face in the next frame whereas
the z value (depth) is used to determine the estimated face
size according to equation 3. Depending on the face position
and size in the next frame, a Region Of Interest (ROI) is
determined to reduce the search space. The ROI will be
searched to detect the face in the next frame rather than the
whole frame. This will reduce detection time tremendously.
The position of the ROI is centered on the position of the
face in the next frame. While the size of the ROI is calculated
by multiplying the face size by some factor to ensure that
the whole face is located within the ROI.

To find a suitable face size factor for the tracking al-
gorithm, empirical studies have been conducted. Figure 3
shows the relation between the number of frames per second
and the face size factor for each depth. Figure 4 shows the
optimal face size factor for each depth. The linear equation
we get from the experiments is:

factor = 0.00053× depth+ 0.8667 (5)

Algorithm 1 shows the process of detection, pose estimat-
ing and tracking faces.

IV. EXPERIMENTS

To evaluate the proposed system different experiments
have been conducted. These experiments proved reliability
within distance range 1-4 meters.
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Algorithm 1 Face Detection, Head Pose Estimation and
Tracking

Initialize Kalman Filter;
Set the Region Of Interest (ROI) as the whole frame ;
for each frame from the sensor (RGB and Depth) do

Detect Face in the ROI using Cascade Classifier (RGB);
Get a list of candidate faces positions (x,y) and sizes;
Verify the detected faces using depth information (z);
Get a list of the real faces positions and the depth
(x,y,z);
if there is real faces then

Report the existence of a human face at the position
(x,y,z);
Estimate the head pose;
Record the head pose information;
Use the current position (x,y,z) and the current pose
(pitch,yaw,roll) as the state variables in Kalman filter;
Predict the next position of the face (x′,y′,z′) and the
next pose (pitch′,yaw′,roll′);
Get the face size in the next frame from the value of
z′ using equation 3;
Set the position of the ROI position (x′,y′) in the
next frame;
Calculate the face size factor from equation 5;
Set the size of the ROI as
(facesize ∗ facesizefactor);

else
Move the robot’s head to search for a face depending
on the last position of the face and the motion
direction;
Set the ROI as the whole frame;

end if
end for

Figure 3: The relation between the frames per second and
the face size factor.

Experiment 1

In order to assess the proposed face detector, a real-
time stream of data from Kinect sensor with resolution of
640x480 has been examined. The experiment has shown
that the false positive rate of the proposed method is lower
than using only 2D data as depicted in Figure 5. The

Figure 4: The optimal face size factor for each depth.

cascade classifier scans the entire image searching about
faces with many scales as a first stage. The second stage
does not need to rescan the entire image. It only examines
the detected faces from the previous stage. Consequently,
the time needed to examine faces in the second stage is not
noticeable. The detected faces were in a rate of 5 frames
per second. The experiment has also shown that the Haar
cascade classifier influences the perception system especially
in the bad lighting conditions.

(a) candidate faces = 6 (b) real faces = 2

Figure 5: 2D vs. 3D face detection

Experiment 2

This experiment is to compare the proposed head pose
estimation with other work. ETH Face Pose Range Image
Data Set [8] has been used for comparison. It contains over
10K range images of 20 peoples in many different poses.
The head pose ranges cover about ±90◦ yaw and ±45◦ pitch
rotations. The parameters of the three SVMs are different.
Some of them are set by conducting some experiments.
The experiments have shown precise and fast responses.
Table I compares the results of the proposed head pose
estimator with two other methods. It shows the mean and
standard deviation of the pose estimation errors in addition
to the percentage of correctly classified poses based on 10◦

threshold.

Table I: Comparison of the proposed head pose estimation
method with [8] and [9]

Yaw error Pitch error Pose Estimation
mean/stdev mean/stdev Accuracy

The proposed method 3.7/3.4◦ 2.6/3.0◦ 94.9%
Fanelli et al. 5.7/15.2◦ 5.1/4.9◦ 90.4%
Breitenstein et al. 6.1/10.3◦ 4.2/3.9◦ 80.8%
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Experiment 3
This experiment demonstrate the use of Kalman filter

in human tracking. It reduces the processing time tremen-
dously. Figure 6 shows the processing time with and without
tracking. It has shown a processing speed average of 17
frames per second compared to 5 frames per second without
tracking. Using the depth in the state variables of Kalman
filter overcomes the problem of tracking two persons when
they cross each other. Also tracking the head pose increases
the estimation confidence.

Figure 6: Processing time

V. CONCLUSION AND FUTURE WORK

Social interactive robot require stable method for detect-
ing interaction partners. For natural interactive behavior it
is important to minimize the false positive rate of these
algorithms. The paper presented an approach using a combi-
nation of RGB images and depth information to improve the
human detection. Besides the pure perception the presented
approach also provides a possibility to determine the pose of
the head using the 3D information. For tracking a person’s
face over time a Kalman filter has been added, which also
reduces the processing time of the proposed algorithm. This
also enables to detect nonverbal cues like shaking the head
or nodding. The developed approach has been evaluated in
an interactive game scenario.

The next steps in this context will be to include further
experiments to evaluate the quality of the developed system
and its application for human-robot interaction. Furthermore,
the system should be extended in a way that facial expres-
sions as well as body postures of the interaction partners
can be evaluated to gather information on the interaction
partners emotional state. Other nonverbal expressions like
conciously performed gestures should be also recognized in
order to improve the robot’s interactive capabilities.
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Abstract— This work is part of an ongoing work for sign 

language tutoring with imitation based turn-taking and 

interaction games (iSign) with humanoid robots and children 

with communication impairments. The paper focuses on the 

extension of the game, mainly for children with autism. Autism 

Spectrum Disorder (ASD) involves communication 

impairments, limited social interaction, and limited 

imagination. Many such children show interest in robots and 

find them engaging. Robots can facilitate social interaction 

between the child and teacher. In this work, a Nao H25 

Humanoid robot assisted the human teacher to teach some 

signs and basic upper torso actions which were observed and 

imitated by the participants. Kinect camera based system was 

used to recognize the signs and other actions, and the robot 

gave visual and audial feedback to the participants based on 

the performance.  

Keywords-Human-robot interaction; autism; imitation 

games; sign language 

I.  INTRODUCTION 

Communication is a vital requirement for human life.     
Language acquisition is an extremely crucial process for 
brain development and intelligence. Sign Language (SL) is 
an alternative way of communication for hearing impaired or 
autistic children who cannot communicate verbally. Sign 
Language is a visual language that is based on upper body 
movements (including hands, fingers, arms, upper torso, 
head and neck) and facial gestures. There are studies on 
visual recognition of sign language, and sign language 
tutoring with 2-D visual aids to hearing impaired people [1-
6]. Also several robots and robotic hands were utilized to 
implement sign language [7-8]. In the studies [9-11] visual 
games are employed for sign language tutoring.  

The studies introduced in this paper have been realized as 
part of an on-going research, which aims to utilize humanoid 
robots for assisting sign language tutoring due the lack of 
sufficient educational material. Also in terms of children’s 
sign language education 2-D instructional tools are found to 
be incompetent.  Therefore using humanoid robots as an 
assistive tool in sign language tutoring for children will be 
very beneficial. In the proposed system, it is intended that a 
child-sized humanoid robot is going to perform and 
recognize various elementary signs (currently basic upper 
torso gestures and words from sign languages) so as to assist 
teaching these signs to children with communication 
problems. This will be achieved through interaction games 
based on non-verbal communication, turn-taking and 
imitation that are designed specifically for robot and child to 

play together. We have used imitation based non-verbal 
interaction games with humanoid robots successfully with 
children and adults previously in [12-16]. 

Currently, American Sign Language (ASL) and Turkish 
Sign Language (TSL) are being implemented and tested 
within the project.   

In the first versions of the game, the robot was telling a 
short story verbally and through the story for some selected 
words, the robot was able to express word in the SL among a 
set of chosen words using hand movements, body and face 
gestures and having comprehended the word, the child was 
encouraged to give relevant feedback in SL or visually to the 
robot (using a colored card visualizing the word), according 
to the context of the game. The games were demonstrated 
with more than 100 preschool children with hearing ability 
and 7 preschool children from Special School for Hearing 
Impaired Children [17-22] (game demo videos: 
http://humanoid.ce.itu.edu.tr/). 

The current paper summarizes the attempt to extend this 
study to autistic children as a part of a PhD course entitled as 
Autism and Computational Aspects, which aims to bring 
researchers in computer science and robotics with non-
engineer experts from psychology, neurology, speech 
therapy, and autism therapists, to train students who want to 
work in this field, and for a long term brain storming event 
on possible computational solutions that can be used within 
autism therapy (recognition of autism and other related 
issues were not included in the course schedule due to time 
limitations). This paper presents one of the projects which 
are produced as an output of this collaboration, and it is 
planned to use the system and the game in the collaborative 
special schools on autism.  Autism Spectrum Disorder 
(ASD) involves communication impairments, limited social 
interaction, and limited imagination. Researchers are 
interested in using robots in treating children with ASD [23-
27]. Many such children show interest in robots and find 
them engaging. Robots can facilitate interaction between the 
child and teacher. Every child with autism has different 
needs. Robot behavior needs to be changed to accommodate 
individual children's needs and as each individual child 
makes progress. 

The game will be based on the visual cards, the cards will 
be shown to the robot to select among several signs from 
ASL and basic upper torso motion (hands side, forward, up 
etc.) Then the robot will perform the sign and wait for the 
child to imitate. The imitated action will be evaluated using 
an RGB-D camera (Kinect) and robot will give a motivating 
comment when the action is imitated with success. 
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Figure 1 - Some of the cards used in these exercises 

 

II. SIGN RECOGNITION 

A. Hidden Markov Model 

Every hidden state in Hidden Markov Model (HMM) 
which models the hand motion is responsible for a specific 
part of given symbol sequence. In homogeneous hidden 
Markov models, the durations of segments are modeled with 
geometric distribution. These durations for every state are 
independent from each other. This constraint becomes 
important while types of hand movement and the number of 
different user increase. 

The generative models, like HMM, model the common 
probabilities between observations and states. In distinctive 
models, the probability distributions of states depend on the 
observations and it does not model the probability 
distributions of the observations subject to classes. It is 
hoped that distinctive models are more efficient in 
classification. Thus, in order to recognize hand movement, 
Conditional Random Fields (CRF), which is equivalent to 
HMM and its kinds were examined [28]. 

B. Hidden Conditional Random Fields(HCRF) 

CRF’s do not model the internal dynamics of the class, 
but inter-class dynamics and because of this constraint it is 
not suitable for the classification of time series. Therefore 
Hidden Conditional Random Field (HCRF) [29] and   
Hidden Dynamic Conditional Random Field (HDCRF) [30] 
were offered. While HDCRF models both the internal and 
external dynamics of classes, HCRF only models the internal 
dynamics and therefore it is more convenient for the isolated 
hand movement recognition problem. 

HCRF’s associate the observations with the state 
transitions instead of learning the state durations. This 
attribute increases the performance of positive samples, but it 
also increases the false acceptance rate. 

C. Input Output Hidden Markov Models(IOHMM) 

Input-Output HMMs as generative and discrete hybrid 
models show high performance in recognizing hand 
movements [31]. In IOHMM like HCRF, state transition 
probability distribution depends on the input sequence that 
consists of the function of observations [32]. 

In IOHMM, observations and state transition 
probabilities are calculated from input sequence using local 
models.  Radial basis functions or multi-layer perceptron’s 
can be used for local models. IOHMM’s are more 
complicated than HMMs and their training requires more 
samples than HMMs. 

 

D. Hidden Semi-Markov Models(HSMM) 

Although HSMMs are similar to the HMMs. HSMMs 
hidden states produces observation sequence from certain 
probability distributions instead of producing a single 
observation [33,34]. HSMM state creates a symbol sequence 
instead of a single symbol. Fixed-Term Models (FTM) is a 
kind of HSMM and it determines the exact staying duration 
at each state with the status of a plug-in counter. FTM solves 
the problem of the modeling of specific periods, but 
durations are still independent of each other unless being 
conditioned to the velocity and dimension.  

In order to recognize isolated hand movement, every 
action class must be modeled from positive samples. When 
an unclassified hand movement sequence comes, it is 
evaluated by all defined models in system and class 
likelihoods are calculated and the class of a model with the 
highest value is selected as a label. At [35], for evaluating 
the performance ratio and recognition rate of HMM, 
IOHMM, HCRF and FTM data set is collected. To ensure 
the independence of recognition rates from vision modules, a 
Kinect camera with infrared sensor is used. As a result of the 
experiments, it was found that performance rates of HCRF 
and IOHMM are higher than FTMs and HMMs, but they are 
slow for real time systems. For real time systems, FTMs that 
shows high performance more than HSMMs are offered. 

III. PROPOSED METHOD 

In the data collection phase, RGBD camera (Kinect 
Sensor) starts the input stream and sends every gestural 
motion data in the form of frame by frame. Different gestural 
motion data taken from RGBD camera (Kinect Sensor) can 
have different number of frames. Thus representation of 
every gesture pattern should be carefully modeled so that 
recognition process meets the performance criteria for robust 
recognition. 

As a first step, joint spatial coordinates (x,y,z) of skeletal 
structure for each joint are generated. Then, in order to 
provide robustness, every frame in the gestural motion data 
is expressed as a single vector of angle values (Roll, Pitch, 
Yaw) which is computed from spatial position values (x,y,z)  
for every joint node of skeletal model. Several image 
processing and computer vision techniques are used to detect 
the skeletal model of human successfully using RGBD 
cameras i.e. Kinect Sensor. Thus the job on image 
processing in determining a good feature for gesture 
classification became easier with the availability of Kinect. 

There are two main goals for this study. First, one is to 
represent gesture pattern (Sign Language (SL) word) using a 
suitable classification algorithm (K-Means). It provides 
clusters from every spatial motion data coming from the 
Kinect sensor corresponding to the related centroid of data. 
The generated probabilistic model (Hidden Markov Model) 
which is generated as a result of the system accepts this 
clustered discrete data.  

In the second phase, the recognizer cycle is started to 
provide recognition of this gesture so that recognized gesture 
patterns (SL words) are adaptively transferred to humanoid 
robot (Nao). In order to recognize the gesture, it generates a 
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dynamic model for every distinct behavior (gesture). 
According to the clustered data coming from the K-Means 
algorithm, it determines hidden states (node) and observable 
variables (output labels). In the training section, data as a 
target vector (a collection of observation sequences) seeds 
into recognizer cycle to perform supervised training 
algorithm (e.g. Baum-Welch). Finally, recognizer model 
throws a unique distinct behavior as a label (related SL word/ 
gesture). 

IV. INTERACTIVE ISIGN GAME 

As stated before, as an outcome of the PhD level course 
on Autism and Computational Aspects, an imitation game 
was constructed using Kinect and Nao H25, based on the 
recommendations of autism therapists. Our main goal was to 
extent our studies on signing based interaction games with 
humanoid robots, to autism therapy.  

 
Figure 2 - “up”, and “side” actions. 

 
The sign imitation game is an extension of the sign 

language game; as an initial step, we used basic upper torso 
gestures, i.e. opening the arms sides, up, forward, waving 
hand, etc., in the long run, we plan to use signs from ASL 
and TSL as well. The aim of the game is to teach the children 
to recognize and imitate the gestures/signs, within a turn-
taking interaction game. The demonstrator will be the robot 
and the therapist will be able to manually assist the child, 
when the child fails to imitate the action successfully. Within 
this game it is possible to locate many of the exercises 
already being used as a part of the autism therapy. 

The game consists of 3 stages. In the first stage the child 
will learn how to play doing the gestures one by one, the 
sequence and the quality of the gestures were chosen by the 
therapist or the child. When they show a picture of the 
gesture to the robot, the robot does the gesture and waits for 
the child to repeat the action. Using a Kinect camera we can 
evaluate child’s actions and send the robot feedback. If the 
child can repeat the action then robot says “you did the 
action good”( The experts suggested us that we have to 
praise the action of the child, it is not enough to say “its 
good” or “congradulations”). Else the therapist helps the 
child manually to do the gesture. (The experts told us we 

should not let the child do the action wrong, because then the 
action will be learned wrong). 

In the second stage, the game is like a sports work out, 
each action/gesture is repeated several times without the 
picture display and the therapist get involved less. The child 
is assumed to learn each action by now. 

In the third stage, we turned the game into a musical 
play. Robot sings a song related to the actions and do the 
actions one by one and the child is expected to repeat the 
sequence of actions. 

 
Figure 3 - Demo setup with participant, Nao robot and Kinect Device (a 

second Kinect device was also employed for finger detection but not used 
within the demos) 

 

 

 
Figure 4 - Therapists help children in the first stage of the game 

 
The robot will record the success rate of the child and 

also the experimenter will record the therapist’s corrections 
and child’s success. 

These games were usually played with the therapist, or 
the video of the therapist, or another autistic child. The robot 
will act as a play mate in these games. 

V. GAME IMPLEMENTATION 

A. Data Collection 

Kinect and Microsoft Kinect SDK v1.5 was used to get 
human joint data from human motion. The human skeletal 
model of Kinect camera system is used to get 20 different 
joint data (X, Y, Z coordinates) over the SDK. Only upper 
torso information (shoulder, elbow, wrist coordinates) is 
used in this study, to classify the actions. Neck, head, face 
and fingers were no included within this study, but will be 
included in the overall project. 
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As a start, 6 actions, namely, 3 basic sign language action 
(ASL and TSL) and 3 basic upper torso actions from 15 
university students were recorded with Kinect. For each 
action, every participant was asked to perform 4 times, of 
which 2 were used for training the system and 2 were used 
for testing. 30 frames/sec were recorded by the camera. 
Discrete HMM was used for sign recognition. The actions to 
be implemented were selected specially based on the advises 
of the therapists so that the tests can be also applied to the 
children with autism or mental disabilities.  Also the actions 
which can be implemented by the Nao robot (due to 
Kinematic constraints) were selected among these advised 
actions. In order to avoid boredom, confusion and fatique in 
children during the tests, number of the actions and the 
repeats were set to a minimum, as possible. 

The actions were introduced to half of the participants (6 
participants) using the real physical robot and the simulated 
robot, and by a real human to the rest of the participants. All 
of the participants were asked to stay on a special sign on the 
floor and implement the signs to make sure that they keep 
the same distance to the Kinect camera during the tests (1.5 
mt).  The participants were not given any information except 
the fact that they should follow the robot/human and imitate 
the actions afterwards, and their actions are recorded with the 
Kinect camera. 

First of all, a classification algorithm was used to enable 
the usage of discrete observation symbols and states on the 
motion data captured by Kinect. K-Means method was used 
to discretize the motion data and classified, then for every 
motion, in total 6 HMM was trained and the parameters were 
determined with Baum-Welch algorithm. 

Afterwards, the observation sequence was matched to the 
related action using the 6 different HMM which were trained 
before, and their probability to produce these observations 
was calculated using forward algorithm. The action matching 
the biggest probability was classified with this action. If it 
was trained with the same model in the training set, then the 
classification was successful. The complexity of the HMM 
should be detected according to the data used with the 
model. 

B. Aldebaran(NAO) Tools Used 

In this project, the goal is to empower teacher that works 
with children with ASD and to customize robot behavior to 
suit the needs of each child. NAO H-25 humanoid robot is 
used during the field studies, since it is a small size 
humanoid robot which is suitable to implement basic signs in 
the ASL and TSL, robust and safe to work with children. For 
further studies a bigger size humanoid robot platform with 5 
fingers and more DOF on arms will be used within the 
project. 

Aldebaran Robotics offer several software tools for use 
with the NAO robot. Choregraphe can be used for face 
detection, face recognition, speech, speech recognition, 
walking, recognizing special marks and dances, and 
individual control of the robot's joints. The movements can 
be performed in sequence or in parallel. Choregraphe needs 
to be used with a robot proxy, real or simulated.  

 
Figure 5 - Interaction of Aldebaran software for the NAO robot. Owners 

can use various software tools including Visual Studio to develop their own 

NAO software. 

 
The simulated proxy can be NAOqi or a sophisticated 

simulator such as NaoSim [36]. NAOqi is a piece of software 
that simulates the robot for Choreographe and tests it before 
trying on the actual robot. NAOsim is simulation tool that 
allows for robot simulation in an apartment having simulated 
furniture. Whereas NAOqi only simulates the robot, 
NAOsim simulates an environment with which the robot can 
interact. Monitor, which was called Telepathe until the 
current release, allows the user to access the robots memory, 
see through the robots two cameras and observe the 
environment as the robot senses it. Also, it is possible to use 
some of program languages, Python or C++ to program the 
NAO. 

During the implementation phase, different methods for 
the kinematic modelling of the humanoid robots are 
available such as [38]. 

C. Image Recognition 

To navigate through the exercises, the instructor used a 
set of cards with different images. Each image represents a 
different exercise. This requires image recognition software 
which was coded using C++ and OpenCV 2.3.1. The 
algorithms used in this project included SURF feature 
detection, Bag-of-Words, K-means clustering and support 
vector machines (SVM). 

OpenCV has many algorithms to detect and describe 
local feature. SURF was chosen for feature extraction and 
object detection. This is one of the most common methods. 

The Bag of words (BoW) approach is more commonly 
used in natural language processing. When used for image 
processing, an image and its graphical features are analogous 
to the document and to the words, respectively. After image 
representations had been obtained with BoW, SVM 
supervised learning was used for classification. SVM takes 
an input array which consists of data and a label. The label 
represents the class to which data belongs. There are many 
hyperplanes that could be used to classify the data sets. The 
best hyperplane is the one that gives the greatest separation 
or margin between the classes. 

The training database consisted of a scanned set of Walt 
Disney cartoon characters printed on cards. Every card was 
identified by a number which became the SVM label for that 
card. Training began by extracting the features from the 
images and computing image descriptors: 
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Then, the dictionary of graphical features was determined 
with K-means clustering as shown below. The result set of 
BowKmeansTrainer was written to file in YAML format. 
That improves speed of image recognition. The last step in 
training was training the SVM. CvSVM, an implementation 
included in OpenCV was used. The SVM training results 
were also written in a file to improve performance. 

Once training was complete, the cartoon characters 
printed on the cards can be recognised by simply detecting 
the features of the images and sending them to the SVM for 
prediction. 

D. Test and Result 

6 Hidden Markov Models belonging to 6 signs were 
trained with 219 training sample and tested with 80 test 
samples. In this test every class has different state and event 
counts. The data which belongs to these classes, clustered 
corresponding to these event and state counts. The confusion 
matrix showing the tests with these parameters is shown in 
the Table 1. These state and event counts are the ones which 
gave the best solution in the test trials. At the tests, 8 state 
and 10 event were used for “side”, 8 state, 10 event were 
used for “forward”, 7 state, 9 event were used for “table”, 4 
state, 5 event were used for “car”, 4 state, 6 event were used 
for “up”, 6 state, 9 event were used for “dad”. 

The successfully matched classes were located in the 
diagonal of the table. 54 of the 80 test samples were 
classified successfully. When the unsuccessful groups were 
studied, it is observed that this is caused by the groups with 
similar features (similar actions). 

For example “table” was recognised as “forward” 1 
times, and “dad” and “up” signs were mislabeled. Another 
reason for the mislabeled signs, is that, some participants 
realized some actions wrong (not similar to the 
human/humanoid teacher), partly or as a whole. 

TABLE I.  CLASSIFICATION MATRIX 

  
Predicted classification 

Actual 

classification 

  
Araba 

 (Car) 

Baba 

 (Dad) Forward 

Masa 

(Table) Side Up 

Araba (Car) 13 0 0 1 1 0 

Baba(Dad) 0 11 1 0 1 1 

Forward 0 0 8 0 0 5 

Masa(Table) 3 1 1 7 0 0 

Side 3 1 3 0 6 0 

Up 1 0 2 1 0 9 

In the future works, it is planned to improve the system 
recognition performance using probabilistic machine 
learning methods such as Hidden Conditional Random 
Fields, Input-Output Hidden Markov Models and Hidden 
Semi Markov Models. 

There were no statistically significant difference between 
the performance of the actions imitated from human teacher 
and humanoid teacher (simulated/physical). 

Within the studies, 1 child with normal developments, 
and 2 children with ASD (all in the age group 6-7) 
participated, as well as the university students. The children 
did not stay stable during the recording of data, which makes 
it very hard to get data. The child with the normal 

development and one of the children with ASD could finish 
all the actions, yet not exactly same with the adults. 
Unfortunately, since they did not stay still and were tired and 
leave the test before enough data was collected, the Kinect 
system could not be trained to recognize their actions. We 
are working on the necessary improvements to get data from 
children as fast and robust as possible. The system should be 
fast, and the time for calibration should be as short as 
possible. 

VI. CONCLUSION AND FUTURE WORK 

In this paper, we introduced a project on teaching 
children sign language by means of interaction games with 
humanoid robots. The extended versions of the studies are 
also being used with children with autism in teaching non-
verbal communication skills, imitation and turn-taking. 
Several types of media including robots with different 
embodiment, tablets, and web based applications are being 
used within the study. The experiments are being conducted 
with adults, sign language students, children with normal 
development, hearing impaired children and children with 
autism. The main aim of this interdisciplinary study is to 
build a bridge between the technical know-how and robotic 
hardware with the know-how from different disciplines to 
produce useful solutions for children with communication 
problems. Moreover we would like to increase the awareness 
among families and public. 
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Abstract—Our core interest is the development of autonomous and
socially interactive robots that may support elderly users at home as
part of a smart home, i.e. a home equipped with a sensor network
that may detect activities of daily living such as preparing food in the
kitchen, having meal in the living room, watching the television, etc.
The current paper focuses on showing the design and implementation
of a low-cost, resource-efficient activity recognition system that can
detect user activities without the necessity of collecting a large dataset
to train the system. Based on common-sense knowledge from activities
of daily living, we generated a set of rules for defining user’s activities
in a home setting. These rules can be edited and adapted easily in
order to accommodate different environments and daily life routines.
The approach has been validated empirically with a pilot study in
the University of Hertfordshire Robot House. The paper presents
results from a study with 14 participants performing different daily
life activities in the house. The results are promising, and future work
will include the integration of this system in a Smart House used
for Human-Robot Interaction studies. This may help develop context-
aware robot companions capable of making better decisions to support
users in their daily activities.

Keywords-Activity Recognition; Smart Houses; Context-Aware

I. INTRODUCTION

In the field of Human-Robot Interaction (HRI), many researchers
are interested in understanding how humans interact with robots
in different environments [1]. The incorporation of social skills
into robots’ responses to achieve smoother interaction with humans
remains a significant challenge. Many studies (e.g. [2] [3] [4])
from the Adaptive Systems Research Group at University of
Hertfordshire have been carried out with the aim of gathering
findings that help us understand how people interact with robots in
a domestic environment, and hence to develop robots which exhibit
a greater awareness of context when interacting with humans. The
Robot House (see Figure 1) is the naturalistic environment used by
our research group to perform this variety of experiments.

Fong et al. [5] assume that humans tend to interact with robots
in ways that are similar to how they interact with other humans,
i.e. humans expect certain social characteristics from robots. For
instance, in the area of assistive robotics, the robots will become
part of people’s lives, so these social skills have to be enhanced
during interaction in order to increase robots’ acceptance in these
environments. Context-aware robot companions would have the
ability to detect users’ activities performed at home, but they
require additional modules such as human activity recognition
systems. These supply the necessary information to allow robots
to adapt their behaviour to the ongoing activity, and increase their
social skills aforementioned.

One of the current problems pointed out in the literature re-
garding these systems, is the large variety of datasets necessary to
create accurate activity recognition systems [6], and the difficulties
in recruiting participants for the experiments [7]. We therefore
developed a different method to avoid involving users in extensive
studies of data collection during the whole process of system

development. This point is particularly important when working
with elderly people or people with special needs, which are one of
the target user groups that our research is concerned with. Asking
e.g. elderly people to spend several days or weeks engaged in
certain activities to generate training data for the system puts a
huge burden on them. The Activity Recognition System (ARS)
that will be presented in this paper takes into account this issue.
The knowledge-driven approach [8] used allowed us to develop
the low-cost, resource-efficient system, in which participants were
involved just during the validation stage.

Our research follows two well-defined directions. Firstly, the
incorporation of social skills in robot companions to create more
natural human-robot interactions in living environments. Smart
homes’ facilities will help to develop these skills (e.g. the non-
intrusive sensor network installed in the Robot House). As Chan et
al. [9] mentioned, sensor-embedded houses provide context infor-
mation without disturbing users’ daily activities, creating greater
comfort and well-being. Secondly, we avoid the involvement of
users during the training phase of the development of the system
by the use of knowledge-driven approach. Following these two
directions, we have created a functional activity recognition system
that was tested with 14 participants in its validation stage.

The remainder of this paper is organised as follows: Section 2
discusses related work. Section 3 presents the research question
and goals. Section 4 describes how the activity recognition system
has been created, and the structure of the set of rules defined
on our system. Section 5 describes design and procedure of
the experiments carried out. In Section 6, the analysis and the
evaluation of these experiments are depicted. Section 7 reviews
how the research questions have been accomplished. Finally, we
conclude this paper in Section 8.

II. RELATED WORK

The HRI field as a distinct branch of academic activity first
emerged in the mid 1990s, although the robot’s behaviour and
their consequences for humans have been studied in several fields.
Goodrich et al. [10] present a survey of current and historical
research into HRI. The field is focused on studying robotic systems
that interact directly or indirectly with humans. The understanding,
evaluation and appropriate design of these systems should facilitate
satisfying and naturalistic social interaction between robots and
humans. For an assistive robot to be useful for its user at home,
the ability to recognize and respond to human activities is essential.

As we mentioned in Section I, the integration of tools such as
human activity recognition systems is a first step towards the target
of naturalistic interaction between users and robots. In the field of
Smart Houses, we can find a huge variety of activity recognition
studies, but relatively few are oriented towards robot companions
and take into account the need for a reduction of time invested
by users in the development of such systems, or the realistic
experiments conditions pointed out by Logan et al. [11]. Our ARS
has been designed and evaluated based on these principles.
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In the literature, two main categories can be found regarding
activity recognition systems [8]. The first is based on visual
sensors, e.g. camera-based systems to monitor behaviours and
changes in the environment [12] [13]. This approach combines
computer vision techniques and pattern recognition. The second
category is based on sensor networks for monitoring activities in
Smart Houses. It can be subdivided into data-centric, logical or
semantic approaches. These approaches typically require extensive
data collection with potential users of such systems. The data is
then analysed using data mining or machine learning techniques to
build activity models, which can then form the basis for activity
recognition systems. The knowledge-driven, rule-based system
approach that we describe in this article belongs to this second
category. Similar approaches can be found in the literature [14]
[8], but in their evaluation stages participants were told to perform
certain activities following a sequence of actions. The approach
here presented is capable of recognizing user activities without
restricting the way in which users perform those. The use of the
non-intrusive sensor network installed helped us create the natural
environment the we were looking for. In our view, wearable sensors
could affect users’ comfort and seem particularly problematic for
elderly people.

Other issues have been taken into consideration as well. The
system was designed to be easy to move and install in other similar
environments without the necessity of specialized knowledge on
how these systems work and need to be set up. The rules and
sensors are defined in the configuration files (see Section IV-B),
followed by a natural language description in order to make the
system more understandable. A key advantage of this approach,
is that the rules are explicitly represented rather than implicitly
represented (e.g. within a Bayesian network [15] [16] or a Hidden
Markov Model implementation [17] [6]). This allows us to inspect
and manually change or update the rules if needed. As part of
the ACCOMPANY project [18], our research in the Robot House
will be incrementally developing more complex HRI scenarios for
home assistance, so it is important for us to be able to have a
system that can be extended and modified easily by non experts,
and at the time, keeping the development cost of the system down.
We argue that developing a low-cost and resource-efficient system
(e.g. the ARS presented), is an important prerequisite for a possible
future use in real world applications.

III. RESEARCH QUESTIONS AND GOALS

The purpose of this article is to present the development and
implementation of the knowledge-driven ARS system and its first
validation study. The comparison between the activities recognized
by the system, and the actual, observed activities performed by
the user during several sessions, will determine the accuracy level
of the system and its capacity to be integrated into future HRI
studies. The data collected in the first validation study will be
used to improve the first set of system parameters and to suggest
new features for future versions of the system. In addition, we
try to learn about users’ behaviour in a natural home situation,
and understand how robot companions could behave in such home
environments. Our research questions are:

• Q1. Is our ARS generic enough to detect different users’
activities without the system being individually trained for
the users?

• Q2. Can the ARS achieve an accuracy higher than 80% in the
controlled experiments?

• Q3. Can the ARS achieve an accuracy higher than 80% in the
uncontrolled experiment?

• Q4. What are the advantages and disadvantages of the ARS
presented in this paper?
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Figure 1. The UH Robot House layout and sensor arrangement. 59 sensors
are available in the house, but only 52 were used and shown here. The two
cameras’ locations during the experiments are represented in this picture.

The percentages defined in questions 2 and 3, have been set
at these values in order to validate the system with an adequate
confidence level. This will ensure a reasonable reliability of the
environmental information that will be sent to robot companions
in future HRI experiments. An accuracy over 80% seems sufficient
since robots’ behaviour will not solely be based on the information
received from the ARS, but supported by the Robot House’s system
that makes decisions based on further environmental information.
Therefore, we expect that this additional information supplied by
the ARS will help us improve the robot’s awareness of the situation
and thus further enhance its abilities when interacting with users
in a living environment.

IV. HUMAN ACTIVITY RECOGNITION FRAMEWORK

A. Robot House Sensor Network Description

Two different but complementary commercially available sensor
systems, the GEO System and ZigBee Sensor Network, were
installed in the Robot House. Both the GEO System and ZigBee
Sensor Network have a refresh rate of 1 Hz, which is deemed as
adequate to detect user activities.

The GEO System [19] is a real-time energy monitoring system
for electrical devices. It is used to detect the activation and
deactivation of electrical appliances by the Robot House’s users
(e.g. opening the refrigerator or boiling water in a kettle). The
status of the electrical appliances connected to this system can be
queried from the GEO System database.

The ZigBee Sensor Network [20] is used to detect user activity
that cannot be detected by the GEO System such as opening of
drawers and doors, occupation of chairs and sofa seat places,
opening of cold and hot water taps etc. The ZigBee Sensor Network
consists of five ZigBee Wireless modules, which are spread across
the Robot House. Together they transmit readings from a total of 26
reed contact sensors, 4 temperature sensors and 10 pressure mats
to a ZigBee gateway (XBee Gateway X4). The ZigBee gateway
forms an interface between ZigBee Sensor Network and the Robot
House Ethernet infrastructure, where the ARS resides.
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Table I
BEHAVIOUR CODING SCHEME. ACTIVITIES CONSIDERED FOR THE

ACTIVITY RECOGNIZER.

B. Implementation

The ARS was developed in Java with a local MySQL database
for logging purposes. The software consists of the following four
different modules:

• ZigBee module. Manages sensor data from ZigBee Sensory
Network.

• GeoSystem module. Pulls sensor data from GEO System
Database.

• Activity Recognizer module. Analyses the sensory data re-
trieved from the ZigBee Module and GEO System Module to
determine the user’s activity.

• User Interface module. Displays and records the detected
user’s activities and sensory information to a local database
(MySQL) and external log files.

The ARS has been tested on both Linux and Windows systems,
with a local MySQL database for data logging purposes. The
system is configured by using two XML files. The first config-
uration file contains the representation of the Robot House sensor
network (i.e. mapping sensors’ IDs to their symbolic names), and
the second configuration file defines the semantic rules used by
the ARS to detect user’s activities in the Robot House (see Section
IV-C). These rules were set based on an initial set of trials and the
common-sense knowledge which activities of daily living (ADL’s)
are based on [8]. In future work, the parameters could be refined
based on the information gathered after this study. We have to
consider that this first experiment is part of the learning process
that we have to follow to achieve our final research goals.

Two issues have to be pointed out in regards to the system.
Firstly, the ARS is intended to trigger and present an identification
at the starting point of the activities studied (see Table I). We
consider that the beginning of each activity is the suitable moment
at which robot companions should interact with users to offer their
help. Secondly, the possibility of migrating the system to other
similar environments has been considered during the development
process, so that the editing, redefinition or adaptation of these two
configuration files would be sufficient to run the system in these
new environments.

C. Rule Definition Example

In this section, we show briefly how the ADL’s rules have
been defined following common-sense knowledge which make the
system understandable to any researcher using it. We studied a
variety of activities that will be useful in assistive robotics scenarios
in future stages (see Table I). These activities can be described
as the combination of sensors activated in the environment, and
previously performed activities, namely context-activities. Thus,
the system manages two different kinds of activities. Low-level
activities are those that are detectable by a single fixed sensor (e.g.
the user sitting on the sofa). High-level activities are those that can
only be detected by utilising a combination of different sensors, or
a combination of different sensors and low-level activities detected.
Based on that, each rule is defined using the following tags:

• Duration: The maximum time the activity remains activated in
the system. Some activities, e.g. Using Computer Dining Area
and Sitting Living Room (described below), do not consider
this tag as they are deactivated based on their associated
context-activities or associated sensors’ status values.

• Location: The location where the activity is performed.
• Context: Set of activities that has to be fulfilled before the ac-

tivity is activated. Some activities, e.g. Sitting Living Room, do
not have any context-activity associated with them. Interval:
Time window in which the context-activity is relevant for the
detection of the activity. Status: The required context-activity’s
state for the activation of the activity.

• Threshold (Sensors’ attribute): Minimum value necessary to
consider the activity as activated. It is based on the accumu-
lated weight of the sensors triggered.

• Sensors: Each of the sensors involved directly in this activity.
They have a Status, NotLatching (True: The sensor’s weight
will be only added to the accumulated weight while it remains
on, otherwise, its weight is subtracted from the accumulated
weight; False: the sensor’s weight is added to the accumulated
weight once it is on regardless of its later state), and Weight
fields. Some activities, e.g. Using Computer Dining Area, do
not have any sensors associated with them.

We can see below the examples rule Using Computer Dining
Area and Sitting Living Room. More examples are available from
the author on request:

<Activity Name="Using_Computer_Dining_Area">
<Duration>Nil</Duration>
<Location>Dining_Area</Location>
<Contexts>

<Context Interval="0" Status="activated">
Sitting_Dining_Area</Context>

<Context Interval="0" Status="activated">
Computer_ON</Context>

</Contexts>
<Sensors Threshold="0.0"></Sensors>

</Activity>

<Activity Name="Sitting_Living_Room">
<Duration>Nil</Duration>
<Location>Living_Room</Location>
<Contexts></Contexts>
<Sensors Threshold="0.50">
<Sensor Status="on" NotLatching="true" Weight="50">

Sofa seatplace 0</Sensor>
<Sensor Status="on" NotLatching="true" Weight="50">

Sofa seatplace 1</Sensor>
/Sensors>

</Activity>

In the first example, Using Computer Dining Area, the activity
depends on Sitting Dining Area and Computer On, but no sensors
are associated with the activity recognition. For this reason, Du-
ration and Threshold tags are not considered for this activity, as
the activity will be activated only when both context-activities are
activated. In the second example, the activity is associated with
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Table II
THE OBSERVER XT FORMATTED OUTPUT (LEFT SIDE) AND THE ACTIVITY RECOGNIZER’S EVENT LOGS (RIGHT SIDE). THIS DATA REPRESENTATION

HELPED US ANALYSE THE RESULTS AND FIND BEHAVIOUR PATTERNS THAT WILL BE CONSIDERED IN FUTURE WORKS.

certain sensors, whose NotLatching field makes their activation
compulsory to keep the activity activated as well. Therefore,
Duration is not considered for this activity, since the deactivation
of the associated sensors will deactivate the activity.

V. EXPERIMENTAL DESIGN AND PROCEDURE

A validation study was conducted by the Adaptive Systems
Research Group at University of Hertfordshire in May 2012 to
measure the accuracy of the framework previously explained. The
Robot House provides a naturalistic and ecologically acceptable
environment to carry out studies into ADL’s. The main aim was to
measure the accuracy of the system in both controlled and uncon-
trolled scenarios and collect data for future studies. A sample of
14 adults, unaffiliated with the ongoing research, and aged between
23 and 54 was recruited from students and staff of the University
of Hertfordshire. All the subjects first completed a consent form,
in which they were informed about the voluntary nature of the
experiments, before they performed a two-day experiment, one
session per day. Each session lasted approximately 20 minutes.

A. Experimental Setup

The experiments took place in the Robot House in which ARS
were installed and configured. All the experiments were recorded
on video and audio using two different cameras (see Figure 1)
rather than relying on self-reporting. One camera covered the
dining area and living room, and the other covered the kitchen.
Those were the only rooms where the participants performed the
experiments. The cupboards were labelled to make the participants
aware of every object’s location and create a more natural envi-
ronment in the sense of knowing where things are located, as they
would feel in their own houses. However, users got used to the
Robot House facilities after the introductory session as will be
explained in the next section.

The ARS generated two different log files for each participant,
one per session. The first file stored information on all the sensors
activated and deactivated during the experiment, as well as the
decision-making process that the activity recognition algorithm was
doing in real time. The second file represents the raw sensory data
received from the system during the experiment. These raw data
can be used to simulate users living in the Robot House in future
experimental scenarios in which robots will be included.

B. Experimental Procedure

The experiments were led by the researcher, who introduced and
explained the procedure and the house’s facilities to each subject.
This section took approximately 10 minutes and was only provided

for the first session. After this introductory part, during the first
(controlled) session the participants were led by the researcher
for 20 minutes, while they were asked to perform a number of
specific common ADL’s using the Robot House’s facilities in
the way in which they felt most comfortable with. Thus, they
were told what activity to perform, but not how to perform it.
In the second (uncontrolled) session, we told the participants to
spent around 20 minutes simulating ’living’ in the house. They
were asked to perform whichever activity (based on the facilities
shown during the introductory session) they wished during this
period of time. Consequently, we exposed the system to two
different situations, controlled and uncontrolled, which would help
us measure the system’s accuracy and analyse human behaviour at
a home environment and discover details omitted in the system,
respectively. After each session, the participants were asked to
complete a questionnaire. They rated the scenarios and the activities
in which they were involved. Basic demographic information of
each participant was collected in this questionnaire as well. Note,
the order of the conditions was not counterbalanced, since the goal
of the study was not to compare the two conditions. Also, it seemed
important to first expose participants to the controlled condition
which helped them to prepare themselves for the uncontrolled
condition.

VI. ANALYSIS AND EVALUATION

A. Behaviour coding

Relatively little work (e.g Logan et al [11]) has combined
behaviour coding with user activities in Smart Houses. However,
many examples of different data annotation studies can be found in
the field of HRI, e.g. [21], and Psychology, e.g. [22]. The coding of
the video data of the participants activities helped us analyse each
session and identify the important events which we were interested
in. The Observer XT software supplied by Noldus Information
Technology [23] is a commercial software package used for coding,
analysis and presentation of observational data.

The first author of this article was the first coder of all the
video material. Additionally, following conventions of behaviour
coding, a second coder carried out the same process with 10% of
the analysed videos in order to perform the reliability test. The
Observer XT and the coding scheme shown in Table I were used
by both coders, who were asked to familiarize themselves with this
coding scheme before the annotation process. They were told to
code activities in which users interacted with some of the sensors
installed in the Robot House, in order to generate the sequence of
activities that each user had been performed. The outcomes were
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exported to an Excel files in order to be compared to the events
generated by our ARS during the analysis stage.

1) Inter-rater Reliability Test: The Kappa Statistic [24] was used
to determine the level of agreement between the two different anno-
tations carried out by the two coders. The annotations were paired
in Observer XT, and the kappa value was generated automatically
for both sessions. The time windows for the reliability analysis was
defined as one second. The kappa value for the combined analysis
was 0.75, with overall agreement of 76%. This result represents a
good agreement rate for both annotations [25].

B. Data Analysis

A final Excel file was built based on the event lists created using
Observer XT and the events generated by our ARS (see Table II).
The left side of the table represents the events exported from the
software. On the other side, the activities recorded by the system
were written down together with their starting time. In this way, the
results were shown clearly, and allowed to distinguish ’recognized’,
’missed’, or ’extra-recognized’ activities more easily. The last
category represents those activities that fulfilled all the sensor’s
activations required but they were not performed by the user as
evident in the video data. In future experiments, the interaction
between the robot companion and the user will help us clarify the
real status of these kinds of activities. Moreover, additional tools to
support our ARS will be integrated into the Robot House’s system
during the ACCOMPANY project [18].

A total of 14 participants and two sessions per participants have
been considered for the data analysis. We will explain each session
separately. The system performance was calculated in terms of
precision, recall and accuracy [26] (see Figure 2).

Precision =
tp

tp+ fp
Recall =

tp

tp+ fn

Accuracy =
tp

tp+ fp+ fn

Figure 2. Precision, recall and accuracy formulas. (tp = true positives or
’recognized’, fn = false negatives or ’wrongly recognized’ and fp = false
positives or ’extra-recognized’).

1) Session 1 (controlled): We have to remember that in this
scenario the user was lead by the researcher, as we described in
Section V. A total of 240 events were coded in all the experiments
carried out in this session. The average number of performed activ-
ities per user was 17. We got 239 correctly recognized activities, 1
missed activity, and 37 extra-recognized activities were triggered.
We obtained a precision of 86,59%, a recall of 99,58% and an
accuracy of 86,28%. We found some delay in the recognition
of the most complex activities, i.e. those activities involving a
major number of different sensors (e.g. preparing food or preparing
a beverage). The rest of the activities were recognized with an
average delay of two seconds, which is reasonably fast, taking into
account the operating system frequency 1Hz.

2) Session 2 (uncontrolled): In the second session, good overall
results were achieved too, even taking into account the openness of
the scenario which we exposed our system to. A total of 216 events
were coded in the experiments carried out during this session. The
average number of performed activities per user was 15. We got 200
correctly recognized activities, 16 missed activities and 23 extra-
activities were triggered. We obtained a precision of 89,69%, a
recall of 92,59% and an accuracy of 83,68%. As stated before,
some delay were found on the most complex activities. In Figure
3, we represent these averages delays per activity (e.g. Preparing
Hot Drink was recognized with a delay of 35 seconds). The rest

of activities were recognized with a similar average delay than in
Session 1. The data collected along this experiment will help us
understand human behaviour at home and improve our system.

VII. DISCUSSION

The results presented above allow us to answer the research
questions presented in Section III. The approach followed has
demonstrated the possibility of creating a low-cost, resource-
efficient ARS and presenting it to real users without the necessity
of previous training. This is directly related to the reduction of
time spent by participants in HRI studies as it was mentioned
in Section I. The accuracy in both controlled and uncontrolled
sessions exceeded the 80% threshold previously defined in our
research questions, which was considered as adequate for the
kind of study. Some of the advantages presented by this approach
are the creation of a non-restricted and naturalistic system that
allows users to behave as they would in their own houses. As we
mentioned, in other approaches experiments were typically much
more constrained. The use of hidden, non-intrusive sensors installed
around the Robot House helped us create this natural environment,
as we focussed on avoiding wearable sensors that could make users
uncomfortable. In addition, the system can be easily migrated and
setting in a similar environment without the necessity of specialized
knowledge. The rules and sensors were defined using a natural
language in order to make the system more understandable.

On the other hand, the system does have some disadvantages.
Firstly, the types of sensors currently used do not allow to deter-
mine accurately where the user is located in the house. Therefore,
the recognition of activities for two or more users simultaneously
cannot be detected directly, as the system is not able to match
activities with users. An extra tool (e.g. a camera recognition
system) may solve the problem, so that it will be considered in
future work. However, this will increase cost and complexity of
the system and involve privacy issues. Secondly, the semantic rules
used by the ARS were defined based on common-sense knowledge
of how a person would carry out the ADL’s. A module to modified
these initial definitions as the user interact with the system will be
considered in future stages of our research.

Once the ARS has been integrated into the Robot House system,
we will be able to create much richer scenarios in which robot
companions will be aware of users’ activities. This will allow
us to adapt robots’ behaviour to their needs in each situation,
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Figure 3. Overall delay per activity in the uncontrolled scenario.
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and increase robot companions’ autonomy to make decisions. A
variety of challenging studies will be targeted in future stages of
our research.

VIII. CONCLUSION AND FUTURE WORK

We have presented the development and validation of a
knowledge-driven rule system to identify user activities in home
scenarios. We tried to build a low-cost, resource-efficient and
easily understandable and re-configurable system that is accurate
enough to detect a set of ADL’s. This approach was evaluated
empirically by means of the studies carried out in the Robot House.
The experimental environment allowed participants to behave in a
similar way that they would in their own homes, as it was reported
in the questionnaires. Although the participants did not belong to
our target user group, i.e. elderly people, we claim that, due to the
general design of our system, the results can be generalized, and
if necessary, can be easily adapted to this users group. In future
work, the adaptation to individual users and their specific life styles
and routines may also be considered. The results achieved fulfil
our expectations and answer fully the research questions defined
in Section III. These findings motivate us to progress towards our
final research target of designing context-aware companion robots
for home environments. It can be concluded that the developed
ARS could be integrated into future experiments of our research.
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Accurate Activity Recognition in a Home Setting. In Proceedings
of the 10th international conference on Ubiquitous computing,
UbiComp ’08, pages 1–9, New York, NY, USA, 2008.

[7] Z. Z. Bien, H. E. Lee, J.-H. Do, Y. H. Kim, K.-H. Park, and
S.-E. Yang. Intelligent Interaction for Human-Friendly Service
Robot in Smart House Environment. International Journal of
Computational Intelligence Systems, 1(1):77–94, 2008.

[8] L. Chen, C. D. Nugent, and H. Wang. A Knowledge–Driven
Approach to Activity Recognition in Smart Homes. IEEE
Transactions on Knowledge and Data Engineering, 24:961–974,
2012.

[9] M. Chan, D. Estve, C. Escriba, and E. Campo. A Review of Smart
Homes-Present State and Future Challenges. Computer Methods
and Programs in Biomedicine, 91(1):55 – 81, 2008.

[10] M. A. Goodrich and A. C. Schultz. Human-Robot Interaction:
a Survey. Found. Trends Hum.-Comput. Interact., 1(3):203–275,
January 2007.

[11] B. Logan, J. Healey, M. Philipose, E. M. Tapia, and S. Intille.
A Long–Term Evaluation of Sensing Modalities for Activity
Recognition. In Proceedings of the 9th international conference
on Ubiquitous computing, pages 483–500. Springer-Verlag, 2007.

[12] J. Hoey and J. J. Little. Value–Directed Human Behavior
Analysis from Video Using Partially Observable Markov Decision
Processes. Pattern Analysis and Machine Intelligence, IEEE
Transactions on, 29(7):1118–1132, July 2007.

[13] T. B. Moeslund, A. Hilton, and V. Krüger. A Survey of Advances
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Abstract— Recent advances have been made in 3D technology. 
However, the influence of stereoscopic vision on human sight 
remains insufficiently understood. The public has come to 
understand that lens accommodation and convergence are 
mismatched during stereoscopic vision, and this is the main 
reason for visual fatigue caused while viewing 3D images. The 
aim in this study is to compare the fixation distance of 
accommodation and convergence in viewing real objects and 
3D video clips. Real objects and 3D video clips perform the 
same movements; therefore, we measured accommodation and 
convergence in subjects who watched both. From the result of 
this experiment, we found that no discrepancy exists in viewing 
either 3D video clips or real objects. Therefore, we argue that 
the symptoms in viewing stereoscopic vision may not be due to 
the discrepancy between lens accommodation and convergence. 

Keywords-component: accommodation, convergence, 

simultaneous measurement, stereoscopic vision 

I.  INTRODUCTION  

Recently stereoscopic images have been used in various 
ways. In spite of this increase in 3D products, and the many 
studies that have been done on stereoscopic vision, the 
influence of stereoscopic vision on human visual function 
remains insufficiently understood. When viewing 
stereoscopic images, people sometimes feel visual fatigue, 
3D sickness, or other discomfort [1]. 

Investigations of the influence of stereoscopic vision on 
the human body are essential in order to ensure the safety of 
viewing virtual 3-dimensional objects People often report 
symptoms such as eye fatigue and 3D sickness when 
continuously viewing 3-dimensional images. However, such 
problems are unreported with so-called natural vision. One 
of the reasons often given for these symptoms is that lens 
accommodation and convergence are inconsistent during the 
viewing of 3D images [1, 2, 3]. 

Accommodation is a reaction that occurs due to the 
differences of refractive power by changing the curvature of 
the lens with the action of the musculus ciliaris of the eye 
along with the elasticity of the lens. The result is that the 

retina focuses on an image of the external world. 
Convergence is a movement where both eyes rotate 
internally, functioning to concentrate the eyes on one point to 
the front (Fig. 1). 

The relationship between accommodation and 
convergence is one factor that enables humans to see one 
object with both eyes. Convergence occurs when an image is 
captured differently with both eyes (parallax). At the same 
time, focusing on an object is achieved by accommodation. 
The main method of presenting 3-dimensional images is 
through the manipulation of the viewers mechanism of 
binocular vision, and many improvements have been made in 
this technology. 

We suggest that a discrepancy between accommodation 
and convergence does not exist even when viewing in 
stereoscopic vision. Our previous study obtained results that 
indicate that the supposed inconsistency between 
accommodation and convergence does not occur [4]. In this 
present study, we performed a more detailed investigation 
confirming the non-existance of this discrepancy. In section 
2, we explained how to measure accommodation and 
convergence simultaneously, and we showed the result of 
our experiment in section 3. Then, we discussed our 
experiment in section 4. Finally, we stated our conclusion 
and future works in section 5. 

Figure 1. Lens accommodation and convergence 
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Figure 3. The overview of the measurement process 

Figure 2. The scene of the measurement  

II. METHOD 

We used an original machine developed by combining 
WAM-5500® and EMR-9® to perform the simultaneous 
measurements of accommodation and convergence.  The 
experiment was conducted with the help of seven subjects 
(male and female) 

Subjects gazed in binocular vision at a real object in 
natural vision (a Rubik’s cube) and then at a  virtual object of 
3D video clips presented in front of them (Fig. 2). We 
measured their lens accommodation and convergence (Fig. 
3).  The objects viewed by the subjects in natural and 
stereoscopic vision showed exactly the same motion, and 
there were three kinds of movements of these objects (Fig. 4). 

(1) The objects of natural and stereoscopic vision moved 
forward and backward at a range from 0.5 to 1m with a cycle 
of 10 seconds. It was repeated four cycles per single 
measurement.  

(2) The second movement was the same motion as in 
movement one, but the time of a single cycle of movement 
was 2.5 seconds. 

 

 (3) The object in this movement approached the subject. 
Initially, the position of the object was 1m from the subject.  
The object moved forward to the subject and stopped at the 
position of 1D, 1.5D, 2D for each 10 seconds (D represents 
diopter). A“diopter” is the refractive index of the eye lens, 
which is an index of accommodation power. It would be as 
follows 0D stands for infinity, 1D stands for 1 m, and 2D 
stands for 0.5m.  

The measurements of the objects in both natural and 
stereoscopic vision were taken three times per one 
movement. The illuminance in this experiment was 103 lx. 

III. RESULT 

The measurements for all subjects showed roughly 
similar tendencies. Figs. 5 and 6 showed the results of 
movement 1, which were the moving objects in both natural 
and stereoscopic vision with a cycle of 10 seconds. The 
subjects in Fig. 5 and Fig. 6 were different. 

Then, Figs. 7 and 8 showed the result of movement 2. 
In all these figures, “accommodation” stands for the focal 

length of lens accommodation, while “convergence” stands 
for the convergent focal length, and “object” stands for the 
location of the real object in natural vision or the position of 
virtual image in stereoscopic vision. 

 

Figure 4. The movement of the object in natural and stereoscopic 

vision. (1) First was a cycle of 10 seconds. (2) Second was a cycle of 

2.5 seconds. (3) Third was step motion, the object stopped at 1D, 1.5D, 

and 2D for each 10seconds. 
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Figure 5. The result of natural vision (a cycle of 10 seconds) 

 

Figure 6. The result of stereoscopic vision (a cycle of 10 seconds) 

 
Figure 7. The result of natural vision (a cycle of 2.5 seconds) 

 

 
All figures show that the accommodation and convergence 
of subjects changed in agreement. In Figs. 5 and 6, the 
change in the diopter value occurred within a cycle of about 
ten seconds and those in Figs. 7 and 8 did within a cycle of 
about 2.5 seconds. Moreover, the value nearly agreed with 
the distance from the subject to the position of the real 
object or virtual image. In the case of movement 3, lens 
accommodation and convergence also approximately agreed 
with the position of the virtual images. 

 
Figure 8. The result of stereoscopic vision (a cycle of 2.5 seconds) 

 

 

IV. DISCUSSION  

According to Hoffman [2] and Ukai & Howarth [3], lens 
accommodation in viewing 3D images would be fixed at the 
position of the display. However, or experiment found no 
mismatch in the accommodation-vergence.  

In our previous study, we also reported the results of 
simultaneous measurement of lens accommodation and 
convergence while subjects viewed objects in stereoscopic 
vision, and the inconsistency between accommodation and 
convergence did not occur [5]. This study simultaneously 
measured accommodation and convergence in viewing 3D 
video clips of three movements, and the discrepancy was 
unconfirmed as in viewing real object. Therefore, we found 
that subjects watching 3D do not show any discrepancy 
between accommodation and convergence. 

Subjects should be seeing blurred images if lens 
accommodation focuses on the virtual image position while 
a stereoscopic image project outwards.  Subjects focusing 
on a nearer position rather than the display may be 
experiencing the condition in which humans look at a 
position beyond the farthest point of the object as in myopia.  

Smith [6] showed that the relationship between the 
refractive error and visual acuity is linear.  The visual acuity 
of subjects in Smith’s experiment did not decrease much. 
Therefore, the distance from an emerging object in our 
experiment may not have been a problem and was correctly 
viewed by subjects.  
 Meanwhile, Patterson [7] reported that there should be a 
problem in only a near-eye display and that the 
accommodation-vergence mismatch likely would not occur 
under most stereoscopic display viewing conditions because 
of the depth of field. 
Patterson [7] and Wang [8] also found that the depth of field 
was large, and they stated that the average total depth of 
focus was on the order of 1.0 diopter. Based on this value, 
the range of total depth of field would be from a distance of 
about 0.1m in front of a fixed point to about 0.17m behind 
the fixed point of 0.5m. For a fixed distance of 1m, the total 
depth of field would be from a distance of about 0.33m in 
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front of the point to about 1.0m behind the point. For a fixed 
distance of 2 m, the total depth of field would be from about 
1m in front of the point to an infinite distance behind the 
fixed point.  
They also reported that the depth of field was affected in 
various ways by the pupil diameter and resolution.  
Some researchers found that pupil diameter will be slightly 
over 6 mm for a luminance level of 0.03cd/m2 and near to 2 
mm for a luminance level of 300cd/m2. For each millimeter 
of decrease in pupil size, the depth of field increases by 
about 0.12 diopters [7, 9]. 
 Therefore, the value of accommodation can be in the range 
of the depth of field in our experiment. 

In the future research, we plan further investigations 
concerning the influence of age, pupil diameter, the 
illuminance of the experimental environment, and the 
luminance of visual targets. 

 

V. CONCLUSION 

In this experiment, we simultaneously measured 
accommodation and convergence of subjects viewing real 
objects and 3D video clips. The video clips showed exactly 
the same motion as with the real objects. We did not confirm 
the existence of discrepancy between lens accommodation 
and convergence. Therefore, we believe it is inconclusive 
that symptoms such as eye fatigue and 3D sickness are 
caused by this discrepancy and be the result of other factors.  
We plan to perform further investigations including the 
change of pupil diameter in viewing stereoscopic vision, 
luminance level and the difference of the 3D presenting 
method in order to further comprehend the mechanism of 
stereoscopic vision.  
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Abstract— This article presents some topics that have been 
developed by the authors on the development of a model of 
posture and behavior control of a Active Transtibial 
Prosthesis, i.e., applied to individuals with amputation below 
the knee. It is intended to use a Neuro-Fuzzy ANN as the basis 
of this control. Specifically, we intend to use an FCMAC ANN 
Neuro-Fuzzy type. Such ANN has the ability of memorizing a 
region of operation and allow that for similar entries to those 
known in memory, know outputs may be generated. It is 
intended to show an early version of this work whose 
application was the modeling of the inverse kinematics of a leg 
in the sagittal plane. 

Keywords-component; Active Transtibial Prosthesis, Control, 
Artificial Intelligence, ANN Neuro-Fuzzy. 

I.  INTRODUCTION  

The search to improve the quality of life for people who 
have suffered amputation is one of the goals of a branch of 
engineering called the Rehabilitation Engineering [1]. Using 
tools and techniques developed in large research centers, it 
is possible to obtain models of prostheses and orthoses that 
may allow greater comfort to its user, particularly for those 
with lower limb amputations. 

Modeling the control of prosthesis or any device used in 
human rehabilitation allows for better interaction with its 
user and can ensure greater comfort in performing 
movements [2]. In particular, for prostheses applied to the 
lower limbs, their behavior during walking is a factor that 
can facilitate or hamper the movement of the user. In this 
context, some tools from studies in the area of Artificial 
Intelligence can assist in the implementation of the control 
of these devices for rehabilitation. Of these tools, we 
highlight the use of fuzzy systems and Artificial Neural 
Networks (ANNs) combined in a system called Neuro-
Fuzzy ANNs. The fuzzy systems deal with linguistic sets 
that allow managing inaccuracies in a way to generate the 
output more plausible by rules [3]. In the other hand the 
ANNs seek to simulate the connectionist reasoning using 
processing units with nervous system biological 
inspirations. They are able to learn, generalize and classify 
the elements in the universe they have been trained. The 
combination of these two systems can leverage the best of 
each [3]. 

In this work, we intend to show the results of some 
studies done about a Neuro-Fuzzy called FCMAC. This 
ANN has great potential for use in real-time control and 
allows the memorization of the environment in which it will 
be applied in order to generate the closest know output [4]. 
The FCMAC ANN is used as a basis for implementing a 
posture and behavior control of an active prosthesis for 
transtibial amputees and, as a first version, the results 
generated in this study were applied to generate a modeling 
of inverse kinematics of a leg in the sagittal plane.  

II. CHOICE OF A NEURO-FUZZY ANN 

Among the various models of Neuro-Fuzzy ANNs, we 
highlight the ANFIS ANN (Adaptive Network-based Fuzzy 
Inference Sistem) and FCMAC (Fuzzy-Cerebellar Model 
Articulation Controller) ANN. In previous works [11, 12] 
we sought to determine which of these two types would be 
used in the implementation of the control of the active 
transtibial prosthesis. The following will show some 
characteristics about these two Neuro-Fuzzy ANNs. 

A. ANN ANFIS 

The ANFIS is one of the more widespread Neuro-Fuzzy 
ANNs and represent a type of RBF (Radial Basis Function)  
ANN in a system of type Fuzzy TSK (Takagi, Sugeno and 
Kang) [3]. It relies on the use of ANNs and Fuzzy systems 
whose output has not defuzzification processes. Figure 1 
shows the layout and operation of such an ANN. 

 

 
Figure 1.  Model of Neuro-Fuzzy ANN of the ANFIS type [3]. 

In Figure 1, the first layer represents the fuzzification of 
the inputs x and y. Layer 2 is responsible for the activation 
of the outputs of layer 1. Layer 3 is responsible for 
normalizing the output of layer 2. Layer 4 presents 
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parametric equations on the basis of inputs from the ANN 
and layer 5 is the sum of parametric equations whose 
biggest influence on the output comes from the parametric 
equations whose activations in layers 2 and 3 are larger. 

This ANN presents two modes of construction [3]. The 
first is called Concatenated Model, whose entries are a 
concatenation of relevance vectors associated with each 
variable. The second is called the Combined Model and, 
unlike the previous, its entries are formed by combinations 
of fuzzy sets of the variables. In this last, to develop a 
complete system, all possible combinations for these 
assemblies must be considered. 

B. The FCMAC ANN 

The FCMAC ANN is an improvement of an architecture 
proposed by [5], called CMAC. The CMAC (Cerebellar 
Model Articulation Controller) ANN is a simplified model 
inspired in the cerebral cortex of mammals that operates 
through associative memories that relate the inputs of the 
ANN with appropriate outputs. A feature that should be 
mentioned is that the CMAC ANNs have a large number of 
receptive fields with finite boundaries [3, 4]. This means that 
it operates in a mapping by limited intervals of operation. 
The ANN initially proposed by [5] implements functions of 
the type shown in (1) and (2). 

 ASf →:  (1) 

 YAg →:  (2) 

In Equation 1, S is the space of input from ANN, A is the 
set of CMAC memories and Y is the output. The mapping of 
CMAC memories is done using functions of Boolean 
activation. The outputs of these activations are combined 
using an AND Boolean operator to enable or disable your 
memories. The memories that are activated are weighted by 
weights and summed to generate the output of the ANN. 
However, the use of activation functions of Boolean type in 
entries, makes some CMAC memories completely 
connected or disconnected. This makes its output response 
to present discontinuities, even for well-behaved inputs [6]. 

An alternative proposed by [7] to solve the problem of 
discontinuities in the output of the ANN was the adoption of 
activation functions of fuzzy logic. These functions work 
with concepts of pertinence of elements and allow use as a 
activation one degree trigger that allows certain memory 
locations that are not completely disconnected from the 
output pattern and are usually Gaussian or B-splaines [3, 6]. 
Thus some memory locations may contribute fully, partially 
or not contribute to the output, making that this way it can be 
continuous and smooth. The structure of a Fuzzy-CMAC 
ANN (or FCMAC) can be seen in Figure 2, where it notices 
that it is very similar to the CMAC ANN, differentiated only 
by the activation functions in the entries. 

 
Figure 2.  FCMAC ANN structure. Adapted from [6, 4]. 

C. Justification for the Selection of  FCMAC ANN 

Regarding ANFIS ANN, it appears that it seeks to 
preserve the properties of generalization of ANNs. 
Moreover, the knowledge of an expert can serve to start the 
ANN parameters so that during your training, it can give 
better results by already be closer to the desired setting. 
However, with regard to its constitution, it must be verified 
its limitations for problems not linearly separable, that is, 
with similar characteristics but belonging to different sets 
[8]. This is because in the case of the combined model, its 
application in project is subject to the number of entries in 
the ANN, since the number of combinations grows 
exponentially with the number of inputs, besides being more 
difficult to construct. Now with regard to the concatenated 
model, its construction becomes easier, however, the ANN 
becomes less robust. 

Regarding the Fuzzy-CMAC ANN, a feature that should 
be mentioned is that their receptive fields act as memories 
of Fuzzy-CMAC ANN, by enabling or disabling certain 
ANN connections. Thus, only a few receptive fields will 
predominantly contribute to the output of the ANN while 
others will not contribute effectively. Thanks to this, it is 
possible to conduct a local training ANN only fields that 
contribute to output and allowing some information stored 
by the ANN are not lost. Moreover, the problem of 
discontinuities solved by the use of continuous functions of 
fuzzy logic, may apply a method of training using a gradient 
method [3, 6]. 

Thus, it appears that the Fuzzy-CMAC ANN is presented 
as a robust technique that can map the characteristics of the 
human gait. Memorize certain features of the walk can allow 
the prosthesis to have a consistent stance that can relate the 
user's intentions with the environment [12]. Given its 
characteristics, the aim is to use a Fuzzy-CMAC ANN as the 
basis to perform the modeling control of the active prosthesis 
for transtibial amputees. 
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III.  MATERIAIS E MÉTODOS 

A. Operation of FCMAC ANN 

Likewise the CMAC ANN, the FCMAC also operates at 
finite boundaries, i.e., inputs are limited to their ranges of 
operation. At the entrance of ANN, µ values are calculated 
which are the degrees of pertinence of the input values in the 
range of operation. Thus the output of the activation 
functions are calculated in (3). 
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In Equation 3, µ is the value of the pertinence of input x, 
partitions of the interval c and σ are the center and support 
of the membership functions, i ranges from 1 to n inputs and 
j ranges from 1 to k number of membership functions. Then 
the combinations of the membership functions of the inputs 
are combined with each other as the operator E. For 
FCMAC ANN are used t-norm operators as minimum or 
algebraic product [9]. For this work, we used the algebraic 
product given by (4). 

 ( )∏= jijm xa µ  (4) 

The index m in (4) ranges from 1 to kn number of rules 
or combinations of inputs, and a is an associative cell 
related to the FCMAC memory of this multiplicand, and 
related to the insert input. The associative cells activated by 
input values that are closer to the values entered in the ANN 
showed a higher value. With that they influence the output 
more than those with a lower value. However, all cells 
contributed to the output of the ANN that in this study was 
adopted as the (5) [6]. 
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where N is the number of memories in the ANN. 

B. Learning of FCMAC ANN 

For the correction of the weights of ANN, one can use an 
equation similar to the correction of the weights of CMAC 
ANN. It is given by (6). It is also possible to adjust the 
Gaussian activation functions of the input layer. This 
adjustment is made using the backpropagation algorithm and 
the variables c (center) are modified and σ of the Gaussian 
functions. This adjustment improves performance at the 
ANN output [6]. 
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C. Reduction in the number of inputs combinations 

A problem that occurs with this ANN is that the total 
number of possible rules, or combinations of functions grows 
exponentially in a relation between the number of entries n 
and the number of membership functions k as in (7). This is 
referred to as curse of dimensionality [3], since the number 
of entries of ANN may limit the application of the designer. 

 nkC =  (7) 

To reduce this problem, [6] used a limited number of 
combinations and adjusted the membership functions in the 
inputs so that the generated combinations could map the 
inputs in the best possible way. For this he treated the 
membership functions or activation using an algorithm of 
clustering or categorization that allowed these functions to 
initialize. The clustering algorithms used to start the 
membership functions was the Fuzzy C-Means. With this 
technique it is possible to calculate the centers of Gaussians 
activation functions so that they are well distributed in the 
input space. This allowed the number of combinations of 
inputs to grow linearly with the number of activation 
functions for each input, as shown in (8). 

 kC =  (8) 

In (7) and (8), C is the number of possible combinations 
of inputs FCMAC. The Fuzzy C-Means algorithm is one of 
the algorithms most utilized for clustering and as well as 
other algorithms of the type, aims to minimize a function of 
the type presented in (9), which represents a cost function 
based on the distance of each point in the input assembly, in 
the position of each cluster and in the relevance of each point 
to the cluster [10]. 
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In (9), xj is a sample of a point vector P, c is the number 
of desired clusters, d is the distance from xj to the center vi 
and µij is the value of degree of relevance of the sample xj to 
the center vi, m is called fuzzy factor which typically is equal 
to 2 (the bigger m is, it is said the cluster is more fuzzy [10]) 
and J is called cost function. 

D. Implementation of a FCMAC ANN 

To implement a FCMAC ANN, it was necessary to list 
what are the elements that characterize an ANN of this type. 
Thus, some elements were listed, and as a result, was 
generated a data structure that could represent ANN as 
illustrated in Figure 3. To implement FCMAC ANN, it was 
used the computer álgebra ambient Matlab ® because it 
allows greater ease in the development of algorithms. 
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Figure 3.  Data structure that represents the FCMAC ANN. 

In Figure 3, the attribute numbers stores values 
corresponding to dimensions of ANN, such as number of 
entrances, activation functions and numbers of outputs. The 
attribute activations stores two matrixes that store the values 
of centers and supports of the Gaussian functions of the 
inputs. Finally, the attribute weights keeps the corresponding 
matrix weights of each output, each initialized with random 
values between -1 and 1 [6]. 

 

E. Neuro-Fuzzy Control for a Active Transtibial 
Prosthesis 

The active transtibial prosthesis has a set of sensors that 
allow for the acquisition of kinematic and dynamic 
parameters during operation. As the initial proposal, the 
control of posture and behavior will not consider the 
bioelectric signals of the user, ie, will be used only dynamic 
kinematic parameters acquired by the sensors. For this 
purpose, it is intended to train a FCMAC ANN in order to 
bring consistent output based on the parameters obtained 
from sensors. Thus, based on previous work [11, 12], were 
collected some parameters that feed the FCMAC ANN: 

• Distance d relative to the ground plane; 
• Angle α between the sole of the prosthesis to the 

ground plane; 
• Angles β between the sole and the leg prosthesis; 
• Force F applied to the prosthesis due to the weight of 

the user; 
With these parameters, it is proposed the control model 

shown in Figure 4 [13]. 

 
Figure 4.  Proposed model to control the prosthesis [13]. 

In Figure 4, it can be seen that the output of FCMAC 
ANN should provide at its output the movement to be 
performed by the prosthesis and how much torque must be 
applied to a joint. This pattern of torque must be applied at 
the ankle and depend on the phase of gait. The movement 
pattern also depends on the phase of gait. These two 
standards should be adjusted according to the kinematic and 
dynamic model of the prosthesis so that your posture and 
behavior can be consistent. 

IV. RESULTS 

As a first version in the application of Neuro-Fuzzy 
FCMAC ANN in a control template for a Active Transtibial 
prosthesis, worked on a model of inverse kinematics of a leg 
in the sagittal plane. This means that one wishes to obtain the 
angles which allow the end of the leg may be located in a 
certain position. For this, it is considered a model with two 
segments and two degrees of freedom (degree of motion). 
The ANN which controls the position of the leg has as input 
parameters a position in which the point on the ankle is in the 
xy plane and an output, it is expected angles of the hip and 
knee. The structure of ANN used can be seen in Figure 5. 

 
Figure 5.  Structure of FCMAC ANN to control the leg where N = 100, 

that is, the ANN possesses 100 memories. 

For training the ANN, it was generated a leg operation 
space in which its edge could be located. In this operating 
region, about 400 training points were generate, which were 
also used to generate a 100 clusters that serve as centers for 
the Gaussian functions activation inputs of ANN. The region 
restriction is shown in Figure 6, where two segments of line 
represents the leg segments and the red points are the clusters 
generated in this mapping. 
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Figure 6.  Mapping of the leg operation space. Strictly in this region, the 

FCMAC ANN can provide the desired output after training. 

Established these points, began training a FCMAC ANN 
with about 100 activation functions on each input. After 
training, was traced a trajectory parameterized in the xy plane 
and tried to verify if the ANN would be able to perform the 
inverse kinematics of this trajectory to position the end of the 
leg in this plan. Figure 7 shows the trajectory traced to the 
end of the leg and the solution of inverse kinematics for the 
angles corresponding to this path. 

 
Figure 7.  At the top of the figure has the trajectory desired to be 

approximate by FCMAC ANN. In the lower part there are the 
corresponding angles to this path 

V. DISCUSSION 

When using a categorization algorithm, one can find 
some clusters that are positioned at locations around whose 
elements have some similarity. By doing so, it was possible 
to perform a mapping of the leg operation space with a 
limited amount of clusters equal to ¼ of data that would be 
used in training. This could allow a drastic reduction in the 
number of combinations of inputs needed so that the ANN 
could approximate the trajectory. Thus, for the ANN used, 
which had 100 functions in the activation of 2 starters, it 

took only 100 combinations of inputs instead of 1002 = 
10000. 

The FCMAC ANN training for this application was 
carried out in 500 times and wished the Mean Square Error 
(MSE) was 10-4. However, at the end of training epochs, the 
NDE obtained was 1.6 x10-4. However, ANN performance 
was satisfactory, because the behavior of the trajectories 
obtained in simulation was close to expectations as you can 
see in Figure 8, where they are shown briefly simulation 
performance of the FCMAC ANN to approximate the 
trajectory of the leg. 

 
Figure 8.  The figure shows a few moments of trained FCMAC 

simulation. The blue curve represents the desired trajectory and the red 
represents the trajectory obtained by ANN. 

VI. CONCLUSION 

Through this work, we can learn a few points about the 
capabilities of FCMAC ANN. It was found that in case of 
using all possible input combinations, their applications on 
design would be constrained by the number of entries as the 
number of combinations grows exponentially with the 
number of inputs and activation functions. 

It was seen that the use of a categorization algorithm 
allows the number of input combinations is dramatically 
reduced to a linear complexity to the number of activation 
functions of the inputs. The Fuzzy C-Means algorithm 
allowed for mapping the operating region of the leg so that 
could distribute the activation functions of the inputs 
through this region. 

As regards the application done, verified the ability of 
FCMAC ANN memorizing the operating region and allow 
the execution of any path in this region even without the 
known during training. That's why when associating various 
positions in the area of operation with the angles of the hip 
and knee for the training data, the ANN memorized these 
relationships. Thus, when designing a trajectory in this 
region, it checks the path which points are closer to the 
region known demand and provide an approximate output. 

It should be noted also that the coordinates are entered in 
the input ANN were operating in the area, leaving the ANN 
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would be inconsistent. Thus, mechanisms are needed to 
prevent these boundary conditions occur. 

As a next step, we intend to use the data obtained in a 
simulation environment developed in [11, 12] to train a 
FCMAC ANN. The aim is also to obtain a model of posture 
control and behavior of active prosthesis for transtibial 
amputees. 
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Abstract—Designing user interfaces involves several iterations 
for usability design and evaluation as well as incremental 
functionality integration and testing. This paper reports on the 
methodological approach for the design and implementation of 
an application that is used for search and retrieval of socially-
aware digital content. It presents the archivist view of 
professional media organizations and the specific requirements 
for successful retrieval of content. The content derived from 
the social media analysis is enormous and appropriate actions 
need to be taken to avoid irrelevant and/or repeated social 
information in the displayed results as well as over-
information. The archivist feedback reveals the way humans 
address the social information as presented in the form of 
metadata along with the archived raw content and how this 
drives the design of a dedicated search and retrieval 
application. 

Keywords-search and retrieval user interfaces; social 
network information; archiving; preservation; user interface 
design; usability 

I.  INTRODUCTION 

Social Media provide a vast amount of information 
identifying stories, events, entities that play the crucial role 
of shaping the community from continuous user involvement 
[2,3,4]. This work reports on the design and development of 
a socially-aware search and retrieval application that has the 
main goal of enabling archivists and researchers to retrieve 
archived web content based on semantic information derived 
from social media. Social media categories (SMC) cover 
almost all existing social media networks that information 
can be harvested from [1]. This information can be 
categorized according to type (multimodal: text, video, 
sound, picture) and role players (agents, users, opinion 
leaders) and actual semantic meta-data (entities, opinions on 
entities, etc.). The aim is to design a user interface that uses 
an engine for semantic analysis taking into account several 
modalities (plain text, sound, image, video), social media 

crawling, contextual search fusion and archivist usage 
requirements. The interface is the means to accessing the 
vast amount of information that can be archived. This work 
is ongoing and the findings of the pilot user testing and 
evaluation provide indications on how the semantic analysis 
of the social media information can be integrated to the 
design methodologies for user interfaces resulting in 
maximization of user experience in terms of social 
information involvement. The following sections describe 
the motivation and related work, the initial design 
considerations and the user evaluation that resulted in 
updated requirements for the next iteration phase of the 
design. 

II. MOTIVATION 

There are several approaches and applications in the 
recent years for digital archiving. However, these approaches 
mostly specialize in the archiving process itself without 
taking into account the actual impact of the archived 
information to the world. The need for leveraging the 
wisdom of the crowd for selecting the optimal content for 
future preservation has been stressed by digital libraries and 
the broadcasting world [5]. Concrete requirements for 
reporting the peoples’ opinions on important events and 
associating them with candidate content pages for have been 
laid out. These stress the important role of the social media 
for such task. Harvesting the opinions of the people and 
enabling the retrieval of such social information for the 
future generations will provide a unique eye in the history 
and preservation of events. It also validates the selection of 
the content appropriate for archiving based on the impact of 
the recorded information that was reported in it. A way of 
gathering and analyzing such information from the web and 
building innovative ways to retrieve it was, therefore, a 
crucial requirement for the above process. 

Earlier works treat archives independently of any 
externally provided social information but allow for manual 
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or semi-automatic annotation of the relational tags between 
items [6]. Such applications are in effect annotation 
interfaces rather than search and retrieval. And for such tasks 
there were formal models used for the annotation procedure 
[7]. The approach discussed in this paper goes beyond 
simple consideration of either an interface for search and 
retrieval of archived documents or social network dedicated 
interface. It is a dedicated interface for archived documents 
that are heavily enriched with social web metadata as 
analyzed and ingested data derived from social media. 

The task before us was to design an innovative interface 
that would use the semantic information to satisfy complex 
queries as well as provide semantically enriched views of the 
archived document information. In order to do that, the user 
feedback was collected to refine the design considerations. 

III. INITIAL DESIGN CONSIDERATIONS 

The requirements for the search and retrieval of 
semantically analysed archived content were considered on 
the domain, content use and interaction levels. As it can be 
seen, the social web content integration and the raw data and 
their relations were a key to this exploration. 

A. Domain-specific Requirements 

Domain-wise there are certain needs for specific use 
within organizations. Media organizations have journalists 
that retrieve selected data on events, topics and entities for 
articles or documentaries that are under production. Those 
data need to be as complete as possible and provide a variety 
of sources and other related articles. 

B. High-level Requirements 

In the broadcasting world, collections of information 
targeting a common set of topics and events are called 
“campaigns”. Examples of campaigns span from 
generalized, large size, long-time types like “The EU 
financial crisis” to the more focused, short-lived types like 
“EU Summit 2012” or “Presidential Primaries 2012”. The 
former may span several years, the latter only a few months. 
Taking the above into consideration, a main functionality for 
our initial design approach is continuity of data collection 
and archiving. The scheduled crawled sets and analysis 
should span the entire campaign both in terms of time as well 
as in terms of social network content provision. Activity 
should be monitored and data collected accordingly. The 
sub-campaigns should correlate to the main campaign that 
they are supposed to belong to. The users should be able to 
retrieve information from all relevant archives and continuity 
of the semantic analysis should be preserved throughout the 
campaign search and retrieval process. 

The database plays an important role in the architecture 
of such application, as it provides the storing, indexing and 
retrieving functionality for all the data collected and utilized 
by the archivists for the refinement process and searched 
upon by the generic users. As such, it is expected to support 
various types of data, handle updates and accommodate 
many types of queries. 

The required functionality of the database is defined by 
its interaction with the search and retrieval user interface.  

The database is expected to store: a) the original web 
content fetched by the crawler during for specific campaigns, 
b) metadata, meaning the extra attributes that are derived 
from the application aware crawling (e.g. author information, 
#retweets for a tweet etc.). The database should be able to 
answer quantitative as well as qualitative related queries 
posed by the archivists to further guide the filtering and 
retrieval processes. All end-users must be able to navigate 
through the stored content by posing queries that concern 
either the annotated meta-data or the semantic information 
derived from the analysis of the social content. 

C. Non-functional requirements 

Usability testing in our case required the study of users 
preferences towards the social media derived information. 
Semantic analysis results have enriched the archived content 
with semantic descriptions and tags that include entities 
(persons, locations, dates, etc.), events, topics, opinions on 
them, trending, cultural dynamics and more. Each web 
document may include several pieces of semantic 
information that may or may not be useful to the archivist or 
end user that would search and retrieve. Before proceeding 
with mockup design, experimentation has taken place in 
order to derive knowledge on the user perspective. Results 
from experimentation with fusing and visualizing social 
content with semantically driven context-sensitive 
information were derived [8]. Based on them, the mockups 
have been designed so that the socially aware semantic 
information would fully complement the search results. The 
users have indicated that opinions from social networks were 
considered fundamental to their understanding of the impact 
of searched web content. Furthermore, the semantic meta-
data were integrated to the design of the interaction flow, so 
that users may facet and filter their search by using several 
levels of semantic content as well as prominent traditional 
information such as social network source information. 

IV. THE PROTOTYPE 

Iterative design process from the start to the 
implementation of the first prototype was followed from the 
initial design requirements gathering (made via wire-
framing) to the mockup user environment, to the online 
prototype. The mockups were constructed based on the three 
types of information from the functional specifications 
(Search filtering, Core content, Social content) and the non-
functional specifications described above. The initial 
experimentation was on the observation of the user 
perception of processed content (filters, tag clouds, paths), 
direct content (item descriptions, authors, dates, type of 
modality) and social content (opinions, trends, semantics, 
entities, events).  

Based on the above, low fidelity mockups were created 
for the web retrieval interface. Those were subsequently 
evaluated for the core functionalities (filtering of results, 
follow-up search, result visualization) as well as usability 
(user approach to semantic search, information load, user 
effort, acceptance). The initial evaluation resulted in the set 
of specifications laid out by professional users (archivists, 
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broadcaster researchers). This specification was used for the 
first version of the application prototype. 

The prototype itself used real data from the 
#greekfinancialcrisis (Twitter) as the main social web source 
as well as crawled web pages using as parameters the entities 
that were identified from the #greekfinancialcrisis text 
analysis. The raw content and the semantic metadata were 
indexed in Solr. Free text search as well as query enabled 
semantic search comprised the search functionality. The 
returned results were web resources that matched the search 
string. The users were able to view the search results in the 
main content frame. The results had distinct indicators on the 
opinion and trending values for each web resource. 
Dynamically created facets were provided for refinement of 
the results. Each result was, in fact, web page from the raw 
content archives. The content that could be viewed were not 
the original web pages themselves but descriptive data taken 
from them, such as title, initial description text, source, 
author. That view was enriched with lists of named entities 
(people, organizations, locations, etc.), events, and opinions 
derived from the text analysis. Furthermore, data from the 
most relevant tweets were provided where the users could 
use to see the following: 

 Timeline showing the opinions of the Twitter 
authors on the entities contained in the web page 

 Lists of positive and negative tweets on the entities 
of the web resource 

 

V. REFINING THE GOALS 

The prototype was used for the user evaluation which, 
itself, had the main purpose of monitoring the usage in order 
to construct and validate updated user requirements 

A. Application specifications 

A screenshot of the prototype is shown in Figure 1. The 
points of interest are pointed out by the highlighted numbers 
and included the following: 

 Single semantic search (Fig.1 point 3) 
 Advanced search 
 Refine search  
 Dynamic filtering via faceting (Fig.1 point 4) 
 Sorting (by modality, by source SMC) (Fig.1 point 

5, 6) 
 Item viewing properties and derived functionalities: 

o Modality views (all, text, image, video, sound) 
o Social Media related information per item 

(current opinion, trending, latest tweets, source 
SMC) 

o Text/image analysis related information 
(entities, events) 

o Tag cloud support for major entities/events for 
quick refinement 

o SMC and text/image analysis items with linked 
specific functions (preliminary functions include 
search refinement, new search) 

 
Figure 1.  Search results for semantic search within a political domain. 

 
 Generic viewing properties: o Recent searches 
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o Recent campaigns  
o Latest news (promotional, user-specific) 

Also, as highlighted in Figure 1, main placeholders and 
associated functions or visual elements we clarified: 

 User login and application logo 
 Top level menu reserved for high level functions 
 Search box (also toggling single and advanced 

search) 
 Dynamic filtering via facets 
 Main results page with modality sorting tabs 
 SMC filtering (results are filtered by selecting Social 

Media icons - toggling) 
 Timeline view enablement button 
The item results page (Fig. 2) provides all retrieved 

information about an archived web resource. The standard 
information includes: 

 Title 
 Details 
 Date 
 Provider 
 Format 
 Description 
The semantic information includes and is presented to the 

user as: 
 

 
 the identified associated entities 
 the identified events and topics 
 a tag cloud of entities derived from items that 

include the entities/events of currently web resource. 
 The related events of the current identified event (if 

any) 
 the latest tweets that contributed the major entities 

and opinions for the current web resource 
 the major twitter accounts that contributed to the 

above 
 the timeline that shows the positive-negative social 

network input regarding the associated entities 
(currently only for Twitter for the first prototype) 

 the lists of positive and negative Tweets for the 
above 

B. Evaluation 

The early prototype that was build based on the previous 
feedback and specification has been evaluated by the 
professional end-users in order to refine the goals of the 
application based on the archivist/broadcaster workflow. So, 
in that respect, usability was measured qualitatively rather 
than quantitatively and was guided by specific search and 
retrieval scenarios.  

 
Figure 2.  Web object – an archived web page enhanced with semantic information 
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Evaluation scenarios were created and deployed for 
novice users. The expert archivists performed free search 
actions aiming for in-depth social information research on 
specific content that they knew already. The scope of the 
evaluation was to enable validation of present functionalities 
as well as requests for extensions. Another task was to rank 
the types of semantic information from highly relevant to 
irrelevant for as many queries as possible.  

Those data are fed to the facet ranking algorithm, so that 
the dynamic facet selection options are optimized. Table 1 
provides an overview of the elements of the prototype testing 
that were evaluated. 

TABLE I.  EVALUATION OF THE PROTOTYPE APPLICATION 

Actions 
Evaluation consolidated overview 

Expected results Validation Extension 

query Single and advanced query Yes Yes 

filter Facetting/filtering search Yes No 

single page Viewing a web page No Yes 

 
This evaluation provided an updated set of specifications 

from the point of usability in terms of system interaction but 
unavoidably that would be dependent on actual content. The 
new specification requirements include: 

 Ability to search for campaigns (top page 
functionality) based on campaign tags or description. 

 Latest/popular campaigns 
 Tag cloud that displays campaign keywords. 
 Campaign overview (characteristic entities, events, 

SMCs, opinions) 
 Campaign information (ID, logo, title). 
 Information on volume of social/semantic data 
 Types of result presentation (list, timeline, map) 
 Connection to Wayback machine. 

The next iteration will involve the advanced prototype with 
vast amount of semantic data attached to the archived pages 
that should be tested both functionally and for usability.  

VI. CONCLUSION 

This paper reported on the design and testing issues for 
an application for socially-aware web archiving. Important 
findings on how archivists and researchers view the social 
information and how that is integrated to their research 
workflow have been identified. So far, the social/semantic 
information is used to guide the search and retrieval process 
by a large margin. More than 80% of the content used comes 
from social networks. That shows how important that 
information is for web archiving and how that information 
provision can be optimized from a dedicated application 
interface. 
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Abstract— This paper presents a study that compared the elder 
user enjoyment of a game of trivia in three conditions: 
participants playing the game with a laptop PC vs. a robot vs. a 
virtual agent. Statistical analysis did not show any significant 
difference of the three devices on user enjoyment while 
qualitative analysis revealed a preference for the laptop PC 
condition, followed by the robot and the virtual agent. The 
elderly participants were concentrated on the task 
performance rather on the interaction with systems. They 
preferred laptop PC condition mainly because there were less 
interfaces distracting them from performing the task proposed 
by the game. Further, the robot was preferred to a virtual 
agent because of its physical presence. Some issues of the 
experiment design are raised and directions for future research 
are suggested to gain more insight into the effects of agent 
embodiment on human-agent interaction.  

Keywords-Embodied agent; human-robot interaction; user 
enjoyment. 

I.  INTRODUCTION 

In recent years, one area of interests in human-robot 
interaction studies is to investigate the physical embodiment 
effects of social agents on their interaction with humans [1, 
2]. A physically embodied robot, with both an actual 
physical shape, embedded sensors and motors and co-located 
with a human is considered to facilitate better social 
interaction by prompting human social expectations for 
proper social interaction than a disembodied or a virtual 
agent [1, 3, 4]. Several experiments have been conducted, 
comparing effects of co-located physical robots with remote 
or telepresent robots and virtual agents engaging humans in 
different types of tasks. A variety of objective (e.g., task 
performance) and subjective measures (e.g., enjoyment) have 
been used to capture these effects (see Table 1 for a review). 

Kidd and Breazeal [5] found that a physically embodied 
robot was considered different than an animated character: it 
was more engaging, more enjoyable to interact with, and 
more informative and credible. In another experiment, they 
showed that participants’ perceptions of a physically present 
robot (co-located with humans) and of a remote one 
(presented on a television screen) did not differ significantly. 
As a result, they concluded that what led people to respond 
differently in the first experiment lies in fact that participants 
considered both physically present and remote embodied 

robot as a real and tangible thing, in comparison to the 
simulated virtual character in the screen. In the studies of 
Wainer et al. [4, 6], participants rated the physically 
embodied robot to be more attractive (they spent more time 
to watch it) and more enjoyable to interact with and more 
helpful than the virtual robot and the remote robot. 
Shinozawa et al. [7], showed that a physically embodied 
robot (three-dimensional body) has more impact on human 
decision-making when the interaction environment is a three-
dimensional space, but has less impact in a two-dimensional 
space than a virtual on screen robot (two dimensional body).  
Lee et al. [1] suggested that physical embodiment plays an 
important role on people’s evaluation of social agents even 
though social agents are not related to any physical function. 
Furthermore, physical embodiment has an added value for 
people’s social interaction with agents and is an effective 
means to increase the social presence of an object. Thus, it is 
an essential aspect of social agents in order to facilitate 
meaningful social interactions. In the study of Komatsu and 
Abe [8], most participants accepted the physical robotic 
agent’s invitation to play a game while many neglected the 
virtual on-screen agent’s invitation. The authors suggested 
that physically embodied robots were considered as more 
comfortable and believable interactive partners than virtual 
ones. In the study of Pereira et al. [9], they found that 
participants who played against the physically embodied 
agent reported higher enjoyment experiences than those who 
played with the virtual version of the robot. They suggested 
that during a computerized chess game, a physical embodied 
agent elicited a more immersive user experience and a more 
believable social interaction and led people to believe that 
they received better system feedback. Hasegawa et al. [10] 
investigated the impact of embodiment on direction-giving 
systems by comparing a physically embodied robot, a virtual 
robot and a Global Positioning System (GPS). The authors 
found that in the direction-giving systems, both physically 
embodied robot and virtual robot were more positively rated, 
in comparison to a simple GPS without any embodiment. 
However, embodied agents did not allow a better cognitive 
performances (e.g., retelling of direction-giving), comparing 
with a simple GPS system.  
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TABLE I. REVIEW OF STUDIES ON EFFECTS OF AGENT EMBODIMENT ON HUMAN-AGENT INTERACTIONS 

 
In the current literature review, we did not find any 

studies investigating human-agent interactions involving 
elderly subjects who are often targeted as an important 
population of end-users of social assistive robots and 
ambient-assisted living technologies. How do they perceive 
different kinds of agent embodiment? Is there any added 
value of the physical embodiment of a robot or a virtual 
agent compared to a simple PC?  In the present work, we 
designed the following experiment to answer these questions 
by studying interactions between the elderly and the 
physically embodied robot, a virtual agent and a simple 
laptop PC in the situation where they played a game of trivia 
(e.g., geography, history, literature, etc).  We reported our 
findings on people’s perceptions when interacting with the 
different devices.   

II. EXPERIMENT 

The design of this study was a within-subjects, repeated 
measures experiment. Three conditions were set up: subjects 
interacted with a laptop vs. a virtual agent (Greta [11]) vs. a 
physically embodied robot. In each condition, subjects were 
invited to play a game of trivia StimCards with the system 
which gave instructions and feedbacks. We compared user 
enjoyment and engagement within these three conditions.    

A. StimCards 

StimCards is an interactive card game which is played 
between a human player and a computing player. The 
computing player is the game coordinator which asks 

Authors Conditions compared Interaction tasks  Measures 
 
Kidd & Breazeal, 2004 

 
1. Physically embodied robot vs. 

virtual (simulated) robot vs. a 
human 

2. Physically embodied robot vs. 
remote robot (presented on TV 
screen) 

 
1. The participant responded to 

spoken requests from the 
characters, which asked the 
participant to manipulate colored 
wooden blocks 

2. The desert surviving task and a 
teaching task 

 
1. Questionnaire  assessing enjoyment, 

informativeness, reliability, fairness, 
credibility, liking, responsiveness, 
positivity, looking, involvement 

2. Questionnaire  assessing sincerity, 
informativeness, dominance, 
likeability, reliability, openness, 
trustworthiness, engagement 
 

Shinozawa et al., 2005 2D task environment + no agent vs. 2D 
task environment + virtual robot vs. 2D 
task environment + physical embodied 
robot vs.  3D task environment + no 
agent vs. 3D task environment + virtual 
robot  vs. 3D task environment + 
physical embodied robot   
 

Color-name selection task The mean selection ratios of the color 
names that the agent or robot successfully 
recommended to each subject (influence 
of agents on decision-making) 

Lee et al., 2006 Physically embodied robot (Sony 
Aibo) vs. virtual on-screen robot 

Free interaction with robots Questionnaire assessing perception of 
Aibo as a companion, social attraction 
toward Aibo, enjoyment, public 
evaluation of Aibo, and social presence 
 

Wainer et al., 2006, 2007 Physically embodied robot vs. remote 
robot (presented on TV screen) vs. 
virtual (simulated) robot 

Tower of Hanoi puzzle Task performance, mean time spent in 
each condition, questionnaire assessing 
perception of a social agent’s capabilities 
and the user’s enjoyment of the task 
 

Komatsu & Abe, 2008 Physically embodied robot vs. virtual 
on-screen robot 

Puzzle video game (picross) with 
agents  

Acceptation of the agent’s invitation to 
play a game, duration of looking at the 
robotic agent, task performance (number 
of puzzles solved) 
 

Pereira et al., 2008 Physically embodied robot (iCat) vs. 
virtual on-screen robot 

Computerized chess game with agents 
as co-players 

Questionnaire assessing user enjoyment in 
game 
 

Hasegawa et al., 2010 Physically embodied robot with 
speaker perspective gesture vs. 
physically embodied robot with 
listener perspective gesture vs. 
physically embodied robot without 
gesture vs. virtual robot with speaker 
perspective gesture vs. virtual robot 
with listener perspective gesture vs. 
virtual robot without gesture 
 

Listening to systems for a direction-
giving  

Performance on a retelling of a direction-
giving task, performance on a map task 
and questionnaire assessing naturalness, 
presence, engagement, understandability, 
familiarity, reliability and enjoyment  
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questions and corrects answers given by the human player. 
StimCards is composed of:  

• A set of game cards with a barcode (a QR code) on 
the verso. The left side of the Figure 1 shows 
response items and the right side shows the verso 
with QR code. 

• A camera which can detect QR code and load 
associated questions. 

• A computer screen which displays StimCards GUI 
and the content of questions. Figure 2 shows 
StimCards GUI with an example of loaded card. 

• An associated input device which allows human 
player answering questions. Figure 1 shows the 
input device provided to human player during the 
experiment. 

 
Figure 1. StimCards game example 

 

 

Figure 2. A loaded card in StimCards GUI 

 

 
Figure 3. Response box 

Each card is associated to a XML file which contains: the 
question label and associated picture, question type (multiple 
choice question, open question, etc), a card category 
(entertainment, sciences, math, etc), GUI background color, 
font color, a set of clues which can help gamers, a set of 
suggested answers (text and/or picture) and the correct 
answer. It is possible to create new questions by changing 
XML file content or creating new game card associated to 
new XML file. StimCards is created with MICE [12], a 
computing modular framework within which a visual 
programming language creates interaction scenarios 
allowing digital devices to communicate with each other. 
Thus, StimCards is configurable in two ways: it is possible 
to create new cards and to describe the game sequences 
(interaction scenario). 
 

B. Participants 

We recruited nineteen elderly participants with a range 
in age from 63 to 88 years and with a mean of 75.30 (6.54). 
There were 3 men and 16 women (Table II). They were 
contacted by phone from an existing study participant 
recruitment pool. A consent form was signed by all of the 
participants before partaking in this experiment. Because of 
technical problems, data gathered from two participants 
were excluded for final analysis. 

 
TABLE II  BACKGROUND CHARACTERISTICS OF 

PARTICIPANTS 

Gender                                                           n=17           % 

Male 2 12% 

Female 15 88% 

Age   

Mean ± SD 75.68 ± 6.35 years  

Range 63-88 years  

Education   

Mean ± SD 13.2 ± 2.72 years  

Range 9-20 years  

Owner of a computer   

Yes 15 88% 

No 2 12% 

Frequency of computer use   

everyday - frequently 12 71% 

Rarely - never 5 29% 

Frequency of computerized game play  

Each day - frequently 1 6% 

Rarely - never 16 94% 

 

C. Experimental conditions 

Participants played a game of trivia with the following 
devices (Fig. 4): 
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a) Laptop PC: subjects were seated in front of a table 
containing a laptop PC, a webcam, a response box 
and the playing cards.  

b) Physically embodied robot: subjects were seated in 
front of a table containing a webcam, a response 
box and the trivia cards. The robot (Robulab of 
Robosoft) with a screen was placed at the right side 
of the table. 

c) Virtual agent + PC laptop: subjects were seated in 
front of a table containing a laptop PC, a webcam, 
a response box and the trivia cards. The virtual 
agent (Greta) was projected on the wall at the right 
side of the table. 
 

 

Figure 4. Experimental scene 

 

D. Task 

In each condition, participants played a game of trivia. 
The questions of the game were based on general 
knowledge, composed of 5 themes (literature, cinema, 
politic, geography, music). For each question, there were 4 
possible answers and only one was correct. Each participant 
was asked to respond to 10 questions. 

We created the following scenario for each condition: 
1. Device says “Hello. Press the validation button 

from the response box when you are ready”. 
2. Participant player presses the button. 
3. Device says “Hello. I will ask you 10 questions. 

You will use the black response box to put your 
card and answer the question. Exercises start now.”  

4. Device says “You can scan a card by placing it in 
front of the camera”. 

5. Participant shows a card to the camera. 
6. Device says “A card has been detected. Put your 

card on the response box and press the validation 
button when you are ready”. 

7. Participant presses the validation button. 
8. Device reads the question while the computer 

screen displays the question content of StimCards. 
9. Participant responds to the question. 
10. If participant responds correctly, device says 

“Congratulation! It is the good answer”. If the 

participant gave the wrong answer, device said 
“Sorry, it is not a good answer. The good answer is 
[…]”. 

11.  The step 4-10 are repeated nine times. At the end, 
device says “Exercises are finished. Thank you for 
your participation”. 

E. Procedure 

Upon arriving at the living lab (Hôpital La Collégiale, 
Paris), subjects were told the purpose of the experiment. If 
they agreed to participate, they signed a consent form. In a 
randomly assigned order, each subject performed the task in 
three conditions. In each condition, the subject filled out a 
questionnaire assessing user enjoyment. At the end of the 
three conditions, they were asked to comment on the three 
systems and to talk about the system they preferred to 
interact with. 

F. Measures  

To evaluate user enjoyment and engagement, we 
designed a questionnaire that consisted of items based on 
GameFlow model [13] and United Theory of Acceptance 
and Use of Technology (UTAUT) [14].  

The 5-point Likert questionnaire consisted of 13 items 
(Table II), measuring four dimensions of GameFlow 
(feedback, immersion, social interaction, concentration) and 
2 dimensions of UTAUT (intention to use, perceived 
enjoyment). Participants were asked to indicate their level of 
agreement to the statement following the 5-point response 
scale anchored by “not agree” and “Totally agree”. 
Moreover, observation and note taking were carried out for 
qualitative analysis. 
 

TABLE III           ITEM OF THE USER ENJOYMENT 
QUESTIONNAIRE 

Domains Statements 

Concentration • I was caught up in the game. 
• I stayed focused on the game. 

Immersion • I felt involved in the game. 
• I forgot about time passing while 

playing the game. 
Social 
interaction 

• I found that interaction with the […] 
was pleasant. 

• I appreciated accompanied by the […]. 
• Playing condition was convivial. 

Feedback • I received immediate feedback on my 
actions. 

• I appreciated the feedback given by the 
[…]. 

Intention to use • I would recommend this game to people 
around me. 

• If the multiplayer mode exists, I would 
recommend playing this game with my 
friends. 

Perceived 
enjoyment  

• Generally, I enjoyed playing the game. 
• Alone, I would accept to play the game 

with the […]. 
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Mean global scores of user enjoyement in three conditions
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III.  RESULTS 

A one-way within-subjects ANOVA was conducted to 
compare user enjoyment in the three conditions. In total, 17 
subjects took part of the experiment. The Table IV shows 
the means, standard deviations and analysis of variance of 
the global score and sub-scores of user enjoyment in the 
three conditions. Even though subjects rated higher user 
enjoyment under the laptop PC condition, compared to the 
two other conditions, the results of ANOVA did not show 
any significant differences among the three conditions.  

We have performed a qualitative analysis from 
observation and field notes about how participants 
interacted with systems and how they considered of them 
during the experiment. We observed that a majority of the 
participants were concentrated on the response box and they 
rarely looked at the screen of the laptop PC, the robot and 
the virtual agent. In fact, they looked at these devices at the 
beginning but after a few minutes, they concentrated on 
manipulating the response box to perform the task.  

Further, most of participants reported that they preferred 
the laptop PC condition to the other conditions because they 
could be more concentrated on the task. On the other hand, 
they considered the devices for two other conditions too 
cumbersome and not easy to use. They did not see any 
added value of virtual agent and robot when performing the 
task. For the condition of the robot, some participants 
appreciated the robot’s physical presence compared to the 
virtual agent. Nevertheless, they judged the robot’s head, a 
stuffed animal, too childish. Furthermore, they found it 
lacking life-like characteristics. As for the virtual agent + 
PC laptop condition, only a few subjects appreciated the 
presence of the virtual agent.  Most of the participants 
criticized it because they found it adynamic and its gaze 
lacking emotion.    
 
 
 
 
 
 
 

 
 

IV.  DISCUSSION 

This study investigated user enjoyment in a game of trivia in 
three conditions: laptop PC vs. robot vs. virtual agent. 
Although participants rated higher user enjoyment under the 
laptop PC condition, followed by the robot condition and 
the virtual agent condition, statistical analysis did not show 
any significantly difference among the three conditions (Fig. 
6). The preference towards the laptop PC condition can be 
explained by the fact that participants were mainly 
concentrated on the task performance rather than one “social 
interaction” with the system. They focused on the response 
box and rarely looked at the other interfaces except for the 
PC screen. Some of them even considered that the robot and 
the virtual agent distracted them from performing the task. 
Furthermore, several participants reported that there were 
too many things to look at and they could not pay attention 
to all interfaces. This result is somehow not surprising as 
impairments in divided attention and associated executive 
functions are dominant among the cognitive impairments 
associated with normal aging [15].  

Besides, many subjects conceded that they did not see 
any added values of a robot or a virtual agent in this kind of 
task. They said that they did not find it interesting to play 
with a robot or a virtual agent partly because they lack 
living characteristics and their appearance is not appealing.  

 

Figure 6. Mean global scores of user enjoyment in three 
conditions 

 
 

  Laptop Robot + laptop pc Virtual agent + laptop pc F(2,48) p  

Global score 44.29 (8.39) 41.76 (9.75) 40.12 (9.27) 1.02 0.37 

Feedback 3.44 (0.73) 3.41 (0.76) 3.24 (0.94) 0.32 0.73 

Immersion 3.44 (0.83) 3.24 (0.95) 3.08 (0.95) 0.75 0.48 

Social interaction 3.67 (0.53) 3.18 (0.96) 2.94 (1.18) 2.70 0.08 

Concentration 3.56 (0.63) 3.32 (0.92) 3.47 (0.74) 0.40 0.67 

Intention to use 3.15 (1.17) 2.88 (1.33) 2.85 (1.30) 0.28 0.76 

Perceived enjoyment 3.18 (0.98) 3.26 (1.00) 3.03 (0.96) 0.25 0.78 

TABLE IV.  MEANS, STANDARD DEVIATIONS AND ANALYSES OF VARIANCE OF THE GLOBAL SCORE AND SUB-
SCORES OF USER ENJOYMENT IN THE THREE EXPERIMENTAL CONDITIONS 
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On the other hand, our findings also showed that the 
participants preferred the robot condition compared to the 
virtual agent condition. According to our qualitative 
analysis, the advantage of a robot over a virtual agent is that 
a robot provides a physical presence. For example, some 
participants said that the robot was tangible and they could 
touch it. This result is similar to other studies investigating 
the effects of agent embodiment on human-agent 
interaction. Lee et al. [1] suggested that a physically 
embodied agent may facilitate better social interaction with 
its users by providing more affordance for proper social 
interaction than a disembodied agent. In the same line, Kidd 
and Breazeal [5] indicated that the fact that people consider 
robots as  “real entities” might facilitate face to face 
interaction. 

V. CONCLUSION AND FUTURE WORK 

In the current experimental setup, participants did not 
report any perceived added values of a robot and a virtual 
agent in comparison to a simple laptop PC in a specific 
interaction situation. This finding can be explained by the 
fact that in this experiment, the robot and the virtual agent 
lacked living characteristics and that the task required 
participants to focus on task performance rather on their 
interaction with systems. Future studies should address the 
issue of agent design and use different kinds of tasks to gain 
insight into the effects of agent embodiment on human-
agent interaction.  

Furthermore, in a future experiment, we should reduce 
or simplify interfaces of interaction systems because of 
divided attention difficulties in older adults. Finally, our 
findings are in line with those of previous studies, showing 
people prefer the physical embodiment of a robot rather than 
a projected bust of a virtual agent in an interaction situation.  
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Abstract—Using well-known virtual characters is a promising 
approach to enhance information services, since such 
characters provoke people’s empathetic feelings easily, and it is 
also easy for people to recall the leitmotif of the character’s 
fictional stories. In Japan, recently, it has become a popular 
culture to use famous virtual characters of animations and 
games in various services, and this has even become ! main 
business activity for some companies. In the real world, our 
daily life consists of various social activities, and virtual 
characters offer the possibility to enhance these activities.  For 
example, our current social activities might be gamified by 
replacing unknown people with our favorite virtual characters 
or might be augmented by the characters’ stories. 
   In this paper, we present Augmented Trading Card Game that 
enhances remote trading card game play with virtual 
characters used in the fictional stories of popular animations 
and games. We show our observations about the way players 
use the system, realizing the game, and what their feelings and 
impressions about the game are. We believe the obtained 
results would be useful to consider how to use empathetic 
virtual characters and the fictional story that the characters 
are used in, in the real world activities for future information 
services. We also discuss how our approach can be extended to 
design a new type of transmedia storytelling by considering 
Augmented Trading Card Game as one form of transmedia 
storytelling. 

Keywords - Empathetic virtual characters; Game design; 
Augmented reality; Trading card game; Ideological metaphor; 
Animation and game stories; Physical tangibility; Transmedia 
storytelling 

I. INTRODUCTION 

   Virtual characters are widely used in our daily life, 
recently. For example, famous Disney characters like 
Mickey Mouse and Donald Duck provoke our empathetic 
feelings easily anytime and anywhere, and Kitty and 
Pokémon are now found all over the world [1]. In 
animations and games, each virtual character has its own 
personality and story, which can be used as a medium to 
convey special information and messages to people. If 
people are familiar with the fictional story of an animation 
or a game, then the story’s characters are able to recall the 
leitmotif of the story easily without much additional 
information but by just performing some action/interaction 
with the story’s character. Specifically, many Japanese 
animation and game stories contain serious ideological 
messages that are important to make our daily life more 

desirable. We believe that this observation is very important 
when considering how to use virtual characters in various 
future information services in the real world. Recently, our 
daily life is becoming more and more complex, and we need 
to process a lot of information everyday. In our modern 
society, there are many real social problems that need to be 
solved urgently. However, it is hard to convey important 
ideological messages to people without presenting a large 
amount of additional information to them. For example, 
education is a traditional heavy-weighted method to teach 
the importance of ideological messages without long 
learning time.  
   In the contemporary Japanese society, several posters for 
public service announcements have adopted the idea to use 
virtual characters from recent popular animation stories. For 
example, K-ON! has been used for promoting a national 
survey in Japan [24]. In the story of K-ON!, high school 
girls try to realize their dreams with cooperative efforts 
among them. This becomes a persuasive message conveying 
the idea that everyone’s participation is important for the 
national survey. Also, NFGD that promotes guide dogs’ 
training has created two posters using popular characters 
from Puella Magi Madoka Magica [26]. The girl that has 
been used in one of the posters is rebellious, but very 
considerate to her friends. The girl used in the other poster 
is very close to her friend and keeps thinking and caring of 
her friend even when they are far from each other. Many 
young girls admire these two girls, nowadays. If people 
want to imitate these magic girls, then the posters contain 
the implicit, strong persuasive message that becoming a 
puppy walker is one of the ways to become like them. These 
examples show the effectiveness of using virtual characters 
that have their background stories to attract people. 
Moreover, they are a good evidence that virtual characters 
could be used to convey ideological messages that might 
play significant role in changing people’s current attitude. In 
Japan, the majority of young people have been enjoying 
animation and game stories for a long time and they know 
the popular animation and game characters and their stories 
very well.  This we believe is a good prerequisite for using 
virtual characters to enhance emotional feelings and 
successfully convey ideological messages through the 
characters’ stories. 
   This paper presents Augmented Trading Card Game 
(Augmented TCG) for playing the Yu-Gi-Oh! Trading Card 
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Game (Yu-Gi-Oh! TCG) between two players who are 
located in different places. The system, realizing the game, 
supports the remote trading card game play with virtual 
characters. We consider two possibilities to use virtual 
characters in the game. The first one is to show a virtual 
character representing the opponent player, where the 
movement of this character is synchronized with the current 
real movement of the opponent player. We believe that this 
movement synchronization gives the character more reality, 
which allows us to easily remind the players the leitmotif of 
the characters’ stories containing some ideological messages. 
The second idea is to include another virtual character, 
which is actually the virtual character of the character 
depicted on one of the player’s cards.  This character would 
encourage the player to win during the game. Some Yu-Gi-
Oh! TCG players are very keen on collecting cards and they 
feel strong empathy with their cards. Moreover, they even 
feel the characters illustrated on their cards as their close 
friends. Therefore, the communication with the characters 
during the play would have a very strong influence on the 
players. 
   In Augmented TCG, we use popular virtual characters that 
have been used in Japanese animations and games. 
Specifically, the Yu-Gi-Oh! TCG has been originally 
introduced in the Yu-Gi-Oh! comic and animation. One of 
the reasons why Yu-Gi-Oh! TCG is popular in Japan is the 
fact that almost all young people have first enjoyed the 
comic and the animation story and then learnt how to play 
the game from that story. The story also teaches some 
important ideological concepts such as the importance of 
justice, friendship, bravery, positivity, and thoughtfulness. 
That is why we believe that the characters of the Yu-Gi-Oh! 
animation story can be used to enhance the playing style of 
the game through the stories they carry and recall. In this 
research we are interested in investigating the impact of the 
presence and behavior of the 3D virtual characters on the 
players’ emotions and feelings, and the play style of the 
game. For that purpose we conducted a user study in which 
we observed the participants’ attitude during the play, and 
interviewed them after that. Furthermore, we discuss that 
Augmented TCG is considered as one form of transmedia 
storytelling. Transmedia storytelling is the technique of 
telling a single story or story experience across multiple 
platforms and formats using current digital technologies [4]. 
Our approach enhances an original fictional story in 
corporation with a real world game or social information 
service to create a new story that a player of the game or a 
user of the social information service participates in. We 
also extract the basic concepts from Augmented TCG, and 
present a design framework for designing a new form of 
transmedia storytelling, and as a next step we would like to 
investigate the effect of using virtual characters from 
animation and game stories in our daily activities.  
   The remaining sections are structured as follows. Section 
II shows an overview of Yu-Gi-Oh! TCG. Section III 
presents some issues for designing remote trading card play. 

In Section IV, we present Augmented TCG and describe its 
experiments. Section V discusses that Augmented TCG is 
considered as a new form of transmedia storytelling and our 
design framework for designing a new form of transmedia 
storytelling. In Section VI, we show some related work of 
Augmented TCG. Finally, Section VII concludes the paper. 

II. YU-GI-OH! TRADING CARD GAME 

   The Yu-Gi-Oh! TCG [29] is a trading card game based on 
the Duel Monsters game that is portrayed in the popular Yu-
Gi-Oh! comic. Yu-Gi-Oh! cards are categorized into three 
types: Monster, Spell and Trap cards. A Yu-Gi-Oh! TCG’s 
player structures his/her own original deck by selecting 
his/her favorite cards from the several thousands Yu-Gi-Oh! 
cards, currently released. This leads to each user having 
his/her own unique and original deck that reflects his/her 
own personality and taste.  

 
Figure 1. Playing Trading Card Game. 

   Yu-Gi-Oh! TCG is a turn-based game, which is played in a 
one-to- one or two-to-two manner as shown in Fig. 1. We 
call the battle with Yu-Gi-Oh! cards a duel. Each player 
starts the game with a certain number of points called life 
points and performs the duel by summoning his/her 
monsters, battling against the opponent with his/her 
monsters or using spells and traps. Depending on the action 
taken and the outcome of it, the life points decrease or 
increase. If the life points of one of the players become zero 
or he/she cannot draw cards from his/her own deck, then 
that player loses the duel and the game ends. 
   The Yu-Gi-Oh! TCG involves various sources of 
enjoyment, besides just playing the game, such as 
completing collections of cards, structuring decks, 
communicating with the opponent players, trading, battling, 
as well as establishing different links to Yu-Gi-Oh! TV 
animations and Yu-Gi-Oh! comics. Moreover, although 
computerization has advanced a lot currently, the traditional 
version of Yu-Gi-Oh! TCG that does not use a computer but 
paper cards is still very popular among players. 
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III. REMOTE TRADING CARD PLAY 

   In Japan, as already described, trading card games like Yu-
Gi-Oh! TCG are very popular among children, but most of 
them stop playing the games when they become adults since 
they have no time to meet and play with other people any 
more. However, because of the complicated rules and 
interesting strategies, trading card games are still very 
attractive and popular among adults. That is why playing a 
trading card game with a remote opponent player has 
become a typical play style in the busy modern society. In 
many other games like Go, Chess, Poker and Mah-jong, the 
remote play style becomes more and more popular as well. 
In this section we describe some problems and limitations 
related to the existing remote trading card play. 
   There are already several systems that support remote 
trading card play. Yu-Gi-Oh! TCG on Nintendo DS uses Wi-
Fi to connect remote players. However, in this version, the 
trading cards are digitally represented and thus, players do 
not have the sense of the physical tangibility of the cards, 
which decreases significantly the pleasure and enjoyment of 
the game for some of them [16]. Specifically, the physical 
tangibility of the cards is essential to make players feel 
empathy with their cards. Yu-Gi-Oh! Online also offers a 
similar play style on personal computers, and suffers from 
the same flaw. Therefore in order to improve the described 
limitation of the existing systems, in Augmented TCG, we 
allow players to use their own, already collected physical 
paper cards.  
   As described in [16], we have found that some players 
would feel uncomfortable communicating directly with a 
real opponent player when the opponent player is a stranger 
for them. However, using just an avatar to represent the 
opponent player, as in the existing online trading card 
games, does not offer enough reality for the opponent player. 
We believe that using virtual characters from animation and 
game stories to represent the opponent players, whose 
behavior is synchronized with the behavior of the opponent 
player, would offer more reality than the avatars used in the 
current online trading card games. Also, trading card games 
in Japan are very closely related to comic, animation and 
game stories, in which the trading card games are part of the 
stories. That is why players usually relate to these stories 
and their characters while playing the game, which makes 
the game even more enjoyable for them. 
   In the current online trading card games, some players 
tend to disconnect from the game if they are going to lose. 
Specifically, it is a typical behavior of players whose only 
goal is winning the game. Such players feel pleasure and 
satisfaction only when winning the game and do not just 
enjoy the gaming process. This “unfair play” becomes one 
of the reasons for many trading card game players to dislike 
playing the online versions of the trading card games [16]. 
However, even unfair players know the comic, animation 
and game stories well. As described before, the characters in 
these stories convey ideological messages like the 

importance of friendship and the pleasure of honest and fair 
play. Involving these characters in the game would remind 
the players these ideological messages and encourage their 
desirable fair play style. 
   Many Japanese young adults admire animation and game 
stories and this strong worship has started and developed 
since they were children. If some of the hurdles to use 
remote trading card play vanish by solving the problems 
described in this section, many people will continue playing 
the game even when they become adults. If young adults 
keep their passion on the Japanese modern culture, this will 
become a power to successfully change our current 
undesirable social situations. 

IV. AUGMENTED TRADING CARD GAME 

A. Overview of Augmented Trading Card Game and 
its Experiment 

   Augmented TCG enhances the remote trading card play 
performed by two persons. The basic design approach is 
similar to the one of the augmented reality games introduced 
in [19], which integrates physical items and virtual items. 
As shown in Fig. 2, the two players are located in different 
places. Each player’s cards, in his/her duel field on the table 
in front of him/her, are captured by a camera and projected 
on the opponent player’s table.  
   Also, each player is represented by the 3D model of a 
virtual character used in popular animations and games, and 
this character is shown to the opponent player. In the current 
implementation, MikuMikuDance [25] is used to show the 
3D models of the virtual characters. MikuMikuDance is free 
software for creating 3D movies by using virtual characters. 
The virtual character is controlled using MS Kinect and its 
movement is synchronized with the movement of the 
opponent player. In the current Augmented TCG, a player 
can choose one of three virtual characters that are Yugi and 
Kaiba from the Yu-Gi-Oh! animation story, and Link from 
The Legend of Zelda [27]. In the Yu-Gi-Oh! animation story, 
Yugi is always surrounded by many friends and his winning 
success is a result of his strong bonds with his friends who 
love the trading card game. Kaiba is a lonely hero and he 
always seeks the strength in the game, but he does not 
accept other people’s help even if he is in a critical situation. 
However, in the story he also finally understands the 
importance of friendship. Most young boys want to follow 
either of these two characters because of their typical, very 
attractive and ideal personalities. The reason to choose Link 
as the third character in our experiment is that we would like 
to investigate how a popular character from another 
unrelated to TCG story affects the attitude of a player.  
   Furthermore, while playing the game, another virtual 
character, that has been depicted on one of the player’s 
cards in advance, appears on a small display near the player 
once that card is drawn out of the deck, and supports and 
encourages him/her to win the game until the end of the 
game.  
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   Moreover, the two players can communicate with each 
other via Skype if desired, and thus it is possible for them to 
introduce each other directly instead of using virtual 
characters. This option will allow us to compare the case of 
direct communication and the case of communication 
through virtual characters between the players.  

 
Figure 2. Augmented Trading Card Game System. 

   For the experiments, described in the paper, the rules of 
the game have been simplified for making the duels shorter 
and special predefined decks of cards have been used. The 
decks have been prepared by one of the authors who has 
more than 10 years experience in Yu-Gi-Oh! TCG and has 
more than few thousands Yu-Gi-Oh! trading cards. She is 
very familiar with the TCG animation story, and knows well 
how each character structures the deck and uses the cards in 
the animation. Therefore, for each possible virtual character 
to be chosen by a participant to represent him/her in the 
game, a suitable deck consistent with the animation story 
situation has been prepared. In the current version of 
Augmented TCG, the virtual character’s behavior does not 
reflect the real behavior of the player precisely, but the 
behavior is exaggerated and overreacted according to the 
current play situation. One of the reasons for this is the fact 
that our system’s functionality implementation is not 
currently completely finished. That is why in the current 
system another person exaggerates and overreacts the 
behavior of the player and the movement of the virtual 
character, representing the player is synchronized with that 
behavior using MS Kinect. This is also done in order to 
make the movement and behavior of the virtual character 
closer to the actual character’s behavior in the animation. 
   Fig. 3 shows the current prototype configuration for a 
participant. On a large display, a virtual character, which 
movement is synchronized with the movement of the person 
who imitates the opponent player, is shown. A camera is 
setup behind the small display near the participant, and 
captures the image of the cards. The opponent player’s cards 
are projected on the table by a projector. A small display 
shows the other virtual character that is depicted on one of 

the player’s cards, which in this case is one of the most 
powerful cards in the participant’s deck.  
   We recruited five participants for our experiments, and 
they all performed the duels in the experiments against one 
of the authors of the paper, who has deep knowledge about 
the TCG and could lead and control the experiment so that 
all participants play the game under the same conditions. 
Most of the participants had more than three years 
experience in Yu-Gi-Oh! TCG and they knew the characters 
in the animation stories very well. Before the experiments 
players could not talk to each other and none of them knew 
about Augmented TCG. Also, they were told how the rules 
were simplified right before the experiment. During the 
experiments, we observed each participant’s play and 
conducted interviews with him/her after the play based on 
the contextual inquiry method [3]. The experiments are 
described in details in the following two subsections. 

 
Figure 3. Current Prototype Configuration. 

B. Playing against a Virtual Character 

   We did two experiments for playing Augmented TCG 
against a virtual character representing the opponent player.  
   In the first experiment, participants could choose either 
Yugi or Kaiba for their own character according to their 
preferences. After the play, we interviewed the participants 
about their impressions about the virtual character 
representing their opponent. One of them said: “I could feel 
I am playing against Yugi, but Yugi used in the experiment 
does not offer enough reality”. Especially, the movement of 
the character was sometimes not like the real movement of 
Yugi as in the animation story. He also said: “I will 
definitely enjoy more the game against Yugi, and would like 
to win the game if the movement is more realistic”. Another 
participant said: “The face expression of the character is 
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poor and it is a very important issue while playing a game 
against a real person”. Also, one of the players told us: 
“The voice should be the same as the actor’s voice of the 
character in the animation story”. Moreover, if the 
opponent player was a female, some participants felt strange 
since both Yugi and Kaiba were male characters.  
   In the animation story, players usually play Yu-Gi-Oh! 
TCG standing, that is why we chose that the characters were 
always standing during the play, but in the real situation, 
players usually play sitting. Some participants felt the 
unreality on the behavior of the characters, but if the 
characters just sat down all the time, the participants also 
felt the inconsistency with the Yugi and Kaiba’s personality. 

 
Figure 4. Encouraging a Player by a Virtual Character. 

   In the second experiment, Link from The Legend of Zelda 
was used as a character representing the opponent player. 
The results in this case were completely different depending 
on whether the participants liked this character or not. If the 
participants were not interested in Link, they usually did not 
care about the presence of Link, but if Link was their 
favorite character, then they found playing the game against 
Link more enjoyable. One of the male participants also told 
us: “If the character is a pretty girl, I may be more excited 
to play the game”. Also, a female participant told us: “I feel 
that Link is my boy friend, so playing against him increases 
my pleasure and positivity”. 

C. Encouraging a Player by a Virtual Character 

   In this experiment, a small display on the table showed the 
virtual character depicted in advance on one of the cards 
used by the participant, as shown in Fig. 4. We have 
selected Dead Master from Black!Rock Shooter [20] as a 
character to be depicted on the card because we feel that the 
character does not contradict with or violate the atmosphere 
of Yu-Gi-Oh!. Black!Rock Shooter has two worlds. Dead 
Master is an enemy of Black!Rock Shooter in another 
dimension world, but in the daily world, they are very close 
friends. This becomes a persuasive message conveying the 

meaning that players need to keep and develop their 
friendship even if they fight seriously in a game.  
   As already described, in this experiment a special deck 
was structured in advance for each participant depending on 
the character he/she chose to play with. Then, in the duel, 
the participant always drew out of the deck the card 
depicting Dead Master at the beginning of the game. Once 
that card had been drawn out, a small display next to the 
player kept showing Dead Master until the end of the duel. 
Dead Master supported and encouraged the player during 
the game by using encouraging body gestures and its 
movement was controlled by a person who operated MS 
Kinect. 
   After the experiment one of the participants said: “It is 
desirable that the card depicting Dead Master does not lose 
from the attack of the opponent player”. However, another 
player who was not interested in the character told us: “It is 
more enjoyable if the participant’s favorite character 
encourages him”. One of the other participants said: “I feel 
that the character does not encourage me enough using only 
gestures. It is better that the character talks or advises me”. 
He also told us: “It is desirable that the character behaves 
like a cheerleader”. Dead Master is a serious character, so 
if that character just behaves as a cheerleader, some players 
who know the animation story of Dead Master may feel the 
unreality due to the loss of the consistency with the story. 
Also, another participant told us: “The encouragement 
should be like the one in the animation story”. Most 
participants said:  “The presence of the character increases 
the pleasure, but it is hard to consider winning the game 
just from that encouragement”. The participants’ comments 
showed that they were aware that exactly the character 
depicted on one of their cards appeared on the small display 
without them being informed in advance about this feature 
of the system. 

D. Discussions 

   The experiments described in the previous subsections 
have shown that using virtual characters affects positively 
the play style and enjoyment of the game. However, they 
also show that reality is an important issue in order to 
successfully include virtual characters and as a byproduct to 
recall the leitmotif of their stories in the play. In this 
subsection we give a discussion on some observations 
obtained from the Augmented TCG experiments.  
   As already mentioned, most of the participants, who have 
watched the Yu-Gi-Oh! animation story, feel that adding 
popular virtual characters from the animation to the game 
makes it more enjoyable and exciting. The desire to follow 
these characters becomes also an incentive for the users to 
change their behavior. A negative feedback may be used to 
achieve moral play, but changing a user’s attitude in general 
is not easy [13]. The most important insight is that there is a 
possibility to use a virtual character as a metaphor that 
recalls the story of the character in the player’s mind while 
gaming, and in this way the story may convey the leitmotif 
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containing ideological concepts like the importance of 
friendship, honesty, thoughtfulness and so on. This 
approach would have the power to change the player’s 
attitude. 
   During the experiments most of the participants enjoyed 
playing a game against a virtual character, and being 
encouraged by a virtual character. However, as already 
mentioned from the experiments and the interviews with the 
participants we have found that the reality of the characters, 
such as facial expressions, movement and behavior, is 
essential to increase the enjoyment of the game. Reality is 
an important criterion to evaluate a design [15]. In our case, 
the virtual character’s behavior should be consistent with 
the character’s behavior in the animation story and this is 
important to feel the reality in the game. For example, cards 
that are not used by the character in the animation should 
not be used in the game as well, and the movement of the 
virtual character should be consistent with its typical 
movement in the animation. The number of cards owned by 
the character should be consistent with the real game 
situation as well. A gap between the reality and the 
virtuality may cause the uncanny valley problem [10]. In the 
second experiment described in Section IV.C, the 
participants are not very familiar with the chosen virtual 
character but it may cause a feeling of incongruity in the 
players while playing Yu-Gi-Oh! TCG if they are aware that 
the character appears in another animation story that is 
unrelated to TCG.  
The story behind the characters gives some influence on 
players’ attitude as well. Since the influence of the story 
behind the character is especially interesting in our research, 
we discuss the issue in more details below. 
   All participants in the experiments could easily recall the 
Yu-Gi-Oh! animation story during their plays. The Yu-Gi-
Oh! animation story contains some ideological ideas, such 
as the importance of the competition and cooperation among 
friends for their growth, but the current story may not be 
enough powerful to remind its ideological idea to players 
during their play because the growth of the main hero due to 
the competition and cooperation among friends is rather 
implicit in the story. However, the story is able to increase 
the positive attitude while playing the game, and to increase 
the self-efficacy to win the game. We believe that this factor 
is important to enhance our approach. In our daily life, 
people may not feel self-efficacy to change undesirable 
attitude and behavior because our daily life becomes more 
and more complicated, and we do not have enough time to 
consider the importance of the desirable behavior. We also 
need to consider how the representation form of the stories 
affects the conveying of ideological idea in the near future. 
In Japan, the same story is represented in different forms 
such as animation, manga, game, and novel.  
   In [13], several persuasive services have been reported to 
change people’s undesirable behavior. Although these 
services successfully change people’s undesirable behavior 
temporally, it is not easy to change their attitude to maintain 

their desirable behavior for a long time. Using virtual 
characters and their stories offers a new possibility to 
enhance the previous approaches by enhancing the human 
positivity.  
   Most people, especially Japanese, like fictional stories that 
bring them positive feelings with the fact that people feel 
able to do whatever they want in the fictional stories by 
using hidden magic abilities in the fictional world. If a game 
becomes more pervasive into our daily life, the boundary 
between the real world and the fictional world would 
become more blurred. Therefore, fictional stories can be 
used to enhance our daily activities. Using the stories 
increases the human positivity in the real world, and 
enhances people’s self-efficacy to do what they want 
because through the games they can have the illusion of 
having special extraordinary abilities that exist in the 
fictional world. This is really true for all Japanese young 
people who have grown up with fictional stories like game, 
animation and fictional stories that use special effects. 
Positivity is an important fact to increase people’s self-
efficacy as proved in the positive psychology research [8]. 
The positivity is very useful to make our life more 
meaningful [11], and the positivity is essential for the 
success in our life. Our approach is one possible powerful 
way to enhance people’s positivity. 
   Specificlly, many Japanese animation and game stories 
emphasize on the importance of positivity. Thus, the 
characters in the stories can be used as metaphors to 
increase human’s positivity while playing a game. It will 
become one of the most important roles of a game to teach 
solutions to typical serious problems in life. 
   Another worth mentioning observation is that in the 
current experiment players could not see their own virtual 
character during the play, but only the opponent player’s 
character. We consider that adding this feature to the game 
would increase the pleasure and the reality of the play since 
users will be able to control naturally the behavior of their 
own virtual characters. 

V. TOWARDS PERSUASIVE AND AMBIENT 
TRANSMEDIA STORYTELLING 

A. Augmented TCG as Transmedia Storytelling 

   Enhancing games played in the real world like TCG with 
fictional stories is a promising direction to design a new 
form of transmedia. In this section, we discuss some design 
implications of Augmented TCG that will be considered as 
one form of future transmedia storytelling [4]. 
   In the current Augmented TCG, its animation and game 
story is explicitly not shown during the play. A player needs 
to recall the story during his/her play. More tight integration 
of the game play, and the animation and game story offers a 
new possibility to design transmedia. The movement of a 
virtual character from the virtual world to the real world 
offers a tight integration between the fictional story and the 
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TCG game play. Transversal interfaces [2] offer a way to 
move between the worlds seamlessly. The approach offers a 
stronger association between a fictional story in the virtual 
world and the real world through a virtual character than the 
current approaches, and the boundary between the two 
worlds becomes more blurred. 
   We believe that a participant would be more excited to 
play the game if a character drawn on a card from his/her 
favorite deck is shown to encourage him/her. Cards are 
considered as one piece of transmedia to construct a 
fictional story. However, the preferences for that character 
are different according to the player’s gender. A female 
player usually likes a card depicting a pretty girl. In this 
case, encouraging cheerfully the player with gestures by that 
character would be natural and meaningful. On the other 
hand, a male player usually likes a powerful card that may 
depict a strong monster. In such a case, the encouragement 
by the character should be more powerful and adding 
special effects to show the superior ability of the character 
would be more suitable and more effective to motivate the 
player. Thus, if the character is one of the player’s favorite 
characters, then the encouragement would be a powerful 
tool to increase the player’s motivation and excitement of 
the game. 
   When playing with a virtual character from animation and 
game story, the player also tries to mimic the character’s 
behavior in the animation story. This can be a very useful 
and successful approach to teach players how to improve 
their gaming skills. If players follow the skillful character’s 
way of playing in the story, then they can learn new skills 
and techniques from that character’s experience in the 
animation.  Of course, a skillful friend is a good coach for 
improving a player’s skills, but if there is no good coach 
available around the player, then he/she needs to learn by 
himself/herself and doing it following the experience of the 
character would be a promising and exciting approach to 
exploit future transmedia storytelling.  
   In our experiments, we could not find the rigorous 
evidence that the stories of the virtual characters could 
always strongly affect the attitude of the players. One of the 
reasons is that in our current research we focus on a game. 
For most people, the purpose of a game is just for fun. Of 
course, the duel against Yugi and Kaiba makes players play 
the game more seriously, but it is hard to make players 
braver when Link is shown as an opponent player. Link is a 
character in an RPG game, and a male player considers that 
the character is just like his avatar in the game, so his story 
does not have strong ideological messages in the game. Also, 
the presence of Dead Master does not have a strong impact 
on a player, since the character itself is very popular, but its 
story is not so well known yet. This means that well known 
stories that contain strong ideological messages and 
characters that have powerful and distinctive personalities 
are important to make virtual characters be used as 
metaphors. We also consider that the music used in the 
popular stories could also become a metaphor for the stories 

because in Japanese animations, their music sometimes 
becomes more popular than their characters. We believe that 
designing metaphors that use the popular stories in 
animations and games is a promising future direction to 
convey complex ideological messages to people without 
presenting a large amount of information to them. 
   One of the problems in using virtual characters is their 
copyright. There are many free 3D models for 
MikuMikuDance, but some of them are deleted on the Web 
due to the copyright issues. However, freely available 
models offer new possibilities to enhance games because the 
models can be easily customized. In Japan, it is a popular 
culture to create new characters and stories from existing 
ones. Using a customizable virtual character in Augmented 
TCG may create a new playing style of TCG, and the new 
stories of the character can be used to enhance its role as a 
metaphor.  
   As already described, virtual characters used in animations 
and game stories are widely used in multiple media channels. 
In Pokémon, a synergy among games, movies, and TV 
programs is used to make the Pokémon story more popular, 
and make the story pervasive in its fan’s daily life. Also, in 
the Yu-Gi-Oh! animation story, the animation story teaches 
its game players how to play the TCG game and why the 
game is attractive while they are watching the animation 
story. Using multiple channels to communicate messages 
among people is a very effective way to convey the 
messages among people because each channel can convey 
the message in a special partial way. This is also a typical 
approach in the current advertisement because only one 
medium cannot deliver the advertisement to a large 
audience of people.  

B. Value-Based Design Framework 

   Fig. 5 shows a framework for designing persuasive and 
ambient transmedia storytelling. In [15, 17], we extracted 
the values that are useful to design attractive services and 
products from our previous case studies. The classification 
of the values is extended for designing persuasive and 
ambient trasmedia. Our framework consists of two 
components. The first component is a fictional story, and 
the second component is a pervasive game or social 
information service. It offers its own goal for a player. For 
example, in Augmented TCG, the goal is to win a duel, to 
collect TCG cards, or to enjoy a duel with friends [16]. The 
four values depicted in Fig. 5, informative value, empathetic 
value, economic value and aesthetic value are used to 
increase both extrinsic and intrinsic motivation to achieve 
the goal of the pervasive game. The fictional story also 
offers the four values that are the same as in the pervasive 
game, but it also offers two more values, a positive value 
and ideological value. The positive value in the fictional 
story offers people a feeling that increases their positivity. 
This finally increases the self-efficacy to aim the 
achievement of the goal identified in the ideological value. 
Many Japanese game and animation stories depict the 
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heroes’ or heroines’ final success. In the stories, they never 
give up until achieving their goals, so it increases human 
positivity. The ideological value offers the important 
insights to consider people’s life. For example, Japanese 
games and animation stories like to teach us various 
ideological concepts such as justice, human growth and 
development, co-existence with human and nature, love, and 
friendship. Incorporating the ideological value in the stories 
makes it possible to educate people to understand the 
importance to sympathize the stories’ goals, and motivate 
them to try to achieve the goal. 

 
Figure 5. Value-Based Design Framework for Designing  Persuasive and 

Ambient Transmedia Storytelling. 

   In our framework, we are considering two types of 
storytelling. In the first type, the ideological value in the 
fictional story becomes a main issue in the storytelling. For 
example, Augmented TCG adopted this type’s storytelling. 
The pervasive TCG game offers four values to make a user 
achieve the goal of the game by increasing his/her intrinsic 
and extrinsic motivation. As describe above, a fictional 
story offers the positive value and the ideological value. 
While a player is playing a game, the game offers some 
metaphors of the fictional story to remind the story to the 
player. In Augmented TCG, using Yugi and Kaiba as an 
opponent player reminds the player the Yu-Gi-Oh fictional 
story. The virtual characters create associations between the 
four values offered by the pervasive TCG game and the 
fictional story. The association makes a player feel the 
fictional story as a more realistic story in the real world. 
Thus, he/she considers that the positive value and the 
ideological value in the fictional story also exist in our real 
world. The ideological value that is tangible in the real 
world helps a player to recall the importance of the 
ideological concept presented in the fictional story, and 
motivates him/her to achieve the goal identified in the story. 
For example, in Augmented TCG, a player recalls the 
importance of justice and friendship, and then he/she 
considers playing the TCG game more fairly, and growing 
as a noble person. Also, the tangible positive value in the 
real world makes a player increase his/her self-efficacy to 
have enough confidence for achieving the goal of 

understanding the importance of the ideological concept. 
This approach offers possibilities to solve complicated 
social problems and to implement various public policies 
[30]. 
   In the second type of storytelling, the goal defined in the 
pervasive game or social information service is more 
important. The most important aspect of this type is to 
define the goal that is not related to the ideological values 
incorporated in the fictional story. For example, we can 
establish the goal of the pervasive game or social 
information service to be to encourage people to visit a 
certain restaurant more frequently. In this case, the four 
values offered by the pervasive game or social information 
service become extrinsic motivation to achieve the goal. We 
can use some metaphors of the fictional story, such as a 
virtual character from it, as an association to remind the 
story to the player while playing the game. Then, the 
positive value in the fictional story would make a player feel 
self-efficacy to achieve the goal in the pervasive game or 
social information service. Finally, the ideological value 
makes people feel that the goal is more desirable and 
increase the priority to achieve the goal in their daily life.  

VI. RELATED WORK 

   There are several other systems that support remote TCG 
play. Duel Accelerator [22] is an online-based Yu-Gi-Oh! 
TCG where each player chooses his/her avatar and virtual 
trading cards with special effects shown on them during the 
duel, are used. The special effects become emotional 
stimulus for the player and thus the pleasure of the play is 
increased. However, virtual cards loose the sense of the 
physical tangibility of the cards, and it is hard to motivate a 
player to enjoy collecting cards. The Eye of Judgment [23] 
uses augmented reality technologies to show special effects 
on the real trading cards. It allows players to use real 
physical cards and special effects can be shown on them. In 
Augmented TCG, it is easy to add special effects to the cards 
projected on the table in front of a player. Also, the Skype 
duel uses Skype to show each player’s cards on the opposite 
player’s display and the voice communication between the 
two players is possible as well. Augmented TCG uses 3D 
virtual characters that are shown to the players and the 
characters move according to the opponent player’s current 
behavior.  
   In CyberOne [21], which is a new TCG,  each paper card 
has a sequence number. When the number is input in the 
system, the corresponding virtual card appears in the online 
TCG. The player can exploit the tangibility of the cards, but 
he/she can also enjoy additional special effects, which is an 
example of the advantages of the virtual cards. Once the set 
of cards in the player’s deck are input in the system, the duel 
is performed automatically without the player doing 
anything and the final result of the duel is returned to the 
player, showing the strength of his/her deck selection.  
However, the enjoyment of constructing an original deck 
still remains for the player. Moreover, the two players do 
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not need to play the game at the same time because they just 
need to construct their decks.  
   Augmented reality techniques may be used to enhance 
existing games. For example, in [19], several augmented 
reality games, that enhance traditional games to integrate 
physical items and virtual items, are reported. Augmented 
Go is an example of a promising approach to maintain the 
advantages of the physicality, but to add virtuality to the Go 
board game. Also, in [6], a card game is enhanced by 
embedding RFIDs in the cards to identify which card is 
currently used, and offer appropriate information to players. 
   Designing a user’s experience [7] is related to the value 
based design framework. In the current approach, we 
extracted and analyzed values from a newly designed 
artifact, but it may be desirable to investigate how the values 
are emerged by analyzing a user’s activities. Since 
designing values strongly depends on a user’s experience, in 
the next step, it is an important research question to explore 
how values affect the user’s experience, and how the values 
designed in the artifacts interact with the values emerged in 
the user’s experience. 
   Popular Japanese role playing games such as the Legend 
of Zelda and Kid Icarus offer rich fictional stories 
incorporating the positive and ideological value. However, 
the games cannot make the values tangible in the real world 
because the games do not offer associations between the real 
world and the virtual world.  
   The Alternative Reality Game (ARG) [12, 18] is a 
promising approach to convey messages to people using 
multiple channels. Fictional stories are embedded into a 
pervasive game that can use  multiple channels. The 
channels offered in the game are used to exploit the game’s 
fictional story. For example, in Perplex City [28], trading 
cards are used to introduce its characters and story. Web 
sites, emails, phone calls, and SMS messages are 
cooperatively used to solve riddles in the mystery story. Our 
approach is also a useful way to design the transmedia story 
telling [4]. Especially, the form to represent a story affects 
how an ideological message is conveyed to a user. The 
transmedia storytelling divides a story across multiple 
media so that it is a possibility to choose the most suitable 
form to attract a user and to convey a message to a user.  
   "Seichi Junrei" is a typical geek culture in Japan, 
especially related to Japanese animation, manga and game, 
in which people tend to visit famous locations from 
animation, manga and game. "Seichi" means "Holy Land", 
"Junrei" means "Pilgrimage". Anime fans arrive at that 
location, and take pictures with the same screen/angle of the 
animation, and upload them to their blogs. The most 
important aspect of "Seichi Junrei" is to bring something 
from the fictional story to the real world. The fans create 
new stories with these pictures and the virtual characters 
appearing in the fictional stories, and co-construct the 
stories to share them within their communities. This is a 
very interesting phenomenon to harmonize the real world 
and the fictional world. We believe that interactive 

pervasive games or social information services based on 
fictional stories are very promising tools to increase the 
reality of the fictional world, and the tools enhance the 
"Seichi Junrei" phenomena by realizing more tight 
integration between the fictional world and the real world. 
The experiences described in the paper will offer useful 
insights to design tools that will realize new types of 
transmedia storytelling. 
   There are several psychological theories that are useful to 
design attractive persuasive and ambient transmedia 
storytelling that influences a user’s behavior and attitude 
[14]. Burrhus F. Skinner’s behavior science makes it 
possible to change people’s behavior and attitude 
unconsciously. Operant conditioning is a form of learning 
during which an individual modifies the occurrence and 
form of its own behavior due to the reinforcement of 
consequences of the behavior. Positive reinforcements and 
negative reinforcements construct a feedback loop to control 
human behavior and attitude systematically. Most games 
use the approach to fascinate people to play games. The 
elaboration likelihood model explains the importance for the 
dual routes to persuasion. The central route offers heavily 
cognitive information to change the user’s attitude, and the 
peripheral route enables the user to change his/her attitude 
through emotionally influential information. The 
transtheoretical model proposes five stages as a process 
involving the progress to change the user’s undesirable 
behavior. In earlier stages, the user prefers emotional 
reinforcement not to give up his current efforts. On the other 
hand, for the user who is in a near final stage, enough 
information for making a better decision through rational 
thinking is more suitable. The feeling as information theory 
is useful to consider how information technologies evoke 
the user’s emotion. The theory indicates that it is difficult to 
think rationally during a positive feeling. On the other hand, 
the user tends to think rationally when she feels to be in a 
negative situation. The results indicate that positive stimuli 
are effective in early stages, but in latter stages, negative 
stimuli are desirable under the transtheoretical model. A 
theory of unconscious thought shows that heuristic thinking 
is not always bad. Giving more information may lead a 
wrong decision. When we become conscious, our heuristics 
is biased according to the current frame. However, as 
described in the theory, when our thought is unconscious, 
heuristic thinking may lead to a right decision.  

VII. CONCLUSION AND FUTURE DIRECTIONS 

   This paper presents some observations on the usage and 
the design of Augmented TCG that enhances remote trading 
card game play with virtual characters used in animation 
and game stories. We have shown some experiments of 
Augmented TCG, and presented its design implications. 
   Currently, we are considering the following three future 
research directions. The first one is related to the physical 
tangibility. In Augmented TCG, the physicality of cards is 
one of the  most important design decision, since virtual 
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cards lead to the loss of the reality in Yu-Gi-Oh! TCG. Also, 
physical tangibility is important to offer more pleasure to a 
player [5]. However, virtual cards have some advantages 
over real paper cards such as the possibility to easily add 
special effects to the card. In the current Augmented TCG, a 
player needs to manually teach the system which cards 
he/she would like to use. If the system could automatically 
detect the player’s cards, the usability of the system would 
be dramatically improved. The automatic detection of cards 
can be easily realized by inserting RFID in each card 
similarly to the approach described in [6]. In our current 
system it is sometimes hard to see clearly the opponent 
player’s card and in such case a player needs to explain 
which card he/she is using and what effect the card has. If 
the detailed information about the card is automatically 
shown on the duel field, players do not need such extra 
communication by using a voice communication system or a 
chat system. Also in Augmented TCG, it is easy to detect 
that a player mistakes the usage of a card, which is very 
helpful since sometimes it is hard to understand the complex 
rules of a game even for a semi-expert player. The tangible 
interaction approach is very promising for improving the 
disadvantages of the virtuality [9], and makes it possible to 
combine successfully the advantages of virtual cards with 
the advantages of the real paper cards. 
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Abstract—This paper describes an agent that can facilitate 
first meeting communications. In this situation, a communica-
tion mediator is important because people can feel stress and 
an inability to talk comfortably. Our agent reduces this stress 
using embodied entrainment and promoting communication. 
In previous research into embodied entrainment, appropriate 
back-channel feedback has been discussed but communication 
studies have been limited. We propose an embodied entrain-
ment control system that recognizes a state of communication 
and is adaptive to each situation with effective nonverbal 
communication. In this way, our agent mediates a balanced, 
two-way conversation. Our experiments with the agent con-
firmed its effectiveness across various social skills levels. We 
demonstrate that the embodied entrainment of our agent in 
first meetings benefits people who have low social skills, there-
by verifying the efficacy of our agent.  

Keywords-Embodied Entrainment; Nonverbal 
Communication; Introducer Agent; Group Communication 
Introduction; Social Skills 

I. INTRODUCTION 

Wider communication capabilities are required for robots 
to support humans’ daily life. In today’s world, it is not 
enough to have a simple relationship between a human and a 
robot; if robots are to support daily life, we need to develop 
true socialized robots.  

We propose a robot design that can mediate a smooth 
group conversation and encourage human communication. 
Humans communicate with each other via many channels 
that can be categorized as verbal and nonverbal. Nonverbal 
communication channels such as intonation, accent, eye-
contact, gestures such as nodding or other emotional expres-
sions all encourage synchronization, embodied entrainment, 
and friendship [1]–[7]. Watanabe et al. [8] have investigated 
such a robotic agent, which includes embodied entrainment, 
and they developed a speech-driven interactive actor, the 
Inter Actor, which can predict appropriate timing of nods and 
gestures with voice information from a communication part-
ner.  

However, the Inter Actor focused on synchronization 
with a listener without regard to group communication that 

involves both the talker and listener in a balanced, two-way 
conversation. Kanda et al. [9], [10] adopted a joint gaze 
function for their robot and have investigated a more adap-
tive robot through a design-based approach. However, the 
research focused on rule-based natural behavior of robots 
rather than a robot design aiming to facilitate communication. 
In addition, the investigation did not mention group commu-
nication.  

This paper focuses on group communication and presents 
a control method of embodied entrainment that is adaptive to 
the situation.  

We begin with an introducer robot for communication 
between persons meeting for the first time (Fig. 1). Next, we 
explain our method for adaptive control of embodied en-
trainment and show the experimental results that verify the 
basic effectiveness of our agent. Finally, we analyze our 
agent's effectiveness from the viewpoint of social skills. 

 

 
 

Figure 1. Introducer agent of a first meeting pair. 

II. BASIC STRATEGIES TO PROMOTE CONVERSATIONS 

       This section describes the five mediating behaviors of 

our introducer agent to promote conversation. 
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A. Utterances inducement 

The agent asks questions related to the participants in or-
der to establish a mutual relationship between itself and each 
participant. 

B.  Gaze Leading 

For transmission of information from participant A to 
participant B, the agent moves its gaze to A and asks him/her 
about the information. Then, the agent moves its gaze from 
A to B in order to achieve an equal eye-contact. 

C. Gaze Distribution and Synchronizing Nod 

When the participants talk to each other, the agent makes 
equal eye-contact with the participants and adjusts its nod 
timing to those of the participants’.  

D. Dynamically Synchronizing 

The synchronizing method is dynamically changed ac-
cording to the state of the two participants as follows. 

1) Natural synchronizing to a listener. 
When a listener synchronizes with a talker by nodding 

and other back-channel feedback, the agent echoes these 
according to the listener’s timing to encourage further com-
munication. 

2) Synchronizing to a talker to invite the other 

participant to the conversation. 

When a listener does not listen to the talker, the agent 

tunes its back-channel feedback rhythm to that of the talker 

and makes eye-contact with the listener. By this behavior, 

the agent influences the listener and encourages flow of the 

conversation. 
Fig. 2 shows the strategy details. Note that the symbols in 

the figure represent communication members as follows. 
 
H1  Participant 1. 
H2  Participant 2. 
R  Introducer agent. 
 

 
Figure 2. Introducer agent of a basic strategy.  

 

III. ADAPTIVE CONTROL OF EMBODIED ENTRAINMENT 

A.  Macro Strategy to Promote Group Conversation 

These behaviors must be executed in a conversational 
situation; therefore, we modeled the group communication 
on a first-time meeting and designed a macro strategy for 
the promotion of conversation. Fig. 3 describes the strategy 
and state transition model. The strategy consists of the 
grounding and enhancement processes on the top layer of 
the figure. The grounding process establishes a rapport and 
enhancement process promotes communications within the 
group. The bottom layer of Fig. 3 shows the state transition 
model. We segmented an introduction scene into five states 
on the basis of preliminary observations. The agent moves 
among these states according to the circumstances of the 
participants’ communication as follows: 

1)  Greeting 

The agent introduces itself and offers a brief explanation 

of the situation. Then, it introduces the participants’ names. 

2) Grounding 

In this state, the agent tries to establish a relationship be-

tween itself and each participant. For this, the agent cites the 

participants’ profiles and asks them simple questions. It 

aims to encourage them into the rhythm of the agent using 

utterance inducement. It is assumed that the agent has data 

such as name, hobbies, or other details of the participants 

who are being introduced. 

3) Topic Offering 
This state encourages conversation between the parti-

cipants. The agent offers information and profiles of one 
participant to the other or asks a simple question in order to 
start a conversation between them. By such behavior, the 
agent manipulates the participants’ gaze to make them 
communicate face to face. 

4) Focusing on a Specified Topic 
In this state, the agent tries to join in a conversation be-

tween the participants. The agent focuses on a topic that was 
offered at the previous state, Topic Offering. 

5) Hearing Conversations 

 
Figure 3. Macro strategy and state transition of an introduction 

scene. 

After successfully making a close and friendly rela-
tionship between the participants, the agent keeps hearing 
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their conversations quietly. In this state, the agent nods and 
looks at the talker using basic embodied entrainment strate-
gies with correct timing. 

 

B. Communication Activity 

The agent monitors the participants’ communication and 
estimates the current state as shown in Fig. 3. For the esti-
mation, we define communication activity measurement. 
The agent calculates the activity in every time slice, defined 
by the average of speech level and mutual eye-contact of the 
participants. When this measurement satisfies the condition 
of a state transition, the agent moves to the next state. To 
explain this, we define the essential actions of communica-
tion by the following symbols that represent functions 
which return 1 when each action is detected by sensors. 
Otherwise, they return 0. Henceforth, the parameter t always 
denotes the time when the actions occur. 

 

 Nod (X, t)  X nods 

 Utterance (X, t)  X talks 

 Utterance (X  rancewhen t X talks to Y 

 Terminate Utterance (X, t)   
X terminates his/her 

speech. 

 Gaze (X e/her sp 
X directs his/her gaze 

to Y 

 Face (X irects h X looks toward Y  

 Gaze (X ⇔ Y, t) 
X’s gaze accords to 

Y’s 

 Face (X ⇔ Y, t) 
X and Y look toward 

each other 

 Turn Gaze (R, X azeook  
The agent guides X’s 

gaze toward Y  

 
Turn Utterance (R, X tter-

ancee 

R encourages X to 

talk to Y 

          
Note that, in this paper: 

Gaze (X → Y, t) = Face (X → Y, t)  and 

Gaze (X ⇔ Y, t) = Face (X ⇔ Y, t) 

 
Our method calculates the communication activity using 

these symbols and is based on the following two equations: 
1) Ratio of gaze sharing 

 

          (      )

 
∑     (     )       
      

  
 

(1)  

2)  Average of utterance power 

 

𝐴𝑣 𝑟 𝑔 𝑃𝑢(    )

 
∑ 𝑈   𝑟 𝑛𝑐 𝑃𝑜𝑤 𝑟(   )       
      

  
+ 𝑃𝑛 

(2)  

 
Note that, Pu (x, t) represents the power of x’s utterance 

at the time t. Pn is a term of environmental noise. The fol-
lowing equation is an extended formula to calculate the av-
erage Pu of multiple participants.  

 

 

𝐴𝑣 𝑟 𝑔 𝑃𝑢(      )

 
∑  𝑣 𝑟 𝑔 {𝑃𝑢(   ) 𝑃𝑢(   )}
       
      

  
    +   𝑃𝑛 

(3)  

 
Note that ∆t is a time span for calculation of the meas-

urement. 
Conditions of state transitions depend on the communi-

cation activity and are defined as follows. 
 

1)  From Greeting, Grounding to Topic Offering 
In these states, the agent behaves according to the pre-

scribed action scenario that is composed of general proto-
cols of greeting and introduction. 

2) From Topic Offering to Focusing the Topic 

           (      )    𝑟   𝑜       (4)  

   

3) From Focusing the Topic to Hearing Conversation 
 

 

          (      )    𝑟   𝑜       

and  
𝐴𝑣 𝑟 𝑔 𝑃𝑢(      )    𝑟   𝑜  𝑢     

(5)  

 
In the equations, both the thresholdgaze and thresholdutter 

are acquired through learning. 

C. Learning for Adaptive Control of Embodied Entrainment 

The agent retrieves participants’ information by sensors 
and determines its course of action to encourage entrain-
ment. We built a decision tree (Fig. 4) of inductive learning 
for this interaction. The following three rules are extracted 
from the tree. 

 

 
Figure 4. Decision tree of an agent. 
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1)  Rule #1-Reactive nodding 
This rule represents reactive nodding to a participant’s 

nod.  

2)  Rule #2-An utterance 
When one participant has finished speaking and the oth-

er participant stays quiet, it can be assumed that the conver-
sation is over. The agent recognizes this situation and offers 
a topic to avoid any silence. 

3)  Rule #3-An utterance and nod to a participant’s 

speech 
This rule is very similar to Rule #2 but represents the 

situation where a participant stops speaking before finishing. 
In this situation, the agent is 70% likely to interject and 30% 
likely to nod. The criteria to determine whether a participant 
has finished speaking depends on the final part of the utter-
ance. We extract the final part by Japanese morphological 
analysis. 

 

IV. BASIC EFFECTIVENESS OF A FIRST MEETING 

INTRODUCER AGENT 

 Our aim is to promote exchange of information in in-
troductory meetings and we conducted our experiment using 
an agent to mediate between strangers. 

To validate the communication model in first-time meet-
ings, one experiment explored communication between an 
agent and two strangers (condition with an agent), and the 
second experiment explored communication between two 
strangers (condition without an agent). To eliminate poten-
tial problems such as hearing difficulties, we excluded el-
derly participants from these experiments. 

 Fig. 5 shows our sensing environment allowing real-
time gaze tracking of the strangers using multiple cameras 
(Figs. 5 (e)–(f)). A virtual agent is shown in the display used 
for this experiment ((Fig. 5 (g)). Fig. 6 shows our virtual 
agent. An acceleration sensor that was attached to partici-
pants detects gestures, whereas a microphone detects their 
speech (Fig. 7).  

 Experimental participants included 10 pairs of 
strangers, who were all university students.  
 From results of previous experiments, the time of this 

experiment was set to 6 min. In this experiment, topics of-

fered by the agent included information about each stranger 

such as hobbies and special skills. 

 
Figure 5. Detection of gazing direction. 

 

 
Figure 6. Virtual Agent. 

 
 

 
Figure 7. Acceleration censor and microphone. 

 
 Fig. 8 shows an example of a communication field 

transition in this experiment. 
Table 1 shows a statistical summary of the questionnaire 

that included questions such as “Was the conversation stim-
ulating?”, “Did you feel comfortable with your partner?”, 
and “Did you come to know your partner well?”. Answers 
were evaluated between 1 (the worst) and 5 (the best). 

 
Figure 8. Communication field of state transition and activity. 

 

TABLE 1.  STATISTICAL SUMMARY OF 

QUESTIONNAIRE 

 
 

 We compared the questionnaire results of two exper-
iment conditions, i.e., with and without an agent, using a t-
test. The results of the t-test showed a higher score with an 

Condition Statistics Is conversation excited?Did you feel your partner favorable?Did you come to know your partner well ?

Average 3.9 3.5 4.05

Median 4 4 4.5

Covariance 1.165287 1.192079 1.316894

Average 4.1 4.1 4.6

Median 4 4 5

Covariance 0.788069 0.788069 0.502625

With Agent

Without Agent
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agent than without an agent particularly in regard to ques-
tions 2 and 3. 

 This validates the efficacy of our model for mediating 
first meetings. 

 

V. ANALYSIS OF AGENT FROM A VIEWPOINT OF SOCIAL 

SKILL 

We examined the role of the agent’s mediating behav-
iors with regard to participants’ social skills, having already 
verified the basic effectiveness of the five mediating behav-
iors previously mentioned. 

In this section, we hypothesize that embodied entrain-
ment in mediating behaviors does not affect people with 
high social skills, but is effective for people with low social 
skills. Our experiments verify this. 

People with low social skills often mistime speech, 
while people with high social skills risk monopolizing the 
conversation. We considered that our five mediating behav-
iors of utterance inducement, gaze leading, gaze distribution, 
synchronizing to a listener, and synchronizing to a talker are 
effective communication methods to defuse these situations 
for people with low social skills.  

This experiment was conducted with pairs of strangers 
and an introducer agent and in conditions of with and with-
out gaze sharing and nodding. In our previous experiment, 
the subjects were university students. In this test, we used 
elderly people in order to verify applicability of communi-
cation support in geriatric care as communication support 
for people with low social skills. The number of participants 
was 38 that included 18 elderly men and 20 elderly women.  

The experimental environment was the same as the pre-
vious experiment, but this time, we used a real robotic agent 
for a more effective embodied entrainment than a virtual 
agent (Fig. 9). 

 

  
Figure 9. Robotic introducer agent. 

 

  
We conducted a questionnaire before the experiment and 

inputted the information obtained to an introducer agent. We 
explain robot’s mediating behaviors to two experimental 
participants and we shows questionnaire item in monitor to 
participants.  

Each participant completed KiSS-18 for classification 
into groups of high and low social skills. Table 2 shows 
statistical summary of participants’ social skills. 

 

TABLE 2. AVERAGE OF PARTICIPANTS' SOCIAL 

SKILL  

 
 
Table 3 shows the national average of social skill [11]. 

TABLE 3. NATIONAL AVERAGE OF SOCIAL SKILL 

 
 
After the experiment, the participants answered a ques-

tionnaire about the experiment with gestures and that with-
out gestures. We conducted a t-test on the questionnaire 
with the results shown in Table 4.  

 

TABLE 4. RESULTS OF THE T-TEST 

 
 

As shown by the t-test results, groups of high social 
skills cannot verify the efficacy of the agent either with or 
without gestures. However, groups with low social skills 
can verify the efficacy of an agent with and without gestures.  

This result means that participants who have low social 
skills gain more from the five mediating behaviors. 

 

VI. CONCLUSION 

Our agent could change a state of communication such 
as Topic Offering and Focusing and Hearing on the basis of 
the communication activity measurement, which is calculat-
ed from mutual eye-contact and utterance power. On the 
basis of this state transition, we could stimulate communica-
tion through body entrainment behaviors such as nodding, 
eye-contact, and other back-channel feedback pertinent to 
each communication state. We conducted communication 
experiments between strangers and confirmed the effective-
ness of adaptive state transitions and smooth interaction 
control. Our questionnaire confirmed that our agent could 
promote understanding between the communication pairs. 
From the evaluation, it is supposed that our system could 
deal with a stressful situation between strangers. 

 We aim to adapt our agent to promote information ex-
change between elderly strangers. For this, we conducted 
experiments in conditions of with and without gaze sharing 
and nodding.  

Low High

Sample 19 19

Average 57.2632 72.4737

Standard Deviation 9.949 3.5492

Man 61.82 (n=45,SD=9.41)

Woman 60.1 (n=121,SD=10.5)

National Average

Statistics Low High

t-Value 1.9509 1.2865

Degrees of Freedom 16 18

p-Value 0.0344(*) 0.1073
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From our results, we confirm the efficacy of our agent 
using gestures in groups with low social skills to encourage 
conversation between participants and demonstrate that the 
five mediating behaviors work effectively for participants 
with low social skills. 
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Abstract—We present a system for automated animation of 

text or voice messages suitable for Ambient Assisted Living 

user interfaces. Input to the system can be text, a pre-

recorded speech file, or the speech signal captured directly 

from the microphone. Speech animation parameters are 

calculated by a co-articulation model either for the voice 

audio or – if available – from the phone chain extracted 

from the Text-To-Speech processing step in case of text 

input. An animation script that layers body movements and 

speech animation is generated. This script is rendered and 

converted into an h.264 video by a computer game engine. 

The system is developed to be used in care services for 

elderly users within a European research project. 

Keywords: automatic character animation; embodied 

conversational agent; ambient assisted living; multimodal user 

interfaces; audiovisual speech synthesis 

I. INTRODUCTION 

Like in many other places in the world the average age of the 

inhabitants of the European Union is significantly increasing. 

This poses challenges to the society in various respects one of 

them being the need for more efficient healthcare for elderly 

people. Many current and future healthcare services will consist 

of a combination of human personnel and automated ict-systems, 

i.e., the service will at least partly be provided by a computer 

application.  

Even though health- and homecare technology is often very 

complex in design, implementation and maintenance, the user 

interface towards the end user – in this case elderly people with 

all kinds of abilities, preferences and special needs – has to be 

kept very simple, easy to use and especially enjoyable and 

attractive. The user interface is the single component in such 

systems upon which everything else will be judged [1]. 

Therefore, in particular usability, accessibility, as well as the 

freedom of choice concerning the interaction with such systems 

are the crucial points for acceptability, applicability and 

subsequently the benefit of such systems – for the user him- or 

herself, for the society and also for the market-stakeholders. 

The AALuis Project (Ambient Assisted Living user 

interfaces) [2,3] focusses on the aspect of freedom of choice for 

the preferred ways of user interaction. New approaches such as 

multi touch technologies and usage of avatars are developed and 

adopted to the very heterogeneous needs of primary end-users, 

elderly people who can derive a benefit from AAL Systems.  

Embodied Conversational Agents (ECAs) that display 

appropriate non-verbal behavior were shown to enhance user 

satisfaction and engagement and improve the users’ interaction 

with a computer system [4]. Therefore, the concept of an avatar 

that represents the service to the user as virtual personification 

was chosen as a core component of the AALuis-project user 

interface development. Furthermore, the addition of a visual 

display to verbal information – i.e., adding a lip-synched 

animated character to audio speech output – can increase the 

intelligibility and enhance the robustness of the information 

transmission [5] as known from natural speech [6]. 

This paper is structured as follows: The next chapter 

describes the animation system with its components animation 

generator, text-to-speech transformation, audio processing, and 

rendering. Chapter III describes how we embed the generator 

client and generated animations into user interfaces. We finish 

the paper with a discussion, and conclusions and future work.  

 

 

 

Figure 1. System overview. 
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II. ANIMATION SYSTEM 

The core of the animation system is implemented in a JEE 

web application on a Red5 Media Server [7]. The web 

application provides a custom API that is accessible over the 

Real Time Messaging Protocol (RTMP, [8]). Besides the 

animation generation (see next section) the web application 

serves as a dispatcher of some sort – it manages the 

communication between the nodes that are necessary to fulfill 

the job. The data is exchanged between the components via 

TCP/IP. Figure 1 shows an overview of the system. 

A Animation Generator 

The animation generator collects data about the video that is 

to be created and generates an animation script accordingly. An 

animation script contains the following elements: 

 

 the character model 

 a sequence of animations for the character 

 speech animation parameters 

 the scenery 

 the light set 

 the camera settings 

 the audio track 

 technical data such as paths and encoder settings 

 

References to all these elements (except speech animation 

parameters, the audio track and the technical data) and metadata 

such as the locations of the 3-D source files are stored in a 

database. The animation generator collects the necessary 

information and fills an xml data structure. The body animations 

are taken from a pool of animation cycles that are feasible to 

accompany speech and concatenated in a random sequence. 

B Text-To-Speech 

Data generated by different processing stages of the open-

source-system MARY TTS [9] are used for Text-to-Speech-

conversion. Alternatively, the high quality commercial CereProc 

cServer [10] is used. Animation parameters for lip-sync speech 

movements are derived from the duration generation stage which 

gives as output a chain of phonemes with their respective 

timings. Animation parameters are calculated for jaw opening, 

lip opening, lip spreading and tongue tip raising which are 

independently derived by an implementation of the dominance 

co-articulation principle [11]. Model parameters for ideal 

articulator positions and their dominances for a given phoneme 

are available from a study by Fagel and Clemens [12]. The 

presented method is modified in two details: 

  

1. Instead of generating two target positions per phoneme 

– resulting in animation parameters not equally 

distributed over time – the animation parameters are 

determined based on equidistantly sampled phoneme 

values with a sample rate equal to the actual video 

frame rate. 

 

2. The calculation is extended by a hypo/hyper-

articulation parameter to generate slower movements 

with smaller magnitude or faster movements with 

greater magnitude, respectively. An  activation value 

defined as “low”, “medium” or “high” that is assigned 

to the body animation entry in the database controls 

this articulation parameter. 

C Audio Processing 

Animation parameters for jaw opening, lip opening and lip 

spreading are calculated from a language independent, mostly 

rule-based audio analysis if speech recordings instead of TTS 

data are used. In a first step the audio signal is normalized, de-

clicked, cropped and noise reduced.   

Audio analysis for animation parameter extraction is carried 

out on the speech signal re-sampled to 22050Hz. Frequency-

domain representations are gathered from that signal with an 

FFT and a step-size that equals or is greater than the video 

frame-rate with a minimum window overlap of 50%.  

To determine the appropriate values for lip spreading, jaw 

opening and lip opening the following measurements are 

considered: broad-band energies narrow-band energies, tonality 

measure (1 - spectral flatness in the range 180Hz–1250Hz) and 

spectral difference (75Hz–3kHz) between two subsequent 

analysis frames (i.e., first order temporal deviation of the square-

summed spectrum). All energy-based values are logarithmized. 

Tongue tip raising parameters are not calculated from the audio 

signal. 

The narrow band energies cover the characteristic formant 

features of vowels which are then categorized as /a/-like, /e,i/-

like and /o,u/-like sounds by different linear combinations of 

those measures and mainly help to determine the lip spreading. 

Those are later also weighted by the tonality measure which 

accounts for the amount of harmonic content in the signal and 

hence indicates vowels and voiced consonants.  

Most influential for the jaw opening parameter are broad-

band-energy measure, tonality measure and inversely the higher 

frequency measure accounting for sibilants. 

The lip opening parameter is calculated solely based broad-

band-energy measure and tonality measure.  

Measurements are smoothed by a weighted moving average 

of 100ms.The weights of the measures are determined 

empirically and the parameters are normalized to range between 

0 and 1. Final frame-wise animation parameters are extracted 

from the analysis parameter sequence by a band limited sinc 

interpolation. 

D Rendering 

The animation script is executed by a modified version of the 

open source game engine Nebula Device 3.0 [13]. We attached a 

server function to the engine in order to receive the render jobs 

and to deliver the results via TCP/IP. Furthermore, the frame 

sequence is captured from the video memory and passed to 

ffmpeg [14] for encoding. The final files are written to a network 

drive shared by the render server and the core animation system. 
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III. EMBEDDING THE ANIMATION 

The animation system itself provides external interfaces for 

the generation and the delivery of animated speech messages. 

The user interface for the generation process either takes text as 

input, records a voice message from the microphone, or provides 

a selection of pre-recorded voice messages. This front-end is 

implemented in Flash ActionScript 3.0 [15] and uses the web 

browser’s Flash plug-in as runtime environment. Figure 2 shows 

the text-to-avatar Flash interface. 
 

 

Figure 2. Text-to-avatar user interface. 

 

Additionally to the (graphical) Flash video generation 

interface, a secure websocket based interface to create videos 

from text or speech audio is implemented in the OSGi 

framework [16] to create avatar videos from within any OSGi 

service. Character and scene settings are then defined by the 

service and given to the animation system by query parameters 

together with the text to be spoken or a reference to a (pre-) 

recorded speech audio. 

When the video is rendered in the server back-end and 

encoded in h.264. This is delivered to the generating Flash 

application as preview, to a second Flash application (a 

simplified version of the one for generation), or can be 

embedded as a <video>-tag in an html5 website. The respective 

OSGi interface gets – as response to the call to create a video – a 

url for pseudo-streaming over http(s). Figure 3 shows a 

screenshot of the first prototype of the Virtual Counselor.  

IV. DISCUSSION  

There have been several approaches to use avatars in the 

field Ambient Assisted Living environments for elderly and 

personal home care assistants. Morandell et al [17] describe 

some advantages and a comparison of different types of avatars 

for this application field.  

A very promising approach is the use of photo realistic 

avatars as personal assistants, in particular for the Human–

Computer Interaction with elderly people with a diagnose of 

mild cognitive impairment. The presence of familiar faces can 

bring benefits such as higher acceptance, attention creation and 

creation of personal relation. A personalized non-photorealistic 

3D avatar may have a comparable positive effect assuming it is 

clearly recognized as the intended person. 

The study Avatars@Home [18] brought some insights 

concerning the use of Avatars compared to other output 

modalities. These findings are incorporated into the present 

approach that will combine a multimodal user interaction.  

From the AALuis approach we expect the following 

advantages 

  

 Joy of use: The high level of design and animation will 

lead to joyful use of the application. Combining 

entertainment, infotainment and edutainment. 

 Broader applicability of the given avatars: The designed 

characters can be used for a broad field of information 

delivery and services.  

 Fewer risks concerning personal relationships: Even 

though familiar faces could increase personal bindings this 

could also lead to interpersonal stress when an avatar 

represents a known person.  

Interviews within the AALuis project on the possible usage 

of (personalized) avatars brought positive answers, in particular 

for applications such as tutoring. AALuis lab and field trials will 

bring deeper insights on acceptability, likeability and usability of 

avatars within Ambient Assisted Living environments.  

V. CONCLUSIONS AND FUTURE WORK 

We presented a system that generates videos of animated 

characters from speech or text. Although other applications are 

obvious, the animated character shown here is especially 

designed to serve as a virtual personification of an Ambient 

Assisted Living service in any user interface based on Adobe 

Flash or html5.  

The communication between the front-end (user interface) 

and the back-end (animation system) via RTMP was recently 

extended by secure websocket connectivity to enable a wider 

variety of front-end solutions. iPhone and Android apps for 

mobile clients are currently being developed. 

To ensure maximum platform independence of the user 

interface the animated voice message is delivered by displaying 

the accordingly generated video file. In the next version the 

avatar will be displayed on the screen with idle movements that 

fill the gaps between the informational outputs in order to 

represent the provided service persistently to the user. Methods 

for client-sided rendering of the avatar are currently under 

investigation.  

Several male and female avatars will be modeled and 

animated in order to best represent the service and to best fit the 

user needs. The design of the avatars will be guided by a target 

group questionnaire.  

 

 

 

Figure 3. The Virtual Counselor. 
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Abstract—This paper presents the new interface of our
serious game AlgoPath and its related interactions. AlgoPath
helps students learn algorithmic. The virtual world represented
in AlgoPath is all linked to the business of road construction
and people running along these roads: objects students interact
with are 3D figures, houses (huts and suburban houses), boxes,
a crane, a concrete mixer and a bus station. This paper
shows that AlgoPath helps students avoid common mistakes
they can make while learning algorithmic. The entire interface
is dedicated to help them conceptualize and understand the
rules of algorithmic and programming. Whenever it is possible,
AlgoPath reminds students of these rules and corrects the
mistakes.

Keywords-3D-based training; education; algorithmic; ludic
teaching

I. INTRODUCTION

When we first presented AlgoPath last year [1], we
introduced the reasons why we had wanted it to be im-
plemented: it was a necessity to have an entertainment
computer program in which students could learn algorithmic
but every single computer program we had looked into
was simply an improved imitation of flowcharts. To renew
interest, motivation, and enjoyment while learning, we had
to achieve a virtual world in which students could create
any algorithm they wanted. But to resemble video games, it
had to be a world so we had spent time thinking of what
a good concept of an algorithm could be. We had focused
on how a variable should look like and had decided to turn
it into a 3D white figure carrying a backpack that contains
a value. In AlgoPath, a 3D white figure runs on a stone
path. A path shape is related to the algorithmic statement it
represents: linear when it is an assignment, forked when it
is a conditional statement and circular when it is a loop.

During this year, we carried out a survey to show if
students liked or disliked AlgoPath. Fifty students were
quizzed. They came from different courses of studies - a
half from under-graduate courses dedicated to websites; the
other from scientific general under-graduate courses - but
all had to attend a course dedicated to algorithmic. One
hundred percent of students said they were thrilled to learn

Figure 1. AlgoPath’s old interface. Only the big buttons at the bottom can
be selected.

algorithmic with a game but sixty-five percent said the
interface (see Figure 1) was neither ergonomic nor ludic.

They were right because AlgoPath was only a proto-
type implemented to validate the concepts, and we had
not focused on the interface as we should have. So, the
interface objects were succinct: ten big buttons displayed at
the bottom of the window to create the basic statements
of algorithms. Furthermore, to see the body statements
of a loop or a conditional, students had to click on the
corresponding bush along the stone path. Then the window
completely changed and only showed statements of the loop
or the conditional. Because the interface acted in that way,
the students could no longer keep the whole concept in mind
and were confused.

In this paper, we present the new interface of AlgoPath.
This interface was designed (1) to avoid common mistakes
students can do while learning how to create algorithms for
the first time and (2) to navigate through a one and only
world. The related works (see section II) show that a serious
game interface must be close to a video game interface to
be efficient. They also show that serious games can help to
learn methods and rules proposed by a class. Section III is
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Figure 2. AlgoPath’s new interface.

dedicated to the new interface of AlgoPath and the common
mistakes it avoids. Section IV concludes the paper and shows
how the evolution of AlgoPath might be.

II. RELATED WORKS

We can find many works on serious games. We will focus
on three interesting characteristics of this kind of games: the
creativity developed by the gamer, the graphical interface
and environment of the game, and the usefulness of it.

A. Creativity

Serious games are made to learn something. Students can
either acquire knowledge about courses studied at school or
validate this knowledge with serious games.

Some are just made up of questions about the subject
taught at school. A Quiz [2] or a maze with a range of issues
related to a specific topic, [3] or [4], do not bring any part
of creativity in the game. This first type of serious game has
no creative part, it is more or less like school exams. Some
of these games are labelled ”serious games” only because
of their simplified interface and their childish presentation,
although it is no real support for learning whatsoever.

But on the other hand, some games develop a kind of
interaction between the learner and the game, where the
learner is involved in creating the game: for example series
of actions by the player to create a solution to advance
the storyline. The game does not only serve to check the
acquisition of knowledge but actually allows the student to
learn the concepts through play like: see [5] in physics,
see [6] to learn problem-solving or see [7] in mechanical
engineering. In [5] the authors show that the creativity
increases when the player can share his creation with other
players .

B. Interface

Serious games are first of all games, and so visual
representation and interactions between the player and the
interface of the game are very important. So, for people who
play serious games, a game must be attractive in its form

and in its way of learning. Today all the most played video
games work in a 3D environment. If a serious game wants
to be interesting for children or students, it has to be close
to a classic game visual.

Questioning games are classically in only two dimensions.
But some of them use 3D interface to interact with the
player. These 3D-games are often made in 3D because of
the subject of the game: geography [8] or architecture [9],
but some are just made in 3D to have a better interface for
collaboration between players [10]. Some serious games are
just serious scenarii based on a commercially available video
games [11], [12]. For example in [12], they use Tycoon City:
New York R© and SimCity Societies R© games to learn daily
economics and global issues.

But all these 3D interfaces and interactions do not frame
the learning.

C. Usefulness

Many papers have been written about the utility of games
in education. Whatever the age of the students, the learning
with serious game is equivalent to that done in a master
course[13]. For [14], serious games are no obstacle to
students’ success. From primary school to high school, the
enjoyment to play [15] and, so to learn, is a good indicator
of the usefulness of serious games.

To be effective, a serious game must be a game as
well as a teaching aid. In that respect, teachers must be
given a special training to be able to use serious games
properly[16]. Then, if both teachers and learners use the
game in the right way, then the game itself will gain in
efficiency as well as in usefulness.

We have presented many serious games, some of which
allow the students to get interested in discovering ans
learning new subjects. We will next show how the new
interface of AlgoPath promotes the learning of algorithmic.

III. ALGOPATH’S NEW INTERFACE

AlgoPath’s interface was totally rethought in order to
simplify the navigation and to help students avoid most
of the common mistakes they can make while they learn
algorithmic. The world within witch students can play is
divided into five zones. The first one is the stone path.
This zone represents the algorithm being built and it evolves
gradually when students interact with the environment. The
second one is a group of five houses. While interacting in
this zone, students can create variables. AlgoPath provides
five basic data types: integers, floats, Booleans, strings
and characters. The third zone is the construction zone.
Students can create aggregate or composite data type, used
to represent entities that are described by multiple attributes
of potentially different types. Students can create statements
and they can build the prototype of a function or a procedure.
The fourth zone is the bus station. This zone is dedicated
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to the simulation of the execution of the algorithm. And
the fifth zone is the variables area. The latter is missing in
Figure 2. because it is related to the memory usage and at
the beginning there is no variable declared.

In the next sections, we describe the last four areas in de-
tails. The first one (the algorithm zone) was fully described
in our previous paper [1] but, as the bush statements world
totally replaced the main statements world when the user
wanted to focus on the bush statements, we include a section
in this paper in which we explain how we changed that.

A. Algorithm Zone

Figure 3. Level 0 and level 1 open.

In AlgoPath, a bush is a sequence of statements that
describes actions to be performed. Replacing a world with
another when students clicked on a bush to see its relative
statements was not satisfying. Students could not locate
themselves in the levels of decomposition of the algorithm.
In this new version of AlgoPath, whenever students want to
focus on statements of an else-part, a then-part, a loop, a
function or a procedure, AlgoPath adds a new floor above
the mother statement (see Figure 3). In that way, students
do keep in mind the all concept. But, since a conditional
statement can lead to two sequences of statements of the
same level, AlgoPath does not allow to open more than one
floor at a given level. Therefore, each opened floor of a
superior level has to be closed before another floor can be
opened.

B. Urban Zone

In the urban zone (see Figure 4) AlgoPath provides
five basic data types: integers, floats, Booleans, strings and
characters. Each data type has its own hut. The population

Figure 4. Urban zone.

of integer variables lives in the integer hut. The name of
the data type is on the top of the hut and can be easily
seen by students. Students can click on a hut as they would
knock at a door and then trigger a variable. Clicking on a
hut is one of the only few things students can do at the
beginning of a session with AlgoPath (apart from creating a
new composite data type; creating the prototype of a function
or a procedure; and adding an output statement).

AlgoPath requires a name to declare a variable. If the
name is the same as the one of an existing variable, AlgoPath
declines the declaration and alerts students a variable has
already been declared with this name. Just like in program-
ming, words separated by a space are not accepted.

C. Memory Zone

The memory zone shows each declared variable. As seen
in [1], a standing 3D figure personifies a variable. In this new
version it stands on a pedestal whose colour is the same as
the roof of the hut the 3D figure belongs to. A 3D red figure
means the variable has not been assigned a value yet.

Figure 5. Two kinds of 3D figures.

Two kinds of 3D figures can stand on the memory zone
(see Figure 5). A small and a little overweight one represents
a basic data type variable; on the contrary, a tall and thin
one represents an aggregate or composite data type variable.
If students click on a tall and thin 3D figure, it opens a floor
above it, with the 3D figures corresponding to the members
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of the composite or aggregate type, just as a new floor opens
when students click on a bush.

D. Construction Zone

In the construction zone, students can find boxes (to create
statements), a concrete mixer (to create new prototypes of
functions or procedures), a crane (to create an aggregate
data type), and a dustbin (to delete things). Each object
is dedicated to an interaction described in the following
sections.

1) Concrete mixer: If students click on the concrete
mixer, Algopath helps them go through the creation of
the prototype of a function or a procedure. When writing
algorithm on a sheet of paper, students often forget syntax
or are embarrassed deciding if they have to write a procedure
or a function. According to our rules, if a module has only
arguments by value and one result then it is a function.
In any other case, we ask students to write a procedure
(meaning a mix of arguments by value and by reference
with zero or at least two results). First AlgoPath asks them
if it is a function or a procedure that will be created. The
name of the module is then required and AlgoPath launches
the process of creating arguments. An argument is totally
defined by its name and its type. AlgoPath lets students
choosing the name but it automatically suggests the set of
the available data types. So, students cannot specify a data
type they have not already defined. But when you define a
procedure in a programming language, you have two choices
regarding how arguments are passed to it: by reference or
by value. In AlgoPath, you have three choices: by input, by
output, and by input-output. Passing by input refers to a way
of passing arguments where the value of an argument in the
calling function cannot be modified in the called function.
Passing by output refers to a way where an argument has no
value in the calling function prior to the called function, but
the called function has to assign it a value. Passing by input-
output refers to a way of passing arguments where the value
of an argument in the calling function can be modified in
the called function. There is a distinction between argument
by input-output and argument by output because we want
students to be aware that an argument by reference may not
be assigned a value when it reaches the called procedure.
If students want to create a procedure with zero or several
arguments by input and only one argument by output then
AlgoPath warns them that it should be a function instead of
a procedure and adds it as a function.

Once the prototype of the module is defined, a new box
appears in the construction zone. This new box is selectable.
If students select it then a new floor opens in AlgoPath. It
shows the - empty - body of the module. Next to the stone
path where statements will be added, there is a zone that
looks like the memory zone of the main algorithm. Instead
of showing the main variables, it shows the arguments of
the module. Visible features (see Figure 6) help the students

Figure 6. Three kinds of arguments (from left to right: by input, by output
and by input-output).

recognize if it is an argument by input, by output or by input-
output. An argument by input is a 3D white figure in front
of which is a padlock. It means this variable was assigned a
value and this value cannot change. An argument by output
is a 3D red figure. It means it has not been assigned a
value yet. An argument by input-output is a 3D white figure
without a padlock. It means it has already been assigned a
value and this value can change.

When students add an assignment statement in the body
of a procedure, AlgoPath suggests them the set of variables
available. Arguments by input are not included in this set. It
is a little bit restrictive regarding programming, but it helps
them understand that an argument by input cannot change
its value.

2) Crane: Clicking on the crane launches the creation
of composite data types. Students can create arrays or
structures. An array is a set of consecutive variables of
a same type. A structure is a collection of one or more
variables, possibly of different types, grouped together under
a single name for convenient handling. The variables named
in a structure are usually called members. Students have
to specify the types of cells of an array and the members
of a structure. AlgoPath helps them with this process by
suggesting the data types available. That is how AlgoPath
avoids common typing mistakes made by students - writing
a data type that does not exist or wrongfully writing a
data type that actually exists. But it also helps the students
understand that the most inner data types must be created
first. If a person structure has to be created - which we will
assume has a name and a date of birth - the date structure
has to be created first. Naming an array, a structure and its
members is another process students have to go through.
AlgoPath verifies the integrity of the names. Naturally,
a structure member and an ordinary (i.e., non-member)
variable can have the same name without conflict, since they
can always be distinguished by context.

3) Boxes: The construction zone contains seven boxes.
Each box creates a new statement in the path of AlgoPath.
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Figure 7. The seven boxes to create statements.

Figure 7 shows the seven boxes. The lower row contains -
from left to right - a box to create an assignment, a box
to create an input statement, a box to create an output
statement, a box to create a conditional statement and a
box to create a loop. Since these five statements were fully
described in [1], this section will focus on the last two boxes:
the one with a receiver and a ”F” and the one with a receiver
and a ”P”. But let’s just add that anytime the name of a
variable is required, AlgoPath suggests a set of proper names
available. To fully explain AlgoPath does not only check the
names of the variables declared, it also computes the names
of the variables of basic data types because one of our rules
is that a variable of aggregate data type cannot be assigned a
value. For example, if the variable P is declared as a person,
that is a structure with two members - a name and a date of
birth - whose names are ”name” and ”date” and, if a date is
a structure with three members named month, day and year
then AlgoPath suggests the following set of names: P.name,
P.date.month, P.date.day and P.date.year. P and P.date do
not belong to this set because they are composite data type
variables.

The upper row left box creates a function calling state-
ment, while the right box creates a procedure calling state-
ment. These creations can occur within two contexts. The
prototype of the function or the procedure may be already
defined or not. If it is, AlgoPath helps students by notifying
the arguments of the module and their status: by input, by
output and by input-output. For each, it reminds students if
they can associate a value or a variable of the calling module.
Naturally, AlgoPath acts differently whether an argument of
the module is exclusively by input or not. If it is, AlgoPath
lets students choose if they will associate a value - an
expression - or a variable. If it is not, AlgoPath only shows
variables of the same data type of the calling module. If
there is none, AlgoPath cancels the process of creating a new
statement and explains why. Then students learn they first
have to create variables in the calling module if they want to
put results in them. If the prototype is not defined, AlgoPath
asks questions so the students are able to define the calling
arguments of the module. First, it asks what the name of the
module is. Then it asks if students want to add an argument.
If they do, it wants to know if the argument is a value or a

variable. In case it is a value, the argument is automatically
defined by input. In case it is a variable, students can choose
if it is by input, by output or by input-output. At the end
of the process, the prototype of the module is automatically
created and a new box is added in the construction zone.

Figure 8. Visible features of calling arguments (colors and backpacks).

As mentioned in [1], there are visible features to tell the
arguments apart. But in this version of AlgoPath, a calling
argument by output is red while a calling argument by input-
output is white (see Figure 8).

4) Dustbin: In the construction zone, there is a large
commercial refuse bin. It opens when students click on it
if a statement has already been added. Otherwise it does
nothing. It closes when students choose the statement they
want to delete.

E. Bus Station Zone

The bus station zone is under construction so we won’t
talk much about it. This zone is dedicated to the execution
of an algorithm. We expect a lot from this zone because
normally students have to wait for the implementation of
algorithms in a chosen programming language to discover
the execution. Let’s just say a bus will drive along the path
of AlgoPath to pick up the 3D figures (see Figure 9).

Figure 9. Execution.
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The interface will act accordingly: for example, gates
will open or close, 3D figures will tell the content of
their backpacks, etc. Moreover, when students click on the
printer, AlgoPath shows them the algorithm writing with
conventional declarations and statements.

IV. CONCLUSION AND FUTURE WORK

[1] presented the different 3D objects to represent the
concepts of algorithms. A survey showed that students were
not satisfied with the interface. The latter was too dour and
even though students were able to avoid some grammatical
mistakes, the computer program did not prevent them all
and did not teach students why they were about to make
mistakes. The new version of AlgoPath now implements
those features. With AlgoPath, students can no longer:

• Add a statement if it is not an output statement before
a variable is declared;

• Add a variable in a R-value of an assignment if it was
neither declared nor assigned a value;

• Assign a value to an aggregate or composite data type
variable;

• Try to assign a variable if it was not declared;
• Forget or add the calling parameters of a module: the

number of calling parameters are always equal to the
parameters of the module;

• Associate a parameter of a prototype with a calling
parameter of a different type;

• Use a composite data type if it is not declared;
• Forget what the basic data types are;
• Declare a variable if AlgoPath does not know the type;
• Forget what statements they can use;
• Assign a value that does not match the type of the

variable.
Moreover, when students are about to make a mistake

and AlgoPath is able to notice it, AlgoPath explains why
it is a mistake and corrects it. In the future, we will focus
on adding Object-oriented programming concepts such as
objects, classes, data abstraction, encapsulation, polymor-
phism, and inheritance. We will also study the possibilities
to add distributed algorithms and programming concepts.
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Abstract 

This study proposes an innovative three-dimensional (3D) 

Interactive Simulated-Globe System application. The 

instrument includes: a data processing unit, a wireless control 

unit, an image capturing unit, a laser emission unit as well as 

3D hemispheric body imaging. The 3D hemispheric body 

imaging is designed to display the output image from a data 

processing unit. The Laser emission unit is for emitting a laser 

spot on the output image. Based on the spherical coordinates of 

the laser spot, detected by a data processing unit through an 

image capture unit, the spherical coordinates, with a plane 

coordinates converter operation, can provide spherical 

coordinates to convert into plane coordinates for the data 

processing unit. Utilizing the coordinates location, of the laser 

spot through image acquisition, calibration and internal 

coordinates with external coordinate converter operation can 

be guided the cursor, output by the data processing unit on 3D 

hemispheric body to launch synchronous movement with laser 

spot. To combine wireless control technology can perform 

synchronous driven, control and interactive with the software 

image on 3D hemispheric body. This work allows general 

planet software such as Google Earth (Mar, Moon), used in a 

variety of panel displays or projection turn into the 3D 

hemispheric body, and then through the laser spot emitted by 

the laser emission unit and wireless control unit, allows the 

laser spot in synchronization to control the cursor and 

software on the 3D hemispheric body imaging for a variety of 

interactive, and then perform the effect of 3D interactive globe 

system in any classroom or astronomical Museum for formal  

and Social education. 

Keywords-three-dimensional; interactive; spherical coordinates; 

internal coordinates; external coordinate  

I.  INTRODUCTION  

The various sizes of earth or planet instrument models have 

been widely used in traditional classroom and astronomical 

museums; they have become an integral part of teaching 

aids for formal or informal education teaching field. [1-3] In 

recent years, related inventions have attempted to use 

projection to project earth or other planets software images 

as digital teaching auxiliary aids. [4-6] However, the way to 

project earth or other planets software image on the screen 

is not much difference to use traditional earth or planet 

instrument for the teacher in the teaching and can not to 

fully demonstrate the advantages of digitization teaching 

aids in this way. Therefore, we propose a kind of earth or 

planet instrument, which can take advantage of simple 

technology and classroom existing equipment. This 

instrument is employed to project the earth or other planets 

images as three-dimensional sphere surfaces. By forming 

3D earth or plants images, and utilizing the interactive 

technology of this work, the operator can use a simply 

handheld wireless control device to interact and synchronize 

control the cursor and function then perform the effect of an 

3D interactive globe system. 

 

II. RELATED WORK 

 

Existing applications of laser guidance technology, U.S. 

Patent No. 6,275,214 [7], use a variety of different light 

sources for projection to projection curtain via the camera 

receives images. Through image processing and computer 

software program calculated the light projected onto the 

screen spot position of the projection screen to convert the 

signal to control a computer mouse cursor moves. The 

existing the whiteboard also uses the image capture element 

to achieve method (internal coordinates based on the 

coordinates of the image input is converted to the 

coordinates of the external programs and methods), in U.S. 

Patent No. 4,507,557 [8]. At present, the 3D image 

projection method synchronizes the projector in a different 

direction and position on the respective image in a 3D 

sphere. The corresponding image project on a spherical 

surface according to each specific projector to multiple 

projectors, each represents a specific image region of the 

sphere to generate a complete surface projection mapping 

imaging such as U.S. Patent No.0,256,302 [9]. Other 

method as 3D internal back projection methods, this method 

is to use the projector image, projected to an inner surface of 

the 3D projection surface. The formation of the 3D 

projection surface outside observer can see the imaging. 

Application examples are celestial bodies such as the earth, 

the planets and the anatomical organs in detail, such as the 

U.S. Patent No. 8,066,378 [10]. A 3D convex surface of the 
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display system is the system's display surface having a 3D 

convex shape. Projector system sucked image output to the 

internal display surface of the display surface, the image due 

to the convex shape of the display so that the viewer can see 

the 3D stereo images. For details is on U.S. Patent No. 

7,352,340 [11]. The 3D internal projection system is to use 

optical scanning or projection, projected on a large 3D 

objects on the inner surface, so that when viewed by an 

external stereoscopic imaging effect, such as the U.S. Patent 

No. 0,027,622 [12]. 
 

III. PROPOSED THEOREM 

 

This research main technology is divided into two parts. The 

first part is laser guide technology to control cursor. For 

controlling the cursor directional control function, it needs 

to install a laser emitter source and utilizes an optical 

camera with special light filter lens receiver to detect the 

laser source on the screen. After some image process and  

the spherical coordinates with plane coordinates converter 

operation, the movement of image can be transformed by a 

cursor command to guide the cursor directional control 

function. The second part is to install a wireless control 

electron circuit in our system. By linking the wireless 

control technology, it can direct execute each kind of 

interactive control function completely.  

A. Image acquisition 

 

The 3D hemispheric body imaging is to display the output 

image from data processing unit as shown in Figure 1. Laser 

emission unit is for emitting laser spot imaging on 

hemispheric body and the spherical coordinates of laser spot 

was detected by a data processing unit through the image 

capture unit. The key point of image acquisition technology 

in this study is the red visible light filter when an optics 

camera is used. This kind of special light filter lens may 

filter the Blue and Green visible light on the 3D hemispheric 

body imaging effectively, and causes optics photography 

function effective to trace the laser emitter spot on the three-

dimensional imaging hemispheric body. The wherefores is 

red visible light filter lens make whole image and 

background turn  into full red view. And it is because the 

wavelength of red laser spot is higher than any visible red 

color. When using this spot tracking can provide spherical 

coordinates of laser spot precisely. 

 

B. The spherical coordinates with plane coordinates 

converter operation 

 

Laser emission unit is for emitting laser spot imaging on 

hemispheric body. Based on the spherical coordinates of 

laser spot, detected by a data processing unit through the 

image capture unit and the spherical coordinates with plane 

coordinates converter operation can make spherical 

coordinates convert into plane coordinates for the data 

processing unit. By the coordinates location of the laser spot 

through image acquisition, calibration and internal 

coordinates with external coordinate converter operation can 

be guided the cursor, output by the data processing unit on 

3D hemispheric body imaging to launch synchronous 

movement with laser spot as shown in Figure 2. The 

formula of spherical coordinates convert into plane 

coordinates as follow: 

 

 
 

 

 
On the contrary, formula of plane coordinates convert into 

spherical coordinates as follow: 

 

 

 

 
 

C. Wireless control technology 

 

By wireless control technology, this work can perform 

control and interactive with the software image on 3D 

hemispheric body imaging. We have succeeded to develop a 

useful technique for the classroom and museum, and have 

obtained the solution of the man-machine interface for its 

interactive operations. A three-dimensional interactive globe 

system was proposed in this study. This invention makes 

general planet software, used in a variety of panel displays 

or projection turn into the 3D hemispheric body imaging. 

Through the laser spot emitted by the laser emission unit 

and wireless control unit, allows the laser spot to 

synchronize control the cursor and software on the 3D 

hemispheric body imaging for a variety of interactive. Then 

perform the effect of 3D interactive globe system in 

education. 
 

IV. IMPLEMENTATION 

 

A. System installation 

Figure 3 shows the schematic diagram of 3D interactive 

simulated-globe system. In this figure, the system contains 

information processing unit, image capture Unit, a three-

dimensional imaging hemispheric body, laser emitting unit 

and wireless control unit. The 3D hemispheric body 

imaging is to display the output image from data processing 

unit. The operator held a laser emission unit for emitting 
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laser spot on imaging hemispheric body in front of 

hemispheric. The laser spot position was detected by a data 

processing unit through the image capture unit. By program 

operation can drive the control cursor on 3D hemispheric 

body imaging to execute simultaneous movement with laser 

spot. Wireless control unit is a device, installed a wireless 

control electron circuit inside. Each button has unique 

command function for remote control 

information processing unit then can perform control 

command function. By simple technology and classroom 

existing equipment, this system shows an effect solution for 

interactive of three-dimensional interactive globe system.  

 

B. Calibration 

 

The data processing unit by the image capture unit to detect 

five laser spots on the 3D hemispheric body imaging in 

sequence at initial. Based on the five laser spot localization 

method by internal plant coordinates with external spherical 

coordinates conversion program operator can calibrate the 

coordinate of control cursor on the imaging hemispheric 

body at the outset. Every point for calibration takes 

approximately a few seconds for each. That is followed by a 

defined sequence for completing five points calibration. 

When each point is captured by the camera the tracking 

process can be started, the cursor tracking is set up 

completely. By this five laser spot localization method, the 

control cursor on the imaging sphere can launch 

synchronous movement with laser spot precisely.  

 

C. Interactive control 

To combine laser guide technology and wireless control 

technology, this work can fully demonstrate the advantages 

of digitization 3D interactive simulated-globe teaching aids 

in this study. For example: the operator can rotate the earth 

or the planet, drag, draw, click, move, zoom in and zoom 

out any icon or function to directly interactive with 3D 

simulated-globe as show in Figure 4. Whenever to control 

the laser spot, stopped at the desired tap objects imaging on 

3D simulated-globe then continuously pressing left mouse 

button function key on handheld device and we can perform 

a drag function in this system as we want.  If we want to 

rotate this 3D simulated-globe, we only have to control the 

laser spot in any position on the globe and to press left 

mouse button function key on handheld device and quick 

move to left or right then release the button at the same time. 

The 3D simulated-globe will continuous rotate following by 

our movement speed and direction until the laser spot on 

globe and to press left mouse button function key again to 

stop it. 

As we want to select any objects or icons on the 3D 

simulated-globe, the laser spot pointed objects or icons and 

click left mouse button function key on handheld device and 

the objects or icons will be selected. The zoom function in 

our system is to point the laser spot on the desired imaging 

objects and click left mouse button function key on 

handheld device to select an objects. Then subsequently 

press the zoom in or zoom out function button on handheld 

device issued the command to control zoom the desired 

imaging objects on 3D simulated-globe. Based on zoom 

function in this study, the pointed object by the laser spot on 

globe will be enlarged or reduced as we want. Such as when 

forward mouse wheel or key in PgUp is making a selected 

object to enlarge. On the contrary, backward mouse wheel 

or key in PgDn is making the selected objects to shrink. 

With drag and click function as mention above, we also can 

use drawing software to draw any sign, mark, emblem, label 

and symbol on the 3D simulated-globe. 

 The operation of the present study described as follow: 

First step, the data processing unit output the image on 

hemispheric body by a projector as shown in Figure 4. 

Subsequently, an operator held a device, integrated by the 

laser emitting unit and the wireless control unit. After, the 

operator points to the laser spot on an imaging hemispheric 

body. Then, the coordinate position of laser spot on the 

imaging hemispheric body was detected through the image 

capture unit. At the same time, data processing unit 

executed the internal coordinates with external coordinate 

converter operation and calibration. By laser-guided control 

program and the five points calibration program, enables the 

control cursor on the imaging hemispheric body can be 

synchronized movement with laser spot. With conjunction 

laser emission and wireless control units, the laser spot can 

synchronous drive the 3D simulated-globe by control cursor 

movement and issued a variety of computer command 

function. Finally, this work complete and achieve an 

efficient and economical interactive simulated- globe 

system. 
   

V. CONCLUSIONS 

This work can take advantage of simple technology and 

classroom existing equipment to employ project the earth or 

other planets software the images in three-dimensional 

sphere surface, thereby forming a three-dimensional earth or 

plants images. By use the interactive technology of this 

work could make general planet software, used in a variety 

of panel displays on the projection turn into the three-

dimensional imaging sphere. Through the laser spot emitted 

by the laser emission unit and wireless control unit, allows 

the laser spot synchronization to control the cursor and 

software on the three-dimensional imaging sphere for a 

variety of interactive, and then perform the effect of three-

dimensional interactive globe system in any classroom or 

astronomical museum for formal and social education. We 

have succeeded to develop a useful technique for the 

classroom and museum, and have obtained the solution of 

the man-machine interface for its interactive operations. 
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Figure 1.  The 3D hemispheric body imaging is to display the output image from data processing unit 

 

 

Figure2.  Internal coordinates with external coordinate converter operation   
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 5 

 

Figure 3.  The schematic diagram of 3D interactive simulated-globe system 

 

 

 

Figure 4. The operator can rotate the earth or the planet, drag, draw , click, move, zoom in and zoom out any icon or function to directly 

interactive with 3D simulated-globe 
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Abstract— In the execution of bridge or overpass decks several 

construction processes are applied. A geometric model 4D (3D 

+ time) in a Virtual Reality environment which simulates the 

construction of a bridge deck composed of precast beams was 

implemented. The model allows viewing and interaction with 

the various steps and the main elements involved in the 

construction process. In order to develop the virtual model, the 

components of the construction, the steps inherent in the 

process and its follow-up and the type and mode of operation 

of the required equipment were initially examined, in detail. 

Based on this study, the 3D geometric modeling of the different 

elements that make up the site was created and a schedule that 

would simulate an interactive mode of construction activity 

was established. As the model is interactive, it allows the user 

to have access to different stages of the construction process, 

thus allowing different views in time and in space throughout 

the development of construction work, thereby supporting 

understanding of this constructive method. Since the model is 

didactic in character it can be used to support the training of 

students and professionals in the field of Bridge Construction. 

Keywords - Bridge construction; interaction; simulation; 

virtual reality. 

I.  INTRODUCTION 

In Civil Engineering, there are several construction 
methods for the execution of bridge decks. This study 
analyses the constructive method applied to bridge decks 
using precast beams. In Civil Engineering prefabricated 
elements are frequently used, because they offer several 
advantages in urban areas, in works over railway lines, and 
in general in areas where the placement of trusses is difficult, 
as this allows quick and economical construction without 
generating significant local constraints. 

 Using prefabrication in bridges presents several 
advantages, such as: the good quality of the concrete of the 
components produced; economic benefits that result from the 
use of optimized and standard solutions, which can be used 
repeatedly throughout the whole process; reduction of 
congestion on the construction site and the shortening of 
time-limits for construction, and finally, greater security 
because it reduces the number of tasks to be carried out on 
site [1]. 

This present work aims to contribute to the dissemination 
of this methodology of construction through a visual 

simulation created in a virtual environment and to draw 
attention to its usefulness as a teaching tool, supporting, as it 
does, the in-depth understanding of this process. For the 
creation of a visual simulation application Virtual Reality 
(VR) technology was applied. This technology offers 
advantages in communication allowing the user to interact 
with the 4D model as it allows access to different modes of 
viewing the model in space and time [2]. 

In order to create models, which could visually simulate 
the progressive sequence of the process and allowing 
interaction with it, techniques of virtual reality were used.  

When modelling 3D environments there must be a clear 
idea of what should be shown, since the objects to be 
displayed and the details of each must be appropriate to the 
goal the teacher or designer wants to achieve with the model. 
The use of virtual reality techniques in the development of 
these didactic applications is, also, generally beneficial to 
education in that it improves the efficiency of the models in 
the way it allows interactivity with the simulated 
environment of each activity. The virtual model can be 
manipulated interactively allowing the teacher or student to 
monitor the physical evolution of the work and the 
construction activities inherent in its progression. This type 
of model allows the participant to interact in an intuitive 
manner with 3D space, and to repeat the sequence or task 
until the desired level of proficiency or skill has been 
achieved always performing in a safe environment. 
Therefore, it can be seen that this new concept of VR 
technology applied to didactic models brings new 
perspectives to the teaching of subjects in Civil Engineering 
education [3]. 

The model discussed here follows other VR models 
developed within the Technical University of Lisbon at the 
Department of Civil Engineering, concerning construction 
works (Figure 1): The models relate to the cantilever process 
and the incremental launching method of bridge deck 
construction [4]. 

II. CONSTRUCTIVE PROCESS OF BRIDGE DECKS 

The construction of bridge decks composed of 
prefabricated beams uses an equidistant distribution of 
isolated elements placed side by side, complemented by a 
slab that establishes continuity on the surface of the deck. 
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Figure 1.  Didactic virtual models of bridge deck construction. 

The prefabricated beams are usually built with a length 
equal to the bridge spans, each consisting of several beams 
connected from above by a slab concreted “in situ”, and 
crosswise by transversal beams located on the support. The 
slab can be made “in situ” using a false-work or pre-slabs, 
which can contribute to structural strength or assist only as 
formwork while the slab of the deck is concreted. The most 
common cross sections in these types of beams are I- shaped  
(Figure 2) or, sometimes, U-shaped. The shape of the section 
is determined by various constraints, such as: the procedure 
of manufacture; the pre-stressing system used (pre- or post-
tensioned); transport and assembly; the construction method 
of the bridge deck slab. 

 
Figure 2.  Cross section of a bridge with "I" beams [5]. 

The constructive method applied to bridges with 
prefabricated beams can include differences in placement of 
prefabricated beams, or the type of connection between 
elements and execution of slabs. The first step consists of 
placing the prefabricated beams, which can be carried out by 
means of cranes a launcher (Figure 3).  

 
Figure 3.  Placing of precast beams on the pillars [6]. 

The constructive method applied to bridges with 
prefabricated beams can include differences in placement of 
prefabricated beams, on the type of connection between 
elements and implementation of slabs. The first step consists 
in placing the prefabricated beams, which can be effected by 
means of cranes or by means of a launcher. After placing the 
prefabricated beams in its final position, can be used several 
solutions of connection between these elements and 
structure: isostatic spans (consist of separate sections, 
separated by expansion joints, simply supported on the 
pillars); isostatic spans with solid slab over the joins 
(prefabricated beams are assembled on supports in an 
independent way, and a slab in concreted over the joints 

defining the continuity of the overall deck); hiperstatic solid 
spans with ordinary reinforcements (continuity is performed 
by placing the longitudinal slab continuous reinforcements, 
on the supports, and the space between beams is concreted). 

After placing the prefabricated beams in their final 
position, the connection between these elements is 
performed using pre-slabs: This method consists of replacing 
the shuttering and supporting structure of the previous 
solution for reinforced concrete or pre-stressed slabs with a 
thickness that usually varies between 6 cm and 10 cm. These 
pre-slabs can be used as lost shuttering, - in construction they 
can be used only to support the concrete slab or as bi-
functional formwork, that is, functioning as formwork during 
the constructive phase, but as reinforcement during service. 

III. GEOMETRIC MODELLING AND EQUIPMENT 

After different kinds of bridge deck construction methods 
had been analyzed, a commonly used model was chosen for 
the implementation of the 4D (3D + time) virtual model. The 
deck is composed of beams with I-shaped cross section, 
lifted by cranes and supplemented with composite pre-slabs. 
Initially, three-dimensional (3D) geometric modeling of all 
elements necessary to the implementation of the desired 
visual simulation was created. The example modeled 
corresponds to a bridge with the highway profile composed 
by five spans with the extension of 30m (central) and 24m 
(lateral) [7]. The cross-section of the bridge deck consists of 
4 precast beams (Figure 4). 

 
Figure 4.  Cross section of the deck. 

The 3D modeling process is initiated with the generation 
of the surroundings of the working place, followed by the 
pillars, stair towers, worker platforms, provisional and 
definitive supports and two cranes needed to lift the precast 
beams.  

Figure 5 represents the configuration of the cross-section 
of the prefabricated beam used and the respective 3D model. 
In the projection it is possible to see: the running boards 
(red), protruding out of the beam, which serve to provide 
resistance and support for the connection of concrete of 
different ages of the deck slab; the reinforcements 
connecting precast beams (yellow); other reinforcements 
needed for lifting the beam (blue). 

For the execution of the slab composite pre-slabs were 
chosen. The dimensions applied in creating the 3D model of 
the pre-slabs were established based on the drawings of the 
design of Beira Interior viaducts. Differentiation can be 
made between pre-slabs, depending on their location on the 
cross-section: type 1, between beams or type 2, in the 
console. 
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Figure 5.  Cross section and prefabricated beam model.  

Figure 6 shows a picture of the placement of both types 
of pre-slabs. The virtual model includes two types of pre-
slabs: central and cantilever.  

 
Figure 6.  Placement and position of pre-slabs on the deck.  

Figure 7 illustrates the geometric model of two kinds of 
pre-slabs used in the virtual model. The pre-slab in the 
console is placed in the side of the deck cross-section and the 
central pre-slab is placed between beams.  

 
Figure 7.  3D models of the pre-slabs.  

IV. THE CONSTRUCTIVE PROCESS ACTIVITY 

The visual simulation of the construction was 
accomplished using software based on the Virtual Reality 
(VR) technology, the Eon Studio (www.eonreality.com). In 
accordance with the programmed sequence of the 
construction: 

• The virtual simulation starts with the presentation of 
the work place environment; 

• The simulation of the construction activity continues 
with the insertion of additional elements, such as the 
stair towers (for access to the top of the pillars) and 
the work platforms (which allow the workers to 
move around and complete their tasks) (Figure 8).  

 
Figure 8.  Display stair towers and work platforms.  

• In the virtual space the placing of the definitive 
support device is simulated, followed by the 
placement of the temporary support, on the top of 
the pillars (Figure 9); 

 
Figure 9.  Placing of definitive and provisional support and the 

prefabricated beam.  

• Each beam is raised by two cranes and placed on the 
temporary support devices (Figure 9); 

• The simulation of construction process proceeds 
with the placement of the pre-slabs on the 
prefabricated beams (Figure 10); 

 
Figure 10.  Placement of pre-slabs and concrete transversal beam and slab.  

• At this stage, it was found that due to the large 
amount of reinforcements set in the pre-slabs 
(Figure 11), the movement of the camera (from the 
point of view of the user) through the virtual 
environment was very slow because the drawing file 
was already too heavy. It was, therefore, decided not 
to display 3D model of the pre-slab reinforcements 
and also the brackets from prefabricated beams; 
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Figure 11.  Large amount of reinforces set in the pre-slabs. 

• Then, the reinforcement of the slab is placed over the 
pre slabs and the deck slab is concreted (Figure 12); 

 
Figure 12.  Placing reinforcement and concreting the deck slab.  

• Next, the transversal beams are concreted. Figure 13 
illustrates the reinforcements, the 3D model and the 
placement of the formwork and reinforcement of one 
of the transversal beam; 

 

 
Figure 13.  Concreting one of the transversal beam.  

• After the completion of the construction of the deck 
the provisional support devices are removed 
(Figure 14); 

 
Figure 14.  Removing the provisional support devices.  

• Finally all complementary elements necessary for 
the road traffic were inserted into the top of the deck 
(Figure 15).  

 
Figure 15.  Placing the complementary elements.  

• The complete bridge can now be observed from any 
point of view (Figure 16). The model allows the user 
to use the zoom sufficiently well in order to 
understand the final configuration of the bridge. 

 
Figure 16.  Views of the complet deck.  

V. EDUCATIONAL ASPECTS 

The virtual model is currently used in the discipline of 
Bridges. The introduction of the topic on the construction 
processes used in bridges, in particular, the methods related 
to bridges composed of precast beams is supported with the 
visual and animated simulation of the modeled construction 
deck. The teacher of bridges, which refers to the use of the 
virtual classroom model, verifies that the student is quite 
observant with the lively presentation of the entire process of 
construction of the bridge. All constructive and the sequence 
type and geometric form of constructive elements required in 
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the execution of the deck are presented in the virtual model 
with enough clarity. 

The model was implemented with great accuracy in 
terms of scientific content in order to obtain a correct model 
technically and so is effective as a teaching model. The 
target student of the virtual application is the student of the 
last year of the course of Civil Engineering, in particular of 
the area of Structures, as is the branch that is more related to 
the general theme of bridges. The constructive process of 
bridges is a theme that is fundamental in the teaching of 
design and types of bridges. This model and other previously 
performed (incremental method and method of advances [4]) 
composes together with this virtual model, a set of 
educational tools, based on IT (information technology) and 
VR (virtual reality), which serve as support for the discipline 
of Bridges. The models were made available to students in 
the www sites of Bridges and research related to masters’ 
theses. There request and manipulation are made available to 
any student. 

VI. CONCLUSIONS  

This paper analyzes some constructive processes 
concerning bridge deck formed of precast beams and 
describes the implementation of an interactive model that 
simulates the construction work activity. The virtual 
application shows one of the methods most often applied in 
the construction of this type of Deck Bridge. In the creation 
of the model software based on the RV technology was used.  

Virtual Reality allows, through interaction with 3D 
models of the environment, representing building 
components and equipment, the creation of the constructive 
sequence in time and space by simulating the progression of 
the construction of the deck, which allows a good 
understanding of the whole process.  

The model 4D (3D + time) offers several advantages, 
allowing a deeper awareness of the relationship of the 
components of the building and the phasing of the work, 
leading to a better understanding of the spatial movement of 
equipment and of the component placement in work. Since 
the traditional designs of graphic documentation of the 
construction project are sometimes more difficult to 
understand, it can be seen that this model is clearly didactic 
in character and as such can be used to support the training 
of students and professionals in the field of Bridges. 
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Abstract — In this paper, we discuss the dual role of the iPad 

among the teenage high school students using the tablet as a 1-

1 (one tablet per student) educational tool. On one hand, the 

iPad is a personal, mobile and cool piece of technology. On the 

other hand, it is a piece of technology provided by the school 

and given to students as anytime, anyplace mobile educational 

tool. Our goal is to understand the space between the use 

situations related to school work and those that are private and 

personal. After ten months of observations of the use of the 

iPad, we conclude with that the iPad is treated by teenage 

participants in our study as purely educational tool.  

Keywords - cool; identity; iPad; education; learning; techno-

cools. 

I.  INTRODUCTION  

When the iPad was launched in the 2010, numerous iPad 
oriented projects and studies emerged worldwide within 
diversity of settings. Specifically, for the field of education, 
the interest was, according to Apple [1], reaching 
unprecedented heights.  

This new artifact came quickly to represent a promise of 
a paradigm change in learning, nearly a promise of a 
revolution in the field of education [5]. It also represented a 
possibility to change a known trend of classroom technology 
non-acceptance [8, 20] and become a tool that proves that 
technology can bring considerable benefits to education [1].  

Creativity was expected to play a major role in moving 
the education towards more constructivist practices [7]. The 
iPad has a large number of applications supporting 
productivity and creativity. In using them, students may open 
up a possibility to take a more active part in their own 
education, by, for example, designing a part of their own 
curriculum through the use of different apps.  

However, creativity in the digital era is quite complex. It 
involves navigating in a plethora of platforms, channels and 
applications, all of which may demand some learning and 
mastery. A cognitive aspect of multimodal representations of 
content in the learning processes typically supported on the 
iPad [4] requires a new kind of literacy to deal with, both for 
teachers and students. The multimodality theory advocates 
an understanding that communication, when using a device 
such as the iPad, occurs through multiple but synchronous 
modes such as images and graphics from the camera or the 
Internet; touch using the touch screen, and audio input and 
output. This problematic is not new. For instance, Sneller 
describes an earlier study [25] done with a class where 

students used a tablet PC. The study showed that students 
had a positive attitude towards the use of the tool that 
supported their active learning styles. It also showed that 
much more work was required from the teacher; the effective 
use of the tool implied a major redesign of the curriculum to 
be taught in a classroom. Sneller concludes with “Even on 
those days when you feel like this challenge is akin to that 
involved in herding cats, the victories will come.” 

An obvious use of the iPad for students is to use it as an 
e-book reader and read books on this electronic platform. An 
increasing part of new e-books, including the academic ones, 
developed for the iPad or other electronic reading devices 
offer brand new features. Some examples of those features 
include direct interaction with the content, word search, 
video or images access, hyperlinks to references etc. This 
kind of reading can be described as is an intermittent, 
digressive and collective act [14], where, in spatial 
transitions, remembering words becomes very difficult to 
achieve or is no longer possible [14]. For students, the book 
is transitioning from a product to a service.  

Given that the cognitive complexity has increased and 
different kinds of skills are needed to deal with new, 
multimodal, mobile learning tools, it is difficult to say if the 
iPad actually enables increased creativity and production and 
in which ways it does so.  There are three angles of approach 
to investigation of this: studying the problem with the tool in 
focus, focusing on users involved in a use situation and a 
combination of both. The later is the approach we chose in 
the study described in this paper. 

In our previous study with the iPad as an educational tool 
for geosciences university students [11], we found out that 
productivity and creativity were strongly related to various 
ownership issues such as time investment into mastery of the 
device one does not own, cost of applications that are to be 
installed on the device that one does not own, proprietary 
software that is hard to modify and customize, issues around 
annotating curriculum related articles, ownership/copy rights 
issues related to that, etc.. Additionally, factors from the 
educational Technology Acceptance Model (TAM) [27] such 
as perceived usefulness, perceived ease of use and teachers 
influence were found also relevant for the use of the iPad in 
the classroom ecology.  

The study described in this paper takes into account 
users, the use situation and the tool. The users are technology 
savvy students, also referred to as the Net generation, digital 
natives, millennials, etc. These ever more mobile students 
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actively use different technologies offering them content 
access anyplace, anytime. The technologies such as smart 
phones and tablets have become a new arena for the “cool” 
products, making the Net generation students more aware of 
the choices they make. Coolness is a factor that this youth 
responds to [9, 19, 21]. As an attribute of the product, it is 
somewhat elusive and paradoxical. In [9], the term techno-
cool is used to describe such products. Clearly, designing 
techno-cools is different from designing cool products that 
are not technology based. The design and production of 
technology must strike a balance between short-term, fast 
changing product versus long-term product and brand 
building. Most large, mature technology producers trying to 
cater to the “cool” market understand the need for branding 
efforts that give sustainable, long-term advantage. Thus, 
really well designed products may become what we call 
mainstream techno-cools, the iPad representing one of them. 
The high number of sold iPads can not only be understood as 
a demand from the market for this device, the coolness effect 
was also a factor [2]. In their turn, researchers in interaction 
design have recently begun to study coolness as a factor to 
take into account when designing new technology [9, 16, 
24]. It is interesting that Holtzblatt [16] proposes a model for 
designing cool innovative products with joy, identity, 
connectivity, sensation and accomplishment as drivers, 
coupled with use situations (see Fig. 1). The components in a 
wheel of joy are precisely those that are generally important 
for the Net generation we are considering in our study. 
 

 
Figure 1. Holtzblatt’s wheel of joy and a triangle of design. 

 
The group perception of coolness is obviously important in 
the social context for these young people at school, work, 
home, or out and about with friends. In [9] we define some 
attributes of coolness relevant for the iPad:  

“However, if one invests in a piece of technology, one 
expects it to do what it is designed for and much more, to be 
useful and easy to use, almost never unique, but possibly 
customizable and definitely, one expects it to be fun.” 
Attributes making a product cool like usefulness, ease of use, 
mainstream techno-cools, connectivity, identity, fun and 
happiness are thus representing the appropriate context 
investigate in relation to “cool” educational technologies we 
well. Coolness can also be related to different attitudes 
young people may have, from rebellious [23] to more laid 
back [26]. 

Related to the use of the iPad and identity, it is of 
importance how users personalize this artifact. More and 
more of our lives is now kept and represented by a large 
group of software in the cloud. Users need then to take a 
stand where, when and how they shall be in touch with this 
“second”, “cloud” representation of their lives. Turkle [28] 
advocates and defines this representation as the “second 
self”. In the earlier 1980s work, Turkle [28] defined how 
then new, personal computer affected the identity of the user 
and her angle of studying it:  

“…my focus here is on something different, on the 
“subjective computer”. This is the machine as it enters into 
social life and psychological development, the computer as it 
affects the way we think, and especially the way we think 
about ourselves.”   

The iPad has the possibility to acquire and reflect a 
number of attributes, and represent the content of our second 
self in a new wrapping, re-sorted, re-made, sometimes better 
than the original, almost as a simulacrum [3]. For the user, 
the iPad can be a new companion, with all the positive and 
negative aspects this companionship involves. 

In this paper, we report from a case study in a high 
school, where we focus on the personal and the educational 
use of the iPad. Factors such as self identity and coolness 
affect these uses. We also recognize the importance of 
factors like joy and fun as mandatory for a positive user 
experience with the device.  Yet, this study shows that 
students prefer to use the device mostly for educational 
purposes. 

The paper is organized in five sections. In the next 
section, Section 2, we describe our case study. In Section 3, 
we present our methods and findings, followed by Section 4, 
where we use an identity and coolness driven approach to 
discuss our results. Section 5 concludes the paper.  

II. THE CASE STUDY 

Our case study involved teenagers, aged 16-17 and their 
use of the iPad both as a personal mobile device, and as a 
mobile educational tool.  They are the generation that has 
grown up with technology and are being educated with it 
[10, 17, 22]. This research project was a joint venture 
between different actors: a private school, a representative 
from Apple, a company offering help to introduce 
technology in education, and us as researchers. The whole 
project had a broader purpose of seeing if the iPad could help 
students in their studies, if it is a game changer in education 
[5]. For this case study, as mentioned in the introduction, we 
focused on relation between the identity (including 
personalization) and coolness (including fun, joy, cool 
behaviors, etc.) and how they influence private vs. 
educational use. Since in Norway every high school student 
receives both school books and a laptop for free during their 
studies, the project also gave us the possibility to explore the 
following question: is the iPad cooler and more personal than 
the laptop?  

The private high school at which the study took place is 
in the situated very central, in the heart of a major city in 
Norway. A class of 25 first year students was chosen, and 
after two preliminary stakeholders meetings in January of 
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2012, we started our study. A study was of one-student-per-
iPad type. The students have received iPads 2, preloaded 
with about 200 applications, as well as an external keyboard 
and a small cover.  

At the start of the spring semester (January – June, 2012), 
all the students had a week long support from the company 
facilitating the introduction of the iPad in education (see Fig. 
2). During this week, it was explained how the iPad and all 
of the preloaded apps worked. The support from this 
company did not stop there. The school organized monthly 
visit by the same team for the rest of the semester.  

The classroom was also equipped with an Apple TV 
system in order to provide students with the possibility to 
present their work for the whole class directly from their 
iPads. The classroom, and the rest of the school, had a 
wireless connection to the Internet.  

The teachers had received the iPad four weeks before the 
students, at the end of the fall semester and had time during 
the Christmas break to play with the device, explore it both 
as a personal item and as a tool it was soon going to be. They 
too received some intensive course training at the start of the 
spring semester. The focus for teachers was on learning how 
to use different apps for re-creating the curriculum, when 
possible, and how to use them in class teaching. For instance, 
iMovie was recommended as a tool for recording homework 
assignments and iThoughts for making overviews of diverse 
subjects and assignments. 

The curriculum books were delivered by the publishing 
houses in PDF format, and made available to the students to 
download. For the school this was a large logistic gain. 
Moreover, for the IT support center of the school the 
migration from laptops to iPads was a definitive 
improvement since the iPads were much easier to support 
and manage. It was planned to deploy one server as a backup 
of students’ iPads. At the end of the semester this server was 
still not online, illustrating the fact that standard issues with 
technology, including non-deployment and break-downs 
were part of this study as well.  

As far as we know, there were no restrictions or 
instructions given to either students or teachers regarding the 
use of the iPads outside the educational framework.  

III. METHODOLOGY AND FINDINGS 

A total of five full school day observations were carried 
out. In addition, a series of interviews were conducted. 
Nearly all students and faculty were interviewed both at the 
beginning and at the end of the semester. With one especially 
interested student, whom we will call Stella, observations 
and interviews with the family members were carried out in 
the home environment. 

The visits to the school were divided in two periods, one 
at the start of the semester (3 days) and one at the end (2 
days). In addition to observations and interviews, two 
surveys were carried out. The first survey explored students’ 
perception of the iPad as a techno-cool artifact and contained 
questions around private use as well. The second survey, 
carried out at the end of the semester, covered a range of 
subjects, from the use of the curriculum on the iPad to the 

Learning Management System (LMS) of the school, i.e., 
focused on the use of the iPad as an educational tool.  

At the start of the study, almost all teachers were positive 
toward introduction of the iPad into classroom ecology and 
had envisioned new ways of teaching using the iPad in the 
classroom. Having all the books available at all times in 
class, organization and systematization of their notes, 
making of subject mind-maps, and extensive use of movies 
were all new and exciting. One teacher said:  

“If they use pen and paper for taking notes, the next time 
they have a class they have either forgotten what the notes 
were about or they forgot to take the notes to school with 
them. Now, using iThought, it is easier to check if they have 
done it right and then it is certain that they have it ready for 
the next session” (author’s translation). The euphoric mood 
around the iPad and remarks on its coolness were also 
present among the teachers. One of them stated in an 
interview: “I like my iPhone, but I love my iPad!” 

 

 

Figure 2. Introductory workshop for students on use of the iPad. 

 
Introducing new technology in the classroom ecology 

was also difficult for the teachers. New plans for the 
curriculum required new expertise. The use of camera, touch 
screen, and microphone in various ways by various 
applications represented a challenge. One of the teachers 
made an interesting remark related to how to prepare the 
students to deliver homework. If the teacher chooses an app, 
then it is mandatory for him/her to test if it is possible to use 
the app correctly towards specific learning goal, and prepare 
some potential tips to give them. Another major issue was 
related to whether students will be able to, or not, learn the 
curriculum using the iPad. The aforementioned multimodal 
literacy, bringing a new pedagogy into the classroom, 
requires a huge effort, thus confirming the findings of [25].  

The end of the semester interview period with teachers 
still showed a positive attitude. What seemed to be appealing 
to the teachers was the possibility the iPad had to provide a 
greater variety in the way students can deliver their work. 
Allowing the students to use videos, drawings, comic strips 
and mind maps led a larger number of students to take a 
more active part in the classroom life. This view was also 
confirmed by observations: the students were indeed more 
active in class at the end of the semester than they were at 
the beginning. The possibility of presenting the results of 
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their work, sharing the results and observing what others 
have made, invited all the participants to repeat and have a 
greater focus on the content of the lesson. Interviews with 
the students at the start of the project revealed a very 
enthusiastic approach to this new technology. Some the early 
feedback from students also touched upon well known 
problems [13] such as the lack of Flash support. In particular, 
the students found a lot of appropriate content on the web for 
science classes which was not available on the iPad. Using 
the iPad for mathematics homework proved to be difficult 
also, since it was not so easy to write fast all the calculations. 
One student, Stella, found a workaround: taking pictures 
with the iPad and inserting them in the homework (see Fig. 
3) using Notability.       

 

 

Figure 3. New ways of doing homework in mathematics 

 
From the very start Stella was unique; she loved the iPad, 

and she loved using it. She gives the iPad credit for 
improving her grades and a feeling a larger degree of 
mastery over her school days. She used the iThought to 
organize all the content for all her different subjects. For 
instance, Fig. 4 shows an excerpt of a map where 200 
keywords for a specific subject are plotted. Stella had some 
problems with her vision, so reading text was sometimes 
difficult. Enlarging fonts gave the possibility to read with 
much less strain on her eyes. She also duplicated, to the 
largest extent possible, the apps she had on her iPad on her 
iPhone, thus making it possible to do homework truly any-
place, any-time. Stella was so engaged with the iPad, the 
principal of the school asked her to make an introductory 
video presentation of the iPad for education that was to be 
shown to the next generation of students. At the end of the 
semester she was still using her iPad for the school work, but 
a change occurred. When it came to leisure use, the PC was 
still necessary to satisfy her needs. To update the iPhone 
with iTunes or to see movies, the iPad did not function 
optimally. She tried some workarounds with mixed results. 
The end result was the use of the iPad for education and of 
the PC for leisure. She told us that this was actually her 
impression for the rest of the class too:  

”I got the impression that most of the students do not use 
the iPad for leisure. This is particularly true for those that 
play games a lot.”  

During other interviews at the end of the semester the 
rest of the students confirmed Stella’s statement; the use of 
the iPad was marginalized to school work only. As reasons 
for this “go back” effect, students had problem to explain 
what motivated them to do so. One girl, deeply reflecting 
over the issue, managed to say the following:  

“Maybe this is so for me because I am old fashioned. For 
me, the laptop is better than the iPad. At the start, the iPad 
was really cool, but now, it is so related to school work and 
learning. Thus, I prefer the laptop since I do not use it at 
school. When I use it, I know that it is for fun”.  

 

           

Figure 4.  A portion of iThought map for Stella’s  social science class. 

 
The results of the end of the semester survey supported 

this finding:  only 1 out of 10 respondents said that he/she 
uses the iPad more than needed for school work, 2 did not 
know what the distribution of hours between school and 
home use was. The remaining respondents said that their 
school use equals their total use, Fig. 5.  

   

 

Figure 5. Total time of iPad use per day vs. the time for school work. 
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IV. DISCUSSION 

The most interesting finding from this case study was the 
emergence of the need for separating the educational and 
leisure use of the iPad. Students had some issues against the 
use of the same technology in the educational and in the 
leisure contexts.  We have observed the same phenomena in 
our elementary school study [10, 13] with 5th and 6th grade 
students. The effect though, was a reverse one: they all used 
the iPads for play and leisure, while at school, the iPads 
ended up on the classroom shelves, unused. The reasons for 
this reversal may be many, for us, it suffices to note that the 
separation of use spheres occurred in both studies. 

Other studies [6, 15, 18] have also revealed a possible 
resistance students may have against personalization and 
appropriation of technology that supports their learning.  
Hossein [15] also points out a possible reason for this 
defiance students may have against the personalization of 
learning technologies: “Younger students may see this as an 
encroachment into their recreation and resent the 
educational provider for taking over their space unless the 
technology can seamlessly be integrated and be seen by the 
students as a hybrid of a recreational and study tool.” Our 
findings support this understanding. For instance Stella says 
in one of the interviews: “It (iPad) has applications for 
everything your PC has. Well, almost everything. At least, it 
is certainly enough to work with it effectively at school, and 
that is what it should mainly be used for.”  

Next, we consider the identity and reflexivity issues and 
their influence on this split. This discussion is followed by 
the discussion of the influence of coolness. 

A. Indetity and reflexivity 

Our findings support the need to define the identity of the 
users in the context of new technologies, both in an 
educational context and in the private sphere. 

We have mentioned the “second self” as a possible 
approach to understanding the dynamics in the behavior of 
the students. From Turkle’s ’80 representation until today, a 
major change has occurred; our identity is more and more 
placed in the cloud. Facebook, Twitter and other services are 
indirectly a representation of ourselves, our second self, and 
the iPad is one of many windows into that world. Turkle 
made also a new edition of the book twenty years later [28] 
and she adds an important observation: 

“In 2004 the cultural message of digital technology is 
not about simplicity but complexity, not about transparency 
but opacity”.  

This description is representative for the problems users 
may have to deal with, when relating to this second self. 
Complexity and opacity can be factors the iPad amplify 
using a world of apps that filter and represent the content in 
a new wrapping, re-sorted and re-made. The user then must 
take a stand to choose if this new reality is better than the 
original.  

  The iPad can act as a projective medium, requiring the 
user to accept the reflexive effect and deal with this new 
changed representation of identity. The students in our study 
selected the option of putting aside the iPad in their spare 

time. We may understand this behavior as an act of 
avoidance to deal with this “second self” on the iPad.  

It is interesting to note that, connectivity, a need of this 
Net generation to be online with others present at all times, 
was not satisfied through schools new social network, called 
Connect. Connect functions much like the Facebook, except 
that all interaction is stored on a local server. However, 
Connect could not replace the Facebook, and was used, 
again, only to discuss educational issues, not for connecting 
with peers. The “second selves”, the cloud identities of our 
students “preferred” PCs and the “original” social media. 

B. Coolness  

Coolness alone was not enough to make the iPad 
indispensable in both educational and private use. Even 
when the important attributes such as usefulness, fun and joy 
in use were all present.  

Even though the iPad definitely had a “cool” status 
according to the data we collected through interviews and the 
first survey, the iPad did not reach the “I can’t go back” 
point [16]. While the students could not even imagine going 
back from the iPod to the “Discman” or the “Walkman”, 
they had no problems going back from the iPad to the laptop 
for their entertainment and “connectivity” time. Moreover, 
this going back to the laptop happened in a short period of 
time. Why is the iPad then still considered to be cool? 

 One could argue from our data that usefulness, fun and 
enjoyment in use were more dominant in educational, that 
the iPad was a cool tool to use at school. We further assume 
that the coolness from one context of use (the school) is then 
transferred to the device itself (and thus the device is still 
considered as cool by a large majority of students). 

V. CONCLUSION AND FUTURE WORK 

In the classroom, the iPad came to be viewed by the 
students as a tool for self-improvement in the educational 
arena. At the start of the study, the iPad was also used for 
private purposes, connectivity and self-representation in 
social media, but this route was quickly abandoned. It seems 
that students have a need to separate the educational and the 
personal use of the iPad.   

On the other hand, the educational goal of the private 
school was reached; the migration from the laptop to the iPad 
was successful and many positive effects in the learning 
arena were experienced. A period of time will be necessary 
for the teachers and schools to adapt the curriculum to these 
new ways of using the device involving images, text and 
audio. The potential is, according to both teachers and 
students, large. Future research should focus on deeper and 
broader investigation of reasons for separating the personal 
and the educational use of tablets, as well as its implications.  
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Abstract— This paper presents an Intelligent Tutoring System 

(ITS) applied to the teaching of breast anatomy and pathology, 

more specifically of the breast cancer, the type of cancer that 

kills more women in the world. This paper aims to elucidate 

the importance of using these systems, lift requirements for the 

development and designing of an architecture of ITS. Through 

resources and applications of Artificial Intelligence techniques 

this ITS has the capacity to acquire the profile of its user and 

define teaching methodologies to build interactive and 

dynamics environments, based including in the use of Virtual 

Reality. The architecture of this ITS consist on four modules: 

Tutor Module (Artificial Neural Network), Student Module 

(Expert System), Domain Module (Ontology) and Interface 

Module (Adaptive Hypermedia Systems). The use of this ITS 

provides a didactic help to students and health professionals to 

the understanding of the explanations and practical 

applications needed to this domain of knowledge. 

Keywords - Intelligent Tutoring System; Expert System; 

Artificial Neural Network; Ontology. 

I.  INTRODUCTION 

This article presents an Intelligent Tutoring System (ITS) 
– a system which incorporates Artificial Intelligence (AI) 
techniques – applied to the breast cancer [1]. This is the most 
common type of cancer that affects women and causes more 
deaths among them in the world. In 2008, 23% (1.38 million) 
of new cases and 14% (458.400) of deaths were caused by 
this disease [2]. In 2012/ 2013, 52.600 new cases of breast 
cancer are expected for Brazil, with an estimated risk of 52 
cases in each 100 thousand women [3]. 

In order to provide improvements in both education and 
quality of life, the areas of health, education and information 
technology have been working together to develop education 

systems and disseminate information about prevention of 
diseases [4]. 

The first educational software used were the Computer 
Aided Instruction (CAI) Systems, designed in the 50’s with 
the aim to provide to the students improvements on learning. 
However, these systems could not differentiate the individual 
abilities of students, because they used to implement same 
actions to all users [5]. 

Carbonell (1970) proposed the creation of the ITS in 
order to create an environment that allows a more 
individualized interaction between the student and the 
system [1], which has proven the effectiveness in improving 
the performance and motivation of students [6]. 

The use of AI techniques gives ITS a great capacity to 
store knowledge about the learning virtual environments and 
about the apprentice’s characteristics. These characteristics 
are used, on the scope of Education, to define which 
strategies and tactics can be used to get the best teaching 
process [7]. The strategies describe the required process to 
achieve learning and they are based in theories as 
Behaviorism and Constructivism, among others; the tactics 
refer to specific resources used to facilitate the teaching, as 
images, videos, texts, among others features. 

Most of develop ITS is composed by four modules 
(Student, Domain, Tutor and Interface), however this pattern 
is not always used. Basically, the Student Module stores the 
apprentice’s characteristics; the Domain Module stores the 
content to be taught; the Tutor Module decides which ways 
the content shall be presented, adapting the Interface to the 
apprentice’s characteristics, to display the content through an 
immersive, interactive and intuitive environment [8]. 

The aim of this article is to elucidate the importance and 
lift requirements for the development and designing of an 
architecture of ITS, including its possibility to use this ITS in 
a Medical Simulation Environment (MSE). 
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The remainder of this paper is organized as follows. In 
the next section we discuss related works. In Section 3 we 
describe the material and methods, which comprises the 
domain, student, tutor and interface modules. In Section 4, 
we discuss about the functioning of the ITS. In Section 5 is 
presented the conclusions and future work. 

II. RELATED WORK 

Several researches have been carried out to develop an 
architecture of an ITS which can capture some learner’s 
information and use it to present an interactive and dynamic 
interface to the user.  

Many different techniques to implement an ITS have 
been used, including the use of ontology to represent the 
knowledge, the apprentices characteristics [9] and the 
teaching strategies [10]. 

Some techniques to develop an Expert System were used 
to acquire the Learning Styles [11] of the apprentice to be 
stored in the Student Module and used as a parameter for the 
presentation of the content in the interface [12][13].  

Tutor Module controls all the system and an Artificial 
Neural Network type Interactive Activation and Competition 
(ANN IAC) was used to implement this Module [12], which 
updates both the Interface Module and the Student Module 
[14]. An ITS can be integrated in a MSE which enables the 
learner to obtain experiences with a wider variety of 
structures and peculiarities, even being possible to repeat or 
redo procedures training free of charge [15]. 

The use of these architecture using tools, ontology, 
expert system and ANN IAC, including the Adaptive 
Hypermedia Systems shows up as a new approach to the 
development of ITS. Due this type of system involves 
various areas of knowledge applied with a common goal, the 
adaptation of the system in teaching to a particular student 
profile and its dynamicity is actually achieved with this 
approach.  

III. MATERIAL AND METHODS 

The first version of this ITS was developed as traditional 
architecture (Figure 1), which consists of four modules: 
Domain, Student, Tutor and Interface [14][16][17]. 

 

 
Figure 1.  Architecture of the ITS. 

A. Domain Module 

The Domain Module was developed as an ontology 
model (Figure 2) that allows an easy way to organize and 
formalize the knowledge and ensure access with a single 

vocabulary. It can also represent organizational structures of 
a large complex domain and reason about itself [18].  

The Protégé Software [19] from the Stanford University 
was used to build this Module. This software is based on 
Java and consists of a free open source ontology editor and 
knowledge-base framework that can be exported into a 
variety of formats including Resource Description 
Framework (RDF), Web Ontology Language (OWL) and 
Extensive Markup Language (XML) Schema. 

 

 
Figure 2.  Breast Ontology (Protégé) 

The idea of use ontology came from the fact that is 
needed to represent multimedia content as well as the 
medical vocabulary associated with the anatomy of the 
female breast and it’s most important pathologies, including 
several types of breast cancer and other anomalies. 

The Domain Module will include all the elements needed 
to represent the knowledge as well as a mechanism for 
automatic information retrieval (Figure 3). The ontology 
model is named ONTOMAMA-Model and the 
computational mechanism for information retrieval is known 
as ONTOMAMA-Engine. 

 

 
Figure 3.  Ontomama Model. 

The ONTOMAMA-Model is comprised by four distinct 
and interconnected OWL files (ontomama_main.owl, 
ontomama_anatomy.owl, ontomama_pathology.owl and 
ontomama_datatype.owl). The ontology was segmented to 
favor reuse and understandability of the model. While the 
file ontomama_main.owl will contain the model instances 
and their associated multimedia contents, the other three files 
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will represent the medical vocabulary that depicts the 
anatomy and pathology of the female breast. 

The ONTOMAMA-Engine has been programmed in 
JAVA by using Protégé API and Web Service technology. 
From this, it is intended to provide services in open standard 
format that might be consumed to retrieve any information in 
the ONTOMAMA-Model. 

The challenge of the Domain Module of this ITS was to 
provide an efficient mechanism of tutelage where the 
requested of the apprentice can be intelligently delivered in 
the interface. 

B. Student Module 

The first version of the Student Module was developed as 
an Expert System (ES) – a system in which is possible to 
simulate the behavior of an specialist before a given situation 
- using the shell Expert Sinta [12][20]. This shell, developed 
in Delphi, uses a knowledge representation module which is 
based on production rules and probabilities and has an easy 
way to build screens and menus and a good inference engine 
shared. Because there is difficulty in integrating systems 
developed in Delphi in conjunction with other developed in 
Java, it was necessary to change the used shell. 

The second version of this ES (Figure 4) was developed 
on Java Expert System Shell (JESS), a rule engine and 
scripting environment written entirely in Sun’s Java 
language by Ernest Friedman-Hill at Sandia National 
Laboratories [21]. Similarly to Expert Sinta, JESS has the 
capacity to reason using knowledge supplied in the form of 
declarative rules. It is one of the fastest rule engines 
available, using an algorithm called Rete, which consists of a 
very efficient mechanism that organizes the rules as a tree, 
where similar rules are grouped at the same branches [22]. 

 

 
Figure 4.  JESS Interface - Example of questions (CNF: degree of 

certainty of the learner’s response). 

The JESS Interface is not very friendly, which may cause 
the learner does not want to answer the questionnaire. To 
solve this problem a friendly and more attractive interface 
was created (Figure 5), so that the user does not feel 
unmotivated to answer the questions. 

The Student Module is subdivided into two sub-modules. 
The first one is used to apply the initial questionnaire to the 
apprentice to identify his learning styles; this ES is intended 
to obtain qualitative information about the learner to enable 
the system to make decisions about the interface. The second 
one is activated when the user choice some different way to 
the interface present the content. Thereby, this modification 
caused by the user will both update the Student Module and 
the Interface Module. 

 

 
Figure 5.  JESS Interface. 

The Student Module stores information about the 
apprentice’s characteristics in a database (Figure 6) to 
facilitate the access of the needed information. 

 

 
Figure 6.  Student Module Database. 

C. Tutor Module 

The Tutor Module was developed by a mechanism of 
parallel distributed processing known as ANN IAC [23]. 
This topology is composed by units of processing (neurons) 
organized in groups that represent similar concepts, 
presenting characteristics of Bidirectional Associative 
Memories (BAM) [24]. 

This Module is responsible for all the behavior of the 
system, choosing what and how to present the content on the 
interface. For this purpose, the ITS will make use of the 
Student and Domain Modules that will provide information 
about the apprentice’s behavior and the content used during 
the learning activities. From this, the ITS will adapt itself 
according to the individual profile and characteristics of each 
student. 

D. Interface Module 

The Interface Module was developed as an Adaptive 
Hypermedia System (AHS), which builds a model for each 
user based on their desires, preferences and knowledge 
stored on the Student Module and applies it to adapt to 
various visible aspects to the system. These systems work 
the concepts for the construction of hyperdocuments for 
presentation and navigation to suit to the user’s needs [25]. 
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IV. FUNCTIONING OF THE ITS 

The first step is to login and create a password to the ITS. 
When it is done, the user must have to answer some 
questions about him (name, sex, age, career, time experience 
and a questionnaire to acquire his Learning Styles). This 
questionnaire consists of 22 questions, represented by 44 
declarative rules described in the ES developed at JESS. 
Once the user has answered the questionnaire, all the 
information will be stored in a database which will serve as a 
parameter to the Tutor Module decides what is need to do in 
some occasions. 

The second step is to choice the content that will be 
presented at the interface. Once the user has chosen the 
content, the Tutor Module will send to the interface the 
correct content in the correct type of media, according to the 
learning styles of the student stored on the Student Module. 
The Domain Module delivers multimedia contents to the 
Tutor Module which includes text, pictures, medical 
photographs, videos and animations. All of these to enrich 
the apprentice learning experience throughout a VR 
environment provided by the Interface Module. 

The Tutor Module have as input values the apprentice’s 
characteristics, that will be supplied by the Student Module; 
as output, the ANN IAC will have values related to the 
attributes (e.g., medias, videos, text, icons, images) stored in 
the Domain Module [14]. By means of the interactive 
activation feature, the ANN IAC can have as input values 
related to the attributes – actions of the apprentice – that will 
be back-propagated to retrieve values matching the 
apprentice’s characteristics. 

Due to this work in a bidirectional way, the network can 
both update the Interface Module by processing the 
apprentice’s characteristics and the Student Module by 
processing the apprentice’s actions in the Interface 
environment, thereby, representing the Didactic Ergonomic 
Knowledge (Figure 7) [7]. 

 

 
Figure 7.  ANN IAC operation: update the learning environment according 

to the student characteristics and update the student profile according to the 
student actions in the learning environment, selecting the correct media 

type to be shown on the interface. 

Besides retrieval by apprentice’s characteristics and 
actions, ANN IAC also allows assignment of plausible 
default values in case of missing information and 
generalization over a set of instance units. 

The Interface Module will present the attributes which 
will be related to the characteristics detected by the Student 
Module. The environment will supply icons, bottoms, media, 
text and images, in short, the resources available to the user 
to get a better preview of the content. If the learner wishes to 
define a different interface, modifying the type of media 
presented, he/she will have autonomy to select other way to 
represent the content. In this case, the Student Module will 
be updated storing the new characteristics related to this new 
media presented on the interface; and the Interface Module 
will be modified for the next screen there will be presented 
the content with media related to this updated done on the 
Student Module. 

As mentioned before, once the questionnaire of the 
Student Module is correctly answered and converted to 
numeric values, representing the student profile, it will be an 
input to the ANN IAC. This input will create/ activate the 
student profile and this respective value will be inserted in 
the Ontology by the ONTOMAMA-Engine. The 
ONTOMAMA-Engine will choice the respective media of 
the content supplied by the Domain Module, and it will be 
given back to the ANN IAC. The Tutor Module will, then, 
show on the Interface the content adapted to the student 
profile. 

Therefore, the validation process of this ITS is in 
progress because the class period has not yet started. Three 
Universities will be participating in this process: the 
University of Brasília (federal) and the Catholic University 
of Brasília (particular), both located in Brasília city in Brazil, 
and the Universidad de La Frontera (federal) located in 
Temuco in Chile. 

 

V. CONCLUSION AND FUTURE WORK 

This work has a great relevance on the scope of 
Education and Health areas, since this system helps in the 
teaching learning process of the female breast. 

The architecture proposed in this paper proves to be ideal 
in order to submit a facility in the organization and changing 
the knowledge, including the sharing of information with 
others systems, through the use of ontologies. 

The identification of the profile of the learner through the 
ES proved to be very effective and this information, used to 
determine the media which is going to be displayed in the 
interface, was quite consistent with the user request. 

The use of an ANN IAC in this ITS was very efficient 
due its capacity to associate the apprentice’s characteristics 
to the contents and its dynamics process of updating the 
media on the interface and the profile of the learner, during 
the use of the system. 

Intended future works refer to: a) integrate this ITS in a 
MSE based on VR, in which will be constructed 3D models 
using real images and an interaction based on the touch of 
organs and others structures to make possible the 
embodiment of invasive medical procedures related to the 
study of the female breast. This tactile interaction will use an 
Haptic Interface [26][27] called Omega 7 [28], a dispositive 
that works together with a graphic interface designed to 
promote a tactile simulation; b) to improve the development 
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of the Student Module terms of access to information in the 
database and providing this information to the Tutor Module 
by using fuzzy logic techniques.  
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Abstract—Many kinds of networked home appliances, which 
are connected by standardized control functions, have recently 
appeared and continue to increase. Because a general infrared 
remote control is for single-way communication from a remote 
control to a specific appliance, but not to receive signals from 
an appliance to a remote control, it is impossible to gather an 
appliance’s information with a remote control. Meanwhile, 
unlike a general infrared remote control, it is difficult to 
control a specific appliance because users can simultaneously 
operate all of their appliances with a WiFi controller. In this 
paper, to control networked appliances with a smart phone or 
tablet computer as a WiFi controller, we propose a new 
interface paradigm called a cyber-physical user interaction 
that creates virtual (cyber) space, sends commands, and 
receives responses from networked (physical) appliances 
through space with augmented-reality (AR) technology. With 
the paradigm, which enables interconnectivity among 
appliances from various vendors, it is possible users with 
uniform and intuitive operation of home appliances. In 
addition, we implement and evaluate an Embodied 
Visualization with Augmented-Reality for Networked Systems 
(EVANS) that controls a system of home appliances and sensor 
devices through a cyber-physical user interaction (CyPhy-UI) 
paradigm by a web camera to retrieve information from real 
world environments and touch-screen display to show AR 
visualization and user interaction components to retrieve user 
input. 

Keywords-appliance; control; cyber-physical; user interface; 
augmented reality 

I.  INTRODUCTION 
The appearance and popularity in homes of such 

audio/video appliances, as TVs, DVD players, hard-disk 
recorders, audio receivers, and digital speakers, continue to 
increase. Recently these appliances can be connected to each 
other through home networks with standardized network 
functions (e.g., DLNA [1]) to transmit audio/video stream 
data. In the near future, we expect that household electrical 
appliances, air conditioners, floor lamps, electric curtains, 
and sensor devices (for temperature, humidity, or 
illumination) will also be connected to home networks to 
enhance convenience in smart homes [2][3]. In general, since 
the controls over home appliances are used from exclusive 
infrared remote controls, as the number of home appliances 

increases, distinction by remote controls becomes more 
complicated. Because a general infrared remote control is for 
single-way communication (to send signals from a remote 
control to an appliance, but not to receive them from an 
appliance to a remote control), it is impossible gather an 
appliance’s information with a remote control. Meanwhile, 
unlike a general infrared remote control, it is difficult to 
control a specific appliance because users can 
simultaneously operate all of their appliances with a WiFi 
controller. 

In this paper, to control networked appliances with a 
smart phone or a tablet computer as a WiFi controller, we 
propose a new user interaction scheme called a cyber-
physical user interaction (CyPhy-UI) paradigm in which 
virtual (cyber) space is created to send commands and 
receive responses from networked (physical) appliances 
through space with augmented-reality (AR) technology. 

II. CYBER-PHYSICAL USER INTERACTION PARADIGM 

A. Categorization of Control Types for Appliances 
To analyze the control methods for networked appliances, 

we need to categorize user interaction models among a user 
and appliances. Suppose several appliances around a user, 
who chooses one of them and controls it by remote control. 
As described Figure 1, we categorized the situation into the 
following six types: 

1) Type 1—Direct command and direct response: A 
user directly sends commands to Appliance A, and directly 
receives responses from it. For example, TVs are included 
in this type. When a user changes the channel with a remote 
control, she pushes a switch on it. The channel information 
is shown on the TV display, and she can know that follow 
the channel has been changed. 

2) Type 2—Direct command and no response: A user 
directly sends commands to Appliance A without a response 
from it. For example, an air conditioner (without any display 
function on the appliance) is included in this type. When a 
user tries to turn down the temperature with a remote 
control, he pushes a switch on it. However, there is no direct 
response from the air conditioner. Although he may 
eventually feel that the temperature has been lowered, he 
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cannot immediately check the air conditioner’s status, 
because there is no response from Appliance A. 

3) Type 3—Indirect command and no response: A user 
controls Appliance B through Appliance A without a 
response from Appliances A or B. For example, a speaker 
(without any display function) and an audio receiver are 
included in this type. When a user increases the volume of a 
speaker connected to an audio receiver with a remote 
control, he pushes a switch on it. The speaker becomes 
louder, but not the audio receiver. In addition, there is no 
response from the speaker or the audio receiver. A user may 
not directly understand which appliance to control. 

4) Type 4—Indirect command and indirect response: A 
user controls Appliance B through Appliance A, and the 
response of Appliance B from Appliance A. For example, a 
TV set with separate speakers is included in this type. When 
a user increases a speaker connected to the TV set with its 
remote control, he pushes a switch on it. The speaker 
becomes louder, and the TV shows the volume status on its 
display. The user can realize that understand the volume has 
increased. However, suppose that six speakers (5.1 
channels) are connected to the TV, and the user wants to 
decrease their volume. Identifying a certain one may be 
difficult without speaker identification on the TV display. 

5) Type 5—Direct command and indirect response: A 
user directly controls Appliance B, and its response from 
Appliance A. For example, a DVD recorder is connected to 
a TV, and its status is displayed on the TV’s display. When 
a user wants to identify the track of a DVD recorder 
connected to the TV with DVD recorder’s remote control, 
she pushes a switch on the remote control. The DVD’s 
tracks are displayed, and the TV shows their status. She can 
identify specific tracks. Even if both a DVD recorder and a 
hard disk video recorder are connected to her TV, she can 
differentiate between them and choose which to control. 

6) Type 6—Indirect command and direct response: A 
user controls Appliance B through Appliance A and direct 
responses from Appliance B. For example, a speaker with 
volume indicators and an audio receiver are included in this 
type. When a user increases the volume of a speaker 
connected to an audio receiver with a remote control, she 
pushes a switch on it. The speaker becomes louder, and she 
can check the indicators on the speaker. However, it is 
difficult to identify a certain appliance among several only 
with the information on the audio receiver. 

Among these six types, Type 1 direct control and direct 
response is the ideal case to control appliances. With it, users 
can directly control a target appliance and realize their 
request. However, in real situations, an appliance may have 
no display function and/or may have no direct control 
method with a remote control. 

In addition, users might get not only an appliance’s status 
information but also audio/video contents from the appliance 
as response messages without sending a request to it. 

B. Approach 
To send a request from a user to an appliance without 

functions to receive commands, and/or to receive responses 

 
Figure 1.  Six types of interactions among users and appliances. 

 
Figure 2.  Request and response model with/without virtual appliances 

in cyber space. 
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from an appliance to a user without functions to send a 
response, our approach creates a new paradigm. In it, a 
virtual appliance is defined in cyber space, and users can 
send a command to or receive responses from a virtual 
appliance in cyber space.  Our cyber-physical user 
interaction (CyPhy-UI) paradigm is shown in Figure 2. 

We apply such portable devices, as smart-phones and 
tablet computers with augmented reality technology to 
realize our CyPhy-UI paradigm. Portable devices have a 
touch display and a camera installed on its back, as well as a 
WiFi network function. With the camera, the appliances in 
the physical space are shown as camera images on the 
display, which means appliances in cyber space. The 
appliances in the physical space must be connected to the 
portable device. As described in Figure 3, a menu to control 
an appliance is shown on the portable device’s display, and 
users can send a command by touching the menu. In addition, 
they can identify the appliance’s responses, which are shown 
on the display. 

III. RELATED WORKS 

A. Tangible User Interfaces 
Graphical user interfaces makes a fundamental 

distinction between input devices, such as the keyboard and 
mouse as control and output devices like monitors for the 
synthesis of visual representations. Tangible User Interfaces 
[4][5] proposed by Hiroshi Ishii et al., couple physical 
representations (e.g., spatially manipulable physical objects) 
with digital representation (e.g., graphics and audio), 
yielding interactive systems that are computationally 
mediated, but generally not identifiable as computers in itself. 
The design and selection of appropriate physical 

representations is an important aspect of tangible user 
interface design. 

In our CyPhy-UI paradigm, virtual representations are 
defined in cyber space and users can send a command to or 
receive responses from physical objects through cyber space 
without using physical representations. In addition, virtual 
representations in CyPhy-UI paradigm are real camera 
images of physical objects, and users can easily identify 
physical objects and their functions. 

B. Augmented Reality Systems 
Many research projects make invisible information 

related to objects visible using augmented reality technology, 
such as Google’s Project Glass [6], which is an outdoor 
mobile augmented reality street view application, MARA [7], 
which is a sensor-based augmented reality system for mobile 
imaging device. uMegane [8] which is a visualization system 
of sensor data with AR technology, easily acquire sensor 
data for users who are unfamiliar with sensor technology. 
Extate [9] is a visualization system of a wireless network 
with AR Technology that enables users to acquire such 
network status as packet data and network type. Sekai 
Camera[10] is a popular smart-phone application to enable 
users to view AR information about subjects of scenery. Our 
goal is not only to acquire appliance information but also to 
control sensor nodes and networks. Thus our target system is 
different from existing researches. 

C. LED Visual Markers for Augmented Reality 
In present AR technology, an image marker [11] is 

necessary to identify the AR graphics to display on the 
camera screen. However, some issues have presented, such 
as marker size, lighting environments, and distance from a 
controller to appliances. In related works using a LED for the 
AR marker, Visual Computer Communication (VCC) 
marker [12] was proposed. VCC markers use 16 LEDs as 
one AR marker, so cameras can receive the increased 
lighting information of LEDs, and display the AR graphics. 
However when operating in appliances, a VCC requires far 
more insertion space into appliances than our proposed LED 
visual marker. Since we only need the networked home 
appliance’s ID information and the LED location displayed 
through the camera, few data are necessary. For this reason, 
VCC markers are not suitable for operating appliances. As 
described below, we propose an LED visual marker and a 
network home appliance operating system that intuitively 
and easily operates complex network appliances in dark, 
bright, or distant home environments. 

IV. REALIZATION OF THE NEW PARADIGM 

A. Design of EVANS 
We designed and implemented EVANS, or Embodied 

Visualization with Augmented-Reality (AR) for Networked 
Systems, which is a system to provide users with a uniform 
and intuitive interface of home appliances and/or sensor 
networks using a CyPhy-UI paradigm. 

AR technology can provide images generated by 
overlapping virtual information on real environmental 

 

Figure 3.  Relationship between appliances in cyber and physical space. 
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images captured by cameras. The virtual information in 
cyber space called an annotation includes the information 
associated with certain objects in real space. In general, AR 
technology uses an AR marker to detect the camera’s 
position and orientation, which is two-dimensional code. In 
advance, the pattern data of AR markers are registered for 
the application, which can recognize the object in real space 
by tracking the AR markers with the camera. 

For example, as shown in Figure 4, the user points the 
camera, which is installed on the back of the remote control 
(e.g., smart-phone or tablet computer) at the desired 
appliance, whose control interface for the specific appliance 
is shown on the controller's front display. To create 
annotations on the display, a specific AR marker is attached 
to each appliance. When the right speaker is chosen, the 
volume up/down control menu is shown as annotation 
information (Figure 5). The user then simply changes the 
volume. If a TV is chosen, appliances connected to it are 
shown; if a DVD recorder is chosen, the playback controls or 
content selection are shown on the controller’s display. The 

user simply performs the operations. In addition, by 
providing a uniform user interaction, users can perform 
operations on any appliance connected to their home 
network. 

Building upon standardized home networks that enable 
interconnectivity among appliances from various vendors, 
we aim to solve the appliance selection problem by 
providing a real world display augmented with appliance 
information and control interfaces. 

B. Implementation of EVANS for AV Appliances 
The system architecture for implementing EVANS to 

control and monitor AV appliances is shown in Figure 5. We 
used a web camera to retrieve information of the appliances 
in the real space, and a touch screen display to show AR 
visualizations and user interaction components and to 
retrieve user input. The entire system consists of AR and 
control modules. 

The AR module displays appliance information and user 
interaction components after the web camera is pointed at an 
appliance. It also gathers input from the user and presents the 
intended control data to the control module. For example, the 
user may point the web camera at a speaker with a certain 
identifying marker. The control module communicates with 

 
 

Figure 6.  Display image on a tablet computer for EVANS. 

 

 
 

Figure 7.  Volume control of right speaker with AR. 

 
 

Figure 4.  Using EVANS. 
 

 
 

Figure 5.  Implemented system architecture for EVANS. 
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the speaker to retrieve its volume value. The AR module 
places the user interaction components (in this case a volume 
value display and volume control buttons) on the marker. 
When the user operates the buttons, the AR module gives the 
control data to the control module, which sends the 
commands to the appliance, and the AR module updates the 
AR display. 

This module communicates with such home appliances 
as TVs, HDD recorders and speakers and actually controls 
them based on user input and retrieves information about 
them. The control module uses the Digital Living Network 
Alliance (DLNA) to communicate with them. 

We implemented EVANS using a note PC and a tablet 
computer. The note PC for the home appliances and the 
tablet computer were connected to the network, and to run 
DLNA Media Server applications (TVersity [13] and DiXiM 
[14]) that act as a DLNA Media Server (DMS) to provide 
video content. External speakers were attached to the note 
PC. The node PC and the speakers have identifying markers 
for use in AR. The following is the implementation setup: 
• AR display: ARToolKit [15] 
• DLNA controls: Cyberlink for C++ [16] 
• Multimedia display: Simple DirectMedia Layer (SDL) 

[17] 
• Graphics library: Freetype Graphic Library (FTGL) 

Figure 6 shows the state of the AR display when the 
search button is pressed. It confirms that the appliance 
information was successfully discovered on the network; the 
names of the DMS applications and the details of the stored 
content for the note PC are overlaid on the marker by AR. 
Intuitive user interaction components are also displayed for 
the speakers attached to the note PC; the volume values and 
control buttons are displayed by AR. Figure 7 shows the AR 
displays when the volume is set to 50. We confirmed that 
user input against the system actually changed the volume of 
the speakers and that the AR display was updated 
accordingly. 

To evaluate our implementation’s practicality, we 
measured the time before a response from the DMS is 
received after issuing a search for it. As a control value, we 
also measured the same response time for existing DLNA 
appliances. Table 1 shows the average results for 20 
individual measurements. Since our implemented EVANS 
causes no major delay compared to the existing system, it is 
practical. 

C. Implementation of EVANS for Sensor Networks 
Sensor networks are currently used in such fields as 

home electronics, energy management, and security because 

they can immediately detect an event or a situation and 
automatically control an actuator. However, managing each 
sensor node connected to wireless sensor networks is 
difficult because sensor node status and wireless network 
topology are invisible. EVANS can display sensor data and 
such network information as the link status, the packet data, 
and the traffic in the sensor network as AR information in 
cyber space on the display. 

We implemented EVANS [18] for a sensor network 
using Sun Small Programmable Object (SunSPOT) [19] as 
the sensor node and a Java version ARToolKit 
(NyARToolkit [20]) to generate AR images. SunSPOT, 
which is a wireless sensor network device, can measure 
temperature and illuminance and is also equipped with a 
push button switch. 

Figures 8 and 9 show link status images of our prototype 
system captured by the sensor node’s camera. In real space 
images, we cannot directly see the connection and the sensor 
information between sensor nodes, but this system allows us 
to directly acquire such information through AR images. 

This system has two operation methods. One shows the 
resource information. When users tap a sensor node on the 
touch screen, resource information is displayed. Another 

TABLE I.  DMS RESPONSE TIME FOR ORIGINAL DLAN 
FUNCTION AND EVANS 

Evaluation item Original DLNA 
function EVANS 

Response time (msec) 0.33 0.39 

 

 
 

Figure 8. Displayed network connection information among sensor 
nodes. 

 

 
 

Figure 9.  Displayed sensor information included on nodes. 
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controls the connection between sensor nodes. When users 
drag and drop between sensor nodes, the switches of both 
nodes are toggled. In the installed program, if the switch of 
each node is turned on, these nodes communicate with other 
sensor nodes.  If the switch of each node is turned off, the 
connection of these nodes is interrupted. When the 
connection is interrupted, the virtual link cable of the AR 
annotation image disappears. 

V. DISCUSSIONS 

A. Current Issues with AR Solution 
Presently, infrared remote controllers are the most 

popular way of controlling home appliances. Although some 
full-feature remote controllers allow users to control multiple 
appliances, in most cases each appliance comes with its own 
remote controller. These remote controllers send out infrared 
signals to control their appliances, but it is generally not 
possible to conversely retrieve appliance status information 
at the controller. This is partly compensated by displaying 
status information on the appliance itself if the target 
appliance is a television or is connected to a television, but 
most other appliances that are not equipped with a display 
only provide limited status information (most commonly 
using LEDs). Also, such additional detailed information as 
instruction manuals cannot be used directly on remote 
controllers. 

Most people have at least one mobile phone and carry it 
when they are at homes [21], and smart-phones are also 
becoming more and more popular. Recent home appliances, 
especially multimedia appliances, can be easily connected to 
a local network. Based on these circumstances, traditional 
remote controllers are unnecessary if these smart phones 
could control home appliances. Furthermore, through smart-
phone display, users can learn detailed information about 
their appliances and control them by touch-screen, providing 
further convenience. 

ARToolKit, a popular AR framework also used in our 
above implemented system, uses image markers or graphic 
patterns that are usually printed on paper to identify objects 
and their placements. Figure 10 shows an example image 
marker used in ARToolKit. This framework poses a number 
of problems when applied to home appliance control. To 
address these problems, we proposed LED visible markers 
[21], where LEDs equipped on appliances blink at a fast rate 
and are used as AR identification markers (Figure 11). The 
following sections discuss the issues with image markers and 
the solutions that can be provided by LED visible markers. 

B. Visual Attractiveness 
Image markers tend to be rather large because the camera 

must recognize their patterns from a certain distance. They 
also need to be attached in places where they are always 
visible. These constraints make the appliances visually 
unattractive. LED visual markers, on the other hand, are 
hardly noticeable. They are also practical because the LEDs 

of most home appliances are lit up even when their power is 
turned off. 

C. Recognition 
Because home appliances are almost always used indoors, 

they must be controlled even when the room is dark. Image 
markers basically require that the room is lit up for them to 
be recognizable, but the LED visual markers are self-
luminous and recognizable in complete darkness. Note that 
this does not imply that they are less recognizable in brighter 
rooms. 

D. Dynamic Identification Changes 
Because image markers are generally printed on paper, 

changing an appliance ID is cumbersome. Another maker 
must be printed to replace the old one. On the other hand, 
LED Visible Markers allow dynamic changes of appliance 
IDs. They are also more useful in networked setups because 
one could possibly use an appliance’s MAC or IP address as 
part of the appliance ID. 

E. Directional Recognition 
One benefit of image markers is that they are two-

dimensional, which lets the camera compute the direction 
and distance of the marker. LED visual markers, on the other 
hand, are zero-dimensional points, and do not yield such 
information. As a countermeasure, three LEDs of different 
colors can be placed in a triangular shape. For applications in 
appliance controls, since user interaction components merely 
need to be placed vertically and never in other directions 
depending on the marker position, this may not be an issue at 
all. 

 
 

Figure 10.  Image marker for ARToolKit.. 

 
 

on

off
LED Brink Patterns

…

 
 

Figure 11.  LED visible marker. 
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F. Control of Legacy Appliances 
Some legacy appliances may not have network control 

functions and can be controlled only with an infrared remote 
control. In this case, we use an image marker stuck to an 
appliance instead of a battery-powered LED visual marker to 
identify it. We also developed remote control software on a 
smart-phone through iRemocon [23] (universal infrared 
remote control device connected to PC) to send control 
signal to an appliance. 

VI. CONCLUSION AND FUTURE WORK 
The popularity of home appliances that can interconnect 

with other home appliances through networks continues to 
increase. The operation and function of such appliances are 
complex since they can share contents and data with other 
network home appliances. However, it remains difficult for 
users to identify network home appliances, since their 
locations are not installed and cannot be displayed easily 
when operating them. Because of these problems, more 
obvious and intuitive operations are needed for controlling 
networked home appliances. 

We proposed a new user interaction paradigm to control 
networked appliances. In our cyber-physical user interaction 
(CyPhy-UI) paradigm, cyber space is created and we can 
send commands to and receive information from physical 
appliances through it with augmented reality technology. 
With our paradigm, which enables interconnectivity among 
appliances from various vendors, we can provide users with 
uniform and intuitive operation of home appliances. 

We also implemented an Embodied Visualization with 
Augmented Reality for Networked Systems (EVANS), 
which controls a system of home appliances and sensor 
devices through a CyPhy-UI paradigm, using a web camera 
to retrieve information from real world environments, and a 
touch screen display to show AR visualizations and user 
interaction components and to retrieve user input. We also 
evaluated our system using this method based on response 
times, and conclude that since our system does not introduce 
noticeable response delays, it is practical. We also discussed 
the issues about current AR image markers when applied to 
home appliance control, and discussed the practicality of 
LED visual markers to solve them. 

Future research will implement the LED visual marker 
method and evaluate such characteristics as recognition rates. 
We also will produce a more general and practical 
implementation using handheld devices with limited 
computational resources such as smart phones. 
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Abstract—Age-specific design principles for three dimensional 

virtual environment systems are sparse.  Given that 

sensorimotor control systems change across the lifespan, 

understanding age differences in motor performance within 

virtual environments is crucial to designing effective, usable 

interfaces.  This paper investigates the effect of luminance 

contrast level on reaction time to a visual stimulus in both 

young and senior adults.  Results indicate that young adults 

have faster reaction times than seniors, but both groups 

improved reaction times with increasing luminance contrast of 

the target.  Young adults improved at lower levels of contrast 

than seniors.  Implications for age-specific design of virtual 

environments are discussed. 

Keywords- virtual environment; aging; motor control; reach 
to grasp; luminance contrast 

I.  INTRODUCTION 

The aging of our population presents a number of 
challenges for the coming decades.  In particular, aging 
brings about potential loss of an individual’s function due to 
disease, injury, or the degenerative nature of aging itself.  
This results in significant burden on caregivers, healthcare 
systems, and economies.  For example, the aging of the 
United States’ population is the driving factor behind a 
predicted 300% increase in medical spending on 
cardiovascular diseases (i.e., coronary heart disease and 
stroke, among others) by the year 2030 [1].  One potential 
intervention for performance enhancement and rehabilitation 
of elderly individuals involves the development of computer-
based technologies designed as adjuncts to traditional 
intervention methods. Specifically, three-dimensional (3D) 
virtual environments (VE) have been identified as systems 
with good potential to serve in these types of applications [2, 
3].    

The ultimate purpose of VEs is to provide the user with a 
computer-based tool in which a variety of common and 
novel manipulative, cognitive, and exploratory activities can 
be performed easily and efficiently.  Applications of such 
technology often target younger users, such as surgical 
training and flight simulation [4, 5].  A much smaller number 
of applications address special populations of elderly.  For 
example, VEs designed in various formats assist individuals 
in rehabilitation after stroke, including training of obstacle 
avoidance during walking, and enhancement of driving skills 
[6-8].   

While the application of this technology broadens, 
authors continue to point out distinct weaknesses of virtual 

environments [2, 3, 9].  First, cost-effectiveness remains 
problematic, as many systems employ extensive computing 
resources and require technical expertise to run.  VEs also 
typically utilize complex visual graphics, a trait inherent in 
the design of programs targeting young users.  This increases 
the overall cost of production, and these visually rich 
displays also have the potential to be overly distracting, 
hampering motor performance in older individuals and 
producing discomfort or even nausea (i.e., cybersickness) 
[3].  While cost and comfort remain problematic, the 
foremost underlying barrier to implementation of VEs into 
real-world applications for the general population continues 
to be an incomplete understanding of the human 
sensorimotor system [10, 11].  When one considers that this 
system changes across the lifespan, this barrier becomes 
further complicated.  Indeed, the sensorimotor performance 
of older individuals is not equivalent to that of the younger 
users targeted in most 3D computer applications.  Therefore, 
the purpose of this paper is to provide information about the 
age-associated use of specific visual information in virtual 
environments.  Background information will be presented, 
followed by a description of the experimental methodology.  
Results will then be reviewed followed by a discussion of 
their significance and relevance to future work. 

A. Human computer interaction across the lifespan in 3D 

environments  

Evidence of age-related differences in performance 
between young and older adults indicates disparities in 
reactions to environmental immersion, usage of input 
devices, size estimation ability, and navigational skills (for 
review see [12]).  While these studies indicate a need for 
age-specific design principles, very little knowledge 
regarding sensorimotor control in VEs exists.  Currently, the 
International Encyclopedia of Ergonomics and Human 
Factors leaves the explanation of age-related differences in 
virtual environments to a two sentence description 
recommending that equipment be tailored to physically fit 
the smaller frames of children, and for designers to take into 
consideration the changes in sensory and motor functions of 
the elderly [13]. These vague recommendations clearly show 
that evidence on which to base age-specific design is lacking, 
and this lack of guidance leaves a significant gap in scientific 
knowledge.  Because the human sensorimotor system 
changes naturally across the lifespan, such information is 
particularly crucial to the age-specific design of VEs. 
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B. Sensorimotor changes across the lifespan 

The human body constantly changes throughout the 
lifespan.  Most physiologic processes begin to decline at a 
rate of 1% per year beginning around age 30, and the 
sensorimotor system is no exception [14]. Both the 
processing of afferent information and the production of 
efferent signals steadily change as a function of age.  
Multiple studies demonstrate physical changes in brain 
tissues, in the excitability of the corticospinal tract and 
anterior horn cells, and in neurotransmitter systems [15-18].  
A loss of neural substrate, including grey and white matter, 
occurs in both the cerebral cortex and the cerebellum [16, 
17].  Tissue changes result in myriad functional changes 
within the central nervous system (CNS).  A general 
deterioration of motor planning capabilities and feed-forward 
anticipatory control arises with aging [19-21].  Along with a 
decrease in planning ability, there also appears to be 
degradation of timing ability and general slowing of central 
processing [22, 23].  Loss of attentional resources also 
contributes to this slowing of central processing [24, 25].  
The CNS re-weights sensory information when one source of 
feedback is compromised and compensates with alternative 
senses through a general systems neuroplasticity effect [26].  
The implication here is important; the result of these 
attentional and processing changes is a decline in the ability 
to integrate multiple sensory modalities causing a relative 
decrease in the use of proprioceptive feedback and an 
increased reliance on vision for motor performance [25, 27, 
28].   

Comprehending the wide variety of physiologic changes 
occurring across the lifespan is important, but the concept of 
visual dominance for motor control in senior adults is 
especially imperative to the design of virtual environments.  
While VEs can recruit multiple senses for interaction, vision 
is the most common by far.  Hence, provision of useful 
visual information for senior adults is extremely important to 
their success as a user group.  While numerous studies 
characterize age-associated changes in visuomotor control, 
human movement is task specific.  Thus, it is necessary to 
study human performance in VE surroundings [29, 30]. 

C. Aging and luminance contrast 

Contrast sensitivity is one important aspect of visual 
function that declines significantly across the lifespan [31].  
Additionally, it has been shown that reaction times to visual 
stimuli, a measure of general processing speed, vary based 
on the luminance contrast of those stimuli for both young 
and senior adults [32].  As reviewed in Section B, the decline 
of motor performance with aging results from the slowing of 
central sensorimotor processing.  Since speed of processing 
varies with contrast level of the visual stimulus, it follows 
that motor performance will as well.  Prior studies of the 
effects of luminance contrast on motor performance of 
young adults in natural environments support this concept 
[33, 34]. The current experiment seeks to extend these results 
by including a senior adult cohort, and by performing the 
experimental task within a virtual environment. 
 

II. METHODS 

A. Participants 

This research received approval from the University of 
Wisconsin-Madison Social and Behavioral Sciences 
Institutional Review Board under protocol number SE-2009-
0112.  Individuals participated in single experimental 
sessions totaling approximately 30 minutes each.  We 
recruited the young cohort on the UW-Madison campus and 
the senior cohort on campus, throughout the general 
community, and from a local independent living apartment 
complex.  Prior to participating in the study, individuals 
confirmed by self-report that they were healthy, living 
independently, without history of neurologic disease or 
injury, and right-handed.  When a participant met all pre-
screening criteria, s/he signed the informed consent form and 
filled out the General Practice Physical Activity 
Questionnaire, which provides an overall measure of 
functional level [35].  Participants also performed a standard 
visual acuity test using a Snellen chart [36].  Participants 
were required to demonstrate visual acuity (with glasses or 
contact lenses as needed) at a level of 20/40 or better.  This 
represents the legal limit for driving in the State of 
Wisconsin.  Participants then completed a modified version 
of the Simulator Sickness Questionnaire (SSQ) and the Mini-
Cog [37, 38].  Participants were excluded if they experienced 
dizziness on a daily basis or showed evidence of dementia. 
Finally, we assessed computer via a seven point Likert scale 
ranging from “1-no prior experience” to “7-considerable 
experience.” Thirteen participants met the criteria for the 
young adult group, and 13 for the senior adult group (Table 
I).   

TABLE I.  PARTICIPANT CHARACTERISTICS 

Group 
Mean 
age (yrs) 

Age 
range 

Male: 
Female GPPAQ Activity Level 

Young 21.2 19-24 5:8 Active 
Senior 70.7 60-85 6:7 Moderately Active 

 
Of the 13 senior participants sampled, three resided in the 

independent living apartment complex.  No potential 
participants failed to meet the inclusion/exclusion criteria.  
Participants received an honorarium of $10 for completing 
the protocol. 

B. Experimental apparatus 

The Wisconsin Virtual Environment (WiscVE) was used 
to complete the experimental protocol (Fig. 1).  The VE 
provides a head-coupled, stereoscopic experience to a single 
individual, allowing the user to grasp and manipulate 
augmented objects.  A VisualEyez (PTI Phoenix, Inc.) 
motion analysis system, connected to a Windows PC 
workstation, captures three-dimensional motion information 
(e.g., movement of the subject’s hand, head and physical 
objects within the environment) for real-time scene  
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Figure 1.  Panel A shows the WiscVE apparatus with downward facing 
monitor projecting to the mirror.  Images are reflected up to the user 

wearing stereoscopic LCD shutter goggles, and thus the images appear at 
the level of the actual work surface below.  Panels B and C demonstrate a 
reach to grasp task commonly utilized in this environment.  The hand and 
physical cube are instrumented with light emitting diodes that are tracked 

by the VisualEyez (PTI Phoenix, Inc) system, not shown. 

rendering and off-line kinematic analysis. The VisualEyez 
system monitors the 3D positions of small infrared light 
emitting diodes (LEDs) located on landmarks of interest.  
These landmarks include the tips of the thumb and index 
finger along with the radial styloid at the wrist to demarcate 
the hand.  Objects in the environment are also equipped with 
three LEDs for motion tracking.  Motion information from 
the VisualEyez system transmits on a subnetwork to a scene 
rendering Linux-based PC.  Using the motion capture 
information, the scene is calculated and then rendered (10 ms 
lag time) on a downward facing CRT monitor placed parallel 
to a work surface.  Also parallel to the computer monitor, a 
half-silvered mirror sits midway between the screen and the 
workspace to reflect images upward to the user.  By wearing 
stereoscopic goggles, participants perceive the reflected 
image as if it were a three-dimensional object located in the 
workspace below the mirror.  The environment is located in 
a dedicated room with blackout shades that provide the 
experimenter with good control of ambient room lighting.  

C. Procedure and design 

Participants completed a reach to grasp task, using a 
small wooden cylinder as the target object (3 mm diameter, 
72 mm total height, Fig. 1B and1C).  The visual scene varied 
from a low contrast condition equivalent to the individual’s 
just noticeable difference contrast threshold, to the maximum 
contrast available in the WiscVE.  Additionally, a moderate 
(50%) contrast condition added a third level to this factor 
(Fig. 2).  To determine these settings, participants completed 
a JND contrast threshold test prior to the start of the 
experiment, as per the methods of Tamura, Satoh, Uchida, 
and Furuhata [39].  Briefly, participants sat for five minutes 
at the environment console to allow for dark adaptation.  At 
this point, we instructed participants to begin increasing the 
luminance of the target object and finger representation 
gradually by tapping their index finger on a virtual button.  
Individuals performed this task in a self-  

A  B  C  

Figure 2.  The visual scene varied in luminance contrast from A) the just 
noticeable difference threshold, to B) 50% contrast level, to C) 100% 

maximum luminance contrast. 

paced manner until they just perceived the presence of the 
object and their fingertips in the environment.  Each 
participant performed three JND trials, and the average 
luminance value at which they perceived the target and 
finger spheres determined their individual threshold.  
Luminance was controlled using the standard 255-point Red-
Green-Blue (RGB) scale, maintaining equal values for each 
of the three color values, thereby maintaining white 
(achromatic) visual stimuli.  The moderate contrast level was 
calculated by taking the difference between the maximum 
RGB (i.e., 255) and the individual’s JND threshold, dividing 
this by 2, and adding the result to the JND value.  For 
example, a participant that, on average, perceived the target 
and fingers when they reached an RGB level of 21 would 
have a moderate contrast condition set at: ((255-21)/2) + 21 
= 138.  This normalizes the moderate level to the individual.  
Actual luminance values in candela per square meter (cd/m2) 
for the background and stimuli were obtained using a spot 
luminance photometer (Spectra Cine).  JND values ranged 
from twelve to 26 on the RGB scale.  RGB and luminance 
values are listed in Table II. 

TABLE II.  VISUAL STIMULUS PARAMETERS 

RGB  
(JND-Low) c/m2 RGB (Mod) cd/m2 

12 0.02 133.5 23.24 

13 0.03 134 23.49 

14 0.04 134.5 23.74 

15 0.05 135 24.00 

16 0.05 135.5 24.25 

17 0.06 136 24.51 

18 0.08 136.5 24.77 

19 0.09 137 25.03 

20 0.10 137.5 25.29 

21 0.12 138 25.55 

22 0.14 138.5 25.81 

23 0.15 139 26.08 

24 0.17 139.5 26.35 

25 0.20 140 26.62 

26 0.22 140.5 26.89 

RGB (High) cd/m2   

255 147.34   

 
The task instructions for this movement were for 

participants to reach to grasp the target object with a 
precision grasp (i.e., thumb and index finger), initiating the 
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movement as quickly as possible after appearance of the 
target.  The reach to grasp progressed in a mid-sagittal plane, 
in line with the middle of the right shoulder.  Subjects started 
from a designated start mark, identified with a tactile cue (a 
small metal cap nut, 8 mm in diameter, 7 mm in height).  
The target object rested 180 mm away from the start mark, 
resulting in a visual eccentricity of approximately 10 degrees 
from midline.  Each trial began with the participant resting 
their hand away from the start mark.  A visual cue, in the 
form of a green circle in the far right corner of the desktop, 
indicated when to move to the start position.  When the 
participant placed their hand in the correct position over the 
start mark, with their thumb and index finger resting together 
in a light pinch grip, the visual cue disappeared.  The system 
requires participants to maintain this position for one second 
prior to the start of a trial, to ensure individuals start from 
complete rest.  Once the one-second rest period had elapsed, 
the system initiated the trial.  To prevent anticipation, the 
presentation of the target object and fingers varied between 
400-800 ms after trial initiation.  Participants then reached 
out to grasp the cylinder, lifting it vertically about 50 mm 
before replacing it on the desktop.  After replacing the 
object, participants moved their hand near the start mark, 
awaiting the visual cue for initiation of the next trial.   

Participants completed three practice trials in each 
condition prior to the start of the experiment.  There were ten 
trials per contrast condition, with a 2 (age group) x 3 
(contrast level) design, for a total of 30 experimental trials 
presented in random order.  These reaction time trials were 
embedded in a series of other experiments reported 
elsewhere. 

D. Dependent measures 

The primary dependent variable of interest was simple 
reaction time (RT).  Subtracting the time point of stimulus 
presentation from the time point of movement onset 
provided the RT results.  Movement onset was defined as the 
point where the fingers had departed from their starting 
position by 5 mm.  This corresponds to the amount of 
displacement needed to depress a key on a standard 
computer keyboard, which is commonly employed in studies 
of RT. 

E. Hypotheses 

Based on prior studies of luminance contrast and reaction 
times, as well as contrast sensitivity and age, the following 
was hypothesized: 
Hypothesis 1: Young adults will have faster reaction 

times than senior adults.   
Hypothesis 2: Both young and senior adults will 

improve their reaction times as luminance contrast 
increases.   
Hypothesis 3: Young adults will improve their 

reaction time at the moderate and high contrast levels, 
seniors only at the highest contrast. 

F. Data analysis 

SPSS (IBM) was used for statistical analysis.  We 
performed a Mann-Whitney U test to analyze group 

difference in computer experience.  Next, an ANOVA with 
post-hoc blocking was used to assess group difference in RT 
controlling for group difference in computer experience.  
Computer experience (3 levels based on Likert responses: 7, 
6, and ≤ 5) was used as the blocking factor.  This allowed 
evaluation of hypothesis 1.  Planned comparisons of contrast 
level within each age group evaluated hypothesis 2 and 3.  
For all results, the a priori alpha level was set at p ≤ 0.05. 

III. RESULTS 

Computer experience level was significantly different 
between groups (Young Median = 7, Mode = 7, Senior 
Median = 6, Mode = 6, p = 0.04).  There was a significant 
main effect of age (F1, 20 = 4.55, p = 0.05) controlling for 
computer experience, with young adults having faster 
reaction times (M = 441 ms, SD = 90.92) than senior adults 
(M = 498 ms, SD = 90.45).  The simple effect of contrast 
within each age group appears in Fig. 3.  This shows that for 
young adults, the low contrast reaction time was significantly 
slower than both the moderate and high contrast conditions, 
which did not differ.  For senior adults, the low and moderate 
contrast conditions did not significantly differ, while both the 
low to high and moderate to high mean differences did reach 
statistical significance. 

IV. DISCUSSION 

The first important finding is that young adults have 
faster reaction times than senior adults, replicating numerous 
previous studies and confirming hypothesis 1 [22, 32].  
Further, level of computer experience differed between 
groups, but age group differences remained apparent in the 
analysis.  This lends support to the idea that group 
differences are truly related to sensorimotor differences 
between groups, rather than familiarity with technology.  

The data clearly show that reaction times improve for 
both groups with increasing luminance contrast (Fig. 3).  
While young adults improve from low to moderate contrast, 
they do not get further benefit going from moderate to high 
contrast.  Senior adults, on the contrary, improve 
significantly in the high contrast condition, but do not 
improve going from low to moderate.  This confirms 
hypothesis 2 and 3.   

 
Figure 3.  The simple effect of contrast level on reaction times for (A) 

Young adults and (B) Senior adults. 

Previous study of reaction times, contrast, and age 
demonstrated no age group difference in the pattern of 
contrast-mediated reaction time improvement [32].  The 
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results in the current study differ from that finding, and are 
more consistent with the concept that contrast sensitivity 
changes across the lifespan [31].  Accordingly, luminance 
contrast must be accounted for when designing interfaces for 
specific user groups. 

Considering reaction time as a measure of general 
sensorimotor processing speed, and the strong link between 
motor performance and processing speed, these results 
support the idea that improvements in motor performance 
may be realized through the age-specific utilization of 
luminance contrast levels.  It is important to note that while 
young adults achieved their entire performance enhancement 
with only moderate contrast, seniors required the extra 
increase to the high contrast condition to maximize their 
gains (Fig. 3).  This pattern indicates that young adults can 
make better use of lower contrast visual stimuli, having a 
performance ceiling somewhere below the 50% contrast 
level, while senior adults may not have a distinct ceiling 
within the ranges of luminance contrast available in the 
WiscVE.  This concept will require further exploration of 
other VE tasks under varying conditions of luminance 
contrast with more complex kinematic analyses.   

Given the results of the current study, it may be tempting 
to conclude that the highest available contrast should always 
be used for motor tasks performed in virtual environments. 
While further study is needed, it must be recognized that 
high contrast comes at a cost.  First, high luminance contrast, 
by definition, requires that at least one portion of the visual 
scene be presented at maximum luminance.  This could 
potentially lead to eyestrain, limiting the timeframe for 
comfortable use of the VE.  This may be especially 
important for users that are hypersensitive to light.  Second, 
such contrast restrictions limit the color combinations 
available for use.  Strictly speaking, the highest available 
contrast is black and white.  While this may be acceptable in 
certain circumstances, it is not likely to be common.  This is 
especially apparent in the design of VEs for use with young 
adult populations.  To limit this age group to high contrast 
conditions would unnecessarily limit the potential richness of 
the visual display, adding no extra motor control benefit over 
a moderate contrast visual scene. 

Limitations 

A limitation exists with the assessment of visual acuity in 
this study.  The chart used provides a standard measure of 
acuity at a distance of 20 feet, while the experimental task 
occurs within the personal space of the participant.  A 
number of other sophisticated tests of vision exist, gauging 
such functions as depth perception and figure-ground 
discrimination, and may provide valuable information worth 
considering in future studies.  Next, the method of defining 
each individual’s just noticeable difference contrast threshold 
is inherently subjective.  While carefully scripted instructions 
were used to describe the procedure, each individual had to 
interpret the meaning of “just able to perceive,” and this 
introduces a source of error in defining contrast levels.  
Additionally, the low and moderate contrast levels were set 
relative to each individual’s personal contrast threshold, 
while the high contrast condition was set to the limit of the 

environment.  This means that the high contrast condition 
was relatively different for each subject.  However, given the 
narrow range of JND results, the relative differences are 
quite small.  Finally, although every reasonable attempt was 
made to block ambient light from windows in the Human 
Motor Behavior lab, some minimal fluctuation did occur.  
This did not result in any cases of participants reporting a 
change in their ability to perceive the visual scene. 

V. CONCLUSION AND FUTURE WORK 

The virtual environment design process must account for 
the age of the targeted user when considering parameters of 
visual scene rendering.  Luminance contrast is one property 
that is easily programmable, and has a clear age-specific 
effect on motor performance.  Younger adults have a wider 
bandwidth of contrast levels that may result in optimum 
sensorimotor performance.  Older adults, on the contrary, 
need higher levels of contrast to experience their maximum 
motor performance benefits.  The exact range is yet to be 
determined for either group, but will be the subject of future 
research.  General VE implications include the use of high 
luminance contrast to improve sensorimotor processing 
speed.  This is an important consideration when targeting 
user groups known to be deficient in speed of processing, 
such as senior adults.  Additionally, increased processing 
speed with high contrast stimuli is likely to improve 
performance when tasks are of particularly high complexity 
or difficulty. This will be further investigated in future 
research as well.  Potential consequences of high contrast 
visual stimuli, such as eyestrain, were not assessed in this 
experiment.  This also warrants further user-centered study, 
and should be carefully considered along with both the 
intended application and the end-user group of any high 
contrast virtual environment display. 
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Abstract—This paper concerns the replacement of paper 
tickets with smart card tickets for public transportation. By 
contrasting the visibility of ticket information to users of 
paper tickets and smart card tickets, this paper describes the 
move from local information on paper tickets to distributed 
information on smart cards. Using the concept of ‘networked 
visibility’, this paper argues that this move has resulted in less 
informed travelers and more informed providers. In order to 
restore the accessibility of ticket information to users, we 
present one possible solution, ARTick, a mobile phone smart 
card reader app. ARTick shows that smart cards can make 
complete ticket information visible to the user, whenever and 
wherever this information is needed.  

Keywords—Information Visibility; Networked Visibility, 
Smart Cards; Ticket Information; Mobile Phones  

I.  INTRODUCTION  
A major research and development area for human-

computer interaction (HCI) over the last years has been to 
explore ways of interaction that emerge by embedding 
computing and networking technology in the everyday 
physical world in which we live.  This development goes by 
many names such as tangible interaction [6], ubiquitous 
computing [5] and embodied interaction [3].   Examples of 
this development are pen and paper with embedded 
computing technologies and transportation tickets with 
embedded computer chips with networking capabilities. 

When computing and network technologies are 
embedded in everyday objects, there are many ways “to 
capitalize on our familiarity, skill and experience in dealing 
with the everyday world around us” writes Dourish [2]. 
New values, new possibilities, but also new concerns may 
emerge from interaction between these familiar objects with 
and without embedded technology.  

This paper reports from a case in which paper-based 
tickets for public transportation are replaced by so-called 
contactless smart cards. A smart card is a credit card size 
plastic card containing a microchip with antenna for 
contactless communication with a card reader; see Fig. 1 for 
the card and Fig. 2 for readers. The computerized and 
networked smart card can hold different kinds of 
information: ticket information, monetary information (the 
amount of money put on the card), but also other 
information such as the ticket for a football match or the 
annual subscription to a museum.  

Our focus is on the visibility of information that is 
needed to use the smart card as a valid transportation ticket.  

 
Figure 1.  A  smart card used in public transportation in Norway. 

 
Figure 2.  Smart card readers. 

We identified three basic ticket information needs of 
public transportation users: the type of the ticket, the value 
of the ticket, and the duration of the ticket. There are other 
ticket information needs, such as the price of one trip, an 
overview or log of implemented trips, an overview of past 
travel expenses, etc., but they don’t add significantly to our 
argument. 

In design of information systems and usability studies, 
the visibility of information is related to the visibility of a 
system’s status. Being informed about a system’s status is 
one of the ways in which users receive feedback on a 
system’s use or performance. Studies of the visibility of 
information on smart cards have been implemented in 
several sectors, such as supply chain management, the 
automotive industry, and the healthcare sector [1, 10, 11, 
12]. We are not aware of visibility studies of ticketing 
systems in the public transportation sector although some 
other interesting and related issues have been reported in [7, 
8, 9]. Morgner et al.'s proposal [9] is of particular interest to 
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us, as the authors propose similar technologies in their 
design solution. 

The rest of this paper is organized as follows:  in the next 
section we present our case, the move from a paper-based 
ticket to a computerized ticket.  In Section III we report on a 
small explorative study among randomly selected 
inhabitants of Oslo, conducted in order to get an indication if 
the visibility of smart card information influences users 
experience with the new system. In Section IV, we will use 
the concept of networked visibility, first introduced by 
Stalder [14], to discuss horizontal and vertical visibility of 
ticket information. In Section V we present ARTick as one 
possible solution for the visualization of smart card-based 
ticket information. In the last section, we present our 
conclusions and future work. 

II. FROM PAPER TICKETS TO SMART CARD TICKETS 
Moving from paper-based practices [13] or desktop-

based practices to practices where computing and 
communications technologies are embedded into everyday 
objects poses many challenges.  Dourish [2] states: “In this 
world, our primary experience of computation is not with a 
traditional desktop computer, but rather with a range of 
computationally-enhanced devices, pieces of paper, pens, 
walls, books, hammers etc.”  Rust and Kannan [12] 
consider this ubiquitous computation to be a fantastic 
opportunity to enhance customer experiences.  In the case 
of smart cards, all sort of information may be stored and 
used by service provider(s) in order to offer better one-to-
one services. We discuss how such embedded technology 
often offers much wider opportunities to providers than to 
customers. 

A. The visibility of information  
In our study of the smart card we focus on the visibility 

of public transportation ticket information. Our case is the 
‘Reisekortet’, the smart card ticket used in the public 
transportation system in Oslo, Norway. The system was first 
introduced in 2009, replacing the paper ticketing entirely. 

We are interested in the following questions: How are 
users of paper tickets able to find answers to their three basic 
ticket information needs: type of the ticket, value of the 
ticket and duration of the ticket (see Table 1) and how has 
this changed with the introduction of the smart card ticket? 

We will answer this question by looking into three 
actions the users engage in: purchasing the new ticket, 
using a valid ticket and having an expired ticket. 

 

B. Purchasing a ticket  
When a ticket is purchased, the three pieces of basic 

information (type of the ticket, value of the ticket and 
duration of the ticket) are given by the user to a sales person 
or are selected by the user on a vending machine or on the 
public transportation website. In addition, public 
transportation users have also the choice between a 
registered and an unregistered ticket. ‘Registered’ means 
that the name and date of birth of the user is registered with 
the public transportation provider. ‘Unregistered’ means that 

the user is anonymous and that the age of the user is 
unknown. All information given/selected by the user is 
registered on the ticket.  

TABLE I.  BASIC TICKET INFORMATION NEEDS USERS OF   PUBLIC   
TRANSPORTATION HAVE 

Type of ticket 
 
The type of the ticket refers to the different kinds of 
tickets available. We can differentiate between types of 
tickets based on the number of trips and types of tickets 
based on the particular period they cover independent of 
the number of trips (day, week, month, and year). Other 
types are registered or unregistered (anonymous) 
tickets, and regular and discount tickets. 
 
• A popular paper ticket was the unregistered 8 trip-

ticket, the so-called flexi card, which was available 
as a regular ticket and a discount ticket. The flexi 
card could be used by more than one traveler at the 
same time. There is no smart card variation of this 
ticket. 
 

• A popular smart card ticket is the prepaid card, 
which can be topped up when needed. This ticket 
can only be used by one traveler at the time. There 
is no paper variation of this ticket. 

Value of ticket 
 
The type of ticket decides the monetary value of the 
ticket. In the case of the pre-paid fill-up ticket, the value 
of the ticket depends on how much money the user has 
put on the ticket. The monetary value of all tickets 
diminishes with use. A ticket has zero value when the 
duration of the ticket has expired or when the monetary 
value is below the price of a ticket. In the case of 
prepaid cards, any amount less than the value of a single 
ticket may be left on the card. Paper tickets did not have 
this characteristic. 

Duration of ticket 
 
The duration of the ticket is decided by the date and 
time stamp of a ticket and varies for the different ticket 
types. Registered monthly paper tickets were sent 
automatically by mail to the user before the monthly 
ticket expired. Registered smart cards can be 
automatically topped up (in case of a prepaid card) or 
extended (in case of the 30 days card). 

 
All this information is at all times visible on the paper 

ticket in the form of printed text (type, value, duration), the 
size of the ticket (type), the color of the ticket (type), and the 
shape of the ticket (type).  For example, the 8-trip ticket (see 
Fig. 3) was the only folded paper ticket. It had a pre-printed 
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text to indicate the value of the ticket (kr.180) and the word 
‘voksne’ (adults) to indicate that it was a regular ticket. The 
fact that it was a regular ticket was also indicated by its color 
combination.  

The printed text on a strip is a timestamp, indicating the 
time when the one-hour validity of the ticket ends. This 
timestamp is added to the ticket when a traveler enters a 
metro platform or a bus or tram and inserts the card in a 
ticket stamp machine (see Fig. 3).  

 

 
Figure 3.  A paper ticket (left) and a ticket stamp machine (right). 

The crucial difference between the paper ticket and the 
smart card ticket is that on the smart card ticket, information 
is distributed across several devices and places, but it is 
never visible on the ticket itself. The information can 
become visible in four different ways: via stationary ticket 
readers positioned at the entrances of stations and platforms 
of the metro and inside busses and trams, scanners handheld 
by human ticket controllers, smart card terminals at the point 
of purchase, and the Internet (only for registered smart card 
holders, Fig. 4). 

C. Using a Ticket  
When one is travelling, the value and duration of the 

ticket change. On the paper ticket this information is at all 
times visible, while travelers with a smart card need to use 
ticket readers to access this information on their card. The 
stationary readers are also used to validate a ticket and give 
information about the type of card, expiration date or 
remaining value of the card, and expiration time. This 
information is visible for two seconds at the time of 
validation. This is often too short. The user can wait 2 
minutes after validation to display the information again. 
The fact that the type of ticket is not visible without 
scanning it, presents the risk of traveling with a wrong card, 
e.g. a parent can use a child ticket without knowing it. 

When a traveler validates a ticket, the reader can provide 
the wrong information. For example, an 11-year-old girl, 
who travels alone on a tram to her dance school, uses her 
prepaid smart card twice a week. Incidentally, her mother 
accompanies her one-day and notices that the child pays the 
adult fee instead of the discounted fee for children. The 
child’s birthday was recorded at the time of the purchase of 
the smart card ticket and the card has been working well 
over a long period of time. The mother and the daughter 

walk into the public transportation service centre. The 
customer representative scans the card. All the trips, and the 
fees paid for them, appear on the screen. It becomes 
apparent that somehow the discount child’s smart card was 
read as a regular card. The customer representative counts 
the number of wrongly charged trips, fills a paper based 
refund form, and issues the overcharged amount of fees in 
cash.  

D. The Expired Ticket  
A paper ticket is expired when the timestamp on a ticket 

has expired. The user of a smart card will not be able to see 
if the ticket is still valid. The ticket has to be read (see 
above). If the ticket is a registered smart card, the validity of 
the ticket can also be checked by logging onto the public 
transportation system’s website. 

At the moment, travelers have no way of checking the 
validity of their smart card ticket when they leave their 
home or office unless they have a registered card and 
Internet access.  

 

 
Figure 4.  Accessing on the internet the information from the smart card. 

Smart card users taking the bus or tram find out if their 
ticket has expired or not by using a card reading located 
inside the bus or tram. Our observations with smart card 
readers located with the bus driver made clear that many 
travelers are surprised to find out that they have not enough 
funds on their card and that they were attempting to travel 
with an expired card (see Fig. 5).  

In those cases the travelers need to buy an expensive 
one-time paper ticket from the bus driver or they have to 
leave the bus. 

 

 
Figure 5.  Validating a smart card ticket on the bus. 

III. WHAT SMART CARD TICKET USERS SAY 
As users of the public transportation system in Oslo, the 

authors are familiar with the change in the visibility of ticket 
information since the introduction of the ticket smart card. 
We decided to ask other users what their experiences with 
the new smart card ticket were. We selected at random 20 
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people in Oslo to conduct quick, semi-structured interviews 
about their awareness of the information stored on their 
smart card ticket. Eight of the twenty people interviewed 
were interviewed at the public places, but away from 
transportation points, in order to get a feeling if they would 
remember how much money they had or when they used 
their smart ticket last. Three persons were monthly ticket 
users and knew the expiration date of their card precisely. 
They also knew when they used the transportation last, 
though this piece of information was not important for them. 
Two were using a prepaid card, which can be used for 
multiple trips as long as there are enough funds on it. They 
also felt that they had no problems keeping track of the 
amount of money left on their respective cards. A young 
student, using the same type of prepaid card said: “I never 
know, getting on the tram, if I actually have any money on 
the ticket. It is always a game of chance”. One person in this 
group was an out of town visitor who always buys a day 
ticket because “everything else is too complicated for me.” 
She continued to explain that it is hard to keep track of when 
she last used the transportation (tickets have 1 hour validity). 
As she was not in Oslo very often, she always had multiple 
tasks at different points of the city to accomplish. The day 
ticket then was the best option, also because the ticket could 
then be discarded, instead of taken care of for the future use. 
The last person we approached said that he has never used 
public transportation in Oslo. 

The remaining twelve persons were interviewed at a bus 
stop (four) and at a metro station (eight). Ten of them are 
monthly ticket users. Three persons from this group said that 
they remember with certainty when their ticket expires. One 
of them remarked that although she does remember, she 
wishes that she did not have to. Three said that they 
remember approximate expiration date. They scan the card 
when it comes close to the day they think the ticket will 
expire. Three said that they do not remember expiration date 
and have to check their ticket frequently. One older person 
said that she keeps the receipt from the sale of the card in 
her valet and looks at it occasionally, as the date of the 
purchase is printed on it. Two persons with prepaid cards 
said that they have problems remembering how much 
money they still have on their card. One of them in 
particular had difficulties as he is only an occasional user of 
the public transportation system and forgets how much 
money is left on the card between the trips. 

Thus, only about half of the people we talked to were 
entirely comfortable with the visibility aspect of the smart 
ticketing system. This number increases if those who do not 
mind scanning their card occasionally are included in the 
group that feels comfortable. However, 1/5 of this sample 
felt clearly uncomfortable with smart card information 
visibility. 

Although only 20 persons were interviewed, the results 
give an indication that information visibility of a smart card 
is a real issue. The user satisfaction with the smart card 
ticketing solution may be improved by offering a better 
visibility of ticketing information.  

IV. THE NETWORKED VISIBILITY OF TICKET 
INFORMATION 

The answer to a simple question “how much money is 
left on my smart card?” involves a variety of devices and 
places. Ticket information, once located on a piece of paper 
in the hand of the user, is now distributed and networked. 
Stalder [14] calls this networked visibility, which is “created 
by the capacity to record, store, transmit, access 
communication, action, and states generated through digital 
networks”. Stalder studies Web 2.0 and presents two types 
of visibility: horizontal visibility pertaining to information 
becoming visible to users and vertical visibility pertaining 
to what information the service providers can see. While 
users can manage their horizontal visibility, i.e. what 
information about themselves becomes visible to others, 
they have no control over the vertical visibility of their 
information. Service providers have access to the 
information of all users, but this visibility is one way, it is 
invisible to the users. 

Similar to Stalder, we can differentiate between the 
horizontal and vertical visibility of ticket information. We 
understand horizontal visibility as the visibility of ticket 
information to the user of the public transportation system. 
The paper ticket user has immediate horizontal visibility, at 
all times and places. The ticket information is directly 
visible on the paper ticket – when the ticket is in use, not in 
use, or expired. The smart card user’s horizontal visibility is 
limited to particular places: when the ticket is purchased, 
when it is read or scanned, or when it is checked on the web 
(only for registered cards). As we saw in the previous 
section, many travelers are insecure about the status of their 
smart card: they are not sure if the card is (still) valid. 

We understand vertical visibility as the visibility of the 
ticket information to the provider of the public 
transportation system. The provider has other ticket 
information needs than the user. The provider is interested 
in use information, such as the users’ frequency, time, and 
destination of travel, and what type of ticket they use. This 
information is the basis for organizing public transportation 
schedules, the frequency of departures, and the number of 
routes. The provider had only limited vertical visibility 
when the paper tickets were in use and therefore had to 
implement user surveys to get this information. With the 
introduction of the smart card, the provider has full access 
to ticket information. 

In our case, the networked visibility created by 
embedding computing and networking capabilities to a 
transportation ticket has decreased the horizontal visibility 
of the users and significantly increased the vertical visibility 
of the provider. The loss of horizontal visibility negatively 
affects a large number of travelers who are uncomfortable 
using their smart card. They can’t transfer their familiarity, 
skill, and experience in using the paper ticket to the smart 
card. 

The increase of the vertical visibility of the provider 
creates new concerns in terms of privacy as the 
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whereabouts of registered smart card users is recorded, 
stored, and transmitted. These data can be accessed or 
aggregated for uses not directly related to the public 
transportation system. As we saw above, an employee at a 
service point could access such data. On the other hand, the 
availability of these data made it possible for the mother to 
get a refund. This would have been impossible with a paper 
ticket. 

V. ARTICK: AUGMENTING THE SMART TICKET 
The design of the smart card ticket builds forth on some 

of the characteristics of the paper ticket: tickets need to be 
validated before use and the points of validation are at the 
same locations as the paper ticket. The main difference is 
the visibility of ticket information. On paper tickets, 
information was visible at all times and places because it 
was local information, it was locally stored on the paper 
ticket. Can we make this characteristic of the paper ticket 
available on the smart card ticket? 

In order to improve the user experience with smart 
tickets and offer local visibility of the ticketing information, 
we made a simple prototype: ARTick (Augmented Reality 
Ticket). ARTick turns any smart phone into a mobile smart 
card reader using NFC (Near Field Communication) 
standards, see also [9]. NFC is a short-range wireless 
technology, enabling one-way and two-way communication 
between smart phones or between smart phones and other 
wireless devices, in our case the contactless smart card [4]. 

On NFC-enabled mobile phones, the ARTick 
application uses NFC to read the information off the card. 
The application enables the user to check the type of ticket, 
the value and duration of the ticket, as well as the latest 
transactions. ARTick enables ticket information to be read 
in 2D and 3D, augmented using the camera as shown in 
Fig. 6, as well as audio for the visual impaired.  

Non-NFC-enabled smart phones use the camera to take 
an image of the card number on the back of the ticket smart 

card and use Optical Character Recognition (OCR). This 
card number corresponds with ticket information stored on 
the website of the public transportation provider. The same 
ticket information will now be available on NFC-enabled 
smart phone. The addition of audio is in particular 
interesting for users who have issues with their vision, 
whether it is related to sight challenges or various forms of 
dyslexia. ARTick follows universal design principles [15].  
ARTick enables the user to leave home with a valid smart 
card ticket; this may result in more confident and informed 
users of the public transportation system.  

VI. CONCLUSION AND FUTURE WORK 
New concerns emerged after the move from paper 

tickets to smart card tickets. Users couldn’t use their 
familiarity with the paper ticket in their use of the smart 
card ticket, because this familiarity was based on their 
immediate and continuous access to ticket information, type 
of ticket, value of ticket, and duration. The smart card ticket 
didn’t provide this type of access to the user. At the same 
time, the provider gained access to user and use 
information, creating new concerns about privacy.  

We have used the concepts of networked visibility and 
horizontal and vertical visibility to discuss the emergence of 
new concerns when computing and networking technology 
is embedded in a transportation ticket. These concepts were 
also used to explore solutions, such as how to restore the 
horizontal visibility of ticket information, the immediate 
and continuous ticket information to the users. ARTick, an 
app that turns a smart phone into a smart card reader, 
provides one possible solution to the problem. 

As to future work, we plan to study the effect of 
ARTick on user satisfaction with a smart card 
transportation system. Further, we wish to use the concept 
of networked visibility to study information accessibility in 
other systems using solutions similar to the smart card. 
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Figure 6.  A 3D rendering of smart card ticket information using a NFC-enabled smart phone with ARTick. 
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Abstract— Current TV applications present uncountable 
challenges to an elderly user and these are prone to increase, 
working as a vehicle of exclusion. The GUIDE project aims at 
improving the elderly experience with present TV applications 
by deploying interfaces adapted to their abilities and 
preferences. We do so by building the interface based on a user 
model and providing new ways to interact with the TV 
(multimodality), and tailoring the UI to the users’ abilities, 
needs and preferences. In this paper, we assess concepts of the 
GUIDE framework with particular focus to the User 
Initialization Application (UIA), an interactive application able 
to build the aforementioned user model. We report an 
evaluation with 40 older users from two countries (UK and 
Spain). Results show that the UIA is able to create adequate 
profiles and that the users are able to positively observe the 
adaptations. Further, novel ways of interacting with the TV 
were also successfully evaluated as the users tended to 
experiment and rate positively most alternatives, particularly 
Speech and Tablet interaction.  

Keywords-accessible applications, elderly, multimodal, 
simulation, GUIDE 

I.  INTRODUCTION 

The rapid increase of new TV-based systems and 
applications excludes users with certain impairments or 
different levels of technology awareness and expertise from 
accessing the same information as others do. By 2050 elderly 
people will represent 26% of the developed countries’ 
population. Living in this constantly evolving world is 
getting harder, leaving them no time to adapt to modern 
technology from which, sooner or later, their well-being and 
social inclusion will dramatically depend. Having this type 
of technology adapt to each user without requiring too much 
learning and giving them similar opportunities as everybody 
else is the only way to prevent this. However, solutions being 
studied focus more on the use of assistive devices to help or 
guide the interaction than on the design of inclusive systems. 
We can offer valuable contributions for making this type of 
systems and applications more accessible by focusing on 
modern research in multimodal interactive systems, leading 
to less effort from elderly users, and offering them more 
natural ways of interaction.  

This paper focuses on how the GUIDE project 
concentrates on the integration of several natural modalities 
and devices towards the inclusive use of TV-based 
applications in the user’s home. Special attention will be 

given to the understanding of how elderly people can interact 
naturally with this type of technology. With this in mind, and 
after presenting related work, we will show how the GUIDE 
framework is built around keeping relevant user information 
stored and accessible in a User Model component. This 
allows adapting UIs, based on the specific user 
characteristics and preferences as well as on a context model. 
We will then focus on how a novel approach called User 
Initialization Application (UIA) was implemented. This 
process allows discovering each user’s relevant 
characteristics for the system to adapt in the most appropriate 
and understandable way. At the same time, the UIA instructs 
the user on how to make use of the most suitable interaction 
possibilities available. We complement and attest these 
approaches with the description and results of a user study 
consisting of a technical trial with both the UIA and a TV 
based realistic Electronic Program Guide (EPG) application. 
We present results of the evaluation of the UIA capability to 
discover user characteristics and assign user profiles. With 
the EPG application we assessed users’ modality preferences 
and evaluated the adaptation capabilities of the framework. 
The paper main contributions are the results of user studies 
conducted in two different countries (Spain and UK) with 40 
participants, and the evaluation of novel approaches on 
adaptability and multimodal interaction of TV-based systems 
supported by the UIA application and GUIDE’s multimodal 
and adaptive capabilities. 

II. RELATED WORK 

Elderly users are getting detached from technology and 
consequently from the modern world characterized by 
innovation in interaction and communication standards. In a 
society where people live longer, it’s common to see elderly 
people living alone and struggling to adapt to all the 
technological advances [13]. Although older people are not 
generally considered to have disabilities, the natural ageing 
process carries some degenerative ability changes, which can 
include diminished vision, varying degrees of hearing loss, 
psychomotor impairments, as well as reduced attention, 
memory and learning abilities [20]. However, problems 
learning to use and engage with interactive technology are 
not confined to physical and cognitive factors [11]. In recent 
investigation, it is clear that even if computer based systems 
are a positive influence on the lives of older people [12], they 
tend to reject standard technologies [8] or technologies too 
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difficult to use, that look bad, make them appear older, or 
that do not appear to have net gain effect for them [7].  

For these reasons, Information and Communication 
Technology (ICT) must be adjusted to ensure that elderly 
users are not disadvantaged when using it [7, 8]. This 
accommodation can only be done by realizing the 
consequences associated with ageing and offering natural 
and efficient ways of interacting with both new and well-
known technical systems. 

Multimodal interfaces aim to provide a more natural and 
transparent interaction to users. They have been able to 
enhance human-computer interaction (HCI) in many ways, 
including: User satisfaction: studies revealed that people 
favor multiple-action modalities for virtual object 
manipulation tasks [18], and that about 95% of users prefer 
multimodal interaction over unimodal interaction [18]; 
Robustness and Accuracy: “using a number of modes can 
increase the vocabulary of symbols available to the user” 
leading to an increased accessibility [16]. Oviatt stated also 
that multiple inputs have a great potential to improve 
information and systems accessibility, because by 
complementing each other, they can yield a “highly 
synergistic blend in which the strengths of each mode are 
capitalized upon and used to overcome weaknesses in the 
other” [19]; Efficiency and Reliability: Multimodal 
interfaces are more efficient than unimodal interfaces, 
because they can in fact speed up tasks completion by 10% 
and improve error handling and reliability [17]; and 
Adaptivity: Multimodal interfaces offer an increase in 
flexibility and adaptivity in interaction because of the ability 
to switch among different modes of input, to whichever is 
more convenient or accessible to a user [16]. For all these 
reasons, multimodal interfaces have the potential to increase 
ICT applications’ accessibility for elderly users. Introducing 
elderly users to multimodal solutions makes possible a 
familiar and natural step through the accommodation 
necessary to ensure that older users are not disadvantaged 
when using new technologies like the ones based on TV and 
STBs [13, 21]. 

Interface personalization is mainly explored in the 
domain of content personalization and developing intelligent 
information filtering or recommendation systems based on 
user profiles. In most of those systems, content is represented 
in a graph like structure and filtering or recommendation is 
generated by storing and analyzing users’ interaction 
patterns. Little research has been done beyond content 
personalization. A few significant projects on interface 
personalization are the SUPPLE project[10], the Lumiere 
Project [14] and the AVANTI project [22] for people with 
disabilities. The SUPPLE project personalizes interfaces by 
changing layout and font size for people with visual and 
motor impairment and ubiquitous devices. However, the user 
models do not consider visual and motor impairment in 
detail and thus work for only loss of visual acuity and a few 
types of motor impairment. The Lumiere project uses an 
influence diagram in modeling users. This records the 
relationships among users’ needs, goals, background etc. The 
AVANTI project provides a multimedia Web browser for 
people with light or severe motor disabilities, and for blind 

people. It distinguishes personalization into two classes: 
static adaptation which is personalization based on user 
profile and dynamic adaptation that is personalization 
following the interaction pattern with the system. However, 
the Lumiere project does not generalize their personalization 
mechanisms for other applications and the AVANTI project 
only addresses a small segment of disabilities for a particular 
application. The lack of a generalized framework for 
personalization of users with a wide range of abilities affects 
the scalability of products. 

III. THE GUIDE PROJECT 

As a multimodal adaptive system, GUIDE offers several 
modalities of interaction coordinated by the system core, 
through fusion and fission modules that function based on a 
User Model [4], which represents the user, and a Context 
Model, which represents the context (environment, devices, 
etc.) the user is in. Input modalities are based in natural ways 
of communication for humans: speech and pointing (and 
gestures). Complementary to these modalities and being 
based in a TV environment, the system also supports the 
usage of remote controls (both traditional and endowed with 
gyroscopic capabilities) and other devices capable of 
providing haptic input or feedback. GUIDE incorporates four 
main types of UI components: visual sensing and gesture 
interpretation; audio; remote control; haptic interfaces and a 
multi-touch tablet. In what concerns the output modalities, 
the framework integrates the following: video rendering 
equipment (TV); audio rendering equipment (speakers); 
tablet supporting a subset of video and audio rendering; and 
remote control supporting a subset of audio rendering and 
vibration feedback. The tablet, used as a secondary display, 
may be used to clone the TV screen or complement 
information displayed on the TV. In addition to the 
application’s interface, the framework is capable of 
rendering a 3D avatar. This is expected to play a major role 
for elderly acceptance and adoption of the GUIDE system, 
being able to perform non-verbal expressions like facial 
expressions and gestures and giving the system a more 
human like communication ability. Both input and output 
modalities can be used in a combined manner to enrich 
interaction and reach all user types.  In order for the UI to be 
adapted to the user’s preferences and abilities, the interface 
elements are highly configurable and scalable (vector-based). 
Graphical properties like size, font, location and color are 
some attributes needed to ensure adaptability. Other 
modalities’ properties, like sound volume, are also 
configurable. The GUIDE User Model, responsible for the 
dynamic adaptation of the system, will be described in a later 
section. 

A previous study was conducted last year [5] with the 
goal of identifying the most relevant UI component 
configurations and user impairments for elderly users. This 
was particularly important for deriving a list of relevant 
topics and metrics to be considered in the development of 
accessible applications for these users. Closely connected to 
the new study are the conclusions related with the way 
elderly prefer and perform multimodal interaction in TV-
based systems. However, in the previous study the 
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application used was not a realistic TV-application. Thus, a 
more contextualized evaluation can be done. Additionally, 
the process of user characterization and clustering is now 
focused. 

IV. THE USER MODEL 

The GUIDE user model maps users’ functional 
parameters to interface parameters. It was developed using a 
simulator [4] and calibrated through the user study [5] 
discussed in the previous section. The simulator consists of 
detailed models of visual and auditory perception, cognition 
and motor action. The simulator can show the effects of a 
particular disease on visual functions and hand strength 
metrics and in turn their effect on interaction. Using 
information from more than 100 users from three different 
countries (Spain, UK and Germany), collected with an 
extensive survey focusing a wide array of characteristics, we 
have selected a set of variables that are relevant to the user 
model and statistically significantly different among clusters 
(p<0.01). We separately clustered these data for visual, 
cognitive and motor abilities of users using k-means 
clustering. Table 1 shows the cluster centers. 

Table 1: Cluster Centers 
Visual

1
  A  B  C 

CS1 (Contrast Sensitivity on Pelli Robson Chart n. 1)  0.15  1.75  1.46 

CS2 (Contrast Sensitivity on Pelli Robson Chart n. 2)  0.15  1.84  1.56 

CS3 (Contrast Sensitivity on Pelli Robson Chart n. 3)  0  1.79 1.37

Cognitive  A  B   

TMTSEC (Time to complete Trial Making Test in sec)  45.97  115.3  

DIGIT_SY (Result on Digit Symbol Test) 45.93  23.71

Motor  A  B  C 

GS (Grip Strength in Kg)  16.22  25.02 58.68

ROMW (Active Range of Motion of Wrist)  71.28  51.58 65.67

Following this, we ran the GUIDE simulator [4], taking 
the parameters of each cluster centre for configuration, and 
generated recommendations for each cluster. Individual users 
were assigned to the recommendations based on their cluster 
memberships. For the present set of users we identified the 
following three profiles: Profile A: No adaptation required; 
Profile B: Increase button spacing (Mobility Impaired); 
Profile C: Increase button spacing + change Color Contrast 
(Mobility Impaired + Color Blind). 

The GUIDE User Model predicts three sets of 
parameters: UI parameters for the Multimodal Fission 
Module, Adaptation Code for the Input Adaptation Module 
and Modality Preference for the Multimodal Fusion Module. 
The rules relating the users’ range of abilities with interface 
parameters were developed by running the simulator [3, 4] in 
Monte Carlo simulation. 

We began by selecting a set of variables to define a Web 
based interface. These parameters include: Button spacing: 
Minimum distance between two buttons to avoid missed 

                                                           
1  Each of these clusters is further divided based on presence of color 

blindness 

selection; Button Color: foreground and background color of 
a button; Button Size: The size of a button; Text Size: Font 
size for any text rendered in the interface; Cursor Type: The 
shape and color of the cursor. 

The user model predicts the minimum button spacing 
required, from the users’ motor capabilities and screen size. 
The simulation predicts that users having less than 10 kg of 
grip strength or 80º of Active Range of motion of wrist or 
significant tremor in hand produce a lot of random 
movement while they try to stop pointer movement to select. 
The area of this random movement is also calculated from 
the simulator. Based on this result, we calculated the radius 
of the region of the random movement and the minimum 
button spacing is predicted in such a way so that this random 
movement does not produce a wrong target selection. 
Regarding the other parameters, the UIA takes user 
preferences for color, text size and cursor type. The user 
model stores these preferences. However if a user has color 
blindness it recommends an appropriated foreground and 
background color. The adaptation code aims to help users 
while they use a pointer to interact with the screen through 
the visual human sensing capabilities or the gyroscopic 
remote. So if the user has any motor impairment, the 
adaptation will remove jitters in movement through 
exponential average and then attract the pointer towards a 
target when it is near by using the gravity well mechanism 
[3]. Otherwise, the adaptation will only work to remove 
minor jitters in movement. The modality prediction system 
predicts the best modality of interaction for users. Though 
users are free to use any modality irrespective of the 
prediction, the fusion module uses this prediction to 
disambiguate input streams when there is more than one.  

V. USER INITIALIZATION APPLICATION 

The UIA is an introductory application that runs the first 
time a user initializes the system. When a new user is 
recognized, the UIA presents a step-by-step introduction of 
the system, acting as a tutorial on how to use the system and 
how to interact using the different modalities available. 
Another purpose of the UIA, as important as the one 
described before, is to expedite the user profiling procedure. 
It would not be feasible to ask each user of a mass market 
product to complete an extensive survey before using it. The 
UIA presents a much reduced set of questions and tasks to 
the user in order to allow the User Model to assign the user 
to one of the previously created profiles. Even though this 
does not allow for a profile perfectly fitted to the user, it is a 
good starting point for adaptation purposes, because the 
profiles described in the previous section were created from 
a large pool of representative users. Additional information 
collected during system usage is used to refine the user 
profile (run-time adaptation). 

The tasks and metrics chosen for the UIA are the ones for 
which the resulting data is the most capable to assign the 
more appropriate profile to the user profile. They were 
selected from an analysis of the extensive survey data, taking 
into account the feasibility of gathering the data. For those 
instances where it was not feasible to gather the data in a 
living room environment, alternative sources were selected 
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and combined to estimate the required data. A description of 
these variables is listed below: Color Blindness: Plates 16 
and 17 of Ishihara Test [6] as it may classify among 
Protanopia, Deuteranopia and any other type of color 
blindness; Dexterity: We estimated Grip Strength and Active 
Range of Motion of wrist from age, sex and height of users 
following earlier Ergonomics research [2]; Tremor: We 
conducted earlier a test involving a Tablet device in 
horizontal position, and estimated tremor from the average 
number of times users need to touch the screen to select 
small buttons. Details of the study can be found in a separate 
paper [4]. Additionally, other tasks were chosen with the 
purpose of allowing users to personalize the system, while 
being a hands-on tutorial regarding new modality interaction 
and feedback configuration. The most relevant ones are the 
following: Modality Introduction: Self-explanatory videos of 
how to interact with each modality, followed by “do-it-
yourself” tasks; Button and Menu Configuration: Button 
size, and font and background color configuration; Cursor 
Configuration: Cursor size, shape and color configuration; 
Audio Perception: Hearing capabilities and preferences. 

The UIA has a simple user interface, with a different 
screen for every task and metric identified above. Few 
buttons are presented per screen (preventing user confusion). 
Every screen preserves the same navigation model - an area 
with “next”, “previous” and “repeat” buttons, and another 
visually distinct area for presenting information and requests. 
For every metric to be measured, tests are presented as 
simple questions about preferences. Also, for every modality 
available in the system, a video introducing its use is 
presented, followed by the possibility for the user to try it 
out. A virtual character accompanies the user through this 
process, offering explanations and assisting the user in the 
personalization. As the user goes through each task and 
preference setting, the UIA adapts itself to the preferences 
already manifested. For example, if user manifests 
preference for big, blue buttons with yellow text, all buttons 
will be presented with those settings from that moment 
onwards. It is worth pointing out that the results of our 
previous study are reflected in the UIA’s design: high 
contrast colors, big, centered and well-spaced buttons, etc. 

VI. STUDY DESCRIPTION 

The study’s main goal is to assess the acceptance of 
adaptation and multimodality by elderly users when 
interacting with TV based applications. We do this by 
addressing several questions related with the UIA, 
multimodal interaction and adaptation, and GUIDE in 
general. Regarding the UIA: first we want to measure the 
efficacy of this application in discovering the relevant 
characteristics of users and assigning user profiles; secondly, 
we want to evaluate how understandable the UIA is in terms 
of its goals and the instructions it provides; and finally, how 
easy it is for elderly to interact with this application, or if 
they would do it if it was part of their daily lives. Regarding 
multimodal interaction, we want to assess which modalities 
are the most used by elderly in a realistic TV interaction 
scenario. In what relates to adaptation, the goal of this study 
is to understand if users perceive it and if they are more 

satisfied using UIs adapted to their characteristics than non-
adapted versions of the same applications. Lastly, regarding 
GUIDE in general, we want to measure its acceptability and 
if elderly users perceive improvements in their quality of life 
just by using this system. 

A. Development of a Realistic EPG 

Similarly to the UIA, we used the knowledge gained in 
the first study to develop an Electronic Program Guide 
(EPG) application and focused on the engagement between 
users and a realistic TV interaction scenario. By developing 
this application we wanted to validate previously developed 
notions about elderly users interaction. For instance, do users 
favor alternative and multimodal ways of interaction with the 
TV or when they are in the presence of a realistic application 
they prefer the traditional interaction devices, like a remote 
control? 

The development of this application started with mockup 
designs, which were then reviewed and approved by experts 
in the development of TV and STB applications. Later all 
elements were implemented using HTML, JQuery, CSS and 
JS languages. The EPG had real information about channels 
and respective schedules and shows, to confer more realism 
to the application. Adapted versions were developed to fit 
each user profile. Output modalities, including the Virtual 
character, were made available and selected according to the 
user profile. 

B. Participants (Pre-Survey) 

We recruited 40 elderly people (24 female and 16 male) 
with different age-related disabilities. Users were recruited in 
two countries, with 21 participants (14 female and 7 male) 
being recruited in Spain and 19 participants (10 female and 9 
male) in the UK. The average age was 70.9 years old and the 
different user profiles were assigned to the participants in the 
following manner: 14 users with profile A, 22 users with 
profile B, and 4 users with profile C. As the non-adapted 
version of the EPG was developed already addressing 
accessibility issues, each of the profiles reflected few 
adaptations. All users participated voluntarily and all 
activities involved in this study were safeguarded from the 
ethical point of view.  

C. Apparatus 

The study was conducted in two locations (Spain and 
UK). Efforts were directed to create similar environment and 
technical conditions in both labs. Trials were conducted by 
usability experts. Users were given freedom to interact (the 
trial conductor would only intervene when really needed, or 
user asked for help). In what concerns the technical setup 
and specification, different modalities of interaction were 
configured: pointing resorted to the use of a Microsoft 
Kinect; for speech recognition we used the Loquendo SR 
engine; a simplified remote control, with less buttons than 
traditional ones and capable of controlling pointer 
coordinates using a gyroscopic sensor was made available; 
an iPad was used for tablet interaction; and a full 1080p 
HDMI TV with integrated speakers and a 32’’ screen was 
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used for visual and audio output. User interactions and 
answers were video recorded. 

D. Design and Analysis 

We used a within-subjects design where all users ran the 
UIA and were evaluated in both adapted and non-adapted 
settings. The order in which they performed both versions of 
the EPG was randomized to counteract learning effects. 
Qualitative analysis was retrieved from the pre, intermediate 
and post-questionnaires. Quantitative data was retrieved 
from the UIA (user profile and interface preferences). 
Herein, we discarded quantitative measures like trial errors 
and time as the trials followed a semi-supervised 
methodology: the participants were motivated to perform the 
tasks on their own but they were free to ask questions when 
they felt lost. Wilcoxon Signed rank tests were used in 
comparisons to subjective measures between both versions 
of the EPG. Whereas to binomial measures, Mcnemar’s was 
performed. Cohen’s Kappa was used to assess the inter-
reliability of the profile ratings. 

VII. RESULTS 

The goal of this study was to make a preliminary 
assessment of our adaptation approach for interacting with 
the TV. We focused our attention on how well we are able to 
interactively retrieve information about the user and generate 
adaptations accordingly. We start by analyzing how well our 
UIA is able to profile the users along with an assessment of 
the initialization interface itself. Then, we analyze how the 
users interacted with the different modalities and their 
acceptance of the multimodal concept. To end, we evaluate 
subjective acceptance towards adaptation and GUIDE in the 
overall. 

A. Discovering Elderly Profiles with UIA 

Our take for adaptation relies on a User Model fed by the 
UIA. All participants in our study performed both the pre-
survey and the UIA. Twenty-nine out of forty profile 
assessments were performed similarly by the two methods 
(74%). The interrater reliability between the profiles 
assigned with the pre-survey and the UIA was found to be 
Kappa = 0.58 (p <.0.001), revealing a moderate agreement 
[15]. It is relevant to notice that the UIA enables the user to 
input preference values, something that goes beyond ability 
profile. This is likely to explain part of the mismatch (e.g., a 
user with no visual impairments is likely to prefer a higher 
contrast button when he is confronted with such an 
hypothesis). Another source of uncertainty may be the under-
statements by part of the users in the pre-survey. Indeed, in a 
questionnaire it is likely that part of the users fail to 
acknowledge some limitations while they clearly state them 
when confronted with an interface with options to surpass it. 
A deeper understanding of the mismatches that are not 
created by these observed flaws can only be retrieved in a 
more extensive evaluation by analyzing how both 
methodologies enable the users to improve performance. 

B. UIA evaluation by the Elderly 

As mentioned before, we have reproduced a realistic 
EPG and have focused our attention on improving its overall 
accessibility. Conversely, we have included the UIA, a 
component the users are not used to. It is important to assess 
how the users see this component and if they are willing to 
use such a thing to improve their performance.  

The participants took between 12 and 37 minutes to 
complete the UIA (M=22.8, SD=5.9). Once again, although 
they were discouraged to engage in long dialogues the 
participants were free to express their opinions and doubts 
during the UIA which increased the time to finalize the 
process. The UIA classified 16 people as profile A, 20 as 
profile B, and 4 as profile C. Table 2 presents the subjective 
ratings given by all the participants to the questions posed. 
Regarding the understanding of the purpose of the UIA 
(Question 1), 9 out of 40 (22%) did not understand the 
purpose of the UIA. This indicates that such a process should 
be better motivated or else it will be likely ignored by the 
users. In line with this, 11 out of 40 (28%) stated they would 
skip the process if they had the system at home (Q2). Five 
participants stated to find the process too long while four 
other were neutral about it (Q3) All the remaining thought it 
was neither too long nor tiring. Most users (35) thought the 
UIA was easy to follow and understand (Q4). Regarding the 
adaptations felt during the UIA (Q5), 26 participants stated 
to have noticed them. This is easily explained as 16 
participants were classified as profile A which means they 
had little or no adaptations done during the UIA. In sum, the 
users seem positive towards the UIA (Table 2) although it is 
clear that it should be well motivated and accompanied. 

Table 2: Subjective ratings of the UIA 
Question about the UIA  Median IQR

Have you understood why we do the UIA? [1 ‐ Yes ; 2 ‐ No]  1  0 

If you have had the system at home, would you go through 
it or skip it?  [1 ‐ Would do it ; 2 ‐ Would skip it] 

1  1 

Do you think the UIA is too long? [1‐ Yes;2 ‐ Neutral;3 ‐ No]  3  0 

Were the instructions easy enough to understand? [1 ‐ Yes; 
2 ‐ No] 

1  0 

Did you notice any changes in the application while you 
were using it? [1 ‐ Yes ; 2 ‐ No] 

1  1 

C. Evaluating Multimodal Interaction 

One of GUIDE’s main concepts relies on offering a set of 
modalities to the elderly population to fit their different 
profiles and abilities. In this study, in the Adapted setting we 
allowed the participants to perform the tasks with any of the 
previously described modalities. After each task, the users 
were asked about their preferred modality. Figure 1 presents 
their preference count after each task. Overall, it shows that 
both Speech as Tablet interaction were seen as positive 
improvements for interacting with the EPG. Conversely, the 
standard remote is seen by a part of the users as a safe option 
which they are not willing to trade easily. The gyroscopic 
remote was mildly used while pointing at the screen was the 
least preferred unimodal option. The users were also able to 
use Pointing and Speech together but this option was not 
revealed as interesting. This may be due to the complexity of 
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using more than one modality and the reduced timespan of 
training. Further, the simplicity of the tasks is likely to be 
fitted with simpler selection approaches while a multimodal 
option is directed at more complex tasks. Nonetheless, given 
the population and the overall goal of simplifying processes 
and the aforementioned trends, it seems reasonable to 
suggest that a variety of unimodal interfaces seems to be 
adequate to fit the users’ needs and preferences. Interestingly 
enough, when explained the modalities available in the 
adapted version, most users stated that they would stick with 
standard remote. Conversely, during the trials they showed 
interest in using other modalities.  

Looking at the order of the trials, those that ran the 
adapted version first seem to be eager to try out different 
modalities, particularly the gyroscopic remote, tablet and 
speech, while those that performed the tasks previously with 
the Non-Adapted version, use a more conservative approach 
in the Adapted setting, giving preference to Speech followed 
by the standard remote and the tablet and ignoring the 
remaining. 

In both scenarios, about half the users shifted their 
preference during the Adapted trial while the other half 
sticked with their initial preference (first task). Preferences 
also diverge between users from different profiles. 
Participants from Profile A (no adaptation) showed a 
predilection for both the standard remote and speech and a 
mild preference for using the tablet. All the other modalities 
were ignored. As to Profile B (medium adaptation level), 
participants showed a less consistent selection. The tablet 
was the most preferred modality but all the other unimodal 
approaches were seen as useful by part of the users. As to 
Profile C (high adaptation level), consistency was once again 
revealed with preferences going for both remotes, pointing 
and 
speech

 
Figure 1: Modality preferences by task 

This first analysis on how older people resort to non-
conventional modalities reveals acceptance of the underlying 
multimodal concepts: results suggested that the population 
does not reject the usage of other control interfaces if these 
are adapted to their profiles and the task in hand. Further, 
Age did not show a significant correlation with acceptance 
nor any observable tendency on the set of preferred 
modalities, suggesting that this overall acceptance is 
pervasive to the age groups in our sample. 

D. Evaluating Adaptation 

Subjective acceptance to EPG adapted and non-adapted 
versions was evaluated through a statement to classify using 
a five-point Likert scale (1-the system has not supported me 
at all; 2-the system has supported me only in some parts of 
the task; 3-undecided; 4- the system has supported me in 
almost all the tasks; 5-the system has supported me at every 
moment). A Wilcoxon Signed Rank Test revealed a 
statistically significant minor difference between the EPG 
adapted (Mode=4, IQR = 1) and non-adapted versions 
(Mode=3, IQR=2), z=-1.665, p<.1, with a medium effect size 
(r=0.37). Although not significant statistically, subjective 
acceptance of adaptation showed to be slightly higher by 
participants in profile C, suggesting that the adaptations 
(more noticeable) improved the relation between the 
participants and the interface. In-detail acceptance 
comparisons of icon and text properties (evaluated as a 
dichotomous response to the suitability of the property) in 
both adapted and non-adapted settings revealed no 
significant differences. Apart from the large number of users 
with no adaptation, the baseline EPG was already designed 
as an accessible version. This may be the reason for the 
participants to rate the non-adapted EPG as adapted to their 
needs as well.  

E. Evaluating GUIDE concepts 

The adaptation and multimodality concepts pervade the 
GUIDE project. These preliminary trials seeked to assess 
how older people would react to such an adaptable and 
flexible system. While the aforementioned behaviors 
suggested that both adaptation and a wide coverage of 
control interfaces were positively seen and felt by the 
participants, we questioned them directly about their 
opinions on GUIDE. To this end, we performed a self-rating 
post-questionnaire to assess their overall opinion about the 
system (5-point Likert scale) and their Behavioral Intention 
to Use the System (7-point Likert scale).  

Table 3: Subjective ratings to GUIDE, Median[IQR} 
Overall opinion about the system  Rating [1‐5]

Overall, I am satisfied with how easy it is to use  4 [2] 

I am able to efficiently complete the tasks using the system 4 [2]

I feel comfortable using the system  5 [1] 

It was easy to learn to use it  4 [1] 

Whenever I make a mistake, I recover easily and quickly  4 [2]

it is easy to find the information I needed  4 [1] 

The interface of the system is pleasant  5 [1] 

Overall, I am satisfied with the system  5 [1]

Behavioural Intention to Use the System (BI)   Rating [1‐7]

Intend to use GUIDE in the next semesters if I have access to it. 6 [2.5] 

Overall, all items were highly positively rated by most 
users (table 3). Regarding the opinion about the system, the 
overall satisfaction with it, the comfort and pleasure it 
guarantees were consistently highly rated as shown by the 
median and low dispersion. The ratings with slightly larger 
dispersions were about the easiness, efficiency and 
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recovering of errors of the system, although still on the 
positive end of the rating scale (Median 5, IQR = 2). This 
can be explained by technical errors with a small part of the 
users regarding both the speech recognizer and the tablet 
device (temporarily unavailable wireless access). These users 
were unable to complete the tasks as they desired which 
translated in the mentioned lower ratings. This, although it 
can be explained by a technical glitch, is a relevant lesson 
learned as an unexpected, even localized, flaw, particularly 
in an adoption phase, is prone to damage the user’s 
relationship with the system as a whole.   

When asked about their Behavioral intention, users were 
also very positive which can be observed by an overall 
median value of 6 in 7 regarding intention of use. Here, the 
dispersion is a little larger. Five participants, although 
enjoying and understanding the benefits of GUIDE, argued 
to be happy with their systems at home, and therefore were 
neutral about a change. Only two participants showed to be 
unwilling to adopt GUIDE: one of the users showed 
preference to use the tablet for all tasks and experienced the 
aforementioned technical glitches which can explain his 
position; the other user did not have a TV at home, did not 
show an interest in having one, and presented an overall 
attitude towards technology (“I do not like technology”). 
Interestingly enough, he did not resort to conventional 
interaction modalities. 

VIII. DISCUSSION 

Upon analyzing the UIA process and its impact on 
adaptation along with the usage of the GUIDE system and its 
underlying concepts, we answer our research topics as 
follows: 

A. Deriving a suitable user adaptation profile through the 
UIA.  

The UIA aims at creating a user profile by performing a 
simple set of questions and interactive tests. Results showed 
that the UIA is able to match profiles obtained with an 
extensive survey in 74% of the cases. Further, the UIA 
showed to be more realistic than its paper-based counterpart 
as data is likely to be more accurate when the users are faced 
with their limitations rather than just being questioned about 
them. Moreover, the UIA gives space for preference and 
subjectiveness. In sum, we consider that adapted TV 
applications based on simple initialization profiling are 
feasible and likely to improve over traditional 
methodologies.   

B. Acceptance of the UIA.  

The UIA took over 12 minutes, averaging around 23 
minutes. This amount of time can be discouraging for an 
elderly user if the benefits are not clear. Taking in 
consideration that it is supposed to be ran only once, the 
participants showed to be very positive about it. This is 
supported by the almost general understanding of the 
purpose of the UIA: they understood the benefits of such an 
application and perceived the adaptations during the process. 
Most participants (35) considered the application easy to 
follow which indicates that although the concepts underlying 

the creation of the user model are complex, the interface to 
generate it is not. 

C. On perceived adaptation.  

Our analysis on adaptation is restricted to the subjective 
understanding and acceptance of the created profiles and 
consequent adaptation. Results showed that participants 
perceived the adaptation both during the UIA and the 
adapted EPG tasks. Also, those that were subject to 
adaptations rated the adaptive version as an improvement 
over the non-adapted one. The baseline EPG was already an 
improved accessibility-wise version over traditional EPGs, a 
fact that may have reduced the impact of the adaptations in 
such a short term evaluation. The impact of these adaptations 
needs further longitudinal evaluations supported by 
quantitative measurements to be further assessed. 
Nonetheless, the participants showed to be positive about the 
adaptations, which is relevant as a requirement for adoption, 
particularly in an elderly population. 

D. On Multimodality.  

It is commonplace to underlook the elderly population as 
one that is attached to traditional methods and unwilling to 
adopt new technologies. We acknowledge that the adoption 
of new technologies by the elderly is not straightforward and 
needs to be supported and accompanied. In this study, the 
participants showed to be eager to try new methodologies 
and experience their benefits over traditional counterparts. 
Speech recognition and interacting with the Tablet were tried 
during the tasks by most users and together achieve over 
50% of the participants’ preference. On the other hand, more 
conservative users, although resorting to other modalities 
when they saw fit, selected the standard remote as their main 
control interface. Providing an enriched set of modalities 
showed to fit the different user profiles. In that sense, 
multimodality seems to provide the flexibility argued in our 
motivation. Conversely, the unique multimodal option 
provided (Pointing + Speech) failed to prove the 
combination of modalities as useful for the target population. 
This may be due to the difficulty (easy) of the tasks in hand.  

E. Overall acceptance of GUIDE. 

Participants showed an overall positive acceptance 
towards GUIDE. Some participants stated that their EPGs 
were difficult and would desire a simpler system. They saw 
it in GUIDE. The avatar in the UIA was seen as a friendly 
helper and the overall usage of the EPG was considered 
simple and comfortable. Moderate opinions were given only 
in extreme cases of technology rejection (1 user) and 
technical glitches that disabled the users from completing the 
tasks as desired (inability to use their preferred interfaces). 
Participants stated to be interested in using GUIDE if it 
would be made available 

IX. CONCLUSIONS 

New interaction paradigms, supported by new modalities 
and applications, are transforming a classical appliance that 
is the TV. If not handled properly, this transformation can 
increase the access barriers to TV content for elderly users. 
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In this paper, we assessed several of the proposals that the 
GUIDE project puts forward in order to increase the 
accessibility of TV applications. GUIDE aims to provide 
application developers with a multimodal adaptive 
framework and a set of functionalities that will increase their 
products’ accessibility, without demanding major changes in 
their development process. The assessment was based on a 
user trial, with 40 participants from two different countries. 

Being an adaptive framework, it relies on knowledge and 
information about users. We described how the GUIDE User 
Model was built and how it integrates with the framework. 
Essential for the integration, is the UIA, a process that 
streamlines user profile identification, based on short number 
of tasks and questions. We present an assessment of the 
efficacy of this process, concluding that it is possible to 
reliably identify user profiles, while also recognizing ways in 
which to further improve the process. From the user’s point 
of view, the process motivation was understood, and it was 
considered easy enough, although also here we were able to 
find ways to improve it. 

Being a multimodal framework, it makes use of several 
input and output modalities. The paper assessed the usage of 
these modalities in the context of a realistic EPG application. 
Conversely to what could be expected, the traditional remote 
control was not the most favored modality, being surpassed 
by speech and tablet as preferred modalities. Effects of 
adaptation on this application, in spite of an already 
accessible non-adapted version and the limited amount of 
interaction time with it, achieved a statistically significant 
minor difference between subjective acceptance of adaptive 
and non-adaptive versions. 

These results, together with the positive acceptance of the 
GUIDE concepts and their expected impact in the quality of 
life of its users, validate the approach followed so far and 
pave the road for the project’s future developments, which 
will be verified in a longitudinal trial for better assessing the 
effects of adaptation 

A. Relation with the Previous Study.  

Regarding the use of modalities, speech interaction was 
singled out as the most attractive modality. In the first study, 
a Wizard-of-Oz approach was used to replace the speech 
recognition engine, and we questioned how that might have 
contributed to the results. In this follow-up study, where a 
speech recognition engine was used, we can see that speech 
remains the preferred modality, overcoming any technical 
issues that might be raised. It seems safe to say that speech 
plays an important role in promoting the adoption of these 
systems, and efforts to ensure its adequate operation are 
justified by the satisfaction it provides users with. Tablets, 
although not fully integrated with the system in the initial 
study, collected a positive response from participants, with 
92% of them considering interacting with a TV using the 
Tablet. This tendency was confirmed in this study, with 
Tablet interaction being the second most used modality to 
interact with the EPG. Finally, regarding the clustering 
process, by increasing the number of users available we have 
updated the profiling process, which resulted in a more 
accurate representation of the users’ characteristics and a 

more precise identification of the relative importance of each 
variable. For example, contrast sensitivity is now more 
relevant than the capability of seeing at distance or at night, 
and grip strength is now more relevant than any other motor 
related variable. 
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Abstract—Web applications and sites are designed to use 

keyboard and mouse as input devices and a medium resolution 

screen as output device. Mobile devices, such as smartphones 

and tablets, have enough computation power to render Web 

pages, allowing browsing the Internet. But, their main 

interaction style is touching style that was not usually 

considered in the Web applications design. Changing the 

platform or interaction style can lead to interaction problems. 

To study these problems, we investigated the use of TelEduc, 

an e-Learning environment designed to Internet and to be used 

with keyboard and mouse, in two touchscreen devices, a 

smartphone and a tablet. Some problems are usability 

problems and do not have relation with the platform or 

modality, but other problems are related to the platform or 

modality changing.  

Keywords-Mobile devices and services; Interfaces, 

interactions and systems for distance education; Interface 

evaluation; Usability testing and evaluation;  

I.  INTRODUCTION 

Devices, such as smartphones and tablets, are becoming 
increasingly popular; most of them have touch screen 
displays, access to the Internet and enough computing power 
to process Web pages. So, Web sites and Web applications, 
initially developed to be used with keyboard, mouse and a 
medium size display, are been accessed by small touch 
screen devices. 

One kind of Web applications is e-Learning 
environments, as Moodle [1], SAKAI [2] and TelEduc [3], 
which are applications with tools to support teaching and 
learning activities though the Web. These tools allow users 
to create content, communicate with other users and manage 
the virtual space. 

These environments take advantages of the Web to offer 
content with text, images, audios and videos in a hypertext 
document. Tools like chat, forums, portfolios, repositories 
are widely used, and tools that explore the audio and video 
resource to user communication, such as instant messenger 
and video-conferences, are becoming common among the 
environments. 

Since smartphones and tablets are easy to carry, have 
autonomy for hours and Internet access, the e-Learning 
environments´ development teams are building solutions to 
provide access on mobile devices. Three kind of solution are 

emerging: specific device application, Web site specific for 
mobile devices, and improve the Web site for mobile and 
desktop access. 

Browsing Web site using another device (last two 
solutions), the user can deal with some problems related with 
the platform changing (e.g., from desktop´s browser to 
smartphone´s browser), but some problems happen due the 
interaction style changing (e.g., keyboard, mouse and 
medium screen to a small touchscreen). We call these 
problems as cross-platform interaction problem and cross-
modality interaction problems, respectively. 

So, which cross-platform and cross-modal interaction 
problems users deal? How to categorize a problem? 
Thinking about this question in the e-Learning context, we 
developed this work. Though a user interface analyze by a 
specialist using a smartphone, a tablet and a desktop, we 
found some problems to browsing TelEduc using two 
touchscreen devices: a smartphone and a tablet. These 
problems were classified into categories: cross-platform 
problem, cross-modality problem, and platform and 
modality- independent problem. 

The next Section describes related works. Section III 
presents the TelEduc Project with a brief historical view, the 
tools and features of TelEduc e-Learning environment. 
Section IV shows the material and method adopted. Section 
V describes some identified interaction problems, and, in the 
Section VI, these problems are classified into the three 
described categories. Section VII presents conclusion and 
future works.  

II. RELATED WORK 

The e-Learning environments´ development teams are 
building solutions to provide access on mobile devices. 
Three kind of solution are emerging: specific device 
application; Web site specific for mobile devices; and 
improve the Web site for mobile and desktop access. 

Building specific device application allows designing a 
suitable user interface for the device and taking advantages 
of smartphone´s features, such as touchscreen and camera, 
but needs develop an application for each mobile platform, 
so to be developed needs specific knowledge programming 
team and increases the code lines number to maintain.  
Moodle community offers the Moodle App [4] and Moodbile 
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[5], two native mobile applications with versions for the 
most popular smartphone´s platforms. 

Moodle, since version 2.1, offers a Web site specific to 
mobile devices, an example for the second type of solutions 
for access e-Learning environments in mobile devices. 
Building a specific Web site to mobile device allows 
designing a suitable user interface for mobile devices taking 
account some common characteristics, such small 
touchscreen, but depends of the browser to access some 
platform features, such GPS, and increases the code lines 
number to maintain too.  

The latter solution considers that smartphones and tablets 
have enough computational power to render Web pages and 
to do some adaptation if it is necessary, and offer the same 
user interface for any device. To design this kind of user 
interface it is necessary to do some usability studies to found 
barriers or user interaction problems. Disadvantages of this 
solution are to depend of browsers to use the mobile features 
and the difficult of consider many interaction styles in the 
same user interface.  

This solution can start from a user interface design model 
for desktop and be improved to consider mobile devices. So 
in the initial design was designed thinking the user will 
interact by keyboard, mouse and medium size display and, 
allowing users accessed these applications on mobile 
devices, there is an increasing of interaction styles number, 
such touchscreen. With the interaction hardware changing 
the user deals with new interaction problems. Shrestha [6] 
points out some problems when the users try to use mobile 
devices to do specific tasks into Web sites designed to 
desktop, so the mobile Web browsing experience needs to be 
improved to a more mobile friendly Web site and some 
mobile browser improvement (here we consider browser as 
one platform characteristic).  

Shrestha [6] considered mobile devices equipped with 
joystick and a small screen. Maurer et al. [7] did some 
usability studies using touchscreen mobile devices and 
desktop for browsing in Web sites, shows that “more and 
more people prefer using original content instead of the 
mobile version, especially for users of new generation 
mobile devices like iPhone and Android phones”. Another 
result of this work was the users prefer to use the standard 
Web site instead of tailored mobile versions of Web site. But 
Schmiedl, Seidl and Temper [8] have a different opinion; in 
their research they conclude most of the users still prefer 
tailored versions. Kaikkonen [9] shows that the standard and 
the tailored Web sites are both used but for slightly reasons. 

Considering only the e-Learning environment context, 
we agree to Maurer et al. [7] when they argue the user prefer 
to use the standard version instead of mobile version of Web 
site, and this is one of the motivations of our work to study 
the third kind of solution to access e-Learning environment 
using mobile devices. 

Here, we studied the use of touchscreen devices into e-
Learning environments and distinguish the problems into 
categories. Shrestha [6] studied the use of joystick and a 
small screen to browsing into some Web sites, while Maurer 
et al. [7] considers touchscreen devices. All these researches 
point out some interaction problems, but do not classify them 

if they happen due the platform changing or due the 
interaction changing.  

III. TELEDUC E-LEARNING ENVIRONMENT 

The TelEduc is a teaching and learning environment 
developed by the Nucleus of Applied Informatics in 
Education (NIED) and the Institute of Computing (IC), State 
University of Campinas (UNICAMP), and adopted in several 
public and private institutions, like UNICAMP through 
Ensino Aberto project [10]. 

The TelEduc environment was conceited in the end of 
90, born with the Cerceau´s Master dissertation (1998), with 
professor Heloísa Vieira da Rocha as advisor, applying 
constructivism theory [10][12] in situated learning [13] or in 
contextualized learning [14] for teacher´s continuance 
formation. In 2001 February, the first free version was 
released over GNU General Public License (GPL), an 
unprecedented fact in the Brazilian Educational Software 
scenario. Many public and private institutions adopted the 
TelEduc as platform, increasing the TelEduc user’s 
community, and consequently, the development demand. 
This fact culminated in the release of TelEduc version 3.0 in 
March 2002. The version 3.0 was completely redesigned and 
optimized, reason for TelEduc project was awarded by 
ABED (Brazilian Association for Distance Education) in the 
“Research and Development about Distance Learning” 
category. In August 2011, TelEduc version 4.3 was released, 
with its user interface redesigned to improve user tasks and 
be more similar than popular Web sites. 

TelEduc is a system that aggregate administration, 
management and communication tools designed to support 
teaching and learning activities. Some tools allow users to 
create content, other ones allow synchronous or 
asynchronous communication among users, and manage 
participants and courses. The course page of TelEduc 4.3 is 
structured in two parts: the left one (Fig. 1a) has a list of all 
tools available and in the right one (Fig. 1b) the content of 
the selected tool. 

In the course showed at Fig. 1a, the teacher dispose the 
Course Dynamic, Agenda, Readings, Support Material, 
Activities, Chat, Mail, Discussion Forum, Frequently Asked 
Questions, Portfolio, Groups and other tools available. Fig. 
1b shows the user interface to visualize a Support Material 
item, where the teacher can change the title, content, attach 
or remove files or links and see and write comments, and the 
student can see the item, download the attached files and 

 (a)                                                      (b) 
 

Figure 1. Height difference between menu items (a) and Support Material 
items (b).   
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visit the posted links. 
Agenda is the ongoing course home page and shows the 

course´s program for a given period (daily, weekly, etc.). 
Agenda is an important tool because organize the activities 
that must be done in a specific period, similar teachers do in 
the beginning of a presence class. 

The Support Material is a tool that provides an area for 
file storage and sharing among course participants, named 
Support Material Area. To store an item in this area, the user 
needs to be a coordinator or an instructor. When the user 
stores an item in support material area, she can specify the 
sharing type: i) not shared; ii) shared only with users who 
have instructor role; or iii) shared with all participants. Users 
with student role can access the stored items published with 
all participant sharing type, read their content, visit their 
links and download their attached files. 

The Readings, Activities and Frequently Asked 
Questions tools have similar features and user interface with 
Support Material tool, but different purposes. Readings tool 
is used to publish relevant documents, like books, 
magazines, news and articles. The Activities tool is an area 
to publish activities to the accomplished during the course, 
like home work descriptions. The Frequently Asked 
Questions tool contains a list of the most frequently 
questions done by the participants during the course and their 
respective answers. 

Tools like Discussion Forums and Mail are used to 
participant communication, supporting text message 
exchange in asynchronous mode. To synchronous 
communication, there is the Chat tool, its features is similar 
to Web chat sites. 

The Portfolio is a communication tool that aims to 
promote the collaboration among participants through the 
sharing of “items” (documents, presentations, programs, 
links, etc.). So the Portfolio tool provides an area to item 
storage and sharing for each participant (user or group of 
users) within a course. 

The Bulletin Board tool is a dedicated space where all the 
participants can post information considered relevant to the 
course content. 

The Agenda, Activities, Support Material, Readings, 
Bulletin Board, Discussion Forums, Mail and Portfolio allow 
users to create text content using a text editor, the CKEditor 
[15]. CKEditor is a third-party WYSIWYG text editor to be 
used inside Web pages, bringing to the Web application 
common editing features found on desktop editing text 
applications, but CKEditor version 3.3 does not work on 
mobile devices. In [16], we studied some problems in use of 
third-party software on TelEduc to create and to visualize 
documents, describing that mobile compatibility needs to be 
considered to not prejudice mobile users. 

The Agenda, Activities, Support Materials, Readings, 
Mail and Portfolio tools allow attaching files into them items 
in similar way: the user clicks in the “Attach File” button, 
select the file to be attached using a dialog and, after the 
click on the save button, the file is uploaded. 

To provide content, TelEduc uses the Web infrastructure, 
more specifically, hypertext with images, links, audios and 

videos. All these media can be published as content in tools 
like Agenda, Support Material and Readings.  

Since the e-Learning environments need to be easy to use 
for users with different levels of Web experience, the 
usability is an important nonfunctional requirement. TelEduc 
was designed in an iterative design-evaluation process to 
have good usability and the user interface does not impair 
teaching and learning activities, so many usability 
evaluations were done. The accessibility is another 
nonfunctional requirement desired for TelEduc, to allow 
impaired people to use the environment without meet 
barriers or obstacles. 

TelEduc was designed to use a mouse and keyboard as 
input devices, and a medium screen size as output device. 
TelEduc is better visualized into 1024x200 pixels screen 
resolution. Visualize it into a lower screen resolution cause 
some user interface problems like dispose interface 
components in wrong position.   

Since the e-Learning environments are available on the 
Internet, this software can be accessed by smartphones and 
tablets nowadays and the developers need to study how to 
allow all features into these devices. Access the environment 
in anywhere and anytime is one of the biggest attractions, but 
research is necessary to have a user interfaces with high 
usability and good user experience. To reach it, it is 
necessary identify cross-modality problems when TelEduc is 
used in touchscreen devices. 

IV. MATERIALS AND METHOD 

To investigate which problems happen when the users 
use mobile devices to browsing a Web application, we 
adopted the following method: a human-computer 
interaction (IHC) specialist, using a touchscreen device, 
accesses the Web application and collect interaction 
problems. To each collected problem, the specialist checks 
which ones from the three devices the problem happens and 
so classified into the categories: platform and modality- 
independent problem, cross-platform problem and cross-
modality problem. 

We used a Motorola Milestone smartphone [17] and a 
tablet PC [18]. The Motorola Milestone has a 3.7 inches 
multitouch display with 133MB internal storage memory 
expansive up to 32 GB with a memory card, 600 MHz 
Cortex-A8 processor and 256 MB RAM, a 5MP camera, 
GPS and wireless connection by Wi-Fi 802.11 b/g and 
bluetooth. Android 4.0.3 [19] was used as operation system 
(OS). Motorola Milestone has a proximity sensor, an 
ambient light sensor, a 3-axis accelerometer and a 
geomagnetism sensor to provide orientation with respect to 
Earth´s magnetic field. To browse in the Web application, 
the specialist uses the Android stock Web browser. The 
proximity sensor and the accelerometer can be used to 
interact with applications, but the stock Web browser does 
not use these features as an input device. Only the 
touchscreen was used as input device. 

The Tablet PC is a computing device designed to 
“imitate” a notebook, allowing the user interact with a pen. 
Resuming, the Tablet PC has the following hardware 
characteristics: (i) Pen sensitive screen; (ii) Screen that 
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allows different positions; (iii) Wireless network access by 
WLAN and bluetooth technology; (iv) Microphones and 
embedded loudspeakers; (v) Keyboard (some models the 
keyboard are detachable); (vi) Batteries. 

In this exploratory study, we used a HP TouchSmart 
TX2-1040br, a 2.2 GHz dual-core processor computer with 3 
GB RAM and a 12” touchscreen. The installed operation 
system was Windows Vista with Portuguese manuscript 
recognizer. This model has the design similar to HP laptops 
but it is equipped with the described hardware for Tablet PC. 
To the study case, the specialist only used touch in the 
interaction; she did not use the Tablet PC´s keyboard or pen. 
Chrome browser version 22.0.1229.94 m [20] was used to 
navigate through Web application. 

To classify the problem, the interactions in the three 
devices were compared (Fig. 2). If the problem appears in all 
devices, the probably of the problem be a platform and 
modality- independent problem is high. If the problem only 
happens in touchscreen devices, the probably of the problem 
be a cross-modality problem is high. But if the problem only 
happens in smartphone or only in tablet, maybe it is a cross-
platform problem. So, to distinguish cross-platform problem, 
cross-modality problem and platform and modality- 
independent problem we needed to use these three devices. 
The Tablet PC and Desktop have the same platform 
(Widows Vista and Chrome). Tablet PC and the smartphone 
are both touchscreen devices and different platform 
(smartphone uses Android). 

V. INTERACTION PROBLEMS 

The specialist, using both touchscreen devices, found 
some interaction problems. An overview of the main 
problems is presented in this section. 

A. Problem 1: Fat Finger Problem 

At TelEduc, the tools available to be used in a course are 
listed in a menu disposed in the left side, and each tool is an 
option in this menu (Fig. 1a). TelEduc uses vertical lists not 
only for the tools menu, it uses vertical list to shows items to 
choose, e.g., in Support Material tool, each item is an option 
in a vertical list (Fig. 1b). An option in items lists (36 px) is 
higher than an option into tools menu list (23 px). This is a 
small difference, but the specialist points out problem to 
select a tool into the menu. Due to the small option menu 
height the specialist had problem to select a tool, triggered 

the upper or down one, but this problem happen because the 
touched area is bigger than the clicked area when the user 
uses a mouse. This problem is called fat finger problem [21], 
when a user tries to acquire a target, the center of the contact 
area tends to be located a couple of millimeters off the target 
location—typically “below” the target [22]. 

The observed fat finger problem happens in both 
touchscreen devices, but more into smartphone probably due 
to page adaptation to show all content in the screen. The 
specialist observed the problem happens more into menu 
selection, because the space among menu items are not 
enough too large. The specialist observed the problem did 
not happen when selecting an item in the Portfolio or 
Support Material tool, probably because the distance among 
the items. 

B. Problem 2: Mouseover functionality 

TelEduc have My Course link to see the enrollment 
courses the user are and go to the Courses page. In desktop, 
the user can see the enrollment courses putting the mouse 
pointer over My Courses option, localized in screen right-top 
(Fig. 3a, the courses name is in Portuguese). If the user clicks 
in My Course link, she goes to Courses page. Touch screen 
devices does not show this menu since there is no mouseover 
action (Fig. 3b, the Agenda content is in Portuguese), and 
when the user try to see the enrollment courses, she triggers 

(a) 
 

 
(b) 

Figure 3. Position of the My Courses menu (a) on Desktop and  
(b) on smartphone, the user cannot trigger the menu. 

 

 
 

Figure 2. Categories of identified interaction problems on used devices. 
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the My Course link and goes to the Courses pages. 
This problem happens due the JavaScript mouseover 

function. It is common in Web applications the use of 
JavaScript to improve their user interfaces. But, some 
features of the JavaScript can cause interaction problems, 
like the mouseover function. The Android stock Web 
browser on smartphones makes a map between user´s action 
to browsing event, but there is no valid mapping to activate 
the mouseover function, since the used devices do not 
identify finger proximity, so it is not possible to have a 
feature similar to mouseover to do with the finger. The same 
problem happened on tablet. 

Some of features in Table I are triggered by gesture. 
Using gesture into touchscreen devices the user can go 
forward, backward, scroll up and scroll down the page. 

C. Problem 3: Gestures 

Motorola Milestone and HP Tablet PC allow user 
interaction using gestures. To browse using these devices, 
the user can use one or two fingers and make gestures.  
Default gestures are to zooming; scroll up and scroll down a 
page; forward and backward pages; and select, copy and 
paste text. For novice users, it is not clear how to make the 
gesture. This is a discoverability and visibility problem as 
Nielsen and Norman related [23]. 

But, the user does not add specific gesture to use with a 
Web application, and the Web application cannot add 
specific gestures to user browser. This limitation does not 
allow TelEduc have gestures to create a new portfolio item, 
to select some Mail message or to delete a Support Material 
item. Since gestures have the promise to brings a powerful 
interaction [24], the Web application does not get all the 
promised potentiality, and the users gesture are limited to 
scroll up or scroll down a page; forward or backward pages; 
zooming; and select, copy and paste text. 

D. Problem 4: Device features 

Android platform specification defines four physical 
buttons: Back, Menu, Home and Search. Android platform 
allows developers customize the reaction of these standard 
buttons, like use search to find in application data or show 
the application menu instead of the default menu. This is one 
of the differences between Web applications and Android 
applications. Web applications do not have this possibility, 
and the action buttons are defined by the Web browser. So 
the search button, instead of searching into Web application 
data, opens the URL field (search a page). 

Smartphones have a lot of features and the Web 
application cannot use. The specialist tried to post a photo 
and a video in her Portfolio, but the browser does not upload 
them and does not show a message error. 

E. Problem 5: Third-party text editor 

TelEduc uses CKEditor to allow users write rich text 
instead of simple plain text (Fig. 4a). But CKEditor does not 
work in Android devices (Fig. 4b), but works in the tablet.  

F. Problem 6: menu activation 

TelEduc menu item is only activated when the user click 
in the menu item text, a little different from the computers 
menu interaction. This difference is easy to understand when 
browsing in the menu, since the mouse pointer does not 
change when the pointer is over the menu item. In the case of 
smartphone and tablet, the user can try many times touching 
the space in front of the text to understand there she must tap 
the text.  

Table II summarizes the identified problems and the 
platform where they happen. The next section discusses and 
classifies these problems. 

VI. CROSS-PLATFORM AND CROSS-MODALITY PROBLEMS 

The fat finger problem (Problem 1), mouseover 
functionality (Problem 2), gesture integration (Problem 3) 
and menu activation (Problem 6) happened in both 
smartphone and tablet. Gesture integration can be classified 

TABLE II. IDENTIFIED PROBLEMS AND THEIR CLASSIFICATION 

 Problem Touchscreen 

smartphone 

Tablet 

PC 

Desktop Classification  

1 Fat finger 
problem 

yes yes no cross-modality 

2 Mouseover 
functionality 

yes yes no cross-modality 

3 Gesture 
integration 

yes yes no cross-platform 

4 Device 
features gap 

yes no no cross-platform 

5 Third-party 
text editor 

yes no no cross-platform 

6 Menu 
activation 

yes yes yes platform and 
modality-

independent 
  

 

TABLE I. MAPPING BETWEEN USER ACTIONS AND BROWSING EVENT IN 
THE ANDROID STOCK WEB BROWSER 

Browsing Events Using mouse Using finger 

Link activation Left button click Touch with one finger 

Menu drop down Right click button Touch with one finger 
and hold 

Scrolling text Mouse click over scroll 
component interface 

Touch with one finger 
and drag  

Zooming Not possible (needs 
change browser 
configuration) 

Touch with two fingers 
and spread/pinch 

or double tap  

Select text Left mouse click over 
the text beginning and 
drag until the text end 

Touch with one finger 
over the text and hold, 
release and drag the 

selection text 
component 

Copy text Select the text, click on 
right mouse button and 

choose copy 

Select the text, click 
the option button and 

choose copy 

Paste text Right mouse button 
and choose paste 

Touch with one finger 
and hold, choose paste 

option 
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as platform problem, though it happens on both devices, this 
problem is not directly related with touch; this is a lack of 
functionality. Fat finger problem and the use of mouseover 
functionality were considered as cross-modality problems. 
They happened when the user interface, designed to be used 
with an interaction style, is accessed by different interaction 
styles. If the application was designed to be used with 
touchscreens, the designer would choose the suitable 
interface components size and the spacing among them, 
decreasing the occurrence of the fat finger problem. In the 
case of mouseover functionality, the designer would choose a 
better way to show the menu, e.g., when the My Course link 
is activated, the menu is showed instead of go to Courses 
page. 

Menu activation (Problem 6) was considered as platform 
and modality-independent problem, since the problem 
happened in desktop computers too, but when the user is 
using a smartphone the problem turns more severe and be 
easier to find. 

Device features gap (Problem 4) only happens in 
smartphone due the difference between the Android platform 
and Desktop Operating Systems. This problem was classified 
as cross-platform problem. 

The problem with no display the CKEditor (Problem 5) 
was classified as cross-platform problem. CKEditor works 

fine in the tablet, though the specialist has difficulty using a 
text editor. 

VII. CONCLUSION AND FUTURE WORK 

Almost Web sites and applications are developed 
thinking to be used with mouse and keyboard as input 
device, and medium size screen as output devices. But smart 
phones with touchscreen have enough computational power 
to access Internet, so these devices allow users browse into 
Web applications by touching. When a smartphone is used to 
access Web applications we can have modality and/or 
platform changing. 

Changing the interaction style or platform brings 
interaction problems, impacting on usability. Which 
problems, if we consider the software have good usability in 
desktop computers, appears when we used a non-specified 
interaction style to browse a Web application? And which 
problems are not related with the platform changing, just 
only with the modality changing? We call cross-modality 
interaction problems. We developed this work trying to 
identify cross-platform and cross-modality interaction 
problems using TelEduc, an e-Learning environment 
developed to be used with mouse and keyboard as input 
devices, in touchscreen devices. 

 
(a) 

 

 
(b) 

 

Figure 4. Position of the rich text editor in TelEduc a) the editor is displayed on Desktop and tablet PC and b) it is not displayed on Android-based devices. 
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To identify problems, a HCI specialist analyzed the 
interaction and observed problems, classified them into 
platform and modality-independent problems, cross-platform 
problems and cross-modality problems. Through this work 
we prove software designed to be used with some interaction 
styles may have problems to be used with other interaction 
style. In this paper, we presented 6 problems to distinguish 
cross-platform and cross-modality problems, and show 
interaction problems that are more severe when the 
interaction style is changed. 

It is important highlight we used devices with limitation, 
e.g., the algorithm who decides which user interface 
component the user touched. The algorithm accuracy may 
prejudice the interaction problem identification. Disregarding 
these limitations, it is clear the need to a better integration 
between platform and Web applications to increase the user 
experience, gestures need be more explored when user 
browsing. 

Another important result is the perception of the 
changing interaction styles allows highlight existing usability 
problems. 

As future works, we planned to study solution for these 
problems, the relationship between the problem and the code 
and study cross-modality problems for other input devices, 
like pen. 
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Abstract—The objective of this study is to evaluate the 
effectiveness, usability and satisfaction of conventional devices, 
Nintendo Wii and XaviX, on upper extremity rehabilitation 
patients in Taiwan, and to summarize a guideline for 
improvement design of such devices. Twelve stroke patients 
were divided in three groups: (1) Conventional, (2) Wii, (3) 
XaviX groups. Eight senior occupational therapists were 
interviewed about the usage problems and additional needs 
related to the use of these devices. The results show that Wii 
and XaviX could be equivalent to conventional rehabilitation 
devices for improving upper extremity motor functions. All 
patients in this clinical trial were satisfied with using the digital 
gaming devices for rehabilitation. The suggestions for 
improvement design in game devices are as follows. For the 
software interface devices: (a) To increase difficulty and the 
response time levels of the games need adjustment, (b) To 
record movement data and game scores each time, some device 
for recording is needed, and (c) The games need a Chinese 
version of the software interface. For the hardware design: (a) 
The hand controller must be interchangeable for the users, (b) 
The controller should be adjustable to fit different hand 
dimensions of the patients, (c) The game and controller 
movements need to be designed to correspond to real-life 
activities, and (d) The controller's operation needs to be 
simplified. These proposed guidelines would be necessary in 
order to embody design improvements of the devices. 

Keywords- effectiveness; usability assessment; commercial 
digital game devices; stroke; upper extremity rehabilitation 

I. INTRODUCTION 

The current clinical upper extremity rehabilitation 
devices are mostly static and provide no feedback to the 
patients [1]. Patients easily feel bored while repeating the 
same activity, hence generating a negative attitude toward 
the therapy process [2][3][4]. In order to increase mental 
satisfaction and physical vitality in rehabilitation therapy, 
some therapists have tried to use the existing commercial 
digital game devices (CDGD)in rehabilitation and have 
found effective treatment outcomes in addition to enhancing 
the patient’s treatment motivation [3][5][6]. 

There are already many studies focused on digital game 
devices in rehabilitation such as Wii [2][3][5][6][8], 
Playstation EyeToy [5][8] and Kinect [4]. For example, a 
study examined the feasibility and safety of the Wii gaming 
system and compared it with recreational therapy in 
facilitating motor function of the upper extremity [7]. The 

results showed that Wii gaming technology represents a safe, 
feasible, and potentially effective way to facilitate 
rehabilitation therapy and promote motor recovery after 
stroke. However, some of Wii’s disadvantages were that 
stroke patients found the control of the handset buttons 
difficult and frustrating to use; however, this obligatory hand 
use improved gross motor dexterity. Stroke patients did not 
simply play Wii sports, rather the device was used as a 
rehabilitation tool with targeted and movement goals aimed 
at reinforcing appropriate and coordinated motor patterns [6]. 

These existing devices are originally designed for 
entertainment with normal people with healthy physical and 
action conditions, not intended for rehabilitation therapy 
purposes or for people with physical disabilities [5]. Further 
confirmation and evaluation is necessary to see if a digital 
game device can really meet the user’s usability needs in 
addition to its rehabilitation effectiveness. Usability testing is 
a method used to determine how easy a device is to use and 
to identify issues that must be addressed in order to improve 
the design and functionality of the device [9]. However, the 
usability of such devices for rehabilitation remains relatively 
rare [5]. 

Nintendo Wii and XaviX have been tested in clinical 
rehabilitation in several hospitals in Taiwan. However, 
whether the superiority of Virtual Reality systems can 
facilitate conventional therapy currently in use remains to be 
determined [2][10][11]. Further development is required to 
ensure that these devices are easy for patients and therapists 
to set up in a clinic and/or home setting [5]. Therefore, this 
study aimed to evaluate the effectiveness, usability and 
satisfaction of using Wii and XaviX in rehabilitation for 
stroke patients and for the occupational therapists, and to 
summarize a guideline for improvement design of such 
devices.  

In the following sections, the methods applied and results 
obtained will be described respectively, and then implication 
of the results will be discussed, followed by a brief section of 
conclusion and future work.  

II. METHODS 

A pilot and double-blind clinical trial was implemented 
to evaluate the effectiveness between conventional devices, 
Wii, and XaviX in rehabilitation. In addition, the usability 
and satisfaction of using Wii and XaviX in rehabilitation 
were also assessed by stroke patients and occupational 
therapists. 
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A. effectiveness evaluation 

1) Subjects. Stroke patients were recruited from the 
occupational therapy department of Chung Shan Medical 
University Hospital. Inclusion criteria were the following: (a) 
Hemiparetic with upper extremity dysfunction following a 
single unilateral stroke, (b) a history of first-time stroke (3-
48 months post stroke, (c) the required upper extremity 
rehabilitation convalescent levels were Brunnstrom stage III 
to IV, i.e., having basic upper extremity synergies to perform 
joint movement voluntarily, (d) ability to communicate, (e) 
able to understand and follow instructions. Exclusion criteria 
were the following: (a) engaged in any other rehabilitation 
program during the study and (b) serious aphasia or 
cognitive impairment. Each patient gave informed consent. 
This study was approved by the Human Research Ethics 
Board of Chung Shan Medical University Hospital. 

2) Settings. Conventional equipment, Wii, and XaviX 
were used in this trial (Table I). Each group was assigned to 
use two games or equipment in the additional treatment. The 
games and equipment for the groups were selected by three 
occupational therapists, and were considered as similar in 
training effect on upper extremity movements. For Nintendo 
Wii, two games (boxing and bowling) of Wii Sport were 
selected to use in this trial. As for XaviX, two games 
(bowling and ladder climbing) were selected to use in this 
trial. Ladder climbing contains three levels (easy, normal and 
difficult). While playing bowling, the user needed to hold a 
soft bowling ball, fixed to the hand with a safety belt. In 
ladder climbing, the user needed to wear glove sensors in the 
palms of both hands [13]. Corresponding to the Wii games 
(Bowling and Boxing) and the XaviX games (Bowling and 
Ladder climbing), two conventional equipment were selected 
in this trial. They are the Curamotion exerciser and the 
Climbing board and bar. 

3) Functional assessments. Four functional 
assessments were used as follow: 
a)  Fugl-Meyer Assessment of Physical Performance (FMA) 
[14]. It was used to evaluate the motor functions. The upper 
extremity motor test part with a possible highest score of 66 
was adopted in the evaluation. The reliability of Fugl-Meyer 
Assessment is generally considered reliable [15].  
b) Box and Block Test of Manual Dexterity (BBT). It was 
used to test gross manual dexterity of a patient’s affected 
side [16]. In the test, the patient was asked to move as many 
cubes (of side length of 2.5 cm) as possible using only the 
thumb and index fingers during a timed 60s trial. 
c) The Functional Independence Measure (FIM). This scale 
assesses physical and cognitive disability. The scale includes 
18 items, of which 13 items are physical domains based on 
the Barthel Index and 5 items are cognition items. Each item 
is scored from 1 to 7 based on level of independence, where 
1 represents total dependence and 7 indicates complete 
independence. This measurement was assessed and shown to 
have high reliability and validity [17][18][19]. 
d) Upper extremity range-of-motion (ROM). This is used to 
assess the passive and active range-of-motion on the affected 
side [20]. 

4) Duration of intervention. The training comprised 20 
sessions during 2 months, with each session lasting 30 
minutes (excluding set-up time). The effectiveness was 
evaluated before and after completing the 20 training 
sessions. In addition to these trainings (Wii, XaviX, and 
Conventional) in this study, all patients also received at least 
1 hour of occupational therapy and 1 hour of physical 
therapy. 

B. Usability and satisfaction evaluation.  

An interviewer-administered questionnaire was designed 
to evaluate usability and satisfaction of using Nintendo Wii, 
and XaviX. The questionnaire included two parts: 

1)    Usability. Three open-ended questions about device 
set-up, game-playing, and performance feedback were asked 
to the patients for them to answer orally. By these questions, 
we expected to understand the context of use problems 
encountered by the patients. 

2) Satisfaction. Three 5-point Likert type questions 
about satisfaction, motivation, and fun were then presented 
on a sheet of paper for the patients to answer. By this trial, 
we expected to understand the patients' satisfaction with 
using the digital gaming devices in clinics. 

C. Usability evaluation by occupational therapists  

Expert interview was conducted to survey the current 
situation of the use of digital game devices and evaluate the 
usability of such devices in upper extremity rehabilitation.  

1) Locations. Two hospitals were selected in a 
preliminary investigation: Taipei Veterans General Hospital 
(TVGH) and Kaohsiung Veterans General Hospital 
(KVGH). Wii is used in KVGH and Xavix is used in TVGH. 

2) Subjects. As a professional, the occupational 
therapist possesses expertise about therapy theory and also 
has abundant experiences, and these are useful for the 
evaluation of rehabilitation devices or the commercial 
products applied in rehabilitation. Selection criteria for the 
interviewed therapists were as follows: at least 5 years work 
experience in occupational therapy, and at least one year 
experience in adopting the digital game device intervention 
in rehabilitation treatment. 

3) Contents of the interview. Semi-structured 
interviews were used, which mainly consisted of two parts: 
(a) Therapist personal profile - gender, age, hospital name, 
and work experience in years, and (b) Questions about the 
usability evaluation of the Wii and XaviX. 

D. Observation of the usage of the CDGD in clinics. 

During field observation, the researchers observed the  
process of devices being operated independently by the 
patients or with help of the therapist. From the point of view 
of ergonomic design, the researcher would also take notes of 
usability issues of the devices. 

E. Data analysis. 

The characteristics of the study groups were described as 
mean and SD. Differences in baseline characteristics 
between the three groups were analyzed by One-Way 
ANOVA. Each group was analyzed using paired-samples t-
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tests for pre- and post-therapy values. For each group, the 
effectiveness index of each functional assessment was 
calculated, that is, the post-test score minus the pre-test score, 
then divided by the maximum possible progress (possible 
highest score of the assessment minus pre-test score) [21]. 
To analyze the interview data from occupational therapists 
and stroke patients, the recording was firstly transcribed 
verbatim. Similar opinions were combined and all unique 
responses were independently itemized for further discussion. 

III. RESULTS 

A. Effectiveness evaluation of stroke patients 

1) Characteristics of the stroke patients. Twelve 
consecutively screened stroke patients finally completed the 
trial, with a mean age of 50.42 years (SD=11.20). The 
characteristics of the patients in the three study groups are 
shown in Table II. There are no statistically significant 
differences between the three groups with regard to age, time 
from stroke onset, Brunnstrom stages of affected side, or 
FMA pre-treatment score. 

2) Pre and post-gaming for all stroke patients. All 
groups showed statistically significant improvements on the 
FMA, BBT, FIM and 4 items of ROM assessment scales 
from pre-treatment to post-treatment (Table III). 

3) Between-group differences in score changes for 
effectiveness index. The results show that effectiveness 
index of each group had improvements for arm functions in 
stroke patients on FMA, FIM and ROM, but there was no 
statistically significant improvement among the three groups 
(Table IV). For the FMA results, the Xavix group had a 
better effectiveness index score than the Conventional and 
Wii groups. 

TABLE I.  GAMES AND CONTROLLERS OF THREE GROUPS 

Group Devices  Console Controller Program 
Convention Climbing 

board and 
bar  

  

 Curamotion 
exerciser  

  

Conventional therapy (60 
min) + both the Climbing 
board and bar, and 
Curamotion exerciser (30 
min. in total) 

Wii Bowling 

   
 Boxing 

 
 

 

Conventional therapy (60 
min) + both the Bowling 
and Boxing games (30 
min. in total) 

XaviX Bowling 

 
  

 ladder 
climbing 

 

 
 

Conventional therapy (60 
min) + both the Bowling 
and Ladder climbing 
games (30 min. in total) 

TABLE II.  CHARACTERISTICS OF THE STROKE PATIENTS 

characteristics Convention Wii Xavix p-value
number of subjects 4 4 4  
gender (male/ female) 4/0 4/0 3/1  
age (years) (mean, SD) 53.3 (13.3) 47.3 (13.9) 50.8 (8.1) 0.784
time from stroke onset to involve 
gaming (months)  (mean, SD) 

4.9 
(1.7) 

8.7 
(3.7) 

11.0
(12.9)

0.551

paretic side (left/ right) 2/2 1/3 3/1  
Brunnstrom stages (mean, SD) 
(proximal/distal) 

4.0 (0.0) 
     3.3 (1.0) 

4.8 (1.0) 
 4.8 (1.0) 

4.0 (0.8)  3.0 
(1.8)

0.291
  0.181

FMA (pre-gaming) (mean, SD) 28.8 (3.6) 49.8 (17.1) 36.5 (19.9) 0.201

 

TABLE III.  PRE AND POST-GAMING FOR ALL STROKE PATIENTS 

Assessments Pre-gaming Post-gaming p-value
 mean (SD) mean (SD)  
FMA (UE) 38.33 (16.54) 44.42 (16.52)   0.000* 
BBT 15.83 (18.91) 20.50 (21.63)   0.054* 
FIM 108.50 (14.99) 112.08 (13.31)   0.005* 
ROM - shoulder flexion 114.25 (59.70) 136.25 (53.52)   0.148 

shoulder hyperextension 34.17 (17.30) 39.58 (9.88)   0.090 
shoulder adduction 83.33 (34.47) 107.92 (24.81)   0.002* 
shoulder abduction 106.67 (47.31) 131.25 (48.58)   0.016* 
shoulder internal rotation 42.92 (25.18) 47.75 (28.04)   0.263 
shoulder external rotation 42.92 (29.58) 52.92 (32.92)   0.124 
elbow flexion 111.67 (30.25) 125.00 (21.64)   0.112 
forearm supination 35.00 (34.97) 52.92 (36.83)   0.010* 
forearm pronation 45.00 (41.40) 52.08 (46.00)   0.068 
wrist flexion 31.92 (35.09) 42.50 (33.06)   0.078 
wrist extension 22.75 (26.18) 30.00 (27.63)   0.065 
wrist ulnar deviation 12.08 (16.71) 15.42 (17.12)   0.087 
wrist radial deviation 6.25 (8.56) 10.67 (10.17)   0.028* 

*p value for pre-gaming versus post-gaming 

TABLE IV.  BETWEEN-GROUP DIFFERENCES IN CHANGE SCORES 

Groups Convention Wii Xavix p-value
 EFFECTIVENESS INDEX, MEAN (SD) 
FMA (UE) 0.21 (0.50)  0.19 (0.15) 0.34 (0.46) 0.725
FIM 0.24 (0.13)  0.11 (0.15) 0.17 (0.21) 0.559
ROM - shoulder flexion 0.33 (0.58)  0.33 (0.47) 0.36 (0.43) 0.996

shoulder hyperextension 0.68 (0.22)  0.25 (0.50) 0.06 (0.13) 0.063
shoulder adduction 0.44 (0.23)  0.46 (0.53) 0.35 (0.27) 0.900
shoulder abduction 0.33 (0.42)  0.35 (0.40) 0.40 (0.41) 0.971
shoulder internal rotation 0.02 (0.16)  0.08 (0.03) 0.01 (0.08) 0.628
shoulder external rotation 0.06 (0.45)  0.58 (0.50) 0.27 (0.29) 0.262
elbow flexion 0.07 (1.17)  0.40 (0.49) 0.14 (0.34) 0.811
forearm supination 0.25 (0.17)  0.69 (0.47) 0.38 (0.48) 0.317
forearm pronation 0.47 (0.55)  0.50 (0.58) 0.25 (0.50) 0.780
wrist flexion 0.22 (0.27)  0.43 (0.42) 0.50 (1.00) 0.817
wrist extension 0.09 (0.20) -0.78 (2.16) 0.34 (0.43) 0.456
wrist ulnar deviation 0.06 (0.07)  0.17 (0.33) 0.11 (0.22) 0.828
wrist radial deviation 0.27 (0.36)  0.90 (1.05) 0.19 (0.38) 0.313

 

B. Usability and satisfaction evaluation.  

1) Characteristics of the interviewed occupational 
therapists. Eight therapists were selected and interviewed, 
three (one male [A] and two females [B, C]) were from 
KVGH and five (two males [D, E] and three females [F, G, 
H]) were from TVGH. They had an average age of 35.1 yrs 
(SD=6.3) and work experience of 10.8 years (SD=6.3). 

2) Usability assessment by occupational therapists. 
T1.Effectiveness. All eight therapists agreed that the Wii 

and XaviX are effective in upper extremity 
rehabilitation, and could enhance the patient’s treatment 
motivation and pleasure. Therapist D commented that 
some of the game projects with their controllers can 
effectively strengthen the training of reaching and 
grasping movements and achieve better therapy 
effectiveness as compared to the traditional equipment. 
In addition, therapists mentioned that the existing 
conventional equipment are still important in 
rehabilitation and not possible to be fully replaced by 
digital gaming devices. The traditional equipment do 
not require the patient to react in time and restrict 
his/her movement speed, hence the patient can repeat 
the movement as many times as he/she wishes and at a 
speed at his/her own control. Therefore, the digital 
game devices can play a supporting role in 
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rehabilitation treatment by providing diversification and 
interesting game projects for improvement of patient 
motivation toward the treatment. 

T2. Ease of Use. Three therapists (A, B, C) considered that 
Wii is easy to set up, except some errors may occur 
when setting up the game software items. The usage 
problems are the following: (a) The current software 
interface is in Japanese and not easy to understand, 
hence it is prone to cause errors in the set-up process; (b) 
The required response time of the game is too fast and 
not easy to keep up with for the patients; (c) Some 
patients may have difficulty to hold the hand controller, 
hence the need for additional bandages to tie it on the 
hand; (d)  For some patients, the games are too difficult.  

For XaviX, five therapists agreed that the hardware 
is easy to set up, except the software interface operation 
may cause occasional mistakes. The usage problems are 
the following: (a) The current software interface is in 
Japanese and not easy to understand, hence it is prone 
to cause errors in the set-up process, especially for the 
games of visual perception and memory training, which 
are impossible to operate without literacy of the 
Japanese language; (b)  The sensor is not sensitive 
enough, e.g., the action may obstruct the reflective film 
and interrupt the detection by the sensor; (c)  The 
controller gloves have only one single size, thus, they 
do not necessarily fit to all patients; (d)  Although the 
games are available in three levels of difficulty, the 
differences between the difficulties are too abrupt and 
hard to meet the patient’s required degree of difficulty. 

T3. Comfort. The results show that, for both Wii and XaviX, 
none of the eight therapists had received any complaints 
from the patients concerning discomfort in operating 
the controllers. However, therapist A commented that 
the controller of Wii often fell off from some patients’ 
hands even with the safety ring held around the wrist. 
Therefore, he proposed that the controller be designed 
to be adjustable in size or to have a banding strap to 
help the patient to hold it with. Some patients cannot 
press the buttons on the controller to operate the menu 
due to incomplete recovery of the hand functions, hence 
they need to be assisted by the therapist for such 
operations before they can proceed with the game. 
Therefore, it is desirable to redesign the interaction 
mode between the controller and the game. For XaviX, 
therapist D suggested that this device provides a 
different set of controllers, which are suitable for 
different forms of motor training for the patients. For 
instance, the use of gloves, bowling balls, and other 
controllers can be useful for training the hand grip 
function. 

T4. Acceptability. All eight therapists agreed that most 
patients can accept the use of Wii or XaviX for 
treatment. Therapist B explained that people interested 
in the game have a very high degree of acceptance of 
such devices. However, some elderly patients tend to 
prefer using the traditional rehabilitation equipment, 
because they feel that the traditional equipment are 
some physical objects that can be held and manipulated, 

hence giving a feeling of the effect of treatment. On the 
contrary, digital game devices give an impression of 
laxness and frivolity, and hence are inefficient and 
ineffective for those patients. 

3) Usability assessment by stroke patients 
S1. Device set-up. Two patients of the Wii group mentioned 

that they could set up the device and then operate the 
Remote to choose a game from the main menu to play 
by themselves. However, the other two patients needed 
the therapist to assist them to set up the device, and to 
operate the Remote to choose a game from the main 
menu for them to play. One patient of the XaviX group 
mentioned that he could set up the device and then 
operate the controller to choose a level of the game 
from the main menu to play by himself. The other three 
patients mentioned that they could only do some of the 
steps, i.e. to choose a level of the game from the main 
menu to play. 

S2. Game-playing. Four patients that participated in the Wii 
group mentioned that they encountered only one usage 
problem: ‘during the bowling game, they felt that it was 
difficult to press the control pad and to hold down the B 
button while using the device. Therefore, they usually 
had to use the unaffected hand to help. This difficulty is 
understandable, because their fingers, still under 
restoration, were weak and clumsy, hence they would 
need  more time to operate the buttons. The four 
patients that participated in the XaviX group mentioned 
their respective usage problems as follows: (1) the 
safety belt of the bowling ball loosened easily, (2) the 
weight of the soft bowling ball was too light to feel: "I 
felt only the return swing of the hand. It didn't seem to 
be effective in training the strength of the upper 
extremity muscles." (3) Could not play well: "In the 
first two times I was not sure if my posture was correct, 
so I felt somewhat frustrated." (4) The bowling ball 
could not be gripped in the normal way: "My hand 
movement function still needs to be restored and the 
fingers curled, so the only way for me to play with the 
bowling ball was to hook the safety belt in my hand. In 
this way, the ball was unsteady when I swung my 
hand.＂ 

S3. Performance feedback. All eight patients agreed that 
they would pay attention to the scores of the games 
after playing. One of them mentioned that in order to 
upgrade the score, he would try to improve the strength 
of his upper extremity by practicing. The other two 
patients also mentioned that they would challenge the 
last score. 

S4. Satisfaction. All the eight patients agreed that they were 
satisfied with using these devices for treatment (Wii: 
mean=4.0, SD=0.0; XaviX: mean=4.3, SD=0.5). 

S5. Motivation. Eight patients agreed that these devices 
used in the treatment promoted their treatment 
motivation (Wii: mean=4.3, SD=0.5; XaviX: mean=4.0, 
SD=0.8). 

S6. Fun. Eight patients agreed that these devices were more 
interesting than traditional rehabilitation equipment 
(Wii: mean=4.3, SD=0.5; XaviX: mean=4.0, SD=0.8). 
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Five of them mentioned that these devices provided 
useful information, such as the scores, audio and video 
feedback, as well as interesting interactions, making 
them feel positively toward doing the treatment 
activities. 

IV. DISCUSSIONS.  

Many studies have reported that digital gaming is able to 
promote motor recovery after stroke, but most trials were 
small in scale and had some design limitations [2][10][11]. 
However, one clear advantage of the use of these games for 
rehabilitation is the psychological effects. It facilitates 
interest and motor learning, promoting motivation through 
the in-built commentary prizes, visual and verbal cues, 
tapping into patients’ innate competitive natures and into 
their desire for interaction [2][6]. These effects are 
unavailable from conventional rehabilitation equipment. 
These advantages may be a reason to affect the effectiveness 
of the patients’ rehabilitation therapy. It is worth preserving 
and incorporating them into digital rehabilitation device 
design or conventional rehabilitation equipment redesign. 

Effectiveness of Wii and XaviX could compare to 
conventional equipment. In order to be fairer when 
comparing the effectiveness between the three groups, we 
tried to reduce the differences according to the age range of 
the patients in each group. Although, no statistically 
significant differences in the effectiveness indexes between 
the three groups were found, patients in the Wii and XaviX 
groups had improved upper extremity motor functional 
ability. This result seems to demonstrate that Wii and XaviX 
could be equivalent to conventional rehabilitation equipment 
for improving upper extremity motor functions. 

Therapists and patients’ perspectives about satisfaction. 
Therapists considered that patients generally were willing to 
use the digital game for rehabilitation. Therapists mentioned 
that only some elderly patients tended to prefer using the 
traditional rehabilitation equipment, because they felt that the 
traditional equipment are tangible objects that can be held 
and manipulated, hence giving a feeling of their 
effectiveness in treatment. However, all patients in this 
clinical trial were satisfied with using the digital gaming 
devices for rehabilitation. They expressed the hope that the 
digital gaming devices could be included in conventional 
rehabilitation therapy programs, and they felt that they 
increased the diversity of the rehabilitation activities. In 
addition, they also suggested that it would be better if the 
controllers of such devices were adjustable in weight. 

The interface was difficult to use. In this study, the stroke 
patients’ upper extremity rehabilitation convalescent levels 
were in the Brunnstrom stages III to IV, their fingers were 
mostly not restored at all. Hence, they had difficulties in 
performing fine movements, such as pressing the buttons on 
the Remote. To resolve this usage problem, it seems that the 
existing XaviX-Eyehand operation could be applied for such 
patients. This software is operated by the Glove Sensors 
worn on the user's hands. The user can move a cursor with 
the movement of the gloved hand, and select a menu item by 
clenching his/her fist (to hide the reflective sheets on the 
Glove Sensors). Though such an operation is easier than 

operating a controller to press the button, it is not preferable 
for patients in these stages, who still have difficulty in 
clenching their fists. An improvement of the design can be 
achieved by having users only to move the cursor to a fixed-
point for some seconds, indicating a purposeful choice. In 
addition, some newly developed technologies can also be 
adopted. 

The problem about device set-up. Observation of the 
therapists and patients in setting-up the XaviX revealed that 
they spent much time in determining the sensing range 
between the host and the controller in order to optimize the 
operating area for the players. To improve this problem, it is 
recommended that the device be designed with a mechanism 
to sense the region in a graphic fashion. This mechanism 
would let users immediately know whether the controller is 
in the sensing region or not, hence enhancing the efficiency 
of device set-up. 

The difficulty levels of the games were too limited. People 
with stroke have different levels and complex impairments 
of varying severity. The impairments may include weakness 
of the arm, impaired vision, a variety of cognitive and 
executive problems or a combination of these impairments. 
These all can reduce their upper extremity function and 
response capacities. However, the difficulty levels provided 
by most of the commercial digital game devices are unable 
to meet the real needs of clinical rehabilitation therapy. For 
example, the XaviX- ladder climbing has only three 
difficulty levels, which is clearly not enough. Furthermore, 
Wii Sports even has no grade distinction at all. It was 
observed that two of the patients in the XaviX group were 
slow in response and had difficulties to timely respond to the 
game task. Therefore, in order to meet the treatment needs of 
different upper extremity function levels of the stroke 
patients, the device should be designed with more difficulty 
levels. How to define the scope of the game difficulty levels 
requires further trials in the future. 

V. CONCLUSION AND FUTURE WORK 

From the results obtained from the interviews and 
observations, it was found that the digital game devices 
currently used in clinical rehabilitation have been evaluated 
by professional therapists as useful and effective in 
supporting the treatment, though some design improvements 
may be necessary. This report mainly presents the results of 
the interview with occupational therapists and patients and 
observations of the clinical use of existing digital game 
devices in rehabilitation. Conclusions can be summarized 
into the following points: 

1. All patients in this clinical trial were satisfied with 
using the digital gaming devices for rehabilitation. In 
addition, therapists also suggested that it would be better if 
the controllers of such devices were adjustable in weight. 

2. Design guidelines concerning the improvement of 
existing digital game devices can be synthesized as follows, 
where items a to d are about software design, and items e to i 
about hardware: a) To increase the response time and 
difficulty levels of the games in order to better suit the 
various patients with different abilities of upper extremity 
functions. b) To expand the sensor’s sensing scope. c) To be 
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able to record movement data. d) To provide a Chinese 
version of the software interface of the games. e) To improve 
the ways to fix the controller on the user’s hand. f) To fit the 
controllers size for different hand dimensions of the patients. 
g) To provide better correspondence between the game and 
real-life movements. h) To provide controllers for body 
control training, such as chest strap and belt. i) To simplify 
the controller's operation. 

In order to make these devices more suitable to use in 
rehabilitation, a comprehensive follow-up design 
development based on these proposed guidelines would be 
necessary. The newly designed devices would be more 
suitable for rehabilitation therapy, and enhance the use safety 
and effectiveness for people of all ages and abilities. 
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Abstract—This paper presents the PlatMult environment, a 
multimodal platform that aims to provide accessibility in 
interactive kiosks to users with low vision and elderly ones. 
The PlatMult solution is composed of a screen magnifier 
(visual stimulus), a screen reader (auditory stimulus), and 
motor feedback (tactile feedback). The evaluation of the 
interaction with users with low vision is described, focusing on 
usability and accessibility aspects. This paper also discusses the 
potential of the platform for social and digital inclusivity. We 
conclude that the PlatMult, with its integrated features, helps 
users to access and use information systems in a suitable way. 

Keywords—PlatMult environment; low vision; usability; 
accessibility.  

I.  INTRODUCTION  
The advances made in Information and Communication 

Technologies (ICT) have resulted in benefits to society in 
many fields like industry, services, and even social inclusion.  

ICT provides facilities to citizens, especially with regard 
to accessing, publishing, and sharing information. As an 
example, we can mention the automatic teller machines 
(ATMs) and interactive kiosks available in banks, bus 
terminals, airports, and libraries. 

Despite all the progress that has been made, there are 
some people who cannot benefit from these technologies. 
Although many of the technologies are useful for people 
with disabilities, these people tend to have less access to 
these solutions. This work focuses particularly on those with 
visual impairments. 

Among people with visual impairment a large contingent 
falls in the group with low vision. According to the 
classification of the World Health Organization (WHO), low 
vision refers to individuals who can only see an image at 20 
feet (about 6m) where a person with normal vision would see 
it at 200 feet (about 60m). For Corn and Erin [5], low vision 
is a condition characterized by vision lag, where correction 
or improvement cannot be achieved by surgical means or 
solved with the use of conventional glasses. 

Assistive Technologies (ATs) have emerged as an 
attempt to guarantee the same access rights to these people. 

AT, according Cook and Hussey [6], is a wide range of 
equipment, services, strategies, and practices designed and 
implemented to mitigate the problems faced by individuals 
with disabilities. 

The implementation of hardware and software 
components, with increasing consideration given to the 
accessibility, usability, and adaptability features in their 
solutions, is now a reality. The challenge has been to seek 
simpler interfaces which can be immediately assimilated and 
handled correctly by users. 

This work proposes a multisensory platform called 
PlatMult, implemented under the free platform philosophy, 
which is oriented towards but not restricted to people with 
low vision. Here we present some of the main results and 
discussions emerging from tests that we have conducted on 
our solution involving users with low vision. The 
methodologies adopted in the evaluation of PlatMult are 
based on the Nielsen’s Heuristics [10] and usability 
principles. We therefore, seek to identify and correct the 
problems and gaps found in its interface. As a result of the 
interaction evaluation, changes are proposed to provide a 
better user experience. 

This paper is organized as follows. Section II presents 
some related works. In the Section III the PlatMult platform 
is described. In Section IV, a brief description of the 
evaluation methods used is given. In Section V, the 
methodology used is described, and in Section VI the main 
results obtained up to now are discussed. The conclusions as 
well as future works are presented in Section VII. 

II. RELATED WORKS 
iBrowse interface software [12] was developed to help 

visually impaired people to access Internet. The software, 
adopted a similar designing strategy of the previously 
implemented LowBrowse software which acted as an 
extension add-on of Firefox browser. Its implementation, 
instead of following the traditional magnification technique, 
allows the low vision users to adjust parameters, such as font 
size, color and spacing, and then to read all the websites in 
their maximum reading efficiency. The tool provides also a 
screen reader using the traditional text-to-speech (TTS) 
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technology. In terms of implementation this solution uses the 
same Firefox plugin strategy we have adopted in our 
implementation but differently of our proposal changes the 
webpage content and do not furnish interaction motor 
feedback. 

Sandhya and Devi [14] evaluate the level of accessibility 
in AJAX content and JAWS screen reader. AJAX stands for 
Asynchronous JavaScript and XML. AJAX allows feature-
rich, dynamic web applications which use server-side 
processing without requiring the traditional submit or 
retrieve webpage methodology. If the screen reader is not 
prepared to this asynchronous updating, it will harm the user 
interaction. Moreover, the screen reader is limited to read 
images, advertisements banners and big data tables. Despite 
the authors list some recommendations to make screen 
reader accessible in webpages content, no user evaluation 
was done.  

Tae et al. [8] propose an interactive kiosk for blind 
people with tactile interface (braille) and voice to identify 
images and characters on the screen area. Saito et al. [13] 
present flexible solution for blind and deaf people. Using a 
touch screen interface it can magnify images in different 
sizes and the both use voice messages and braille input. 
Tichy and Steinbrunner [15] have developed a tactile 
feedback for cursor control device with haptics. 

Differently from the above cited works, this paper 
presents and evaluates the user interaction with the PlatMult 
platform, a tool developed specially to provide accessibility 
for low vision people. The main characteristic of this 
solution is the use of three different axes of interaction: 
visual, auditory and tactile. 

III. THE PLATMULT PLATFORM 
PlatMult [3] is an integrated solution of hardware and 

software developed to provide a multisensorial environment 
in interactive kiosks and ATMs, providing accessibility for 
users with low vision and elderly users. The solution (Figure 
1) uses three areas of interaction: visual, audio, and tactile, 
which are integrated into a single solution, making it possible 
to provide users with better experiences. 

One of this project’s requirements is a low cost, to allow 
access to a great number of people. To assemble our 
prototype we used parts of computers and cell phones 
discarded by people and companies. The carcasses of slot 
machines were used as shown in Figure 2. It is important to 
highlight that slot machines are prohibited in Brazil, so the 
ones used in this project were donated by the Brazilian 
courts. The hardware platform uses a desktop computer with 
the following configuration: a Celeron 2 GHz processor 
with 1 GByte RAM and a 40 GByte hard drive. This 
configuration uses restricted hardware resources with 
outdated processors which can also be obtained through 
donations from organizations. 

Additionally, the entire implementation was based on the 
free software philosophy. Ubuntu is the operating system 
used in this project; the windows manager is GNOME and 
the graphics server; see Xorg [16]. For accessibility features, 

the Assistive Technology Service Provider Interface (AT-
SPI) library [1] is used. In this project, all the developed 
applications are free. 

 

 
Figure 1. Overview of the PlatMult environment with the 

visual, auditory, and tactile components 
 

 
Figure 2. Prototype of the PlatMult 

 
The component responsible for providing the visual 

stimulus is the xLupa, an adaptative and free screen 
magnifier. The characteristics of the screen magnifier are full 
screen magnification and configuration of brightness, 
contrast, and the magnification factor. Additionally, the 
xLupa provides a mouse configuration, enabling the user to 
increase the pointer size or even change to a cross-pointer 
type.  
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Besides the visual features, there is also a screen reader 
to read texts as well as menu items, buttons, windows, and so 
on, based on the events reported by the accessibility 
Application Programming Interface (API) or AT-SPI. The 
screen reader was designed to warn the user about his or her 
actions, such as removal or insertion of characters in a text. 
The voice synthesis process is accomplished by eSpeak free-
software; see [7]. 

The tactile stimulus is provided using a mouse with a 
motor feedback feature. The tactile feedback is activated 
when the mouse pointer is over menu items, links, and 
figures inside a webpage. 

The feedback circuit in the mouse is constructed at low 
cost and aims at ease of implementation. To vibrate, the 
mouse uses the same principle as cell phones, which means 
that there is an engine with unbalanced weights on the axis. 
Such vibration occurs when the engine is activated and the 
weight causes the device to vibrate. Starting the engine 
requires 5 V and thus it is possible to use a parallel or USB 
port. So, the adapted mouse is connected to the PS/2 port (for 
normal operation) and to the parallel or USB port to receive 
vibration commands. Figure 3 shows a mouse that was built 
in this project. The vibration engine is glued to the mouse to 
allow tactile feedback.  

 

 
Figure 3. Mouse with feedback motor 

 
The tactile server is implemented according to the same 

principle as the screen reader and uses the events generated 
by the AT-SPI. 

 

 
Figure 4. Example of xLupa configuration 

  

Figure 4 illustrates one configuration screen for 
adjustments of the magnification factor and mouse size that 
permit user adaptation to environment. 

IV. EVALUATION METHODS 
The human–computer interface (HCI) evaluation is the 

process where the evaluator judges the quality of use of an 
HCI solution and aims to identify problems in the interface 
which may spoil the user’s experience. 

Due to several factors, such as the gathering bad or 
wrong requisites and implementation problems, the final 
result of a development process is not always a good quality 
product. The evaluation of these products makes it possible 
to release higher quality products. 

During the software development process it is possible to 
identify two very distinct groups of actors involved. The first 
group comprises the people responsible for the final product 
concept, and the second, the people who will use the 
software. Because of this, an evaluation is performed from 
two different perspectives: the developers’ and the users’ 
perspectives, to guarantee that the product will be of higher 
quality. 

From the users’ perspective, the interaction with the 
system and how to achieve their goals will be evaluated. 
Aspects like usability, accessibility, and the interface’s 
communicability issues need to be considered. 

There are various methods of HCI evaluation, which can 
be classified as investigation, observation, and inspection 
described for Barbosa and Silva [2], and Rogers, Sharp and 
Preece [17]. The investigation methods normally allow the 
evaluator to find out the users’ opinions and expectations of 
a system. On the other hand, the observation methods 
provide data about usage situations, allowing the 
identification of real problems. Finally, the inspection 
methods allow the evaluator to predict the consequences of 
design decisions.  

The evaluations performed on PlatMult were an 
inspection evaluation using Nielsen heuristics and an 
observation evaluation using a usability test. As a first 
inspection evaluation and because the team expertise in 
Nielsen's Heuristics, we opted for this method, although 
other methods of evaluation are being explored to continue 
the evaluation process.  

The use of Nielsen’s set of ten heuristics is a method that 
was created to find usability problems during the design 
process; see [10] and [11]. The severity rating for each 
problem takes into account three factors: frequency, impact 
and persistency. 

Given these three factors, the severity scale varies from a 
cosmetic problem to be solved if there is enough time in the 
project’s schedule to a catastrophic problem which needs to 
be solved before the end of the project. 

The usability test is an evaluation method where real 
users evaluate the software’s interface according to usability 
factors like ease of learning, task memorization, user 
satisfaction, productivity, and error prevention. 

 Usability tests aim to evaluate the usability quality 
present in software, mainly by evaluating the user’s 
performance when using the software [17]. 

Vibracall 
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With the usability test it is possible to evaluate the user’s 
success rate when performing a task and the number of 
mistakes made, allowing those mistakes to be classified. 
Basically, according to Barbosa and Silva [2] and Rogers, 
Sharp and Preece [17], a usability test is composed of the 
following tasks: 

(i) Preparation, which includes a creation of a guide 
containing the tasks which must be performed by the 
participants, recruiting a group of appropriate users, 
preparing the material for observation and recording, and 
finally executing a pilot test. 

(ii) Data gathering, which aims to observe and register 
the performance and opinions of the participants during the 
controlled periods of use. 

(iii) Interpretation and (iv) consolidation of results. This 
step includes gathering, counting, and summarizing the data 
collected from the participants and compiling a report of the 
results. 

V. METHODOLOGY 
PlatMult as a whole was inspected by three evaluators 

based on the Nielsen heuristics in an attempt to identify 
violations of these heuristics, which were documented 
according to the aspect, location, and degree of severity. For 
each violation, possible solutions detected for the problem 
are proposed. 

Since the initial platform conception, experts such as 
ophthalmologists and teachers who work directly with 
students with low vision, as well as a group of low vision 
users participated in the process of requirements elicitation 
and interaction design. For the user tests presented here, two 
users were selected given their stereotypes. This small group 
was chosen to enable intensive and controlled evaluation, in 
order to proof the concept. All tests were followed by the 
experts and developers.  In the future works, other usability 
tests will be proposed, involving other users. 

Two users participated in the validation tests performed 
here, both of whom have low vision and significant hearing 
deficiency. They have beginner-level ability in the use of the 
Linux Operating System and the screen magnifier xLupa 
incorporated in PlatMult. A teacher specialized in special 
education also helped the testers and the appraisers to carry 
out the tests during the experiment. 

Although, at first glance, the number of testers may seem 
low, the results obtained are expressive because the users 
have multiple deficiencies and are young. One is a teacher of 
students with visual deficiencies in the public education 
system and the other is a student enrolled in the special 
students class maintained by the public government. This 
student, besides being blind and deaf, has a severe debility of 
his right hand which obliges him to use his left hand despite 
being right-handed. 

It is worth mentioning that although they are both users 
with some knowledge of computational environments, they 
have undergone training in the use of the xLupa magnifier 
delivered by other members of the project. In both cases, 
outside of the university or school where the project is being 
developed, their use of computers is infrequent, and this was 
their first contact with a screen magnifier. One of the users 

frequently uses a computer with a voice synthesis solution 
called DOSVOX, described for Borges in [4]. 

The guide which was followed in the experiment was 
elaborated so as to reflect everyday use and the proposed use 
of PlatMult. During the tests, the users completed a series of 
tasks including an Internet search scenario. For each task, we 
were able to evaluate the interaction, identifying problems 
encountered in utilizing the platform. The results include the 
total number of errors and the time needed to complete each 
given task. 

The test guide was divided into two parts, the first with 
the xLupa activated and the second with all three features 
(visual, tactile, and auditory) available on PlatMult activated. 

A. Usability Test – Scenario 1 
In the first part, the following tasks were given to the 

users: 
a) Activating xLupa, preferably without the automated 

initialization feature activated. The aim was to test whether 
the user was able to identify one of the two possible ways to 
initialize the screen magnifier. 

b) Setting up his or her profile on xLupa, selecting the 
magnification factor and the color pattern which were more 
suited to him or her. This test also involved configuring the 
mouse pointer and applying the antialiasing algorithm to the 
text and images. 

The objective of this task was to verify whether the user 
was able to manipulate the menus for changing the 
magnification factor and color. The task provided answers to 
the following questions: Is the user capable of identifying 
which factor and/or patterns have been selected? Is he or she 
able to differentiate the selected configuration from the other 
available ones? 

These two initial tasks, (a) and (b), were also used to  
verify whether the basic configuration applied was adequate 
for a good experience of the utilization of xLupa or whether 
it was necessary to make some adjustments to the settings, 
which had to be set up every time until they were considered 
satisfactory. The objective was to verify whether the users 
had sufficient knowledge to perform such adjustments. 

 c) Initializing the browser Firefox, accessing Google’s 
webpage, and searching for information specified by the 
evaluation team. 

This task was done to identify the degree of 
ease/difficulty of use, and the users performed the following 
tasks: 

d) Finding the Firefox URL address bar; 
e) Typing in the desired URL address; 
f) Finding Google’s search field; 
g) Finding the link indicated by the evaluation team;  
h) Finding the solicited information on the webpage. 

B. Usability Test –Scenario 2 
The stages of the second usability test were very similar 

to those of the first; however, the steps related to the xLupa’s 
configuration were not repeated, and the users had to 
perform the following tasks: 

a) Activating the screen reader on xLupa’s configuration 
window. 
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This task aimed to determine whether the users had 
enough knowledge of how to activate the screen reader, and 
if so, to determine the degree of ease/difficulty with which 
they performed the task. If they were not able to do it, the 
study aimed to find out the reason why. 

b) Initializing Firefox, and, with the plugin and screen 
reader activated, accessing Google and searching for 
different requested information so that the process would not 
be repetitive. These actions were performed with the 
objective of observing how these features influence the 
user’s experience.  

One of the first actions performed by the users was based 
on the initial configuration of the profile of each user and 
comprised adjusting the tool’s functionality, more 
specifically the magnifier, and their visual needs. 

The participants, aided by the teacher who watched them, 
answered a questionnaire post-test inquiring about the utility 
of the environment, difficulties with the interactions, their 
motives, and alternative ways to make the platform easier to 
use. Questions were also asked about the prototype’s 
ergonomics. 

VI. RESULTS AND DISCUSSION 
This section presents the results gathered after the 

application of the inspection and observation methods.  

A. Nielsen heuristics evaluation 
In this section, only the violations of the Nielsen 

heuristics will be reported.  
User control and freedom: A problem occurs at the 

visual acuity selection screen and color scheme selection. If 
the user selects an inappropriate magnification factor and/or 
color scheme, he or she will have some difficulty solving the 
problem because the only way to do so is to close the 
magnifier, restart it, and then redo the configuration process. 
This was classified as a problem because this process tends 
to be hard for users with low vision to perform without help. 

The results showed, however, that this difficulty may be 
considered cosmetic, given the fact that this functionality is 
accessed during the profile’s initial configuration, and with 
the automated loading of the last saved profile, it becomes a 
minor problem. With regard to the platform itself, however, 
the most appropriate solution would be to add a button 
giving the user the option to restore the default settings 
without closing the software. 

Another violation of this heuristic was found under the 
“Save” tab with regard to the “Remove” button, which 
executes the operation as soon as the button is clicked 
without giving the user the option to cancel the action. As a 
solution to this violation, the addition of an alert window 
asking the user to confirm the action is suggested. 

Consistency and standards: One problem was found at 
the configuration screen. On the “Save” tab, the options 
“Save” and “Update” perform the same operation, and 
because of this, the user may get confused as both operations 
store current user information. The problem was classified as 
small, and the solution to this problem would be to 
automatically update the user configurations, rendering the 
“Update” button useless; therefore, the “Update” button 

would be removed and only the “Save” button would be left, 
which would only be used to create a new user profile. 

Match between the system and the real world: One 
problem in this category was detected at the configuration 
screen. Under the “Configurations” tab, it was difficult for 
the user to understand the meaning and effect of the feature 
“Strip width”. The problem was classified as small, 
considering that the user does not use this feature often. A 
possible solution would be to name the feature differently, 
for example as “Cross-pointer size”. 

Another violation of this heuristic can be found at the 
configuration screen, under the “Configurations” tab, with 
regard to the selection of the type of Interpolation. The terms 
which identify the types are technical and are related to the 
implemented framework. The problem was classified as 
small. A simple change of names and descriptions to less 
technical terms would be sufficient to fix this problem. 
Another possible solution would be to move these options to 
a new tab called “Advanced Configuration”, since it is a 
feature that is accessed by individuals who aid users with 
low vision. 

Another problem at the configuration screen was found 
in the “Image” tab. A violation was found in that the term 
“Image” does not inform the user about what types of 
configurations this feature handles. This problem was 
classified as small, and could be easily fixed by changing the 
tab name to “Image settings’. 

Another problem was seen at the configuration screen 
under the “Image” tab, where the labels on the checkboxes 
“Change theme” and “Gray” were not clear to the users. The 
problem was classified as small and could be fixed by a 
simple change of the names to “High contrast” and “Shades 
of gray”. 

Another violation of this heuristic was found at the 
configuration screen, under the “Reader” tab, with regard to 
the buttons “Play” and “Stop”, which are both written in 
English. However as the program will be used by 
Portuguese-speaking users, the labels should be translated 
into Portuguese. 

At the configuration screen, under the “Reader” tab, the 
label “Speed” is too vague and does not represent the 
function properly. The solution would be to change the label 
to “Reading speed” or “Reader’s speed”. 

This was the first inspection performed of the interface of 
xLupa, and it could be very helpful to allow the developer 
team to make improvements for users with low vision. 
Furthermore, it is through the xLupa’s interface that the user 
interacts with the system. 

B. Usability test results 
To complement the evaluation, the usability test was 

performed to verify the performance and level of satisfaction 
of the two real users with low vision when they interacted 
with the PlatMult platform to execute everyday tasks as 
mentioned above. 

During the tests, the evaluators reported that the mouse 
pointer was too small before the initialization of xLupa, 
which would cause difficulties for users with low vision. In 
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addition, the speed of movement of the pointer was another 
difficulty. 

There were moments at which both testers got lost in the 
middle of the information shown on the screen. The main 
reason for this was the vertical rolling, an essential feature in 
an amplified screen, where not all of the information will fit 
on the screen. In situations like this, it is necessary to carry 
out user training. 

The evaluation team had difficulty understanding what 
the screen reader was saying in some cases, especially when 
browsing the Internet. 

Another problem was the operating system update 
notifications, which overlapped the information that the user 
might have wanted to find. 

The users reported that the motor feedback mouse was 
very useful, especially for browsing the Internet, because it 
helped in identifying useful information on screen. 

As for the screen reader, the users reported that it was 
very useful, mainly when typing text, and they did not report 
any problems with it. Finally, it is worth mentioning that this 
analysis works being done with these students prioritizes not 
only visual stimuli but also pedagogic tasks and cognitive 
aspects. 

The students’ interaction with the group was positive, 
because they were submitted to basic informatics concepts, 
memorization exercises, and reading and writing texts. It was 
observed that these exercises contributed to developing the 
visual part and main focus of our work. 

VII. CONCLUSION AND FUTURE WORK 
This paper presented the process and results of a usability 

evaluation of the PlatMult environment by inspection and 
observation, which is important in the current state of the 
project, where improvements to the interaction and interface 
will be made. 

In the tests, both users with low vision mentioned the 
mouse pointer speed as a problem. One suggested way of 
fixing this problem would be to integrate an option to 
configure the mouse speed on xLupa’s interface. 

The screen reader proved useful and efficient. Despite 
this, it is recommended that users with low vision should not 
use screen readers, to avoiding discouraging them from 
training their vision. 

With this experiment, it is possible to conclude that the 
PlatMult, with its integrated features, helps users to access 
and use information systems in a suitable way. 

Although these tests were performed to evaluate the 
features of the tool’s accessibility, it is worth mentioning that 
investment in this platform is justified by its different areas 
of applicability. The present solution can be useful in ATM 
terminals of banks and also in sectors of governmental 
services like public libraries and schools. 

In future works, some observed violations of the Nielsen 
heuristics will be fixed in the interface. The interactive kiosk 
is then expected to have a high degree of accessibility for the 
final user. During the usability tests, one of the difficulties 
identified was the mouse pointer size and speed before the 
activation of the screen magnifier. One solution, using 
shortcut keys to activate and configure some parameters of 

the screen magnifier, is being developed by the team. 
Additionally, the magnifier can be configured to be 
initialized together with the operating system startup, 
removing the difficulties of running xLupa. 

Others inspection methods such as Cognitive 
Walkthrough described in [9], and ISO 9241-210 will be 
better investigated and applied. 

Another point which was identified during the test was 
the notification interface of the operating system. In this case 
study, the operating system was run using its default 
configurations, which included alerts about package updates. 
With the aim of standardizing and easing installation on new 
machines, a new repository will be set up containing the 
packages and an operating system installer which includes all 
the accessibility features of PlatMult. The operating system 
will be configured so that alerts are not shown while the 
system is being used. 

With regard to the usability tests, we intend to test new 
scenarios, mainly including the use of Internet services, such 
as post office services and government health care services. 
Additionally, scenarios involving the use of educational 
software will be developed and applied in usability tests. 

We also intend to increase the number of users 
participating in prototype testing in order to have more 
coverage from the perspective of users with different 
characteristics.  

With regard to the motor feedback, the initial evaluation, 
which primarily concerned content in the Internet browser, 
was positive. A second version of the mouse containing two 
engines positioned on the right and left sides is under 
construction. With these two engines, we intend to create 
vibration patterns which can indicate the importance of the 
information at which the mouse is pointing and to try to 
create a spatial stimulus, aiming at a fast localization of the 
pointer on the screen. 
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Abstract—Interaction and interface design for the young and 
the elderly has become an important research topic. The 
purpose of the research described here is to characterize motor 
performance in virtual environments across the lifespan. 
Participants between the ages of 7 and 90 years simultaneously 
reached to pick up two objects with their right and left hands 
in a desktop virtual environment.  On random trials, objects 
were unexpectedly moved to new locations.  Results indicated 
that older adults used different movement strategies in the 
virtual environment when compared to results from natural 
environment experiments.  Further, children and older adults 
responded to perturbation conditions with different movement 
time and hand coupling strategies than young and middle-aged 
adults.  These results suggest that age and task-specific design 
is necessary to ensure general access and optimal performance 
in virtual environments. 

Keywords- virtual environment; aging; motor control; bimanual 
reach to grasp  

I.  INTRODUCTION  

A. HCI and Age 
With the expansion of the role of computers in schools, 

the workplace, and homes, the population of users who 
make regular use of computing technology has grown 
exponentially.  Unfortunately, Human-Computer Interaction 
(HCI) research has not reflected this demographic reality.  
Results of the 2010 US Census show that 17.5% of the US 
population is between the ages of 5 and 18 and a further 
40% of the population is above the age of 45 [1].  It has also 
been reported that Europe is experiencing an aging 
population, with projections of 35% of the population being 
above the age of 65 by 2025 [2]. Still most HCI research is 
focused on younger people, often university or college 
students [3]. Rather than representing the true population of 
computer users, most experimental HCI research is biased 
heavily towards the cognitive and motor abilities of young 
adults. Where age-specific research has been conducted, the 
majority relates to the design of standard computer interface 
systems for various age groups.  In particular, research has 
focused on ways to improve cognitive performance through 
specific training or tutorial methods [e.g. 4, 5], or on the 
age-appropriate design of input devices [e.g. 6, 7, 8].   

While a modest corpus of knowledge is available for the 
design of standard computer interface systems for a variety 
of age groups, much less is known about how age influences 
performance within immersive three-dimensional virtual 
environments (VEs) [9, 10, 11].  Immersive VEs are 
becoming more prominent as the costs of the relevant 
tracking and display technologies decrease.  VEs are 
commonly used in design and prototyping, data 
visualization, medical training, architecture, and 
entertainment.  Further, recent research has focused on the 
utility of VEs for rehabilitation of motor impairments such 
as stroke in the elderly and attention deficit hyperactivity 
disorder (ADHD), developmental coordination disorder and 
cerebral palsy in the young [12, 13].  However, because 
there is a paucity of information on how healthy children 
and older adults interact in VEs, it is likely that the success 
of these systems will struggle. Specifically, it is nearly 
impossible to extrapolate design characteristics from healthy 
young adults to special-needs children and older adults.  
Results of the few studies conducted on performance across 
age-groups within virtual environments indicate relevant 
disparities in reactions to environmental immersion, usage 
of various input devices, size estimation ability, and 
navigational skills [9, 10, 11].  According to Allen et al. [9], 
“these results highlight the importance of considering age 
differences when designing for the population at large.” 

The purpose of the research described here is to 
characterize motor performance in virtual environments 
across the lifespan. To do this we asked participants ranging 
in age from 7 to 90 years to perform a foundational skill 
(bimanual reach to grasp) within a table-top virtual 
environment.  In the following sections, we describe the 
importance of the skill we chose to study. 

 

B. Bimanual Reach to Grasp Skills 
The performance of many everyday activities requires the 

completion of asymmetric but coordinated movements with 
our two hands. For example, touch typing, tying our 
shoelaces, and even reaching for a mug with one hand and a 
coffee pot with the other require the performance of two 
separate but coordinated movements. Many asymmetric 
bimanual tasks such as the ones described above can be 
performed quite effortlessly in natural environments.  This 
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seamless control is possible because we use feedforward 
sensory information (vision and proprioception) to pre-plan 
our movements and feedback sensory information for on-
line corrections during movement execution. 

Recently, bimanual tasks have been targeted as 
important skills to (re)train in rehabilitation protocols 
employing natural environments and virtual reality [14]. In 
rehabilitation training after stroke, these types of tasks are 
important for functional recovery because they require the 
areas of the brain most commonly afflicted by stroke to 
work with areas usually left undamaged, thereby 
maximizing the potential for positive neuroplastic changes 
[15]. 

While the study of bimanual movements has received 
some attention in natural environments, very little is known 
regarding the performance of these types of movements in 
virtual environments [16]. Further, no studies have looked at 
how the control of bimanual skills changes as a result of age 
in VEs.  In order to successfully implement rehabilitation 
and training protocols that make use of these types of tasks 
it is imperative that we first obtain a baseline understanding 
of how neurologically “normal” people across the lifespan 
perform bimanual skills in VEs and how they use sensory 
information for the performance of these skills. 

In natural environments, results from bimanual movement 
studies have indicated that when the two limbs are used to 
accomplish both symmetric and asymmetric task goals, 
coupling between the limbs for certain parameters occurs in 
the temporal domain [17, 18]. In particular, movement 
onset, duration, and end times tend to be similar for the two 
hands when subjects aim toward or reach to grasp targets of 
different sizes or at different locations [17, 18].  However, 
timing differences between the hands have been shown, and 
results indicate that these differences are associated with 
insufficient visual feedback for movement control [19].   In 
the current study we investigated whether the same patterns 
of results are seen in virtual environments and whether these 
patterns change with age.  We employed a target 
perturbation to specifically investigate how sensory (visual) 
information is used on-line by participants of various ages 
to modify their movements.  These paradigms are discussed 
in more detail in the following section. 

 

C. Unpredictable Environments: Perturbation Paradigms 
An experimental paradigm that has been successfully 

used to investigate the role of on-line visual information for 
the performance of goal directed tasks uses target 
perturbation to study adjustments to ongoing movements. 
The use of this type of paradigm allows us to discern how 
long it takes the nervous system to adapt to an unexpected 
visual change as well as the efficiency of the adaptation. 

In a target perturbation paradigm, the participant is 
unexpectedly presented with the requirement to alter their 
original movement plan either prior to or after movement 
onset. An example of a typical perturbation paradigm is as 

follows. A visual stimulus is presented to the participant 
prior to movement initiation and the participant generates a 
movement plan appropriate to the acquisition of the target at 
this initial location. Shortly prior to or after movement onset 
the stimulus is suddenly replaced by a second stimulus 
presented at an alternative location. The participant is thus 
required to reorganize their movement to successfully grasp 
the target at its new position. Results of studies using 
perturbation paradigms in both natural [20] and virtual 
environments [16] have indicated increased movement 
times to displaced targets and double velocity peaks in 
kinematic recordings. 

Studying the performance of bimanual perturbation tasks 
in a VE can provide us with important information about 
how participants make use of visual information during the 
execution of a skill.  This is particularly important given that 
the use of sensory information changes across the lifespan 
[21,22] and all the visual information presented to users of 
VEs must be synthetically created.  By comparing results in 
the VE to studies performed in the “real” world we can 
determine whether performance is similar within these two 
environments.   

   

II. METHOD 

A. Participants 
Fifty-one participants were divided into four age 

categories: Children (7-12 years, n=13), Young adults (18-
30 years, n=12), Middle age adults (40-50 years, n=12) and 
Older adults (60+ years, n=12). Due to problems with data 
collection final data analysis was conducted on 12 
participants in the “Children” group and 11 participants in 
the “Older adult” group. Decades of motor control research 
has indicated that a sample size of 10-12 participants 
provides sufficient statistical power in this type of reach to 
grasp study. All participants were self-reported right-
handers and had normal or corrected-to-normal vision. All 
participants provided informed consent before taking part in 
the experiment. The protocol was approved by the 
University of Wisconsin-Madison Social and Behavioral 
Science Institutional Review Board. 
 

B. Experimental Apparatus 
This experiment was conducted in the Wisconsin Virtual 

Environment (WiscVE) at the University of Wisconsin-
Madison. In this environment, subjects see three-
dimensional graphical representations of target objects but 
interact with physical objects. As shown in Fig. 1, graphic 
images of two target cubes were displayed on a downward 
facing computer monitor. A half-silvered mirror was placed 
parallel to the computer screen, midway between the screen 
and the table surface. The graphic image of the cubes was 
reflected in the mirror and appeared to the participant to be 
located in the workspace on the table surface. Three light 
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emitting diodes (LEDs) were positioned on the top surface 
of two wooden target cubes (38 mm). A VisualEyez 3000 
motion capture system (Phoenix Technologies, Inc., 
Burnaby) tracked the three-dimensional position of the 
LEDs on the physical target cubes. This data was used with 
an 8–10 ms lag (which was not discernible to subjects), to 
generate the superimposed graphical representations of the 
cubes. A shield was placed below the mirror to prevent 
subjects from seeing the real environment or their hands as 
they performed the reach-to-grasp task. 

Participants wore CrystalEYES™ goggles to obtain a 
stereoscopic view of the graphic images being projected 
onto the mirror. Three LEDs were fixed to the goggles and 
were used to provide the subject with a head-coupled view 
of the virtual environment on the work surface. Thus, when 
the subject moved his/her head, the displayed scene was 
adjusted appropriately for the magnitude and direction of 
head movement. LEDs were also positioned on the subject’s 
right and left thumbs, index fingers and wrists. Data from all 
LEDs was collected at a sampling rate of 120 Hz and was 
stored for data analysis purposes. 

 

C. Design and Procedure 
Each trial began with the illumination of two blue 

circular start positions (radius 5 mm) located 12.5 cm to the 
left and right of the participants’ midline. The participants 
moved their hands from the periphery of the workspace to 
place their index fingers and thumbs over the start positions, 
which were haptically indicated by small metal hex nuts. 
When the participants’ hands were correctly positioned, the 
start positions turned yellow. Once both of the participants’ 
hands remained stationary at the start positions for 1 s, the 
two graphic target cubes appeared at a location 20 cm from 
the start position. The task was to reach forward with the 

right and left hands to grasp and lift the two target cubes. 
Grasps were made with a precision grip and participants 
were asked to move at a comfortable pace once the target 
cubes appeared.   

Participants experienced trials in four experimental 
conditions.  In the control condition both targets remained at 
their initial location throughout the trial (left target no 
jump/right target no jump; NN).  In the three perturbation 
conditions one or both targets were displaced 9 cm toward 
the participant at movement onset (defined as a 
displacement of 5 mm of the thumb LED).  The perturbation 
conditions consisted of: 1) left target jump/right target no 
jump (JN), 2) left target no jump/right target jump (NJ), 3) 
left target jump, right target jump (JJ). 

Participants performed a total of 100 trials.  The first 10 
trials were always control trials (NN).  This allowed 
participants to become comfortable with the task and also 
gave us the opportunity to analyze a set of “control” trials 
where participants had no expectation of a perturbation.  
The remaining 60 control and 30 perturbation trials, 10 in 
each condition, were presented in a random order. 

 

D. Data Analysis 
Position data from the block LED as well as LEDs on 

the wrists of both hands were analyzed for specific temporal 
kinematic measures. Start of movement was defined as the 
point where wrist velocity increased above a threshold of 5 
mm/s and continued increasing to a peak.  End of movement 
was defined as the point where block lift velocity increased 
above 5 mm/s and continued increasing to a peak.  Based on 
these two temporal measures we calculated Movement Time 
(MT) for both hands.  We also quantified temporal coupling 
of the two hands by determining whether the hands started 
and ended movement at similar times.  To do this we 
calculated the Absolute Start Offset (ASO: Start Left Hand 
– Start Right Hand) and Absolute End Offset (AEO: End 
Left Hand – End Right Hand).  

Data were statistically analyzed in two ways.  First, to 
quantify control performance in the first 10 trials, we 
conducted a 4 Group (Children, Young Adult, Middle 
Adult, Older Adult) X 2 Hand (left, right) repeated measures 
ANOVA on MT.  To quantify bimanual coupling during the 
control trials a 4 Group (Children, Young Adult, Middle 
Adult, Older Adult) repeated measures ANOVA was 
performed on ASO and AEO.  To quantify performance 
during the perturbation trials we conducted separate 4 
Group (Children, Young Adult, Middle Adult, Older Adult) 
X 4 Condition (JJ, NJ, JN, NN) repeated measures 
ANOVAs for each hand and dependent measure.  Post-Hoc 
analysis on significant main effects was done using the 
Fisher LSD method.   When significant interactions 
occurred, these were further explored using simple main 
effects with Condition as the factor.  An a priori alpha level 
was set at p < 0.05.  

 

Figure 1: Experimental apparatus 
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Figure 2.  Main effect of  Group on movement time in the control 

condition.   

III. RESULTS 

A. Initial Performance: Control Trials 
The control trials allow us to determine how bimanual 

performance changes as a function of age within virtual 
environments and whether patterns of performance in VEs 
replicate those seen in natural environments.   

A main effect of Group was found for movement time 
(F3,43 = 7.053, p=0.001).  Results indicated that the fastest 
movement times were found in the young and middle aged 
adults.  Children were significantly slower than the young 
and middle aged adults, whereas older adults were only 
significantly slower than the young adults (Fig. 2). 

When looking at coupling between the left and right 
hands, main effects of Group were found for ASO (F3,43 = 
14.03, p<0.001) and AEO (F3,43 = 4.74, p=0.006).  The post-
hoc LSD indicated that children had significantly larger 
offsets at both the start (Fig. 3A) and end (Fig. 3B) of 
movement than any of the other age groups. 

B. Perturbation Performance 
The perturbation trials allowed us to investigate whether 

differences in the use of on-line visual feedback occur across 
age groups and for different perturbation conditions.   

An interaction between Condition and Group (F9,129 = 
2.934, p=0.003) was found for MT of the right hand. 
Children were significantly slower than all other groups in 
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Figure 3. Main effect of Group on ASO and AEO 
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Figure 4.  Group X Condition interaction for MT of the right hand. 

 
the NN, JN and JJ conditions (Fig. 4).  However, they did 
have similar MTs to the older adults in the NJ condition. The 
young and middle adults had similar MTs across all 
conditions.  Finally, the older adults were significantly 
slower than the young adults in the NN and NJ conditions 
only.   

For MT of the left hand, main effects of group (F3,43 = 
6.04, p=0.002) and condition (F3,129 =10.6, p<0.001) were 
found.  The group main effect indicated that the children 
were significantly slower than the young and middle adults.  
No other significant differences were found (Fig. 5A).  For 
the main effect of condition, results indicated that MTs for 
the left hand were significantly faster in the NN and JJ 
conditions than in the JN and NJ conditions (Fig. 5B). 

When looking at coupling between the two hands during 
perturbation trials, a main effect of group (F3,43 = 15.9, 
p<0.001) indicated that children had significantly larger 
offsets at movement initiation than any other age group (Fig. 
6).  

For the end of movement, a Group X Condition 
interaction (F9,129 = 2.232, p=0.024) indicated that children 
had significantly larger offsets than all other groups in the 
NN condition (Fig. 7).  The older adults had longer offsets 
than the young adults in the NJ condition.  All groups had 
statistically similar offsets in the JN and JJ conditions.   
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Figure 5.  Main effects of Group and Condition on MT of the left hand 
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Figure 6.  Main effect of Group on ASO 

IV. CONCLUSION AND FUTURE WORK 

A. Performance of Bimanual Movements in VEs across the 
lifespan: Control and Perturbation Conditions 
Each participant began the experiment by performing a 

block of simple bimanual trials without perturbation.  These 
trials allowed us to determine whether age-specific patterns 
of bimanual performance in VEs are similar to the patterns 
seen in the natural environment.  When considering overall 
MT, research in natural environments has indicated that 
children and the elderly typically complete both simple and 
complex tasks more slowly than young adults [23, 24]. A 
similar pattern of results was found in the current study, 
indicating some similarities between VEs and natural 
environments. With respect to bimanual coupling in natural 
environments, prior studies have indicated that both young 
children and older adults exhibit greater offsets at 
movement initiation and movement completion than young 
adults [24, 25]. These results were replicated for the 
children; however, the older adults used similar movement 
offset patterns as the young and middle adults. This 
difference in movement coupling for the elderly subjects 
suggests that they use different control strategies in natural 
compared to virtual environments. Timing differences 
between the hands in bimanual tasks have been associated 
with the requirement to shift visual attention between the 
targets to obtain sufficient feedback [19]. In older adults, 
slowing of visual sensory processing due to aging should 
result in even greater timing differences between the hands 
[22].  The smaller offsets seen in the current study suggests 
that the elderly subjects may have been relying on a 
predominantly feedforward strategy to complete the task 
instead of the typical feedback-based strategy that is seen in 
the natural environment.  In a previous study investigating 
age differences on a simple reach-to-grasp task in a VE, we 
also found that older adults relied more heavily on a 
feedforward-based strategy [26].  The current findings add 
support to the notion that older adults may not rely on  
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Figure 7.  Main effect of Group on AEO 

similar movement planning and execution strategies when 
performing tasks in VEs.   

The perturbation conditions allowed us to investigate 
age differences in the visual control of movement in VEs. 
Overall, MT and offset results indicated similar movement 
performance between the ages of 18 and 50 years.  These 
results suggest that design principles extracted from studies 
done on young adults may be applicable to middle-aged 
adults as well.  In contrast, children and older adults 
exhibited distinct performance differences as a function of 
perturbation condition. While their performance was similar 
to the young and middle age groups for certain parameters 
and on certain conditions, the youngest and oldest age 
groups were slower and their movements were less coupled 
in other conditions.  Overall, these results suggest that task 
conditions and age are critical factors when considering the 
design and functionality of VEs.   Children and older adults 
do not perform or make use of sensory information in a 
similar fashion to young and middle-aged adults.  Further, 
results are clearly task specific.  This suggests that it is 
dangerous for designers to extrapolate performance in one 
task to other tasks.  Instead, our results suggest that age-
related performance must be investigated on a task by task 
basis for the generation of design principles. 

B. Implications for the Design of Training and 
Rehabilitation VEs 
Virtual environments have recently been touted as 

promising tools for training and rehabilitation [12, 13, 14].  
However, the capacity for these environments to provide 
optimal benefits hinges on the learner’s ability to transfer 
gains made in the VE to improvements in performance in 
the real world.  It has long been known in the human motor 
learning literature that successful transfer occurs when 
similarities in movement strategies between the practice and 
performance environment are greatest [27].  In the current 
study we found that children, young, and middle-aged adults 
used similar bimanual strategies in the control condition to 
those reported for natural environments.  In contrast the 
strategies used by the older adults in the VE were different 
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than those reported in natural environments.  It is important 
to note that visual feedback in this study was impoverished 
and relatively crude (i.e. no hand representation, simple 
table surface and object representation, low luminance 
contrast levels). These results suggest that when designing 
environments for older adults, it may be necessary to design 
tasks and environmental feedback conditions that better 
mimic the richness of the visual feedback conditions 
available in the real world.  We are planning future studies 
to test this hypothesis. 
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Abstract—The main purpose of the research is to understand 
the current situation of design and development of iPad 
electronic picture books and analyze the usability. The 
researcher used the ranking lists search and browsing in the 
Apple Store for browsing various electronic picture books in 
great number. In the final stage, we screened out six different 
models to be used in iPad electronic picture books and 
conducted the analyses of usability. We selected by purposive 
sampling 15 adults (including eight teachers and seven mothers) 
and six six-year-old children (3 boys and 3 girls) who had 
experiences of using iPad. The subjects at first browsed six 
electronic picture books. Then 15 adults filled out the 
questionnaires, six children were interviewed and their 
operations were observed to understand their preferences and 
the uses of the products. The research found that the 
commonalities of the design of iPad electronic picture books a) 
dominated by page style; b) focused on linear development; c) 
most of interactive designs of story contents are clicking the 
objects on the screen; d) provided different languages and 
audio versions; e) most of them adopted the design of limited 
animation in which they used zoom-in and zoom-out and 
diversion techniques to show animations. The 
recommendations for future publishers and designers were: a) 
increase the interactions of story content; b) increase 
traditional Chinese subtitles and voice; c) integrate picture 
book platforms. 

Keywords- Usability; e-Picture Book; iPad Picture book 

I.  INTRODUCTION 

The 3C products such as tablet PC, iPad, smart phone 
and e-book reader are unknowing invade our daily life. For 
the new-generation of children, the time and opportunities 
for reading paper books hence become less and less while 
the time spending on 3C products are more and more. 
Therefore, the contents provided by those tools become a 
focus point of concern. The new reading equipments not 
necessarily enable the children to love learning and reading, 
but undeniably, equipped by e-book reader and combined 
with multimedia elements, the reading contents have 
provided a different reading experience. When the iPad 
launched in May 2010, it was reported to be one of the most 
popular electronic devices [1][2]. iPad, combined a touch 
screen and multimedia, provides an experience of more 
intuitive operation than web pages and CD versions. The 
main purpose of the research is to understand the current 

situation of design and development of iPad electronic 
picture books and analyze their usability. 

 

II. LITERATURE REVIEW 

A. Electronic Book 

The Chinese term “electronic book” is directly translated 
from English. In literature, Van Dam mentioned electronic 
books for the first time. In a broad sense, it means the media 
that stores and transmits the characters and pictures 
information through electronic channel [3]. Barker [4] 
argued that the electronic book was used to describe new 
type of books that was different from traditional paper books. 
But like paper books, they were composed of pages. The 
difference was that each page of an electronic book was 
designed and dynamic electronic information. Electronic 
book could be considered an aggregation of multi-pages, 
responsive and lively multi-media (includes information of 
characters, picture or voice). A picture book is an art form 
that combines visual and verbal narratives in a book format. 
A true picture book tells the story both with words and 
pictures. Electronic picture book (or e-Picture book, EPB) is 
to present picture books in the electronic form including CD-
ROM, WWW. The applied multi-media elements include 
characters, pictures, animations, voice, sound effects and 
music. It mainly operates through mouse and keyboard in 
user control (interactive operation pattern). The manipulation 
of mouse includes drag and click whereas the manipulation 
of the keyboard I include character enter and key enter. The 
source of story materials includes adaptation and creation. 
The E-book in the research means iPad e-Picture books. 

B. Usability 

Schneiderman [5] emphasizes consistency and 
predictability in interface design that provides for a high 
level of user control. Usability means that the people who 
use the product can do so quickly and easily to accomplish 
their own tasks. This definition rests on four points: (1) 
Usability means focusing on users; (2) people use products 
to be productive; (3) are busy people trying to accomplish 
tasks; and (4) users decide when a product is easy to use [6]. 
Lazar [7] highlights ease-of-use as an equally important 
usability consideration he also advocates for a balanced 

269Copyright (c) IARIA, 2013.     ISBN:  978-1-61208-250-9

ACHI 2013 : The Sixth International Conference on Advances in Computer-Human Interactions

                         284 / 510



approach to Web design that allows for the appropriate use 
of media elements such as graphics, plug-ins, and animation. 

Usability is the quality of attribute that assesses how easy 
user interfaces are to use. The word "usability" also refers to 
methods for improving ease-of-use during the design process. 
Usability is defined by five quality components: (1) 
Learnability: How easy is it for users to accomplish basic 
tasks the first time they encounter the design? (2) Efficiency: 
Once users have learned the design, how quickly can they 
perform tasks? (3) Memorability: When the users return to 
the design after a period of not using it, how easily can they 
reestablish proficiency? (4) Errors: How many errors do 
users make, how severe are these errors, and how easily can 
they recover from the errors? (5) Satisfaction: How pleasant 
is it to use the design? [8] 

In conclusion, usability includes considerations such as: 
(1) Who are the users, what do they know, and what can they 
learn? (2) What do users want or need to do?  (3) What is the 
general background of the users? (4) What is the context in 
which the user is working? (5) What has to be left on the 
machine? Usability is the ease of use and learnability of a 
human-made object. 

 

III. METHODOLOGY 

A. Procedure 

1. In January 1 to January 31, 2011, the researchers searched 
for electronic picture books in the Books category of 
Apple App Store, and found 65 production companies 
publishing electronic picture books for iPad in total. 
According to the overall design, 6 more distinctive 
electronic picture books were chosen by the researchers 
for further questionnaire, interviews and observation.  

2. The iPad 2 (Wi-Fi only) with 64GB memory and iOS 4.3 
was selected for the study. 

3. A questionnaire survey of five-point Likert items (1: 
strongly disagree, 2: disagree, 3: neither agree nor 
disagree, 4: agree, 5: strongly agree) and interviews were 
performed to adult users. The content of the questionnaire 
mainly included overall design, easy operation, story 
animation design, text design, and voice design. The 
interviews mainly involved questions about the 
operations of electronic picture books from different 
websites, and finding out the reasons of users’ satisfaction 
or dissatisfaction.  

4. Observations of child users’ operations and interviews 
with those users were made. The researchers observed 
child users’ behaviors in the operation process, and 
interviewed them about the issues they had encountered 
in their operations. 

B. Study Subjects 

1. 15 adults who had not used the iPad before (4 elementary 
school teachers, 4 kindergarten teachers and 7 mothers 
who had at least one child) randomly browsed the 6 
electronic picture books, then filled out the questionnaire. 
8 of the adults had master’s degrees, and 7 had bachelor’s 
degrees. Every subject took about 1 hour to finish the 

process.  
2. 6 children who had not used the iPad before (six 6-year-

old, half were boys and half were girls) randomly 
browsed the 6 electronic picture books, and were 
observed and interviewed by the researchers. Every time 
after finishing one electronic picture book, each child was 
asked if the rest was needed, and took rests when 
necessary. Every subject took about 1-1.5 hours to finish 
the process.  
 

IV. RESULTS AND CONCLUSIONS 

The results of the questionnaire and interviews are 
summed up as follows: 

A. Overall Design 

Although the styles of the six electronic picture books 
were different, users all had pretty good satisfaction to them. 
The scores the picture books got on the questionnaires filled 
by the adults were all 4.1 and above. The children liked the 
picture books as well. For example, C3 said “I hope Father 
and Mother will buy them for me, I like every one of them.”, 
C5 said “It would be great if our textbooks were this 
interesting.” 

B. Operation Design 

The user can operate the flip function of electronic 
picture books. The picture books that had left and right arrow 
marks on the screen were instantly understood by users. 
Children needed the researchers’ reminding to roll over 
pages, but had no difficulties on operation either. Also, they 
became more skilled in operating auto and manual play, and 
text / voice switch, after they encountered them twice. Child 
users said that it was really convenient to click with fingers. 
“Snow White - 3D Pop-up Book” had the most different 
design among the six electronic picture books, but could as 
well be smoothly operated with hints given. The recording 
function provided by some of the picture books was very 
fresh to the subjects. For example, the child C2 said “It is fun 
that you can record the story you read.” 

C. Text Design 

For the children in Taiwan, Chinese is their native 
language. Electronic picture books that were presented only 
in English were still difficult for the subjects. Adult subjects 
applauded that electronic picture books provided versions of 
multiple languages for operators. For example, the teacher 
T4 said “Take Little Snail as an example. It provides many 
different text languages so that more people in the world can 
browse it. That is what present multimedia design can do.” 
Only most adult subjects thought that the traditional Chinese 
version should be modified for Taiwan’s readers. 

D. Illustration Design 

The six electronic picture books have different styles and 
each subject has his own preference. As a whole, the average 
scores of adult questionnaires were over 3.9. “I love all of 
them, but ‘The Three Little Pigs’ is the one I love most 
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because the pig in the book can move; ‘Snow White’ is also 
very special and I have never seen such book.” 

E. Voice Design 

Text and voice is mutually collocated that most of the 
adult subjects for the part of the Chinese voice proposed that 
it be appropriate to find native Taiwanese for dubbing to 
avoid the interference from an accent in listening. The adult 
subjects affirmed that the English text was helpful to the 
non-English speaking readers for the enhancement in 
learning English, but proposed to add the Chinese that more 
Taiwanese audience could participate in. 

F. Animation Design 

Most of the electronic picture books on the current iPad 
are presented without or with limited animation. The limited 
animation is dominated with the movement of leading 
characters or part of objects, or zoom-in and out and 
movement of camera shots. The child subjects showed high 
interest in the dynamic performance. When the researcher 
hinted that some figures or objects in the frame can be 
clicked with fingers. For children, it is a very new try and 
they will try to click to see if there is any reaction. 

As a whole, there are two primary common points in the 
six electronic picture books: 1) single-line development of  
the story; 2) the contents of the story lacks of interactions 
that both adult and child users indicated that they wish to 
read more electronic picture books if they have a chance 
because there are many differences comparing to reading 
physical books. 

 

V. SUGGESTIONS 

This research evaluated the operation and uses of six 
selected electronic picture books and gave following 
suggestions for the reactions from the subjects. It is hoped 
that in future, more selected picture books and subjects could 
be used for the usability evaluation that will prompt more 
concrete contributions to the designs of electronic picture 
books.  

A. Enhance the interaction of the story 

Given the fact that many picture books were adapted 
from printing picture books in which the story is developed 
in single-line, the interaction of story contents is limited. The 
advantages of multi-media are that it could facilitate the 
increase of interaction. In the future, we could bring the 
characteristics into full play by increasing double-line or 
even multi-line developments of the story and the design of 
interaction with the contents of the story to enhance the 
interaction between readers and story contents. 

B. Increase Traditional Chinese Subtitles and Voice 

At the present time, only a few developers provide 
traditional subtitles and voice in their electronic picture 
books including Rye Studio 、 Apple Style 、 RYBooks 
Studio. Many other excellent electronic picture books choose 
English as their only or primary language. But they can just 
add traditional Chinese subtitles and voice to meet the 
requirement from readers in Taiwan. So we suggest that the 
developers cooperate with foreign developers in adding 
traditional Chinese subtitles and voice for the readers in 
Taiwan that more children have a chance to read the rich 
contents of electronic picture books. 

C. Integrate Picture book Platforms 

Although there is classification of books in Apple App 
Store, searching for specific electronic picture books is a 
time-consuming job. Therefore, we suggest that create a 
classification for the electronic picture books or design a 
browser search interface exclusively for the children.  

In summary, from the angle of emotional interaction, 
operation interaction, cognition interaction and community 
interaction, the design of existing electronic picture books 
could strengthen the cognition interaction and community 
interaction that the visitors could interact with the contents of 
electronic picture books through the characteristics of multi-
media factors that are different from the printing books. Also, 
it could have meaningful community interactions with other 
readers through the linking of Internet. With the creativity 
and innovation of interactive technology, more and more 
excellent iPad picture book worthy of researchers continue to 
invest in research. 
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TABLE I.   THE BASIC INFORMATION OF THE SIX ELECTRONIC PICTUREBOOKS 

Story 
Name 

The Little 
Snail 

One Pizza, 
One Penny 

Just Grandma 
and Me 

Bedtime  
Monster 

The Three 
Little Pigs 

Snow White - 
3D Pop-up 
Book 

Publisher Rye Studio Apple Tree & 
Guru Bear 

Oceanhouse 
Media 

Siena 
Entertainment, 

LLC 

Nosy Crow lee hee suck 

Illustration 
Design 2D 2D 2D 2D 3D 3D 

Language 
(Text) 

English, 
Traditional 
Chinese, 
Simplified 
Chinese, 

Japanese, 
French, 
German, 
Spanish 

English, 
Traditional 
Chinese, 
Simplified 
Chinese 

English English 
Spanish 

English English 

Language 
(Voice) 

English, 
Chinese, 

Japanese, 
French, 
German, 
Spanish 

English, 
Chinese 

English English 
Spanish 

English English 

Sleeping 
Mode (voice 

only)  
      

Record         

Flip Mode 1.Auto 
2.Manual (click 
on last/next 
page button to 
turn) 

1. Auto 
2.Manual (click 
on bottom 
left/right corner 
to turn) 

1. Auto 
2. Manual (roll 
over the page 
to turn) 

1. Auto 
2.Manual (click 
on last/next 
page button to 
turn) 

1. Auto 
2.Manual (click 
on last/next 
page button to 
turn) 

1. Auto 
2.Manual (click 
on last/next 
page button to 
turn) 

Page Index       

Bookmark       

Operating 
Instructions       

Story Scenes 
Content 
Clicking 

      

Simple 
Animation       

Extended 
Activities       
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Figure 1. The Little Snail 

 
Figure 2. One Pizza, One Penny 

Figure 3. Just Grandma and Me 
 

Figure 4. Bedtime Monster  

Figure 5. The Little Snail 
 

Figure 6. Snow White - 3D Pop-up Book 
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Abstract— Survey agencies in the United States continue to 

move many map-based surveys from paper to handheld 

computers.  With large highly diverse workforces, it is 

necessary to test software with a diverse population.  The 

present work examines the performance of participants 

grouped by their level of spatial visualization.  The 

participants were tested in either the field or in a fully 

immersive virtual environment. The methodology of the study 

is explained.  The performance of the participants in the two 

environments is modeled with least squares regression.  Results 

of the study are presented and discussed.  

Keywords- map-based survey; virtual reality; spatial ability 

I. INTRODUCTION 

 

     Survey agencies in the United States have been moving 

towards using handheld computers to replace the use of 

paper in their field operations.  Since most field surveys are 

inherently location dependent, a lot of the software used will 

be map-based.  Agencies, like the Bureau of Census, are 

forced to couple this move to map-based software with a 

highly diverse workforce, especially in large scale 

operations like the decennial census.  Due to the wide range 

of individual differences typically encountered in such 

diverse workforces, software testing is a critical component 

of this process.  Ultimately, the software has to be tested in 

the field to fully understand how it will perform.  However, 

a significant issue with testing in the field is the cost.  An 

interesting question is the viability of doing at least the 

initial testing of software in a virtual environment. 

 

     In the present work a study is described that looks at the 

participant’s performance in either the field or in a fully 

immersive virtual environment.  The task chosen for the 

study was address verification, where a census worker is 

given a list of addresses and they are expected to either 

determine the address is correctly located on their map or 

make the necessary corrections. The contribution of this 

paper is the direct comparison of a complex real world 

operation performed in both the field and virtual reality.  

This initial study didn’t show very much difference between 

performance in the field and virtual environments.  We did 

see a significant impact of the role that spatial visualization 

played in both environments. 

 

     In the remainder of the paper we look at related work, 

examine the methodology used in the study, present the 

statistical results, and provide a discussion of what we 

found. 

II. BACKGROUND 

 

      Wobbrock et al. [24] proposed ability-based design as a 

paradigm for constructing individual-centric systems.    

According to Murray & Kluckhohn [18],”Every man is in 

certain respects (a) like all other men, (b) like some other 

men, (c) like no other man” (p.35).  Benyon, Crerar, & 

Wilkinson [3] predicated the prominence of cognitive 

differences in human-computer interaction on the divide 

between physical and digital artifacts and noted that 

cognitive differences may have amplified effects in 

computing contexts (pp. 21-22).   

 

     Spatial ability is a compound factor that has often been 

linked to performance in interactive tasks. Several authors 

have used factor-analytic techniques to decompose spatial 

ability into constituents.  In the nineties, [5] and [16] 

reported that it consists of five parts: spatial visualization, 

speeded rotation, closure speed, closure flexibility, and 

perceptual speed. Earlier publications by [6] and [20] 

suggested other combinations. Spatial visualization ability–

defined by [9] (p. 173) as “the ability to manipulate or 

transform the image of spatial patterns into other 

arrangements”–has been shown to correlate with 

performance with command-line interfaces [11, 4], file 

system navigation [22], searching an information retrieval 

system [8], web browsing [25], simulated driving [1], and 

remote control of robots [15].   

 

      Beyond the combination of software and hardware, we 

also need to consider the field operating environment, which 

presents a multitude of stimuli and a continuously changing 

external context, unlike the traditional computer desktop. 

Whether a field setting can be reasonably approximated in a 

laboratory virtual environment is still an open question. Ref. 

[17] highlights the tradeoff between experimental control 

and ecological validity in traditional research methods and 

suggest that improved-fidelity virtual reality may reduce the 

compromise.  If correct, their claim has practical 

implications, as well: virtual reality may become a low-cost 

alternative for field training.  Two components that 

distinguish reality from a virtual environment are distance 

perception [23] and embodiment [2]. Ref. [10] compared 

environmental learning from the real world, non-interactive 
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video, and a desktop virtual environment, concluding that 

spatial ability is correlated with learning in both the real 

world and virtual environment, with a stronger effect for the 

desktop simulation.  Ref. [21] compared walking patterns in 

reality and on a treadmill in non-immersive virtual setting, 

noting persisting small differences in gait after 20 minutes 

of acclimatization.  Ref. [19] showed that increasing display 

size and resolution improved wayfinding and object location 

performance in a non-immersive virtual setting. The 

outcomes in these publications suggest that as we improve 

visualization and locomotion technologies, we may be able 

to run virtual reality experiments approaching ecological 

validity.  Refs. [13] and [14] used a study design that 

appears similar to ours but was driven by a different agenda.  

The authors constructed a high-fidelity virtual reality model 

of a residential area in the United Kingdom and asked 27 

participants to navigate to five locations inside an 

immersive environment designed by [7]. Participants had 

access to schematic maps, detailed maps, and written and 

spoken route instructions on a handheld device that served 

as a pathfinding aid.  The authors described three different 

pathfinding behaviors, noted geographical hot spots for 

handheld device activity and per-destination aggregate 

device activity. The focus of the research was on linking 

location to handheld usage, and the authors did not report 

measures of statistical validity.   In contrast, we set out to 

find statistical evidence for performance differentials on a 

software map task.  Our experiment includes both a virtual 

reality and a field setting.  Additionally, our task is a 

software task that has a navigation component.  Finally, the 

virtual environment in [13, 14] had a lesser degree of 

immersion, because participants navigated with a joystick 

and the virtual model was projected on up to three VR 

walls. 

III. MATERIALS AND METHOD 

 

      The experiment contained a screening phase and an 

exercise phase.   

 

A. Screening phase 

 

      During the screening phase, one-hundred-and-twenty-

four participants were individually assessed on spatial 

visualization, visual memory, perceptual speed, and 

perspective-taking ability. The tests were VZ-2, MV-2, and 

P-2 given in [9], and the perspective-taking assessment 

described in [12]. Participants with spatial visualization 

scores greater than or equal to 15 or less than 9 (out of 20) 

were randomly assigned to one of two treatments in the 

exercise phase.  Pairs from either the low or high spatial 

visualization groups were randomized together, allowing 

each participant a 0.5 probability of assignment to either be 

tested in the virtual reality treatment or the field treatment. 

Thirty-two participants (14 males, 18 females) were 

assigned to the second phase of the experiment. 

 

B.  Field phase 

 

      For the field treatment, 15 participants (8 males, 7 

females) were taken individually to the same spot in a 

residential neighborhood in Ames, Iowa. They were first 

trained on using the handheld device, locating addresses in 

the field, and the think-aloud protocol.  An observer 

provided them with a stylus and a handheld computer: a 

Pharos Traveler 535x with a 240x320, 3.5” transflective 

screen and a 624 MHz Intel PXA270 processor.  The 

observer explained the address verification task. 

 

      Participants would have to physically walk to an address 

in order to answer the question. If the map contained errors, 

they had to use the software’s editing features to position 

the address at the correct location or remove it altogether.  

Four outcomes were possible. An address needed to either 

be added to the map, deleted, moved to a new location, or 

confirmed without changing the map.  Participants were told 

to only correct the addresses in their task list and to ignore 

other possible errors on the map. (The map contained no 

errors outside of scenario addresses.)  Participants were then 

taught how to edit the software map and were also 

instructed to verbalize all their thoughts for a think-aloud 

protocol.  The map software was started in training mode 

and participants were asked to locate and verify three 

training addresses in the immediate vicinity, while the 

observers answered procedure questions and provided 

feedback on the quality of the think-aloud.  At the end of the 

training session, observers answered the participant’s final 

questions, and also explained that observers would not talk 

during the actual exercise, other than to prompt the 

participant to keep verbalizing or to ask about behavioral 

details. Observers then returned the participant to the 

location where all trainees started, switched the map 

software to experiment mode, and started an audio recorder 

(worn by the participant) and a GPS tracker (carried by the 

observer).  The GPS tracker was not given to the participant 

so that they would not be interrupted to time-stamp address 

completions.  

 

     All participants verified the same six addresses off of an 

identical randomized list order (Figure 2), and therefore 

could not benefit from completion sequence hints. The list 

could be viewed at all times in the software by tapping the 

currently selected address.  Errors for each address in the 

task list are shown in Figure 1.  Participants were allowed to 

work on addresses in any order and could return to 

previously submitted addresses as many times as they 

wanted.  Only final answers were evaluated for correctness.      

When finished, participants were then taken to two locations 

on the map and asked to point in the direction of the starting 

spot.  Finally, observers audio-recorded an exit 

questionnaire detailing the participant’s perceptions of the 

study. 
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start 

 
Figure 1. Address errors introduced on the map. 

C. Virtual reality phase 

 

      Seventeen participants (6 males, 11 females) were 

randomly assigned to the virtual reality treatment and were 

taken individually to the VRAC C6 immersive virtual 

reality environment on the Iowa State University campus.   

 

Virtual reality model-The virtual setting loaded in the 

environment was a high-fidelity three-dimensional model of 

the residential area portrayed in Figure 1, with an additional 

block modeled outside the westernmost and easternmost 

extents of the map.  The model was created in SketchUp 

(www.sketchup.com) and imported into the virtual reality 

environment through VR Juggler (www.vrjuggler.org). 

Housing units and streets were georeferenced. However, 

actual housing units were represented by house models of 

similar size and style selected from Sketchup’s repository of 

three-dimensional housing models (sketchup.google.com/ 

3dwarehouse/).  The neighborhood model also incorporated 

notable landmarks in the area, such as, street signs, curbs, 

textured surfaces, a day sky with sun, trees, shrubs, a 

playground, and a large building on the Iowa State 

University campus that was visible in some parts of the 

study area.  The model did not include sidewalks, but did 

represent multi-lane streets and split boulevards, keeping 

throughway widths consistent with reality.  

 

Virtual reality equipment-The virtual reality room is a cube 

with dimensions 3.05 x 3.05 x 3.05 m.  Each of the four 

walls, floor, and ceiling displayed stereo images of 4096 x 

4096 pixels at approximately 16 frames per second.  Video 

projection is driven by a cluster of 48 HP xw9300 

workstations with 96 nVidia Quadro graphics cards sending 

video frames to 24 Sony SRX-S105 digital cinema 

projectors.  InterSense’s IS-900 tracking system tracked the 

participant’s head location and gaze direction, and the stereo 

perspective dynamically shifted with the user’s gaze.  The 

participants wore active stereo glasses.  

 

Moving in virtual reality-Movement in the environment was 

accomplished by stepping towards the desired direction.  A 

circular spot in the center of the floor, approximately 0.6 m 

in diameter, was the “dead zone”. If the participant’s head 

was located in the column of the spot, all movement 

stopped.  Stepping outside the dead zone would start 

moving the virtual reality model in the opposite direction of 

the step, giving the illusion of the participant moving 

through the model in the direction of the step. As the 

participant stepped closer to the walls, movement speed 

increased, from approximately 0.1 m/s to a maximum of 

approximately 2.22 m/s (8 km/h or 5 mi/h).  We fixed the 

maximum speed to a slow trot, because we were concerned 

that a higher speed could not be encountered in the range of 

walking speeds available to participants in the field 

treatment, and a lower maximum speed might bore 

participants, causing them to lose focus. 

 

Protocol changes-Study protocol was exactly the same as in 

the field treatment, but prior to introducing the handheld 

device, participants were trained on moving inside the 

virtual environment.  Participants also started training and 

the exercise at the same geographic spot in the virtual model 

as participants in the field. 

 

Data collection and analysis-We tracked: distance traveled 

via GPS and virtual movement logs, time taken to complete 

the task, and number of addresses incorrectly verified 

(number of task errors). The virtual reality model was 

georeferenced, so travel coordinates within the immersive 

environment reflected actual distances.  Additionally, we 

recorded all handheld software actions and user speech from 

the end of the training session to the end of the exit 

questionnaire. 

 We used least squares regression to explore 

statistical relationships among the data.  Our response 

variables were distance traveled, time taken to complete the 

task, and number of errors.  Predictor variables included 

spatial visualization category (low or high); field/virtual 

environment category; gender; perceptual speed, visual 

memory, and perspective-taking scores; and zoom, pan and 

map reset actions.   

 

We hypothesized that: 

 
Hypothesis 1: High-spatial-visualization participants would 

travel significantly shorter distances than low-spatial-
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visualization participants in both the field and virtual 

environments. 

Hypothesis 2: High-spatial-visualization participants would 

take significantly less time than low-spatial-visualization 

participants in both the field and virtual environments. 

 

  

              
  

Figure 2. Edit screen with address list extended. 

    
 

Figure 3. Participant in the virtual reality treatment. 

       In addition, we expected that there would be some 

impact on the participants between treatments, especially 

the participants with low spatial visualization in the virtual 

environment. 

 

IV. RESULTS 

 

     The results reported in this paper are based on least 

squares regression models.  The focus has been to look at 

two slightly different sets of variables.  The first model 

looks at how a set of variables based on the environment 

and the participant impact performance measures (e.g., time 

and distance), while the second model adds a software 

flavor to the analysis by adding a variable that incorporates 

map resets and pans. 

 

A. Regression based on Environment and Participants 

 

      The first model examines the impact of the environment 

(E = 0 Field or 1 Virtual), spatial ability (S = 0 High 

Visualization or 1 Low Visualization), and gender (G = 0 

Female or 1 Male) on time and distance.   

 

      In particular we looked at Y = E + S + E*S + G, where 

Y is the prediction of either log(time) or log(distance) and 

E*S is the interaction of the environment and the 

participant’s spatial ability assignment. 

 

     The regression results for log(time) and log(distance) are 

shown in Tables I and II, respectively.  

 

TABLE I. REGRESSION RESULTS FOR LOG(TIME). 

 

 Estimate Std.Error t-value Pr(>|t|) 

(Intercept) 3.338 0.112 29.814 0.000 

Env 0.083 0.159 0.524 0.605 

Spatial 0.398 0.152 2.622 0.014 

Gender 0.005 0.107 0.050 0.961 

Env:Spatial 0.014 0.209 0.068 0.946 

 

TABLE II. REGRESSION RESULTS FOR 

LOG(DISTANCE). 

 

 Estimate Std.Error t-value Pr(>|t|) 

(Intercept) 0.021 0.117 0.177 0.861 

Env 0.268 0.166 1.617 0.117 

Spatial 0.373 0.159 2.355 0.026 

Gender 0.029 0.111 0.261 0.796 

Env:Spatial -0.425 0.218 -1.944 0.062 

 

      The most interesting aspect of the results shown in the 

two tables is the significance of the participants’ level of 

spatial ability in both results (Pr(>|t|) = 0.014 and 0.026, 

respectively.  The regression model for distance (Table II) is 

suggestive that the interaction of E and S is important with 

Pr(>|t|) = 0.062.   

 

      The box plots for log(Time) and log(Distance) mediated 

by the interaction are shown in Figures 4 and 5, 

respectively.  While the box plots don’t provide too much 

information, they do provide some insight.  First, in Figure 

5 it appears that high spatial participants in the virtual 

environment traveled greater distances than the high spatial 

participants did in the field.  The log(Time) boxplot (Figure 

4) is suggestive that spatial ability is important in terms of 
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the time taken (log(Time)).  Such a result makes sense in 

light of the significance of spatial ability seen in Table I.   

 
Figure 4. Boxplots for log(Time) vs E*S. 

 
Figure 5. Boxplots for log(Distance) vs E*S. 

 

B. Including Software Operations in the Regression 

 

      To bring the software performance of the participants 

into the regression model, we defined a variable (Resetpan) 

as a measure of how many times a participant interacted 

with the map on the handheld device.  Formally, ResetPan is 

defined by 

Resetpan=0.5(Resets-mean(Resets)/sd(Resets) + 

Pans-mean(Pans)/sd(Pans)). 

The choice of map resets and pans was motivated by the 

experiment observers’ experience in both the field and 

virtual environments.   Tables III, IV, and V show the 

regression results for the least squares regression models for 

log(Time), log(Distance), and Errors, respectively. 

 

TABLE III. REGRESSION RESULTS FOR LOG(TIME). 

 

 Estimate Std.Error t-value Pr(>|t|) 

(Intercept) 3.111 0.12 25.979 0.000 

Env 0.041 0.138 0.297 0.769 

Spatial 0.301 0.134 2.235 0.034 

Gender 0.039 0.093 0.424 0.675 

Resetpans 0.036 0.011 3.213 0.003 

Env:Spatial -0.005 0.181 -0.026 0.979 

 

TABLE IV. REGRESSION RESULTS FOR 

LOG(DISTANCE). 

 

 Estimate Std.Error t-value Pr(>|t|) 

(Intercept) -0.200 0.128 -1.563 0.130 

Env 0.227 0.148 1.541 0.135 

Spatial 0.278 0.144 1.932 0.064 

Gender 0.062 0.099 0.626 0.537 

Resetpans 0.035 0.012 2.915 0.007 

Env:Spatial -0.443 0.193 -2.292 0.030 

 

TABLE  V. REGRESSION RESULTS FOR ERRORS. 

 

 Estimate Std.Error t-value Pr(>|t|) 

(Intercept) 2.219 0.772 2.875 0.008 

Env -0.123 0.888 -0.138 0.891 

Spatial 1.811 0.867 2.089 0.047 

Gender 0.338 0.597 0.565 0.577 

Resetpans -0.029 0.073 0.000 0.696 

Env:Spatial -0.919 1.164 -0.790 0.437 

 

       From the results in the three tables, it appears that the 

spatial ability levels of the participants was again an 

important variable as it is significant for log(Time) (Pr(>|t|) 

= 0.034 in Table III) and for Errors (Pr(>|t|) = 0.045 in 

Table V).  It was also suggestive for log(Distance) (Pr(>|t|) 

= 0.064 in Table IV).  As expected, Resetpans showed up as 

significant for both log(Time) and log(Distance) results.  

Interestingly, it doesn’t show up as a factor in the number of 

errors made by the participants.  Finally, as in Table II, the 

interaction between the environment and the level of spatial 

ability was significant for log(Distance) (Pr(>|t|) = 0.031 in 

Table IV).   

V. DISCUSSION 

 

      The spatial visualization ability level of the participants 

was a significant factor in the regression models for all but 

the regression model for log(Distance) using the Resetpan 

variable and was suggestive there. The boxplots in Figures 4 

and 5 show some support for the hypotheses given earlier 

except for the virtual environment participants in the 

log(Distance) boxplot.  Somewhat surprising was how little 

impact the environment (and the interaction between the 

environment and spatial ability) had in the experiment.  

Beyond the suggestion of a difference in the distance 
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traveled between high spatial visualization ability people in 

the field versus high spatial visualization ability people in 

the virtual environment (Figure 5), we did not find a 

separation based on the environment.   

 

Two issues that made it difficult to work with the data 

were the number of participants used in the study and the 

high level of variation that we found in the performance of 

low spatial participants, especially in the virtual 

environment.  The number of participants that we used in 

the experiment was a function of the difficulty that we had 

in finding participants with a low level of spatial ability.  In 

spite of testing a large pool of subjects in Phase I, we 

struggled to find a sufficient number of low spatial ability 

participants to increase the size of the experiment.   

 

VI. CONCLUSION AND FUTURE WORK 

 

The experiments provided support for the development of 

map-based user interfaces that work with both high and low 

levels of spatial ability.  Since we were unable to find a 

significant difference due to environment, testing software 

in the virtual environment remains a realistic possibility.  

However, we expect that we will have to do more testing 

with an increased Phase II sample size in order to validate 

such an approach.  
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Abstract—This work proposes a methodology to include into 
Medical Software Development Lifecycle activities that helps 
improve security. The methodology uses assessment techniques 
and methods, applied to each phase of software lifecycle, that 
address security concerns and help to improve software 
quality. As a result, a partial analysis using the methodology 
proposed was performed in medical software at development 
stage to help reduce its gap between safety and security 
requirements.   
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I.  INTRODUCTION  
In a scenario of constant technological evolution, the 

demand for solutions in medical field is constant. 
Nowadays, you can find free software available on the 
internet which collect vital information of individuals and 
can be installed on mobile devices, such as smartphones and 
tablet computers [1]. Despite this speed, standards focused 
on medical field do not present models that make possible to 
assess problems associated with common security 
vulnerabilities that may appear in the software development 
cycle. 

Standards as ISO / IEC 62304:2007 [2] dealing with the 
medical equipment software development, although recent, 
do not handle with these new technological perspectives. On 
the other hand, ISO 27799:2008 [3] deals with security 
concerns of health information systems, but it does not 
address solutions related to secure software development, 
compared to the present moment. 

This very moment of technology effervescence opens 
doors for hackers to exploit and promote invasions as the 
attack on an insulin pump documented and presented in [4]. 
Based on a simple technique that combines programming 
skills and basic electronics, the hacker undertakes an attack 
on an insulin pump, used by himself, in order to 
demonstrate the innocent perspective that these devices are 
built. As a final result, he can apply a lethal dosage of 
insulin breaking the authentication security required by the 
equipment wireless communication.  

Remembering that this was not the first case of attack 
documented on medical devices. In 2008, a U.S. team of 
researchers published a paper that showed an attack on a 

pacemaker, which also exposed security flaws related to 
wireless equipments [5]. 

Evidently, there is a rush in adopting standards, and 
actions, to ensure the security of the software built for 
medical devices. The exploitation of vulnerabilities in 
medical equipment can lead to death or serious injury, fraud, 
unauthorized disclosure of information, theft, and other 
attacks. For this reason, it is necessary to ensure that 
information security requirements (integrity, confidentiality, 
availability and non-repudiation of data collected) are met 
as well as ensuring that software vulnerabilities are not 
included in these devices during its development lifecycle.  

This article will discuss requirements for improving the 
security of medical applications based on risk assessment of 
information security and the correlation of requirements for 
software security standards and their mitigation techniques 
related to safety in life support. As a result of this work, 
activities, also known as touch points, will be shown and 
assessed through a software development lifecycle helping to 
ensure the security requirements needed to consider software 
secure and safe. 

This document is divided in six sections. In the next 
section, the relationship between risk perspective from safety 
and security views will be discussed. In section three, we 
will present the importance of software lifecycle and the 
incorporation of security activities into software 
construction. In the fourth section, the assessed software and 
its characteristics will be presented. Software assessment 
against the methodology proposes will be shown the in fifth 
section. And, in last section, will be discussed the assessment 
results.  

II. SECURITY RISKS 
In order to associate issues that are seemingly 

disconnected, it is important to observe how software 
security aspects are linked to medical devices construction. 
Under the perspective of the software, the risks are paths 
through the application where attackers (hackers) can 
disrupt business or organizations [10].  

Observing this look from the perspective of the 
equipment, the risk (or level of concern) is an estimate of 
the injury severity which equipment can inflict or allow, 
directly or indirectly, in a patient or operator, as a result of 
device failure, design flaws, or because of the device 
employment for its intended use [9].  
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Figure 1.  Applications Security Risks [10]. 

 
Objectively, these two views are very close because risks 

are directly related to software failures or weaknesses in its 
control mechanisms. Its natural consequence is the 
subversion and many kinds of damage, primarily damage to 
life, but also financial and corporate image caused by 
malicious people. 

Threat agents can use several paths over application in 
order to attack organizations. These paths are through 
exploration of security weaknesses to bypass security 
controls and cause technical and business impacts, as it can 
be seen in Figure 1. 

From this perspective, raising, mapping and balancing 
risks, flaws and vulnerabilities introduced by problems in 
the construction of medical software becomes exhausting, 
ineffective and away from the current technological reality. 
There are many patterns as you can see in Figure 2, dealing 
directly (such as IEC 62304:2006) or indirectly with 
software development lifecycle and its associated security 
risks [11]. 

 
Figure 2.  ISO/IEC 63304 and its relation to other standards [11]. 

However, there is a lack of methodologies that address 
mitigation aspects for exploitable vulnerabilities in software. 
It is important notice that IEC 62304:2006 address security 
as concern that manufacturers shall include in software 
requirements [2]. 

The ISO 27799:2008, which concerns to medical 
information systems, do not treat or address solutions 
related to the process of building secure software. 
Notwithstanding, this standard imposes requirements on the 
operation of informational systems as secure authentication, 
authorization, accountability, use of encryption, secure 
information communication and protection against code 
injection. These are relevant aspects where the software is 
the leading actor or an important supporting actor [3]. 

Observing the processes of quality assurance employed 
in medical applications, the aspects of validation and 
verification are only concerned with functional requirements 
of the software [10]. 

 So, it is necessary list interactions with the lifecycle of 
the software that shows a path to perform penetration tests 
and audits, raise non-functional requirements for safe 
operation and deployment of applications, including risk 
analysis of vulnerabilities in software design, protect 
applications against command injection flaws and buffer 
overflow, properly handle errors and exceptions and logging 
sanitized records (after removing sensitive information) of 
users activity in the equipment operation [3, 8, 10, 12]. 

It is also important to design efficient mechanisms for 
authentication, secure session management, user 
authorization, authenticated encryption for secure 
transmission, storage of collected data and records of 
patients with the goal of increasing the guarantee of the 
safety and quality of information systems health and its 
related applications, whose assets are devices and their 
associated software [3, 10].  

III. SOFTWARE DEVELOPMENT LIFECYCLE AND 
SECURITY CONCERNS 

Lifecycle models organize development software 
activities and provide a framework to monitor and control a 
building software project and its future operation. Without a 
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model is difficult to say the exact moment of project’s 
development or validation phase and how or which 
situations control activities must be applied [7, 8]. 

Despite Quality Systems Regulations (QSRs) do not 
establish a specific lifecycle model for medical software, 
regulatory standards state that a model adoption is important 
and it should contain at least some phases like quality 
planning, requirements management, software project 
specification, coding, testing, installation, operation, support 
and maintenance [7, 9].  

Development of checklists with controls to be applied 
can aid incorporation of secure coding practices throughout 
the construction of medical software. The use of security 
software techniques does not necessarily increase the cost of 
its development lifecycle, in order to correct problems and 
failures of this nature cost more after application 
development finishes [8].  

Adoption of security techniques is expected since 
medical software is able to run into smartphones and other 
mobile devices, for example, and all information collected 
and transmitted by those devices are sensitive and 
confidential.  

Software development lifecycle is part of project controls 
and these controls are needed to reduce flaws insertion in 
medical device [7]. So, to help mitigate medical software 
vulnerabilities problem is essential to indicate what 
activities must be implemented between software lifecycle 
phases. These activities are related to the identification, 
development and validation of techniques that difficult 
vulnerabilities exploitation in software operation.  

An interesting way to improve software security and 
quality is perform security activities through software 
lifecycle. Those activities are responsible to manage 
security concerns and must be applied inside lifecycle 
phases instead deal with security concerns only at 
requirement phase, as suggested by IEC 62304:2006 [2]. A 
correlation between phases and activities can be seen in 
Figure 3; they were described for general software projects 
in [8].  

It is important to notice that there is no specific 
methodology to use the described security touch points. 
They can be applied in every kind of software development 
lifecycle methodology [8].   

A. A brief description of each touch point 
The touch points are described as follows [8]: 
Abuse Cases – Build abuse cases is relevant to do 

relationship between problems and risk analysis. At that 
moment is important observe if some attack pattern fits the 
system or software requirements. This is a good moment to 
model vulnerability scenarios that could be exploited in 
Code Review Phase and Penetration Testing Phase.  

Security Requirements – Security requirements must 
cover functional security, safety requirements, raised abuse 
cases and attack patterns. In that phase every software 
security necessity must be mapped to ensure the correct 

implementation.  A good example for security requirements 
is the correct use of cryptography to protect critical data.  

 
Figure 3.  Security touch points inside a lifecycle [8]. 

Architectural Risk Analysis – Completing risk analysis 
oriented by ISO 14971. This analysis is a small part of a 
Risk Management Process that every Manufacturer must 
apply complying with ISO 14971, according to [2].  

Risk Based Security Tests – The testing strategy must 
cover at least to major topics: test security requirements 
with standard functional testing techniques and risk-based 
security testing build from abuses cases and attack patterns.  

Code Review – After codification, and before testing 
phase, the code review analysis is a good activity to ensure 
the security requirements were well implemented and the 
vulnerabilities listed in abuses cases analysis are outside the 
software.  The code review can be automatic or manual and 
each strategy has pros and cons. Automated tools do not 
enforces all scenarios; some will require manual assessment 
[14].  

Penetration Testing – This is a set of techniques and 
tools used together to test the software application 
dynamically against design flaws or vulnerabilities. This 
activity is important to guarantee that the software or its 
infrastructure do not have any potential problem that can be 
exploited in a particular way and change its behavior on the 
fly.  

Security Operations – It is very important to log the user 
activity into software system usage. Even more important is 
to maintain that data in a correct and protected manner, to 
ensure that the attacker or attack activities can be tracked 
down after the attack attempt.  

IV. SOFTWARE ASSESSED 
The assessed medical device is responsible to monitor 

vital signs from a patient and send collected information to 
an Android smartphone. This system, showed as a diagram at 
Figure 4, is divided into a Body Sensor Network (Figure 5a), 
composed by a sensor set that monitor vital signs, a 
Coordinator sensor that collects information from body 
sensors in a regular basis and re-send that data to the 
smartphone and the Monitor software (Figure 5b) that 
evaluate patient conditions time to time. For this software / 
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equipment no injury is possible, arranging it into Class A 
classification, according to [2].  

 
Figure 4.  Monitor System Diagram. 

This medical device is developed as a research project of 
the Software Engineer Group from Computer Science 
Department at University of Brasilia and was provided as a 
courtesy for this assessment. The research group responsible 
for developing the monitor system is not the same group that 
performed the software analysis. Notice that the only part 
assessed in this work is the Monitor software. Mechanical 
parts, sensors and smartphone hardware are not part of that 
analysis. Monitor software was developed in Java Language 
to run in Android devices. 

This software uses the Software Product Line (SPL) 
methodology to build reusable components. In SPL, each 
product is a different piece of software that has some 
common artifacts in its structure [17]. In medical area, the 
use of SPL methodology brings some problematic issues 
related to validation and verification of safety characteristics. 
So, the research team [17] built Monitor software to verify 
the use of a parametric validation checking model to ensure 
safety properties (availability, reliability, security, integrity 
and maintainability).  It was done because all medical device 
software must have dependable and reliable characteristics to 
guarantee safety. 

This device and its related software were a good 
candidate to security evaluation since the software was in 
early development state and uses an unusual development 
methodology for medical devices. It is especially interesting 

to see if security activities really fit into a new development 
methodology or perspective.      

V. ANALYSIS OF THE SOFTWARE BASED ON THE 
METHODOLOGY PROPOSED 

The analyzed software was not plan or built with any 
security touch point in mind. To help improve the software 
security and safety was performed an evaluation to propose 
and add touch point activities into software lifecycle, 
especially into building steps. Those touch points could be 
added into software lifecycle at any time, but it is better to do 
it when the software contains those activities from the 
scratch.  

There are some steps to assessment take place. These 
steps can be related with one or more touch points each time 
and they were performed to track the assessed software into a 
security lifecycle. 

Just for the record, safety practices listed at ISO 
62304:2006 and other standards will not be ignored here but 
overlapped by security perspectives. It will be added at 
software process to increase safety and establish security. 
For example, risk analysis, abuse cases and risk-based tests 
are already present in safety related processes and this work 
will bring security concerns to these activities.  

Abuse cases are related with vulnerabilities and flaws. 
For this analysis were defined SQL injection vulnerability 
and authentication and authorization problems as abuse 
cases. SQL injection, for example, could reveal validation 
problems in application. That is a common vulnerability in 
software [10, 14, 15] and must be mitigated. Authentication 
and authorization problems could show problems related to 
software design flaws [15].  

Risks, in a security perspective, are directly related to 
software failures or vulnerabilities. The risk for SQL 
injection vulnerability is information disclosure and for 
authentication and authorization problems are non-
legitimate user accessing and exploring the application. The 
risk-based security tests will be related to the risks 
specified.  In code phase, these risks must be mitigated to 
ensure no path for exploitation. 

 
 

   
Figure 5.   (a) Body Sensor Network (left). (b) Monitor software interface (right). 
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Code review is an important control strategy. This 
methodology comprises, at least, the following elements: 
Track user-controllable entry point data and review source 
code responsible for process it, search evidences to ensure 
that there is no vulnerability related to risks in source 
code and look for known patterns for common 
vulnerabilities and perform a line-by-line review of risky 
code to understand application logic and flaws that may 
exist [14, 16].  

The code review phase could use tools, but it is 
necessary keep in mind that tools does not do all work. 
Manual review is always required.  

Problems related with abuse cases and with risks 
specified above were found in Monitor software source 
code when performed a detailed code review. Field 
validation and authentication controls are not properly 
implemented. Examples of vulnerabilities found in source 
code review are shown in Table 1.  

TABLE I.  SOME PROBLEMS FOUND IN CODE REVIEW 

# 
Vulnerabilities 

Flaws Class Name Line 
Number 

1 
Logging of user 
activity Global (Many Classes) N/A 

2 No validation on 
input field AccountMaintainActivity.java 142 

3 Persistent  
Command Injection UserDAO.java 119 

 
To confirm that problems found in source code review 

could really be exploited, a penetration test must be 
performed. There are, at least, three phases involved in 
penetration testing: test preparation, test and test analysis 
as shown in Figure 6.  

First phase is related to scope, objectives, timing and 
duration of the test. All legal agreements must be 
arranged during this phase. Second phase is considered 
the bulk of penetration test process. This phase involves 
application information gathering, vulnerability analysis 
and exploits. Results are investigated and analyzed in the 
last phase. The final report generated must be 
comprehensive and systematic [18].  

Security operation is concerned with platform 
problems that could happen while software is working. 
Monitor software must be configured following Android 
Platform security specifications and requirements, as 
show in [13]. Examples of described requirements are 
data protection, cryptographic practicalities and use of 
protected communication channels.  

This work is not confirming source code review with a 
penetration test since application is on early development 
stage. As soon as Monitor software development starts 
follow a security development plan, regular dynamic 
evaluation will be performed as soon as software becomes 
mature. 

 
Figure 6.  Penetration Test Phases [18].  

Despite code review was not confirmed with 
penetration test, the common flaws shown in Table 1 are 
enough to demonstrate that touch points must be 
considered in software development lifecycle. A hacker or 
an attacker with moderated knowledge can exploit these 
software flaws easily.   

VI. CONCLUSION AND FUTURE WORK 
This assessment showed the importance of observing 

the security aspects in the software development lifecycle. 
The standards used for regulation of medical device 
software do not take into account security concerns. These 
aspects can make all difference in final software security 
and also in patient safety. 

It is responsibility of QSRs deal with security concerns 
clearly. In general, standards for normalization of 
validations and verification are worried about functional 
aspects of software operation. Security issues are 
generally collateral problems that persist in all phases of 
software lifecycle, until software finishes its production 
life.  

The monitor software used in the analysis was not 
designed, and as consequence, built with security 
concerns. So, every kind of security issue can appear in 
assessment. Since assessed software is in earlier stage of 
development, it is easier to map problems, flaws, issues 
and vulnerabilities and create a plan to mitigate them.  

Generally, this kind of assessment produces lots of 
confidential results, and it is difficult to show them 
without brake non-disclosure agreements and/or reveal 
sensitive information about software internal structure. 
More relevant results were discussed directly with design 
and implementations teams involved in research project.  
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Unfortunately, securities problems are only solved 
when entire team involved in software construction are 
conscious about how it can affect in software operation. 

To create this kind of conscience lots of actions are 
important. But, only organizations that have a security 
culture and security personal with secure coding and 
assessment skills can address these actions correctly.  

In next steps, a complete penetration test will be 
performed, trying to exploit vulnerabilities found in code 
reviews and confirming that risks mapped were mitigated.  
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Abstract— This paper presents the development of a new 

haptic device for hand rehabilitation for hemiplegic children. 

“Hanreha” has been developed at the EPFL thanks to the 

interest of the “Neurology and Pediatric NeuroRehabilitation” 

Service of the CHUV (Centre Hospitalier Universitaire du 

Canton de Vaud). The novelty of this device is that it is a 3 

degrees of freedom desktop system, supporting 

pronation/supination, flexion/extension and grasping hand 

movements and it is totally dedicated, in its current state, to 

children. The kinematics and the construction aspects of this 

desktop device are presented. Its different advantages are 

discussed to point out the benefits of this structure. Control 

and force feedback aspects combined with virtual reality are 

also presented. A prototype of the “Handreha” is realized and 

presented and the performances discussed. The first 

evaluations with hemiplegic children really show that the 

mechanical design of the device fits the targeted specifications 

Keywords- Hand Rehabilitation; wrist; hemiplegic; children; 

force feedback; control; virtual reality. 

I. INTRODUCTION 

Rehabilitation therapy for paraplegics, quadriplegics and 

hemiplegics often consists of mobilization exercises of the 

affected limb by a therapist (Figure 1). The exercises may 

have different objectives depending on the pathology. They 

may seek to reduce hypertonia, increase the joint range of 

motion, improve the plasticity behavior of the limb, 

increase muscular strengths, decrease spasms or attain 

various other objectives [1] [2]. This conventional mode of 

therapy gives good results, but it is severely limited by the 

fact that a therapist is needed for each single patient during 

the total period of exercise. Increasingly, the cost of this to 

the health care system is enormous, and the need for 

therapy far exceeds the availability of trained therapists. 

Currently available rehabilitation devices are robot-like 

structures [3][4][5][6][7]. Two examples are illustrated in 

Figure 2 for both lower limbs (the MotionMaker) and upper 

limbs (Armeo). 

    
Figure 1. Therapist moving the fingers of a hemiplegic child (Kawahira 

method [8]) 

The robotized devices provide repetitive, precise and 

totally instrumented mobilization of the limbs. 

   

Figure 2. Examples of Rehabilitation robots: (Left) The MotionMaker for 

lower limbs [9], (Right) The ARMEO for upper limbs [5]. 

 

Figure 3. Handreha: The developed desktop hand rehabilitation device 

In this paper, we are interested in the task of hand and 

wrist rehabilitation and we will present the developments of 

a 3 degrees of freedom  (DOF) robot: the “Handreha”,
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developed at the EPFL (Figure 3) thanks to the interest and 

at the request of the “Neurology and Pediatric Neuro-

Rehabilitation”ServiceoftheCHUVhospital.Thenovelty

of this device is that it is desktop system, supporting 

pronation/supination, flexion/extension and grasping hand 

movements and it is totally dedicated, in its current state, to 

children. 

“Handreha”hasbeendeveloped forhand rehabilitation

of hemiplegic children from 7 to 14 years old. The other 

aspect of this work presented in the section IV-B is the 

development of a virtual labyrinth game with haptic force 

feedback. The objectives of the game are motivating the 

children and keeping them using the rehabilitation 

exercises. 

II. OVERVIEW OF SOME HAND REHABILITATION DEVICES 

Haptic interfaces allowing force feedback are required 

in order to improve interaction through a virtual 

environment. Several devices have been developed. 

However, these interfaces are mostly focused on the 

rehabilitation of the shoulder and the arms, but not the hand. 

There are more hand rehabilitation systems based on 

"gloves" [11] [12] [13]; but, unfortunately, even if they are 

more accurate, they are more complex and expensive 

(Figure 4-Right). 

The HWARD (Figure 4-Left) focuses on the 

rehabilitation of the hand only. It is a robot with 3 DOF for 

the movement of the fingers, thumb and flexion / extension 

of the wrist. It can assist the patient in grasping real objects 

without any virtual reality support. This is not a haptic 

system but one of the only hand rehabilitation robots 

developed until now [14]. 

    
Figure 4. Hand Rehabilitation: (Left) the HWARD, (Mid) The hand glove 

from Panasonic, (Right) Hand glove HandTutor [13] 

The Gentle/G (Figure 5) allows the rehabilitation of the 

arm, shoulder and hand. The movements of reaching and 

grasping are exercised through a 6 active DOF and 3 

passive DOF: 3 DOF for positioning the active arm, 3DOF 

passive positioning of the hand and 3 DOF for the assets 

reaching movement. This robot anthropometric 

settings [16].Othersimilarsystemsarethe“Robotherapist”

presented in [17] and [18] and the Armin [5] (Figure 2) 

commercialized under the name of ARMEO by the 

company Hocoma (CH). 

     

Figure 5. The Gentle/G system during a rehabilitation exercise 

As we previously noticed, other different devices exist 

and are more dedicated to the rehabilitation of the entire 

upper extremities. 

Here are some examples. 

 The MIME device that is built using a PUMA robot 

for a 6 DOF hand rehabilitation [19]. 

 The MIT-Manus [20] which is now commercialized 

by the company Inmotion. A new variant provides the 

flexion/extension and pronation/supination movements 

and also the radial and ulnar deviations of the wrist. 

 The HENRIE uses the robot Haptic MASTER (3 

DOF) for arm rehabilitation. A supplementary passive 

grasping DOF (spring based) is added. Thus, the 

stiffness of the "virtual object" felt is constant. With the 

Haptic MASTER, the weight of the object is felt on the 

wrist [21]. 

 The SEAT (Figure 6) 

for arm rehabilitation uses 

a steering wheel for the 

measurement of the 

applied force applied by 

each arm (left and right). 

It is equipped with a 

motor that assists the 

plegic member or makes it 

work longer due to the 

application of a resistant 

torque [22]. 

 
Figure 6. The SEAT System 

  

 
Figure 7. The ReHapticKnob 

Another interesting device 

(Figure 7) is the 

ReHapticKnob developed 

by the RELAB [26]. It is a 

2 degrees of freedom 

desktop and compact 

device that may be used for 

the assessment and therapy 

of grasping. It provides 

both pronation/supination 

and grasping movements. 
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III. THE MECHANICAL DESIGN OF THE “HANDREHA” 

A. Objectives 

The principal objectives of our development have been 

to develop a light desktop, three DOF hand rehabilitation 

device for hemiplegic children. Each degree of freedom is 

actuated and the device is able to be used for haptic 

purposes and interfaced with virtual reality environments.  

The 3 supported degrees of freedom are as follows (Figure 

8): 

 The rotation of the forearm (Rx) over 180°, namely 

the pronation / supination. 

 The orientation of the hand (Rz) over 180°, namely 

the flexion / extension of the wrist. 

 The grasping motion (Θ) over 60° that allows 

opening and closing of the gripper. 

 
Figure 8. Required degrees of freedom of the HANDREHA device  

This paragraph presents the haptic interface Handreha 

device developed by EPFL Its development has been 

motivated by the availability of a cost-affordable desktop 

device designed for hemiplegic children. Both 

“rehabilitation” and “assessment” purposes have been 

targeted. The progress in wrist capabilities by increasing the 

motion, force and coordination are the principal objectives 

of“HANDREHA”. 

Handreha can be positioned on a table and may be 

configured for the right hand as well as for the left hand.  

All the joints are motorized and instrumented with position 

incremental encoder sensors to allow controlled 

force/position feedback. 

B. Anthropomorphic requirements 

Prado-Leon et al. [24] surveyed anthropometric data of 

Mexican children. Linghua et al. [25] also measured 

anthropometric data of Chinese children. Table III and 

Table IV, respectively, summarize this data in the Appendix 

A. 

Nevertheless, we also carried out a series of 

anthropomorphic measurements conforming to our required 

objectives which concern the tasks of flexion/extension and 

grasping (Figure 9). These measurements are compiled in 

the (Table I). 9 children were implicated in this series of 

measurement to comfort the literature data. 

 
Figure 9. Anthropomorphic measured parameters 

TABLE I. ANTHROPOMETRIC MEASURED HAND PARAMETERS 

 
 

To develop “Handrea”, our desktop device for hemiplegic 

children from 6-14 yo, we decided to adopt the following 

parameters (Table II). For h and i parameters see Figure 10. 

TABLE II. ANTHROPOMORPHIC HAND REQUIREMENTS 

Dimensions (mm) 

Finger 

Breadth at proximal (a) 50-75 

Breadth at middle (b) 45-70 

Thickness at proximal (c) 18-25 

Thickness at middle (d) 15-20 

Length to DIP from MP (e) 30-45 

Thumb 
Thickness (f) 15-25 

Length to IP from MP (g) 18-30 

Elbow Elbow to wrist (h) 150-300 

 Elbow to ground (i) 450-600 

 
Figure 10. Seating configuration and parameters (Table II) 
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C. Ergonomic requirements 

The grasping mechanism has been chosen to be closest 

to scissors principle (Figure 11).  

 
Figure 11. Scissors handling 

Scissors are often used in 

occupational therapy (OT) 

and they provide more 

natural grasping movements 

than the use of simple plate 

type grasping. 

D. Mechanical design 

Handreha has been designed as a serial kinematics with 

one motor on the frame ensuring the pronation/supination 

degree of freedom (Rx). The other motors are on the mobile 

part and their movements are combined to carry out the 

flexion/extension and grasping (Figure 12). 

 

6  
Figure 12. The mechanical structure 

In terms of torques, the joints respectively allow the 

permanent torques of Mxrms = 0.2Nm and Mzrms= Mgrasp_rms= 

0.3Nm (which corresponds to a grasping force of 4N or 400 

gram-forces). 

Children with Hemiplegia may have muscle spasms and 

this leads to the possibility of the presence of radial and 

axial transient forces of up to 25 [N]. 

There is no need for fast motions. The maximal required 

velocity is around 10 rpm (180° per 3 seconds). The 

maximal acceleration is 20 rpm/s/s (assuming that we reach 

the maximal velocity in 0.5s). 

This structure can be divided into two parts. The first is 

the rotation of the forearm and the second is the grabbing 

system composed of the two other movements. As we can 

observe, the grasping motion is coupled to the rotation of 

the wrist around the z-axis. 

 

1) The rotation of the forearm 

The 180° rotation of the forearm is simply realized by 

one active pivot driven by a Maxon EC45 motor with a belt 

transmission assuring a convenient gearing to make 

available the required torque. 

 
Figure 13. The rotation of the forearm      

2) The grabbing system 

The grabbing system (hand orientation and the grabbing 

movement), is composed of two active rotations. The first 

(the hand orientation Rz) is driven by motor number 2 

(Figure 14 and Figure 15). This motor drives the stator of 

motor number 3 through a belt. In order to transmit this 

rotation to the hand of the hemiplegic child, two arms 

forming a gripper are fixed to the stator of motor 3 (stator 

arm) and also to the rotor of motor 3 (rotor arm). Therefore, 

when the hand of the child turns with a fixed angle of 

aperture, both arms move simultaneously. 

 
Figure 14. The grabbing system details with the previous version of 

Handreha 

As for the grabbing 

movement, it is driven 

by motor number 3 

through planetary 

gearing. Thus, when 

the child closes or 

opens its hand, only 

the rotor of motor 

number 2 moves. 

 

Figure 15. The grabbing system 
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Figure 16. The new grabbing system of Handreha conforming to the 

scissors principle 

IV. REALIZATION AND CONTROL OF HANDREHA 

A. The prototype 

The photos below show the HANDREHA prototype. 

This prototype is intended to be fixed on a table to allow 

mobilization through a force feedback emulation using a 

virtual reality application and different interaction models. 

  

Figure 17. The prototype of HANDREHA 

The device has been mounted on a mobile frame to 

allow its use for clinical trials. This also has the advantage 

of having the electronics on the frame. 

This frame allows the 

adjustment of the elbow 

rest to conform to the 

seat height (Figure 18). 

Another interesting 

aspect which has been 

considered is the 

securing of the elbow 

movements by guiding it 

(the elbow) through a 

linear movement in the 

direction of the pronation 

axis. This totally removes 

the elbow compensation 

movements in 

flexion/extension of the 

wrist (Figure 20). 

 

Figure 18. Mobile frame and height 
adjustment 

 

 
Figure 19. Elbow rest Height adjustment with a 7 years girl 

  

Figure 20. Elbow rest guiding to avoid compensating movements in 

flexion 

B. The controller and the virtual application 

The controller has to impose the values of applied 

torques by each motor at each joint and ensures a desired 

behavior (stiffness, linear or nonlinear viscosity,…) with

respect to a chosen environment. 

This is carried out both by the servo-amplifier of the 

motors that are configured in torque mode (the torque mode 

bandwidth is 1 KHz) and an additional virtual application. 

The virtual application sets up the desired force behavior 

which is function of the measured joint positions and 

velocities each 1 ms (Figure 21). More details concerning 

this PC based open controller may be found in [26]. 

To be effectively adapted to manipulation by children 

and motivate them to use the haptic device, a dedicated 

application has been developed. This application is based 

on a virtual labyrinth with different geometric 

configurations. 

This application is associated with force feedback 

implemented both in the grasping operation (by 

implementing different grasping viscoelastic effects) and 

when moving inside the labyrinth (by implementing 

different viscoelastic effects during the motion in the 

labyrinth and by simulating the stiff contacts with the 

walls). 
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Figure 21. The haptic force control concept 

The child has to grasp a ball and manipulate it through 

the paths of the labyrinth to reach a target allowing the child 

to increase its score. The configurations correspond to 

different levels of difficulty (Figure 23), allowing different 

corresponding wrist angular positions. 

  
Figure 22. The Virtual Labyrinth 

To manage the grasping effect, the child has to decrease 

the diameter of the ball by tightening (more or less) the 

gripper to pass through the obstacles. 

 
Figure 23. Different labyrinth difficulties 

Figure 24 shows a healthy child manipulating the 

HANDREHAbyplayingthe“Labyrinthgame”. 

 
Figure 24. A 9 years sound children manipulating the Handreha 

 

The ball is manipulated through the paths of the 2D 

labyrinth and a coordinate transformation is carried out to 

transform the rotation movements Rx and Rz into 

translational movements (respectively forward-straight / 

back-straight and forward-right / forward-left). Different 

wall effects are also available to differentiate the sensations 

and make the game more attractive. 

A first clinical trial of the device was carried out with 

three hemiplegic children (7, 10 and 12 years) at the service 

of“UnitédeNeurologieetNeuroréhabilitationPédiatrique,

Hôpital Nestlé CHUV, Switzerland” to check the

mechanism and the dimension parameters. All the 

manipulated variables (maximum torques, articular angles, 

velocities, scores) have been saved in a database in order to 

carry out a systematic and a quantified progress of the 

capabilities during the exercises. These tests have 

concluded to the improvements proposed in the current 

paper. 

V. CONCLUSION 

This paper presented the mechanical development of 

“HANDREHA”, a hand and wrist haptic device for

hemiplegic children. This device has been particularly 

developed as desktop robotic system and provides three 

degrees of freedom: pronation/supination, flexion/extension 

and grasping. Force feedback aspects have also been 

considered to enlarge the implementation of different 

rehabilitation strategies. 

HANDREHA is an academic prototype developed by 

the Laboratory of Robotic Systems (EPFL). It is an 

affordable device and very flexible in terms of adaptation to 

desktop applications and for hospital clinical therapeutic 

evaluations. It is adapted for children from 7 to 14 years old 

and allows elbow rest height adjustment and configuration 

of hand parameters. The elbow compensation movement is 

totally removed trough guided elbow movement. 

 

Grasping object 
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It is now at the hospital CHUV of the Canton of Vaud in 

Lausanne and a second series of clinical trials is 

programmed. These tests will use the developed application 

for tests with different hemiplegic children. 
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Abstract— Recently, Japan (also world-wide countries) has become 

aged society, and a wide variety welfare device and system have 

been developed. But evaluation of welfare system and device are 

limited only stability, intensity and partial operability. So, 

evaluation of usefulness is insufficient. Evaluation of usefulness is 

necessity to consider about interaction of human and welfare device. 

In this paper, we measure load of sitting and standing movement to 

use EMG (Electoromyogram) and 3D Motion Capture and set a 

goal to establish objective evaluation method. We think that 

establishing objective evaluation method is necessity to develop 

useful welfare device. We examined possibility of assessing load and 

fatigue from measuring brain activity to use NIRS (Near Infra-Red 

Spectroscopy). We think that measuring load and fatigue is very 

important for developing user-friendly welfare device.  

Idea of universal design is widespread in welfare device and 

system. Measuring require verification of all generations. But, we 

performed to measure younger subjects as a first step. We think 

that younger subjects were observed the significant difference, 

because they had enough physical function. Considering younger 

subjects as a benchmark is appropriate for creating evaluation 

method.  

 

Keywords- Evaluation; Movement; Exercise; 3D Motion Capture; 

NIRS; EMG; Care; Welfare Technology; Usefulwelfare device 

evaluation; Evaluation method. 

I.  INTRODUCTION 

As increasing aging population in Japan and world-wide 
countries, welfare systems and device are rapidly developing, 
and various devices are manufactured based on the increased 
popularity of welfare device and system. Also, the market of 
welfare device and system are expanding. However, the 
evaluation method is limited respectively to stability, strength 
and a part of operability for individual system or device. It 
means that evaluation methodology for usefulness of them was 
not established. Therefore, we will attempt to establish the 
standard to evaluate usefulness for objectively and quantitatively 
on the basis of cognition such as physical load, reduction of 
fatigue and postural stability. Especially, in considering 
universality, it is necessary to measure human movement in 
daily life. Movement was not measured by using particular 
device, but routinely-performed movement in daily life.  

So, we examined the possibility of evaluation by measuring 
physical load due to activities of daily living with using 3D 
Motion Analysis System and EMG. Also, we looked into the 
possibility of quantitative evaluation of tiredness and load on the 
basis of brain activity using NIRS. Also, we consider that 
physical and psychological load are linked to cognition 
including non-verbal cognition. In this paper, the purpose of 
experiments are to evaluate motion focusing on sitting and 
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standing movement, which is usually done in our life by using 
3D Motion Analysis System, EMG, NIRS. We consider that 
human feel physical and psychological load during life motion. 
We tried to measure physical load by using 3D Motion Analysis 
System, EMG. Additionally, we tried to measure non-verbal 
cognition about psychological load by using NIRS. 

Subjects were healthy males in twenties, because the elderly 
people who has various types of disease is inept in quantitative 
evaluation. 

II. EXPERIMENTAL METHOD 

A. Evaluation by using 3D Motion Analysisand EMG 

We simultaneously measured 3D position and muscle 
potential of subject during task by using 3D Motion Analysis 
System (nac IMAGE TECHNOLOGY Inc. products- 
MAC3DSYSTEM [1]) and EMG(KISSEI COMTEC Inc. 
products-MQ16 [2]). 

Regarding to measuring 3D position, 8 Infrared cameras were 
placed around subject, and 27 makers of the body surface were 
set on the basis of Helen-Hayes Hospital Marker set(Figure 1). In 
measuring muscle potential, measurement regions were tibialis 
anterior muscle, gastrocnemius muscle, quadriceps femoris 
muscle, hamstring, flexor carpi ulnaris muscle, extensoe 
carpiulnaris muscle, triceps branchii, latissimus dorsi muscle of 
the right side of the body  because these muscle were deeply 
associated with standing and sitting movement. Also, wireless 
measurement was used so that subject was constrained as little as 
possible.As sampling frequency, 3D Motion Analysis System 
was 100Hz,and EMG was 1kHz. 

Subjects were three males aged twenties. They were asked to 
read and sign an informed consent regarding the experiment. 

In this experiment, subject repeated one series of movement, 
which was to transfer from chair to seat face of welfare device 
(IDEA LIFE CARE Co. Ltd products-NORISUKEsan [3]) and 
opposite one with alternating between standing and sitting, at five 
times per one measurement. Seating face of welfare device, 
which was designed to assist transfer movement, was 
manipulated by simple method and appeared on the top of chair. 

 
 
 
 
 
 
 
 
 

Figure 1.  Experimental View of 3D motion Analysis and EMG 

Subjects were heard buzzer every one second and kept a 
constant motion of speed to satisfy certain measuring conditions. 

Also, they transferred from seat face to chair or conversely every 

8 seconds with consideration for movement of elderly persons. 

Operation of welfare device was performed by the operator other 

than subject. 

B. Evaluation by using NIRS 

We measured brain activity during motion with the purpose 
of establishing evaluation method based on generality (Figure 2).  

Subjects were six males aged twenties. They were asked to 
read and sign an informed consent regarding the experiment. 
Measurement apparatus was NIRS(SHIMADZU CO. Ltd 
products-FOIRE3000 [4] ).  Measurement region was at right 
and left prefrontal cortex.  

1) Measuring brain activity during transfer with standing 

position(task1) 
At this measurement,the subjects used welfare device to 

perform transferring in a standing position. In this measurement, 
subject sat on seating face of welfare device appeared on the top 
of chair after raising hip until kneeling position. Also, subject 
performed inverse transferring from seating face to chair. Time 
design was rest(5 seconds), task(10 seconds), and rest(5 seconds). 
This time design was repeated 30 times. Rest time is to stabilize 
the brain activity. In the measurement NIRS, 

2) Measuring brain activity during transfer with half-

crouching position (task2) 
At this measurement,the subjects used welfare device to 

perform transferring in a half-crouch position. In this 
measurement, the subjects sat on seating face of welfare device 
appeared on the top of chair after raising hip until kneeling 
position. Also, the subject performed inverse transfer from 
seating face to chair.Time design was rest(5 seconds), task(10 
seconds) and rest(5 seconds). This time design was repeated 30 
times. 

In experiments of task1 and task2, operation of welfare 
device was performed by operator other than subject. Before this 
measuring, subjects adjusted to transferring by use of welfare 
device. 

3) Measuring brain activity during keeping a half-crouch 

position(task3). 
The subjects performed two tasks at this measurement. 

During task3-1, subject sat on seating face of welfare device with 
eyes open. During task3-2, they kept a half-crouch position. 

 
 
 
 
 
 
 
 
 
 

Figure 2. Experimental View of NIRS 

Subjects alternated task3-1 and task3-2. Also, subjects took 
resting time between two types of motion with eyes close. 
Therefore time design was rest(5 seconds), task3-1(10 seconds), 
rest(5 seconds), task3-2(10 seconds) and rest(5 seconds). This 
time design was repeated 15 times. 
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III. EXPERIMENTAL RESULT 

A. Evaluation by using 3D Motion Analysis and EMG 

Figure 3 shows result of transferring which was measured by 
3D motion analysis and EMG. In Figure 3, middle trochanter is 
the height of midpoint between right and left trochanter from the 
floor. Trunk angle is the forward slope of trunk. Also, following 
terms are arectifying voltage wave for each eight muscles, which 
are Tibialis anterior muscle, Astrocnemius muscle, Quadriceps 
femoris muscle, Hamstring, Triceps brachii muscle, Etensor carpi 
ulnaris muscle, Flexor carpi ulnaris muscle and Latissimus dorsi 
muscle. 

 Next, analysis was performed by extracting muscle potential 
during standing and sitting movement from measuring result with 
reference to middle trochanter and trunk angle and calculating 
value of interal during movement. Table 1 shows the ratio of 
value integral with welfare device to one without device. Also, 
we compared moving distance of median point between using 
welfare device and not. Table 2 shows the comparison results in a 
manner similar to Table 1. 

B. Evaluation by using NIRS 

As common result of all subjects, oxy-Hb tended to increase 
during task and to decrease in resting state. Therefore, it was 
thought that change of hemoglobin density due to task was 
measured. Fig. 6 shows trend of the channel in which significant 
different was shown. Analysis was performed via one-sample t-
test [5,6,7,8,9] by a method similar to previous researches 
[5,6,7,8,9]. In this analysis, it was necessary to remove other than 
change of blood flow due to fatigue. So, our method was mainly 
focused on resting state to compare with the 1st trial and another 
trials of brain activity. 

In task1 1 and 2, each of sample data for analysis was 4 
seconds after the task(Fig. 4). In task 3, sample data was 4 
seconds during task.(Fig. 5) 

 
 
 
 
 
 
 
 

 

 

 

 

 

Figure 3. Result of 3D Motion Analysis and EMG 

 
 
 
 
 

 
 
 

Figure 4. T-test of sample data of task1 and 2 

 

 
 
 
 
 

 

Figure 5. T-test of sample data of task3 

TABLE I.  COMPARISON OF INTEGRAL EMG 

muscle  region Subject1 Subject2 Subject3 

Standing 

Tibialis anterior 

muscle 
0.37 0.49 0.64 

Astrocnemius 

muscle 
0.83 0.78 0.97 

Quadriceps 

femoris muscle 
0.66 0.36 0.81 

Hamstring 1.90 0.50 1.07 

Triceps brachii 

muscle 
1.07 3.34 1.01 

Etensor carpi 

ulnaris muscle 
1.08 1.31 0.96 

Flexor carpi 

ulnaris muscle 
1.07 0.89 0.85 

Lattissimus 

dorsi muscle 
0.98 0.87 1.20 

Sitting 

Tibialis anterior 

muscle 
0.50 0.59 0.80 

Astrocnemius 

muscle 
1.01 0.92 0.94 

Quadriceps 

femoris muscle 
0.49 0.57 0.85 

Hamstring 2.16 1.60 0.96 

Triceps brachii 

muscle 
0.89 0.96 1.07 

Etensor carpi 

ulnaris muscle 
0.79 0.89 0.86 

Flexor carpi 

ulnaris muscle 
0.79 0.86 0.95 

Lattissimus 

dorsi muscle 
1.16 1.18 0.93 

TABLE II.  COMPARISON OF CHANGE  IN MEDIAL POINT 

 

 

 
In the t-test of the same task, we performed t-test with first 

time trial and other trial which was from second times to thirty 
times, and examined relationship the number of trials and 
significant differences. 

 In task 1, significant different could be found from the about 
10th trials. Fig. 9 show region confirmed significant difference.  

 Subject1 Subject2 Subject3 

Sitting 0.89 1.03 0.90 

Standing 1.00 0.84 1.08 
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In task 2, significant different could be found from the about 
10th trials too. Fig. 10 show region confirmed significant 
difference.  

Next, we performed t-test with case of standing position (task 
1) and half-crouch position(task 2). In this analysis, significant 
different could be found at prefrontal area(14ch, 17ch, 28ch and 
32ch). Fig. 11 show region confirmed significant different. 

Also, two types of motion which was sitting and keeping a 
half-crouching position were repeated alternatively in task 3. At 
first, we performed t-test using 4 seconds during first trial and 4 
seconds during other trials, which were from second to fifteenth 
in same position. Regarding to analysis result using sample data 
during sitting position and half-crouching position, there were 
significant different at Prefrontal area. Fig. 12 confirms  
significant difference. 

 
 

 

 

 

 

 

 

Figure 6. Measuring Result of Task1 

 

 

 

 

Figure 7. Measuring Result of Task2 

 

 

 

 

 

Figure 8. Measuring Result of Task3 

 

 

 

 

 

 

 

 

Figure 9. Signififant Difference of task1 

 

 

 

 

 

 

 
 

Figure 10. Significant difference of task2 

 

 

 

 

 

 

 

 

Figure 11. Significant Difference of task 1 and 2 

 

 

 

 

 

 

 

 

Figure 12. Significant Difference in sitting position  

IV. DISCUSSION 

1) Evaluation by using 3D Motion Analysis and EMG 
From analysis result, it was shown that value of integral was 

decreased by using assistive apparatus for transfer. Especially, 
there was remarkable decrease in value of integral at tibialis 
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anterior muscle, quadriceps femoris muscle. On the other hand, it 
was shown to be minor decrease in one at upper limb and 
muscles of the back. Also, moving distance of barycentric 
position was decreased by the use of welfare device. 

On the ground of this result, it was thought to be due to 
difference in height between chair and seating face of welfare 
device. Therefore, it was thought that the use of assistive 
apparatus is useful to lighten burden on lower limb. Thus, it's 
contemplated that muscle load during standing and sitting 
movement was decreased and reduced centroid fluctuation to 
lower the possibility of turnover. 

Even if subjects performed daily movements of standing and 
sitting with the use of assistive equipment, it was shown that the 
integral of muscle potential and distance of centroid change was 
decreased. Therefore, it was proved that there is the possibility of 
evaluation of daily performance except for movement with 
welfare device. 

2) Evaluation by using NIRS 
In this experiment, we tried to measure quantitatively the 

physical and psychological strain on the basis of brain activity.  
Also, we think that brain activity disclose human cognitive 
including non-verbal. As a result, it was shown that there were 
differences at brain activity due to number of trials and postural. 
In this time, analysis was performed via one-sample t-test using 
sample of brain activity in resting state during task or after task. 
Hence, analysis method was to remove disturbance such as body 
motion and angular variation of neck to the extent possible 
although there was the possibility to measure skin blood flow. 
Therefore, it was thought that strain due to tasks was 
quantitatively measured by being recognized significant 
differences 

Also, in previous research, it was reported to decrease in 
activity in the brain around #10, 11 [10], as the result of 
measuring brain activity during Advanced Trial Making Test 
using PET [11]. Therefore, this result came out in support of 
previous research in no small part. 

Of course, it is necessary to increase number of subject at the 
present stage. In addition, there are problems associated with 
experiment, number of subject, method and measured region. 
However, in terms of being recognized significant differences at 
brain activity due to movement, it was thought to show useful 
result in evaluating quantitatively daily movements. 

V. CONCLUSION AND FUTURE WORK 

In this experiment, our purpose was to evaluate quantitatively 
physical load with focusing on standing and sitting movement 
which was part of daily movements using 3D motion analysis 
system and EMG.  

As the result, it was shown that the integral of lower-limb 
muscle, such as tibialis anterior muscle and gastrocremius muscle, 
significantly decreased by the use of welfare device. 

Also, it was reported that there is a positive correlation 
between anteversion angle of body trunk and movement duration 
in previous research [12]. But, our experiment method was to 
estimate the possibility of falling in rising from a sitting position 
by calculating moving distance of median point. And, it was 
confirmed that the possibility of falling was decreased by using 
device.  

Next, we tried to measure physical and psychological load 
quantitatively on the basis of brain activity. And there were 
significant differences due to number of trials, holding position. 
In this experiment, analysis method was to remove disturbance 
such as body motion and angular variation of neck to the extent 
possible by using measurement result in resting state as sample. 
Therefore, it was thought to show useful result in evaluating 
quantitatively load due to movement task by being recognized 
difference in brain activity caused by number of trials, substance 
of task and holding position. 

Main purpose in this study is to evaluate physical load and 
fatigue quantitatively. So, we tried to evaluate change of muscle 
load due to difference of motion by simultaneous measuring with 
3D motion analysis System and EMG quantitatively.  

However, evaluation of psychological load is necessary, too. 
In terms of using welfare device, prolonged use must be taken 
into account.  In this case, it is important to consider not only 
physical load but also psychological load due to prolonged use 
from standpoint of developing welfare device and keeping up 
surviving bodily function.  

Also, in previous research, separation between physical and 
psychological load has been performed. But, our view is that 
there is correlation with physical and psychological load. So, we 
tried to measure psychological load including physical one based 
on brain activity and quantitatively evaluate both load. 

For the future, our aim is to establish method of discussing 
useful of welfare device by evaluating load involved in other 
daily movements with increasing number of subjects. 
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Abstract—Application of multi-touch screen interfaces is 
desired by manufacturers of measuring instruments to follow 
the current trend of consumer products. This study is a first 
approach to determine the influence of screen location and 
orientation on upper limb movements and posture. Neck and 
wrist posture, as well as finger movements and subjective 
perception of discomfort were evaluated in simple tasks 
simulating the placement and scaling of objects using a multi-
touch interface placed on a computer screen of the same size. 
The results show that wrist and neck postures are generally 
affected by an interaction between screen height and 
inclination. They also suggest that precision requirements 
associated with measuring instruments may not be compatible 
with simple transfer of manipulation methods from consumer 
products.  

Natural gestures; finger movements; wrist posture; 
discomfort 

I.  INTRODUCTION 
Natural user Interface technologies based on 

multi-touch displays have been successfully 
implemented in a variety of consumer devices.  
This success has lead to the adoption of these 
technologies for work applications. However, 
most work instruments are designed to sit on a 
bench or cart, have vertically mounted screens and 
may require precise manipulations.  Gestures such 
as the “pinch”, used to zoom in and out, may 
require awkward wrist and upper limb postures 
when performed on a vertically mounted screen. 
Posture and repetition are known risk factors [1-3] 
commonly associated with localized muscle 
fatigue [4-6] and upper limb musculoskeletal 
disorders [7-8]. Furthermore, movement precision 
required to set specific values of gesture-
controlled functions may increase repetition and 
muscle co-contraction activities. Hence, simply 
using the methods designed for mobile devices on 
vertically mounted screens may create rather than 
solve problems.   

The present study investigated the influence of 
screen height (elevation) and inclination (relative 
to the vertical direction) on wrist posture and 
finger movements during object manipulation 
tasks using simple natural gestures. The level of 
required precision varied between tasks.  

II. MATERIAL AND METHODS 
A. Participants 

Ten right-handed young adults aged 20-31 
years (5 males, 5 females) participated in the 
experiment as volunteers. All were free from 
upper limb neurological and musculoskeletal 
disorders that might have impaired their 
performance. Their visual acuity was 20/20 or 
better, with or without correction. 
B. Experimental setup and conditions 

An instrument screen was simulated on a 
computer screen, onto which a matched size multi-
touch screen was adapted. LED markers were 
placed on the thumb and index fingers, the wrist, 
elbow and shoulder of the right limb and head to 
record their movements with an active motion 
capture system (Optotrack™). The participants 
were facing the screen seated on a comfortable 
office chair adjusted to their anthropometry to 
obtain a 90° knee angle with feet flat on the 
ground. Three screen heights (1.25, 1.5 and 1.75 
seated height- measured to the bottom of the 
screen) combined with three screen inclinations 
(10, 15, 20° relative to the vertical direction) were 
tested in random order. The tasks to be performed 
simulated real instrument operations. They 
included adjusting both the vertical and horizontal 
position of an object, scaling the horizontal and 
vertical dimensions of the object to specified 
values and switching the primary object to be 
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manipulated. Numerical values and grid scales 
were displayed on the screen.  
C. Procedure 

The duration of each of the five tasks varied 
between 30 s and 2 min. A brief 10-20 s rest 
separated two consecutive tasks.  A longer 2 min 
rest was provided between conditions while the 
experimenter adjusted the screen. Between trials, 
participants were allowed to relax their arm on the 
arm rest and between conditions they could stand 
or move away from the work station. The motion 
signals associated with each marker were sampled 
at 100Hz. 
D. Measures 

Discomfort was evaluated on a category scale 
(0= no discomfort, 1= barely perceptible, …, 
5 = extreme pain) for each of the following body 
parts: finger, wrist, elbow, shoulder, neck, back).  
The magnitude of selected angular displacements 
(wrist flexion-extension; wrist pronation-
supination; neck flexion-extension) and thumb-
index finger “pinch” opening indicated by the 
maximum distance between the respective finger 
tips distance were computed from the recorded 
motion of the respective markers. Observations by 
the experimenter about task execution and 
comments from participants were recorded for 
each experiment for association with quantitative 
data 

III. RESULTS 
A. Discomfort rating 

No major discomfort or fatigue was reported in 
the context of our experiment. Ratings were rather 
low; however neck and shoulder discomforts were 
higher for the 20° screen inclination and were also 
generally higher for the highest screen elevation. 
The average peak discomfort corresponded to a 
value of 2 on the 0-5 scale and discomfort tended 
to increase with the chronologic order of 
experimental conditions. 
B. Wrist, head and finger movements 

Wrist extension increased primarily with screen 
verticality (low inclination), as illustrated in Fig.1. 
The order of screen height indicates that wrist 
extension tend to be affected also by screen 

elevation. However, a higher elevation may reduce 
wrist extension induced by screen inclination, as 
indicated by a significant elevation-inclination 
interaction.  

 
Figure 1. Wrist extension as a function of experimental conditions (screen 

elevation and inclination). 
 

Wrist rotation tended to increase primarily as a 
function of screen height, as illustrated in Fig.2. 

 
Figure 2. Wrist rotation as a function of experimental conditions. 

 
Neck flexion seems to be higher for the lower 

screen inclinations (more vertical), particularly for 
the lower screen elevation as illustrated in Fig.3. 

 
Figure 3. Neck flexion as a function of experimental conditions. 

Index finger displacement relative to the thumb 
ranged from 11.75 cm to 12.9 cm; however, 
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movement patterns did not appear to be associated 
with specific experimental conditions (Fig.4). 
Further more, task duration and thus movement 
repetition increased significantly (up to 5 fold) 
when position and scaling precision were required. 

 
Figure 4. Thumb-index finger maximum distance as a function of 

experimental conditions. 
C. Survey 

Comments from the participants indicated that 
object placement and size scaling were 
very/extremely difficult to achieve when high 
precision was required (100% of participants). In 
addition, a delay between finger movements and 
object movements, as well as parallax associated 
with the distance (although only a few mm) 
between the touch screen and computer screen 
were frequently cited (70% of participants) as 
factors affecting performance.  

IV. DISCUSSION 
The results indicate that discomfort was not an 

issue in the context of our experiment; however, 
the influence of screen elevation and inclination on 
wrist posture was significant and showed expected 
interactions. In addition, delay and the need for 
precise manipulation contribute to an increase in 
the number of movements necessary to complete 
the tasks. Furthermore, multi-touch operations, 
such as size adjustment, frequently required hand 
repositioning to re-initiate a gesture.  

Discomfort (or muscle fatigue) was moderate in 
the present context; however the tendency of 
discomfort to increase with time, as indicated by a 
sequential order effect suggests that prolonged 
“manipulations” may lead to the development of 
fatigue, even if finger forces required to move the 
fingers are very low [9].  In this experiment, the 
participants could rest their arm on the armrest at 

anytime. They could also use the bottom edge of 
the screen as a wrist support (1) in between tasks, 
(2) when manipulation of the object did not 
necessitate vertical displacement of the wrist, or 
(3) when inclination of the screen permitted such 
posture / use of support reaction forces. No 
specific instruction was provided; hence the 
participants adopted strategies associated with 
muscular effort minimization, as is the case in 
posture control [10]. However, these 
“support/anchoring” strategies are highly 
dependent on the availability of support and 
environmental context in which the instrument is 
used. Furthermore, the participants were not time 
constrained and benefited from rest periods while 
the screen position was adjusted for each 
condition.  

Not surprisingly, wrist extension and rotation 
were influenced by both screen elevation and 
inclination. In addition, it may be assumed that 
influences from task specificities are very likely 
since different gestures (finger movements) 
require wrist and arm coordination as a function of 
the direction of the movement. A more detailed 
analysis based on a larger number of repetitions 
for each task would be necessary to determine 
more precisely optimal screen location to 
minimize large deviations from neutral joint 
postures. Nevertheless, the present results indicate 
that touch screen manipulations on vertically 
mounted instruments may induce significant wrist 
deviations, which are considered a risk factor, 
especially when sustained or combined with high 
repetition [7]. Furthermore, repetition seems to be 
promoted by accuracy requirements, at least when 
simply duplicating manipulation methods used to 
operate hand held devices.  

 Variations in neck flexion with screen 
elevation and inclination have been associated 
with maintaining the line of sight in computer 
tasks [11-13]. However, in the present context, 
these variations may reflect an optimization of 
head orientation to improve visual guidance of 
hand movements [14]. 

Overall, postural adjustments seem to be driven 
by the environmental conditions and the manual 
task to be performed, which differ from classic 
visual capture of information from a video screen. 
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Abstract— The authors have studied new mode of cutaneous 
sensation characteristics on finger pads toward an accurate 
physical-line presenting computer-human interface. A series of 
psychophysical experiments were carried out on motion 
perception characteristics with the raised dots sliding on finger 
pads. As a result, it was found that there were two kinds of 
modes with the perception: (1) dot-counting mode, (2) raised-
dots sliding-speed perceptual mode. The first mode worked in 
the long period of dot spacing and in the low sliding speed 
conditions, and showed such a high accuracy as a 
proprioceptive-sensation-based fingertip motion perception. 
The second mode worked in the short period or in the high 
speed conditions, and suffered ill performance similar to 
sliding flat surface. 

Keywords; cutaneous sensation; fingerpad; sliding; raised 
dots;  counting; speed 

I.  INTRODUCTION 

We can accept such geometrical information of objects as 
the lengths and directions of line-segments via our haptic 
sensations. Therefore, the haptic sensations have been 
expected as an alternative for visually impaired persons to 
create geometrical mental images. In the haptic sensations, 
there are two important factors: the sensation factor and 
initiative factor. As for the sensation factor, not only the 
cutaneous sensation but also the proprioceptive one was 
employed in perceptual processes. On the other hand, as for 
the initiative factor in the hand motion activation, there are 
such two schemes as the passive and active schemes.  

The cutaneous sensation is a principal cue in hand-
stationary passive touches, and is also used as a 
supplementary cue to proprioceptive one in hand-moving 
passive/active touches. Therefore, we can say an importance 
of investigating human cutaneous sensations for 
understanding the haptic perceptual mechanism. 

Thus, there have been studied many cutaneous-sensation-
based perceptual characteristics. For example, slip length 
perceptual characteristics of moving flat surface were studied 
in [1]~[4]. Under the active touch condition, Hollins et al. 

reported a perceived-length formula as a function of velocity 
and duration [1]. Armstrong et al., focusing on the duration 
time, suggested that the radial–tangential anisotropy in the 
length perception can be explained by temporal differences 
in exploratory movements [2]. In these years, the passive 
length perception scheme has been studied in detail. For 
example, Terada et al. found a complimentary characteristic 
between the cutaneous and proprioceptive sensations and 
proposed some formula representing the perceived length as 
the function of velocity dependence and actual-length [3]. 
Wouter et al. reported that the cutaneous condition (Cu) was 
much inferior to a proprioceptive condition (Pr) and a 
cutaneous-combined proprioceptive condition (CuPr). In the 
CuPr-condition, the cutaneous sensation contributes a little to 
the Pr-condition [4]. Introducing another important aspect of 
movement direction, Yusoh et al. have also presented other 
formulas representing the perceived length as the function of 
velocity dependence and actual-length [5]. 

As for the dots-counting sensation that was an important 
factor in this work, there were few researches except for 
those on vibrotactile sensations. For examples, papers of 
[6~9] took up the perception of single site vibration. 
However, we can’t find such similar studies on moving-
raised-dots produced stimuli as in this work, and papers of 
[10~12] took up the perception of pattern-like vibration.. 

Raised dots have been used for Braille, i.e., dotted letters 
and for tactile-graphics since they have been considered to 
be distinctive and informative stimuli for representing 
geometrical information. Therefore, the raised dots were 
expected to contribute for new physical-line presenting 
interfaces: for example, forming raised dots on actively 
rotating wheel surface, by embedding the wheel, we could 
make up novel active mouse interface. 

Thus, the raised dot was expected to be a promising 
tactile presentation framework. In this study, paying notice to 
the sliding-raised dot pathway perception, the authors have 
studied cutaneous sensation characteristics on finger pads in 
the passive touch scheme. 

In this paper, Section 2 introduced such methodology of 
experiments as the apparatus and procedures. Next, 
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comparing some related existing works, Section 3 presented 
experimental results with the sliding length perceptual 
characteristics for the short/long period dot specimens. Here, 
it was referred that a transition of the sliding dot perceptual 
mode from dot counting to sliding speed perception occurred 
even in the long period dot specimen. Finally, Section 4 
closed this paper by summarizing important findings. 

II. EXPERIMENTAL METHOD 

A. Apparatus 

Figure 1 shows the experimental apparatus. The length, 
width, and height of table base are 510×500×610mm, 
respectively. It consisted of a power supply, a controller, an 
acrylic plate with a hole, a specimen plate, a linear actuator 
(IAI-ICSA series) and a rotation board. The acrylic plate was 
mounted on the top of the flat plate. A hole was opened at 
the center of the acrylic plate. The specimen plate, to the top 
surface of which paper specimen adhered, was attached on 
the top surface of the linear actuator and it could be moved in 
both the directions within the 300mm range. The gap 
between the acrylic and specimen plates was set at 6mm. The 
linear actuator was, furthermore, mounted to the top of the 
rotation board so that the linear actuator could be rotated and 
be fixed at a direction within 360° with an interval of 22.5°. 

 

(a)Top view (b) Perspective view 

(c) Front view                     (d) Side view
 

Figure 1.  Experimental apparatus: a specimen was moved by a linear 
actuator on a rotation board. 

We introduced two kinds of specimens, on the surfaces 
of which a raised dot pathway was formed so as to be 
aligned in straight: one specimen had a 20.1mm-period of 
raised dots and the other did a 2.5mm-period. The raised dots 
were 1.5mm in diameter and 0.4mm in height (see Figure 2). 
In the case of 20.1mm period dot, the dot appeared one-by-
one on the contacting fingerpad. On the other hand, in the 
other case of 2.5 mm period, multiple dots contacted with the 
fingerpad. This gave birth to an important difference in 
perceptual mode between the two periods. In the case of 
20.1mm period, we could perceive each of the sliding raised 
dots one-by-one with the finger pad cutaneous sensation and 

could count the number. Meanwhile, in the other case of 
2.5mm period, we no longer could not count them but, as an 
alternative, perceived sliding speed of the raised dot. The 
characteristics for both of the perceptual modes were 
discussed in the experiments. 

 

 
Figure 2.  Specimen (upper: top view. lower: front view). 

B. Procedures 

1) Conditions 
The line lengths being presented were 50, 75, 100, 125, 

150mm, and the directions were set at 0 to 360° with an 
interval of 22.5°. Therefore, the number of presented lengths 
was five and that of the directions was 16. In the case of 
20.1mm period, the lengths, 50, 75, 100, 125, 150mm, 
corresponded to 2, 3, 4, 6, and 7 dots, respectively. The 80 
line segment patterns by 5 lengths and 16 directions were 
presented in pseudo random orders. All the experiments were 
carried out with the speeds of 25, 50, 75, 100, 125, 150, 175 
and 200mm/s. Five subjects aged 22 to 57 years old 
participated in the experiments. 

2) Task 
In the case of 2.5mm period dots, the subjects were 

informed to perceive both the sliding length and direction 
during the dotted paper specimen sliding on his fingerpad. 
They were also asked to make oral reports of the perceived 
length and direction with the character-represented codes: 
the codes were written on an answer board being showing 
concentric circles, of which radii were 5 to 200mm with a 
5mm interval (see Figure 3). In the other case of the 
20.1mm-period-dot, the subjects were informed to count the 
number of the dots, and also to perceive the sliding direction 
as one of the 16 candidate directions during the dotted 
specimen sliding on their finger pad. Just after the slide 
having been finished, the subjects made oral reports of the 
frequency of counted dots, and the perceived direction. 
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Figure 3.  Answer board: subjects chose a pair of words to answer the 

perceived direction and length from a word set shown in the answer board 

3) Procedures 
Figure 4 shows some experimental views. Subjects were 

seated in a chair, setting their right forearm on the acrylic 
plate. During experiments, subjects were instructed to relax, 
and to focus on to perceive the presented linear slide motions. 
The subjects put their index fingerpad on the surface of a flat 
specimen (Figure 4(a)) where the subject arm angle was set 
at 90° (Figure 4(b)-(d)), and the arm direction was set to 
horizontal to table base (Figure 3(c)). The subject aligning 
his shoulder in the frontal plane and holding his upper body 
not twisted at the waist was placed at the position so that his 
right arm was parallel to the sagittal plane direction and so 
that his index fingertip was located at the hole in the acrylic 
plate (Figure 4(d)). A white noise sound was applied to the 
subjects via headphones for masking any sound cues on the 
spatial perception. In an arbitrary waiting time, after the 
subject put his fingerpad on a specimen, the specimen started 
to move, and stopped at a given point with approximate 
rectangular velocity pattern: by using the linear actuator, the 
specimen was accelerated with 3 m/s2, then, it was moved 
with constant speed after reaching at the predetermined 
speed, and it was finally decelerated by 3 m/s2. 

The direction of the linear actuator movement was set by 
manual operation each time. The velocity and direction were 
pseudo-randomly presented for each of the subjects. It took 
about 30 minutes for the whole experiment per a subject. 

(a) Enlarged view           (b) Front view

(c)Side view                   (d) Top view
 

Figure 4.  Experimental view showing the posture of a subject 

III. EXPERIMENTAL RESULTS 

A. From Dot Counting to Sliding Speed Perception 

Figure 5(a) shows an experimental result for the 20.1 mm 
period raised dot specimen. In this figure, counted dot 
numbers were inverted into length dimension by multiplying 
20.1. In this case, a speed-caused fewer-counting effect in 
means (it is rephrased as a speed-caused foreshortening 
effect from the viewpoint of the length dimension) can be 
seen clearly. However, it should be noted that there can be 
seen little mean errors in the case of the 25 mm/s velocity. 
This characteristic will be useful to develop the motion 
presenting interfaces in the future. To make clear actual and 
counted dot number relationship, changing the parameters 
from the lengths to speeds, we got Figure 5(b) from Figure 
5(a). From this figure, we can see the length-related 
foreshortening effect, especially, in high speed conditions. 
As a whole, it can be said that, the more the velocity/length 
is, the bigger the mean error grows. On the other hand, as for 
random errors, the longer the actual length was, the more the 
STD of the actual dots number increased. 

305Copyright (c) IARIA, 2013.     ISBN:  978-1-61208-250-9

ACHI 2013 : The Sixth International Conference on Advances in Computer-Human Interactions

                         320 / 510



Figure 5(c) shows a directional variation in dot counting. 
We couldn’t clearly find any directional characteristic. 
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bars, and open circles were mean errors, standard devitions, and RMSE 

Figure 5.  Experimental results with the 20.1 mm period raised dots 

The other experimental result is shown in Figure 6 for the 
2.5 mm period raised dots. 

For each of the 20.1 mm and 2.5 mm period dot 
experiments, we formulated a model for the perceived length 
lest_perc by using a power function of actual length lact and 
velocity v.  

lest_perc =α v
β lact 

γ
 

The power function model is a variation of Stevens’ law, 
and it represents contraction effects along with increased 
speed and length. In the ideal case that there are no such 
effects, the exponents with respect to lact and v, i.e., β and γ, 
are respectively 1 and 0, and the proportional coefficient is 1. 
When estimating the unknown parameters, we took 
logarithms of the both sides of Eq. (1). That is,  

ln lest_perc = lnα β lnv γlnlact 

For the 20.1 mm period experiment, after converting the 
counted dot numbers into lengths, we got  

lest_perc = 2.2 v 
-0.20 lact 

0.95 

For the 2.5 mm period experiment, we got 

lest_perc = 6.7 v 
-0.11 lact 

0.62 

Since the coefficients of determination for each of the 
above simple two models accounts for 99%, the models were 
considered to be adequate. 

The length-related exponentγ of 0.95 for the 20.1 mm 
period was very close to 1, and was much superior to that of 
0.62 for the 2.5 mm period.  

On the other hand, the speed-related exponent β of -0.20 
for the 20.1 mm period was a little different from the ideal 
value of 0, and was inferior to that of -0.11 for the 2.5 mm 
period. It was considered that, even for the 20.1 mm period, 
the subjects were no longer able to count dot number in the 
increased speeds, and suffered larger speed-induced 
contraction effect. Therefore, it was recommended to employ 
enough low speeds when using the 20.1 mm period. 

0

20.1

40.2

60.3

80.4

100.5

120.6

140.7

160.8

0 50 100 150 200

Pe
rc

ei
ve

d 
 le

ng
th

 [m
m

]

Speed [mm/s]

140.7mm
120.6mm
80.4mm
60.3mm
40.2mm

 
(a) Means of  perceived lengths (symbols), together with their standard 

errors(error bars): actual lengths were taken as a parameter. 

306Copyright (c) IARIA, 2013.     ISBN:  978-1-61208-250-9

ACHI 2013 : The Sixth International Conference on Advances in Computer-Human Interactions

                         321 / 510



0

50

100

150

0 50 100 150

P
er

ce
iv

ed
  l

en
gt

h 
[m

m
]

Actual length [mm]

Actual
length (mm)
25mm/s

50mm/s

75mm/s

100mm/s

125mm/s

150mm/s

175mm/s

 
(b) Means of  perceived lengths: speed was taken as a parameter.   

Figure 6.  Experimental results with the 2.5 mm period raised dots 

B. Discussion (Comparison to Existing Works) 

In this section, the above explained perceptual models 
with raised dots were compared with the existing two haptic 
length perceptual models.  

One was a Terada model [3] that was obtained under the 
cutaneous-sensation-only framework as same as this work, 
that is, the Terada model was obtained by a cutaneous only 
sensation for flat sliding surfaces. The model was similar to 
the Najib model [5]. In Figure 7, the Terada-modeled 
perceived-lengths are shown by lines, and the 2.5mm period 
experimental values in this work were shown by symbols. It 
was interesting that, as a whole, this work of 2.5mm period 
was good conformity with Terada model except for the data 
with 140.7 mm length. It suggested that the dot period of 2.5 
mm no longer worked as dot planes but as simple planes 
practically. 
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Figure 7.  Comparison of the 2.5 mm period experiments to Terada work: 
the symbols show the means in this work, and the lines show the calculated 

values by the Terada model. 

The other was Hollins model [1] that was obtained under 
an advantageous framework employing both the cutaneous 
and proprioceptive sensations. In Figure 8, the Hollins-

modeled perceived-lengths are shown by lines, and the 
20.1mm period experimental values in this work are shown 
the symbols. For both the length and speed variations, the 
20.1mm period experimental values well agreed to the 
Hollins model. In Hollins’ experiment, not only the 
cutaneous sensation but also the proprioceptive one being 
effective in haptic length perceptions was employed. 
Contrary to the advantageous Hollins framework employing 
both the cutaneous and proprioceptive sensations, this work 
of the cutaneous-sensation-only framework might inherently 
have poor sensitivity. Nevertheless the dot period of 20.1 
mm worked as well as the advantageous Hollins model as 
shown in Figure 7. For reference, the cutaneous sensation 
was reported to be not much effective by Wouter et al. [5]  

Finally, relating to the perception of moving dots, there 
were some significant works using Braille interfaces, e.g., 
[10~12]. Using 2×4 dot Braile cells (6.42mm in width, 
16.7mm in height), Tahir et al. [11, 12] conducted some 
experiments on dot pattern selection tasks where 8 kinds of 
dot patterns were presented either by impulsive way or by 3 
Hz of vibration. They obtained an elapsed time of 823ms in 
average for the vibrating patterns that was a little bit longer 
than that of 642ms for the impulsive patterns: the 
comparative merit of impulse to vibration had been agreed 
with the former work by Pietrzak et al. based on 4×4 dot 
Braile cells[10]. Here, it would be remarked that the 3 Hz 
vibration chosen in [11, 12] and the 1/0.6 Hz vibration in 
[10] respectively corresponded to a speed of 60.3mm/s and 
33.5mm/s in the case of 20.1 mm period specimen in this 
work. The correspondence supported our results that the 
subjects showed the best performance at the 25 mm/s speed 
condition in dot number counting task and subject reports. 
That is, subjects reported that they were no longer able to 
count the dots when the speed was increased to 50 mm/s and 
over, and that have changed their perceptual strategy from 
counting strategy into another cutaneous sensation of 
depressed point movement perception as in the 2.5mm 
period dot spacing. 
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Figure 8.  Comparison of 20.1 mm period dot experiments to Hollins 
work: the symbols show the means in this work, and the lines show the 

calculated values by the Hollins model. 
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IV. CONCLUSION AND FUTURE WORK 

Paying notice to the sliding raised dot pathway 
perception in the passive touch framework, the authors have 
studied the cutaneous sensation characteristics on index 
fingerpad. 

 By using a power function of actual length lact and 
velocity v, we formulated a model for the perceived 
length lest_perc for each of the 20.1 mm and 2.5 mm 
period dots. 

 The length-related exponent γ of 0.95 for the 20.1 
mm period was very close to the ideal value of 1, 
and is much superior to that of 0.62 for the 2.5 mm 
period. On the other hand, the speed-related 
exponent β of    -0.20 for the 20.1 mm period was a 
little different from the ideal value of 0, and was 
inferior to that of -0.11 for the 2.5 mm period.  

 In comparisons from relating works, under the 
cutaneous-sensation-only framework, this work of 
the 20.1mm period dot showed such a high length 
perceptual performance as another advantageous 
framework employing both the cutaneous and 
proprioceptive sensations. Meanwhile, this work of 
the 2.5mm period dot showed almost similar 
performance as with other cutaneous-sensation-only 
works based on simple planes.  

 
In the future, the authors will make a profound study on 

the raised-dot-based line perceptual characteristics: 
increasing sample number, expanding variations of dot 
period, and extending from one-dimensional lines to two 
dimensional lines. Furthermore, by using raised dots, they 
will develop computer-human interfaces, i.e., fingerpad-
based line displays. 
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Figure 1.  Virtual object presentation by haptic mouse 
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Abstract—In this paper, we propose a 1 Degree-Of-Freedom 

(DOF) mouse- shaped haptic device for shape perception of 3D 

virtual objects. Decrement of DOF of haptic device brings 

advantages, such as a miniaturization, solidity, and a weight 

reduction. A 1 DOF haptic device that consists of a built-in 

optical shaft encoder, two position sensors and a motor, has 

been developed. This device is easier to integrate with a 

tabletop system compared to multiple DOF haptic devices. We 

propose some haptic algorithms, which are effective to 1 DOF 

haptic device, and two types of pointing environments with a 

multi-touch overlay. Some experiments were conducted to 

evaluate the effectiveness of the proposed system. The elements 

required to make the system functional were clarified. 

Keywords-1 DOF;Mouse Device; Haptic; Image Display; 

Direct Pointing; Multi-touch Overlay 

I.  INTRODUCTION  

Many haptic devices have been used in the field of 3D 
shape modeling. They make it possible for users to design 
virtual characters with intricate shapes, and so on. However, 
because most haptic devices have multiple DOFs, they tend 
to be bulky, heavy and expensive. Also, their control 
algorithms become complex. These factors obstruct the use 
of haptic devices in general. In terms of the operation of a 
GUI, we believe that adding „force feedback‟ to a tabletop 
display system is an effective way of further improving its 
usability and of enhancing its own powers of expression. 
However, it is difficult to integrate multiple DOF devices 
with a tabletop display interface because the hardware that is 
required is quite bulky. We considered that a reduction in the 
number of degrees of freedom of the haptic interface could 
be one solution to overcome this issue, since the further the 
number of degrees of freedom of the haptic device can be 
reduced, the simpler the hardware that is required becomes. 

In 3D shape modeling, we initially not only observe, but 
also touch the surface of a virtual object to recognize its 
shape precisely. If a user touches a virtual object on a 
tabletop display, the user will expect to feel the unevenness 
of the object. In this process, we assume that there is a 
principal force vector that is incorporated in the shape 
recognition process. In order to feel information concerning 
the unevenness of the surface, depth information regarding 
the virtual object is a key element in shape recognition. 
Therefore the „up-and-down‟ direction force vector is chosen 
to present depth information on a tabletop display in this 
study. As shown in Figure 1, a user can get a sense of 

touching a virtual object by raising or lowering their 
fingertip according to the unevenness of the virtual object 
with visual feedback. 

In this research, we developed a prototype system that 
consists of a 1 DOF mouse-like haptic device and a tabletop 
display with a multi-touch overlay sensor. The haptic device 
is small and safe to use. It has the ability to present an 
„up-and-down‟ force to the user‟s fingertip. It can be 
controlled in a stable manner by using a simple control 
algorithm. In addition, we realized a “What You See is What 
You Touch” (WYSWYT) environment as the pointing 
environment. In this system, the user can see virtual objects 
and can also touch the virtual objects directly with his/her 
fingertip. A number of experiments were conducted to 
demonstrate the effectiveness of the system.  

The remaining of the paper is organized as follows. 
Section II describes related work. Section III describes the 
design principle of a haptic interface. Section IV describes 
the system configuration of our prototype system and its 
haptic rendering algorithm. Section V describes an 
evaluation experiment conducted and its results. Finally, the 
results are discussed in Section VI before concluding. 

II. RELATED WORK 

Akamatsu reported that providing the sensation of 
touching a virtual object by imparting vibration to a user's 
index finger on a mouse interface in a GUI environment is 
effective for reducing the completion time of a pointing task 
[1]. Fukunaka proposed a method of presenting a sense of 
resistance or confliction by using a mouse-shaped device 
containing a magnetorheological fluid (MR fluid) [2]. 
However, these devices cannot present the reaction force 
from the virtual object. They can only present a sense of 
vibration or collision. 
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Figure 2.  1 DOF haptic mouse 

Marquardt reported how adding a haptic layer to the 
interactive surface experience can augment the existing 
visual and touch modalities by using a “haptic tabletop pack”, 
which can present vertical relief, malleability of materials, 
and horizontal friction on the surface [3]. But it cannot 
present shape of the virtual object. 

Howe et al. developed the first motion compensated 
actuated catheter system that enables haptic perception of 
fast moving tissue structures for surgery of the beating heart. 
This system enables physicians to operate on the beating 
heart without caring about deformation of the heart caused 
by the heart beating, but this system does not enable the user 
to perceive its shape[4]. 

The "Touch the Untouchable" system has been developed 
as an example of a 1 DOF haptic device. This device 
measures the distance to a remote object by using a laser 
range sensor, and presents the shape of the object by using 
the distance data [5]. Alternatively, the "Beyond" system can 
present virtual objects beyond the display by using a 
pen-shaped device [6]. 

The above studies did not reveal a haptic rendering 
method for complex shaped virtual objects, or consider the 
influence of reducing the number of degrees of freedom of 
the interface device. In this study, a prototype 1 DOF haptic 
mouse has been developed that is suitable for use on a 
tabletop display. By using this mouse, the effectiveness and 
limitations of this method were evaluated through a number 
of experiments. 

III. DESIGN PRINCIPLE 

In this study, even though the number of degrees of 
freedom of the haptic device were reduced, we assumed that 
the „visual dominance‟ effect imparted by the users could 
assist the user's shape recognition process. Therefore, as a 
visual display system, a tabletop GUI environment was 
selected. 

Since the tabletop environment is a flat surface display, 
the motion of a haptic device on the tabletop is limited by the 
surface. By combining the limited horizontal motion and 
depth (up-and-down) motion of the haptic device, the user 
can recognize the shape of a virtual object stably. 

Tabletop haptic interface requires small size, high 
accuracy, high speed measurement of a user's fingertip 
position, and sufficient output torque. Furthermore, we 
assumed to use this device on a tabletop display with visual 
feedback. Therefore its movable area should be greather or 
equal to the area of the display area 

In order to accomplish this specification, we designed a 
prototype un-restraining device with built-in sensors and an 
actuator to securing large movable region. Considering to 
use the device on a display, the screen of the display should  
not be coverd over by the device. Hence, a pen shaped 
device and mouse shaped device can be considered as a 
structure. However, it is difficult to build in an actuator 
which can generate sufficent torque on the pen shaped device. 
Therefore the mouse shaped device, which can store various 
modules underneath the user's palm, was used in this study. 
In order to realize a simple and robust mechanism, the haptic 
device consists of an end effector, a position sensor, a control 

PC, and a visual display. The end effector is a lever that can 
be rotated around a horizontal axis by a DC servomotor so 
that it can generate an up-and-down force directly to the 
user's index fingertip. The range of up-and-down motion of 
the end effector is about 60 mm, taking into account the 
range of movement of the index finger. The end effector and 
its base should be transparent to avoid hiding the visual 
image on the display. An accelerometer, a camera with 
image processing, an optical mouse sensor are candidates for 
the position detection sensor. Since the accelerometer has 
undesireable drift characteristics, and the camera is bulky, 
two optical mouse sensors are used in this study. They can 
be measure the position and orientation of the mouse device 
in un-restraining manner. Also they are cheap and has easy 
to operate. Moreover the position of the fingertip on the 
display should be detected without hiding images under the 
end effector. Therefore, unlike a conventional mouse, neither 
a position sensor for the mouse nor a stylus could be placed 
under the end effector. Hence, it is necessary to detect both 
position and orientation when using this system to calculate 
the fingertip position. Therefore, 2 sensors are required to 
detect both position and orientation. However, since the 
optical sensors can detect only the relative position change of 
the device, the precise absolute position of the mouse on the 
display is unacquirable. The direct pointing environment, 
which is one of the purposes of this research, is difficult by 
using the sensors. A method to measure the absolute position 
by using an infrared multi-touch overlay is mentioned later.  

IV. 1 DOF HAPTIC MOUSE 

A. System configration 

Figure 2 shows an overview of our prototype for a 1 
DOF haptic mouse system. The system consists of a haptic 
mouse unit, a position detection unit, a control unit, and a PC 
(OS Windows7 Professional 64bit CPU IntelCorei5 650). 

The haptic mouse unit is composed of just a geared(gear 
ratio 5:1) DC servomotor (RE25, made by maxon Inc) and an 
end effector. Since the gear ratio is small enough, the user 
can move an index finger up-and-down without feeling 
resistance. The end effector makes contact with the tip of the 
user‟s index finger. It rotates around a horizontal axis so that 
it moves the user‟s index finger vertically, as shown in 
Figure 1. The height of the fingertip is calculated from the 
value of the optical shaft encoder in the motor. The 
maximum force on the fingertip is 8 N. Two optical mouse 
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Figure 5.  Haptic rendering with a height map data 

 
Figure 3.  Concept of the penalty method 

 
Figure 4.  Typical locus of fingertip during touching a virtual pyramid 

sensors (made by PixArt Imaging Inc) were used to maintain 
operability as far as possible. By obtaining the values from 
the sensors and taking their difference, the relative position 
and orientation of the device can be calculated. There is an 
accumulation error of about 4% in terms of the migration 
distance.  

As the control unit, the “Device Art Toolkit” [7] was 
used to control the optical mouse sensors and the motor of 
the mouse. This is a controller in which the user can freely 
change the number and the function of the input-output 
channels by plugging in various module boards. In this 
research, a serial communication module, an encoder counter, 
a PWM output for controlling the motor‟s output torque, and 
a motor driver were used.  

B. Haptic Rendering Algorithm 

1) Penalty method 
In this research, we presented a reaction force in the 

vertical direction based on the „penalty method‟. As shown 
in Figure 3, the reaction force was calculated by adding a 
reaction force and an impulsive force. The reaction force is 
proportional to the penetration depth (difference between the 
height of a virtual object and the height of the fingertip 
position). The impulsive force is proportional to the 
penetration speed to the object (Equation 1); 

 F = Kp(Zobj – Zfin) + Kd(Zfin – Zfin_p) 

where Zobj means the height of the virtual object at the 
current fingertip position, Zfin means the height of the current 
fingertip in the case where (Zobj - Zfin) > 0: Kp > 0. In other 
cases, Kp = 0, Zfin_p means the height of the fingertip in one 
program loop, in the case of (Zfin – Zfin_p ) > 0 and (Zobj - Zfin) 

< 0:Kd < 0, in other cases: Kd = 0． 

A typical example of the locus during touching of a 
virtual object using the haptic mouse is shown in Figure 4. 
The green line indicates the locus of the user's fingertip 
during operation. You can see that the fingertip was moving 
on the object's surface. 

2) Haptic rendering technique using height map data 
This system can render a virtual object with haptic 

sensation by using data from a height map, as opposed to the 
fundamental haptic rendering method using virtual objects 
defined by some equations or polygons. Since this system 
renders a virtual object by using only 1 DOF for the upward 
reaction force, it is possible to render an object by using the 
height information of the object corresponding to the 

two-dimensional coordinates on the display surface. We 
achieved haptic presentation using a height map by utilizing 
this technique. 

A height map records height information as brightness 
information at each pixel of the image. If the color of a pixel 
is close to black, the height is low. If the color is close to 
white, the height is high. This system can present a reaction 
force by using the penalty method described in the previous 
section by analyzing 24bit bitmap image data. It is possible 
to render a complex shape of a virtual object by using this 
technique, even if the shape is difficult to define using 
equations or a polygon model, as shown in Figure 6. 

3) Haptic rendering method of a virtual wall that is 

perpendicular to the ground 
When rendering a shape like a cube, which has side 

surfaces perpendicular to the ground, the user‟s fingertip is 
forced to move rapidly upwards. Sometimes this may cause 
an unwanted vibration and make the user feel uncomfortable. 
In this study, some small steps were placed on the surfaces to 
overcome this incongruity. After trial and error, the size of 
the small steps was set to 1 mm in width and 20 mm in 
height to reduce the unwanted vibration.  The user's 
fingertip climbs up two steps in a very short time if the 
virtual wall has a height of 40 mm. 

Figure 6 shows a typical locus of a user‟s fingertip with 
the haptic mouse when he touches a virtual cube from left to 
right. By using the proposed technique, the heights of the 
overshoots are reduced compared with a method that does 
not include the small steps described in previous section. 
When the fingertip moves from the upper surface of the cube 
to the ground, the end effector falls slowly according to the 
input force at the fingertip. This causes the gently-sloping 
trajectories on the right side of the cube that are shown in 
Figure 6. 
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Figure 9.  Position detection with two kinds of sensors (250mm/sec) 

 
Figure 6.  Typical locus of a user‟s fingertip during touching a virtual 

cube 

 
Figure 7.  System overview of tabletop haptic interface 

 
Figure 8.  Position detection with two kinds of sensors (100mm/sec) 

V. 1 DOF HAPTIC MOUSE WITH MULTI-TOUCH OVERLAY 

 When using the developed 1 DOF haptic mouse, the 
spatial relationship between the visual presentation and the 
haptic presentation was in agreement, and it was thought that 
presentation closer to the appearance of a real object would 
be realizable by building a direct pointing environment in 
which a haptic presentation is shown when touching a visual 
representation with direct feedback. In this research, in order 
to harness the characteristics of a 1 DOF haptic mouse that is 
not grounded, a direct pointing environment was created by 
combining it with an infrared multi-touch overlay that can 
detect the positions of two points in an unrestrained manner 
(Figure 7). 

A. Adding a multi-touch overlay for precise measuring 

A multi-touch overlay (made by PQLabs) was used in 
this section. Although the position of an object on the display 
could be detected accurately by using the multi-touch 
overlay, there was a time delay of approximately 0.15 s. 
Since the response of the multi-touch overlay with the 
infrared sensor was insufficient, we added positional data 
from the optical mouse sensors during the preceding 0.15 s 
to the positional data from the multi-touch overlay. In this 
way, the sensor can avoid an accumulation of errors from the 
optical sensor, and real-time precise measurements could be 
realized on the tabletop system. Figure 8 shows a typical 
measured trajectory of the mouse by using the proposed 
method at a velocity of 100 mm/s, which is the average 
velocity when virtual objects are touched by users. The 
measured data is almost the same as the true trajectory. 
However, if the velocity is increased to 250 mm/s, 
approximately 20 mm of overshoot is observed when the 
mouse decelerates to a halt (Figure 9) due to the delay of the 
multi-touch overlay.  In normal usage, this does not become 
a concern, since the user does not touch a virtual object at 
such a high speed or does not stop the mouse suddenly. 

The system can measure the position of the fingertip with 
high precision in real time. The frequency of the 
measurement was about 1 kHz. 

B. Comparison of direct pointing with indirect pointing 

An experiment was conducted to evaluate the effects of 
differences in the pointing environment when using the 
developed system. In a feasibility study, some users reported 
that they felt the sense of the presence of the displayed 
virtual objects with the direct pointing environment 

compared to the indirect one.  
Therefore we aimed to reveal the key issues of the 

different feeling in this experiment. 
1) Experimental details 

Subjects were asked to perform the task of tracing round 
a virtual Torus-like object, and their EMG data were 
recorded, the operation time, the pressure on their fingertip, 
and the operating locus. In this experiment, „direct pointing‟ 
means a state in which the pointing position on the virtual 
plane and the position of the subject‟s fingertip corresponded 
without displaying the pointer, while „indirect pointing‟ 
means a state in which the position did not corresponded 
with the displayed pointer (Figure 10). EMG data were 
measured using an electromyograph (Active Two, made by 
Biosemi) fitted around the extensor digitorum muscle and 
the flexor digitorum superficialis muscle, which both 
contribute to the operation of the index finger. A pressure 
sensor (FlexiForce, made by TECKSCAN) was stuck onto 
the end-effector, and the pressure on the fingertip was 
measured. Six male subjects conducted 3 trials each under 
each of these conditions. The order of presentation was 
randomized in order to negate the influence of the order of 
the tests. 

2) Results 
The average of all subjects' operating time is 11.891 

seconds in the indirect pointing and 10.745 seconds in the 
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Figure 10.  Experimental environment 

 
Figure 11.  Time series valuation of the average EMG of the flexor 

digitorum superficialis muscle (top) and average pressure on the end 

effector of the haptic mouse (bottom) 

direct pointing. Operating time was slightly shortened in the 
direct pointing but there was no significant difference. The 
average error between each position of a fingertip and target 
position (peak of Torus) was 2.017 mm in the indirect 
pointing and  2.112 mm in the direct pointing respectively. 
Although there was slightly difference of error value 
between each pointing environment, there was no significant 
difference.  

The root mean square (RMS) values of the EMG 
measurements were determined in order to perform a 
waveform comparison. The resulting data was smoothed 
using a moving-average interval of 200. Moreover, in order 
to negate the differences between subjects, the peak value of 
the EMG data for each muscle in the indirect pointing 
environment was made equal to 100%, the EMG was 
normalized, and was also normalized with respect to 
operating time. Next, a conventional „t test‟ was performed 
to investigate the difference in EMG for the different types 
of pointing environments. 

Figure 11 shows the average time series of the EMG of 
the flexor digitorum superficialis muscle obtained as a result 
of the experiment. The values of EMG, for indirect pointing 
were stronger in the flexor digitorum superficialis muscle (t 

= 15.7969, df = 17987 p < 0.01). This means the subjects 

tended to press the object firmly in the indirect pointing 
environment. Also, we noted a significant difference in 
pressure (t = 17.1802, df = 17987 p < 0.01); stronger 
pressure occurred at the fingertip for the indirect pointing 
environment. This result is consistent with the EMG data.  

In this experiment, the subjects should pay attention to 
move the mouse pointer on the center of the arc of the virtual 
circular ring. The subjects tended to place the pointer at the 
center by using visual information usually. In addition, 
haptic feedback gave additional information to the subjects. 
The reaction force rapidly decreased out of the center. If the 
subject pressed the ring harder, he/she could discriminate the 
position change easy. 
 In the indirect pointing environment, since the subjects 
watched the display and couldn't watch their own hand, 
which held the mouse, they tended to use not only the visual 
information but also the haptic information. On the other 
hand, in the direct pointing environment, the subjects were 
easy to adjust the position of the mouse by watching their 
own hand.  

These caused the results that the pressure and the EMG 
in the indirect environment were larger than these in the 
direct one. In addition, in the direct pointing environment, 

the subjects tended to press the ring lower pressure at the left 
or right edge (time of 25% or 75%). Because the ring 
extends up-and-down direction at these points, the subjects 
could adjust the position of the fingertip easy.  

Moreover, when the subjects were asked to give their 
impressions after the experiment, a variety of opinions were 
expressed as to which environment the operativity best 
supported; the overall opinion was that both environments 
were almost the same. 

VI. DISCUSSION 

When compared with an indirect pointing environment, it 
turned out that the EMG generated in the flexor digitorum 
superficialis muscle and the pressure on the fingertip in the 
direct pointing environment were lower. Since the portion of 
the finger that was directly touching the object in this 
situation was hidden like it is in the real world, it was 
believed to influence the subject to touch more carefully. 

In the operation of a two-dimensional vision display, it 
has been reported that, when making a comparison between 
an indirect pointing environment using a pointing device and 
a direct pointing environment in which the target is touched 
with a finger, the direct pointing is superior in terms of 
operating time and operability [8]. However, there is no 
significant difference in terms of operating time or the locus 
of operation in this study. A direct pointing environment has 
predominance when operating using vision alone, but when 
haptic presentation is also involved, it can be said that 
differences in the pointing environments do not have a big 
influence on the performance of haptic presentation. The 
direct pointing environment has advantages. It enables a user 
to touch an object by using his/her own fingertip similar to 
the real world. Also the user can perceive the shape of a 
virtual object by combining the device and a real object such 
as a ruler and so on. However, since implementation of direct 
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pointing environment is required capabilities of high 
accuracy and high-speed position measurement, it is difficult 
to develop such environment usually. From the previous 
study, direct pointing visual feedback environment shows 
superior task performance than that of indirect pointing 
environment. However, our result means same task 
performances of the direct pointing environment can be 
realized with the indirect environment by adding haptic 
sensation. 

When developing a lower DOF haptic device, the haptic 
rendering algorithm for compensating the decrement of DOF 
is required. Because 1 DOF mouse , which developed in this 
research, has only up-and-down haptic presentation function, 
some techniques are required. For example, as mentioned in 
this study, a gradually force increasing method to the user's 
finger to avoid unwanted vibration when presenting a wall of 
a large cube is required.  

Moreover, when a user traces the surface of a 
quadrangular pyramid with the multiple DOF haptic device, 
the user can perceive the edge of the pyramid, because the 
reaction force vector is rapidly change on the edge. However, 
with 1 DOF device, it has ability to present the up-and-down 
direction only. When the user's finger overcomes an edge, 
the reaction force is not change hardly, since the device 
cannot present horizontal force vector. The user tend to feel a 
blur edge. In order to solve this, when a reaction force vector 
changes, increasing method of the feeling of an edge, such as 
adding vibration is required. 

When building a direct pointing environment, it is 
necessary to implement high-speed and highly precise 
position detection for optimum fingertip operation. Since the 
infrared multi-touch overlay used in this research was 
insufficient in respect of speed, this issue was solved by 
using a set of optical sensors collectively. To build a direct 
pointing environment, it would be necessary to solve this 
problem, possibly by using multiple sensors. 

As a result of the experiment, users can trace target 
positions in high accuracy in both pointing environments. 
As an application of the proposed system, the operativity of 
a GUI can be improved. In addition, our system can be 
applied to a computer aided surgery (CAS) and a surgical 
training system because the system has capability to present 
various shapes and elasticity of virtual organs. 

 There was a report of incongruity about equipment. 
Since the end effector is a plane attached to the linkage. It is 
inclined according to the finger‟s position even though the 
inclination of a touched surface is not changing. To solve 
this issue, it should be fabricated with a thimble and a 
gimbal which center is identical to the center of the fingertip. 
We plan to change the mechanism of the current end 
effector. 

VII. CONCLUSION AND FUTURE WORK 

In this research, we developed a prototype system, 
consisting of a 1 DOF mouse-like haptic device and a 
tabletop display with a multi-touch overlay sensor. 

By actually constructing such a system including a  
haptic presentation device featuring a low DOF, the elements 
required to make the system functional were clarified. 

Moreover, it was shown that the pointing environment 
does not contribute greatly to the performance in haptic 
presentations by measuring EMG etc. 

As a haptic rendering technique, we proposed a virtual 
wall rendering method that is perpendicular to the ground. 
As one of other solutions is a method of using the 'visual 
dominance' in haptic presentation. We think it is possible to 
touch the vertical wall freely without sense of incongruity 
by presenting a steep slope as haptic sensation, and an 
image of the vertical wall as visual sensation simultaneously. 
We plan to develop such haptic rendering technique. 

We also plan to use „Pseudo-haptics‟ [9] with our system 
as a technique for increasing the capability of haptic 
expression. If a low DOF device is supplemented by visual 
information, the flexibility of the system can be extended to 
use with the pseudo haptics technique. 

Moreover, although this current system only receives 
haptic presentation, we plan to improve the system so that a 
user can change the shape of virtual objects etc. 
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Abstract— In this paper, the quality of the interaction of users 

with a 3D game using different modalities is studied. Three 

different interaction methods with a 3D virtual environment 

are considered: a haptic 3D mouse, natural static gestures 

(postures), and natural dynamic (kinetics) gestures. Through a 

comprehensive user experiment we compared the pre-defined 

natural gestures to each other and also to a haptic interface 

which is designed for the same game. The experiments analyze 

precision (error), efficiency (time), ease-of-use, pleasantness, 

fatigue, naturalness, mobility, and overall satisfaction as 

evaluation criteria. We also used user-selected ranks of 

importance as weight values for evaluation criteria to measure 

the overall satisfaction. Finally, our user experiment presents a 

learning curve for each of the three input methods which along 

with the other findings can be a good source for further 

research in the field of natural multimodal Human-Computer 

Interaction. 

Keywords— Usability study, static/dynamic gestures, haptics, 

3D game, human factors. 

I.  INTRODUCTION 

Due to the substantial growth in computational 
capabilities, both in computer hardware and software, human 
computer interaction (HCI) systems have progressed, 
becoming more accurate, efficient, and practical.  

In general, two major aspects of HCI systems need 
extensive study and analysis: functionality and usability. The 
reason for such categorization is that while the former is 
often bound by machine hardware, software, and complex 
algorithms, the latter depends largely on another complex 
process: the human experience.  

Recently, different aspects of HCI have been subject to 
research and improvement. Modalities involved in such 
systems often play a determining role in the outcome and 
experience of employing the device. Multimodal interfaces 
(i.e. those with different input/output methods) are becoming 
more popular due to their variety, efficiency, and ability to 
adapt to user needs [1][2]. Active systems, capable of 
dynamically and intelligently adapting to different scenarios 
are also becoming more practical. Although there have been 
some advances in research on multimodal interfaces, 

numerous questions remain unanswered and until today, very 
few systems have integrated multiple modalities flawlessly 
and effectively [3]. Among these questions are: 

1) What modalities are more suited to different tasks? 

2) What is the right balance of input/output methods in 

multimodal systems? 
The first question is the main focus of this paper where 

different human factors when playing a 3D computer game 
are measured, studied and analyzed. Following our previous 
studies on usability of natural interfaces [1], in this paper we 
have focused on two input methods that try to provide a 
more natural interaction: gesture-based input using a 3D 
camera and haptic force-feedback input using a 3D mouse. 
For gesture-based method we have considered static 
hand/finger gestures and dynamic arm gestures. By “static” 
we refer to those gestures that are defined by a single state. 
The term “dynamic” is used to refer to gestures that are 
identified by a certain movement. This provides three 
separate input options, all applied to a 3D computer game, a 
simple slingshot game developed using Microsoft XNA. 
Successive to implementation, the system is tested with 
multiple users which provide the feedback needed to analyze 
the usability of such systems with respect to factors such as 
precision, efficiency, ease-of-use, fun-to-use, fatigue, 
naturalness, mobility, and overall satisfaction. 

The major contributions of this study are: a) choice of 
natural gestures, b) system design (UI and gesture 
recognition) and novel use of existing API’s to implement 
gesture recognition and haptic force feedback methods, c) 
usability study for gesture-based and haptic 3D mouse 
inputs, d) overall satisfaction analyses, directly from the 
users feedback, and indirectly from average of multiplying 
the normalized weighted satisfaction criteria, and e) 
presenting a learning curve for each of the three modalities.  

In the following sections, the complete process of 
construction of our proposed system is discussed. In Section 
2 a review of some key literature and usability studies in the 
field of gestural and haptic HCI is carried out. Section 3 
deals with methodology including the UI design, natural 
gestures selection, gesture and haptic recognition modules 
along with their algorithms designed to control the UI, and 
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eventually more detail of the experiment process and our 
evaluation method. In Section 4 the experimental results are 
analyzed and discussed. Finally in Section 5 some 
concluding remarks are presented. 

II. RELATED WORK 

A system, capable of recognizing human gestures and 
providing haptic feedback, is considered a major step 
towards a more natural and viable multimodal system. For 
example, in an augmented reality system to play table tennis, 
it would be ideal if the user could provide the system with 
controlling commands using either speech or gesture and feel 
force feedback when they hit the ball using the racquet. In 
such systems, human gestures play a critical role which 
needs to be preferably detected, classified, and interpreted 
through computer vision and pattern recognition means in 
order to avoid “non-natural” sensors. 

A. Gestures 

Humans, and many other living organisms, have been 
employing motions of limbs for expression. The broad 
definitions for gestures in biology and sociology allow 
researchers to describe the gestures proprietarily [4]. Kendon 
[5] classifies a gesture as: gesticulation (impulsive 
movements of hands/arms during speech), language-like 
gestures (replace words/phrases), pantomime-like gestures 
(depict objects/actions), emblems (common gestures, e.g., 
the “V” sign for victory), and sign languages (sets of 
gestures/postures defining linguistic communication systems, 
e.g., ASL, the American Sign Language). From gesticulation 
to sign languages, the association with speech decreases and 
social parameter increases.  

When interacting with computers, gestures can be 
utilized through vision based techniques. Hand movements 
and poses such as pointing, grabbing, and moving, are 
extremely intuitive and content rich (both spatiotemporally 
and perceptually), and therefore, perfect means for 
interaction purposes [3]. For eventual gesture utilization in 
an HCI system, modeling (2D, 3D, or 4D), analysis (feature 
extraction through region of interest), and recognition 
(combined features to provide the scene’s information) need 
to be designed precisely [6].  

Although static arm/hand gestures, also called hand 
postures (shape-based recognition algorithms), have had the 
main focus in gesture recognition field, recently researchers 
are showing more interests in incorporating dynamic 
gestures (temporal-based classification systems) in their 
study, due to broader domain of hand’s dynamic actions 
comparing to hand postures [7]. 

B. Vision-Based Modality 

There has been significant study in the field of vision-
based modalities. The hands and line of sight (LoS) 
combination, as the interaction method, can lessen the 
fatigue compared to a one hand pointing interaction [8].   

Examples by Villaroman et al. [9] are presented to 
demonstrate how Kinect-assisted instruction can be utilized 
to accomplish certain learning results in Human Computer 
Interaction (HCI) courses. Moreover, the authors have 

confirmed that OpenNI, in addition to its accompanying 
libraries, are adequate and beneficial in enabling Kinect-
assisted learning activities. 

Based on a usability evaluation, Bhuiyan and Picking 
[10] recommend that a gesture user interface application, 
titled Open Gesture (available for standard tasks, such as 
making telephone calls and operating the television), can 
improve the lives of the elderly and the disabled users by 
creating more independence while some challenges still 
remain to be overcome. 

An experimental study by Ebert et al. [11], on touch-free 
navigation through radiological images, measured the 
response period and the practicality of the system compared 
to the mouse/keyboard control. The image recreation time 
using gestures was 1.4 time longer than using 
mouse/keyboard. However it does remove the risk of 
infection, for both patients and staff.  

In spite of all developing and improving facts in above 
mentioned works, it seems there is a significant lack of 
studies in terms of natural gestures selection. Designing a 
suitable user interface for the following usability studies is 
also crucial. Finally, we believe that there are more usability 
features which need to be studied than those in above 
mentioned works. 

C. Haptic Modality 

Haptics denotes the human’s sense of touch for feeling or 
manipulating a virtual object. Haptics has been supported by 
a collaboration of various disciplines such as psychophysics, 
neuroscience, biomechanics, robot design, modeling and 
simulation, and software engineering. A wide range of 
applications have emerged and span many fields such as 
product design, education, video games, graphic arts, 
medical trainers, and rehabilitation [12]. 

Regarding the main forms of feedback, haptic devices 
can be classified into three groups [7]: ground referenced 
force feedback (e.g., Phantom device [13]), body referenced 
force feedback (e.g., CyberGrasp [14]), and tactile feedback 
(e.g., CyberTouch [14]). 

Considering the continuous contact of user with a haptic 
device in most haptic systems, the user’s perception of the 
virtual environment is hindered, and it is also impossible for 
the user to feel a new tactile sensation. The latter drawback 
hampers the integration of tactile and force feedbacks in one 
haptic device [15][16]. Moreover, most haptic devices have a 
very limited workspace (e.g., 13cm × 18cm × 25cm in the 
Phantom Premium 1.0A model [17][18]). Therefore, 
constant contact in such a limited space impairs to 
incorporate rich interaction elements in an extended virtual 
environment. To overcome these limitations and to generate 
an inclusive haptic experience, Ye [3] designed an 
augmented reality system that employs visual tracking to 
seamlessly merge force feedback with tactile feedback.  

To evaluate what can be profoundly achieved in creating 
synthetic haptic experiences, technology development and 
quantitative investigations are indispensable. Having this 
combination, preferably in a multimodal system, would help 
to assign the right balance of input/output methods to 
different tasks in order to build an interactive system 
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between human and machine as much natural and effective 
as possible. 

III. METHODOLOGY 

We initially defined a series of static (Fist and Palm) and 
dynamic (Circle and Push) gestures to be linked to the tasks 
in our test game. Then we designed proper algorithms to 
detect our predefined arm/finger gestures using the Kinect 
sensor and relatively novel existing API’s (OpenNI [19], 
NITE [20], OpenCV) and to interact with our slingshot 3D 
game interface (using Microsoft XNA). Other than the 
vision-based modality, we incorporated a haptic modality to 
also interact with the same game interface (Figure 1).  

 

 
Figure 1.  The experiment devices (Falcon haptic 3D mouse, Microsoft 

Kinect camera, big-screen display using a high quality projector), and 
testing environment. 

Using the static gestures, our prototype grabs the virtual 
ball when a fist is detected in the ball’s space, then releases it 
when it recognizes a palm. This process is reproduced in 
dynamic gestures by detecting a circle drawing in the ball’s 
space to grab it, and pushing to throw the ball towards a pin 
object for scoring purpose. Furthermore, using a 3D Falcon 
haptic device (the world's first consumer 3D touch device, 
which allows users to use their sense of touch in computing), 
the user grabs the ball (similarly to the vision-based 
procedure, when the 3D position of the pointer is in contact 
with the ball’s space) by pressing the button (at this point the 
force feedback of the elastic band is felt), and throws the ball 
by releasing the button. 

We then statistically compared the three input methods 
(static postures, kinetic/dynamic gestures, and haptic force 
feedback) considering the following human factors: 
precision (errors), efficiency (time), ease-of-use, fun-to-use, 
fatigue, naturalness, mobility, and overall satisfaction. As 
another contribution in this research we analyzed the overall 
satisfaction of users in two ways: i) directly from the users 
feedback, and ii) indirectly from average of multiplying the 
normalized weighted satisfaction criteria (easiness, 
pleasantness, fatigue, naturalness, and mobility), which have 
been ranked separately by users, to the respected 
satisfaction feedback rated from users per devices, in order 

to provide a more significant and reliable rate for a practical 
overall satisfaction (more details in section IV.A.8.b). 

Finally, our user experiment presents a learning curve for 
each of the three modalities by recording the time between 
any hit occurrences for the first 10 successful shots since the 
beginning of training session.  

A. User Interface 

For the user interface we have designed a slingshot 3D 
game virtual environment (using Microsoft XNA). The 
design is kept as simple and minimalistic as possible, with 
neutral colors to reduce user error or bias (Figure 2). An 
option for changing the camera view is also included that 
users can use when they wish. The same virtual environment 
is controlled by the three modalities (static postures, dynamic 
gestures, and haptic controller) independently. 

 

   

   

Figure 2.  Slingshot 3D game virtual environment. 

B. Vision-Based Module 

Using the Kinect unit (as a commonly used vision-based 
input device) enables us to identify the depth of every single 
pixel in the frame by projecting a pattern of dots with the 
near infrared projection over the scene, and establishing the 
parallax shift of the dot pattern for each pixel in the detector. 
In addition, using OpenNI and NITE has helped us to secure 
our system with a higher stability and efficiency, and to 
develop a capable algorithm to recognize the arm and finger 
gestures. 

Using the above explained method we can conserve the 
developing time (no need for making samples and efforts in 
training/testing sessions) and running time (CPU 
performance) for gesture recognition and user interaction 
compared to traditional learning-based method. 

1) Static Gestures 
Considering the natural gestures to represent the tasks in 

interaction with our slingshot game interface, the selected 
static postures definition is presented in Table I. 

 
 
 

2 1 

4 3 
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TABLE I.  DESIGN FOR FINGER GESTURES SET. 

Description Fisting Palming 

Static gesture 

  

Action Grabbing the ball Releasing the ball 

 
In order to recognize these gestures, as shown in Figure 

3, we first needed to detect the fingertips through: i) depth 
thresholding, ii) contour extraction, and iii) assuming 
vertices of convex hull to be fingertips if their interior angles 
of hull corners (  is the angle spanned by the predecessor 
edge and successor edge incident to vertex facing to the 
inside of contour polygon) are small enough.  

 

  

                         (a)                                           (b) 

  

                         (c)                                           (d) 

Figure 3.  Images in hand and finger detection processes, (a) depth 

thresholding, (b) contour extraction, (c) fingertips detection, and (d) 

convexity defects (depth points between two fingers). 

        
                           

          
 (1) 

where     = │successor of corner index (   ) – corner index 

(   )│and       = │predecessor of corner index (   ) – 

corner index (   )│. Moreover, we cropped the depth map 
to remove the wrist out of the frame in order to improve 
accuracy.  

Following the above process of fingers detection, the 
system will recognize fist (no fingers) and palm (at least four 
fingers), and interact with the user interface through 
Algorithm 1. 

 
Algorithm 1. The algorithm controlling UI using gesture recognition. 

1: 

2: 

3: 

4: 

5: 

6: 

7: 

if (an initial Wave gesture happens) then 

   the pointer appears (session starts) 

   while the pointer follows the hand position (session updates) 

      if (a grabbing gesture Fist/Circle is detected in the object area) then 

         grab the object (save (x,y,z) based on distance deviation) 

         if (a releasing gesture Palm/Push is detected in the object area) then 

            release the object (transfer data) 

2) Dynamic Gestures 
Based on the available gesture recognition module in 

NITE, we have selected the following dynamic gestures 
definition as shown in Table II. During the controlling 
sessions of OpenNI and built-in gestures in NITE, the system 
will recognize circle and push, and interact with the user 
interface through the similar algorithm mentioned for finger 
gesture recognition (Algorithm 1), only replacing Fist and 
Palm gestures to Circle and Push.  

TABLE II.  DESIGN FOR ARM GESTURES SET. 

Description Circling Pushing 

Dynamic gesture 

   

Action Grabbing the ball Releasing the ball 

C. Haptic Module 

We designed our haptic events controller traditionally, as 
shown in Table III. As the user moves the grip in three 
dimensions (right-left and, up-down like a mouse, but also 
forwards-backwards, unlike a mouse), the Falcon's software 
keeps track of where the grip is moved and creates forces 
that a user can feel. The default grip is a small spherical grip 
with 4 buttons on the top. 

TABLE III.  DESIGN FOR HAPTIC CONTROLLER. 

Description Click & Hold the button Release the button 

Haptic 3D mouse 

  

Action Grabbing the ball Releasing the ball 

D. User Experiments 

Evaluation of the different interface modalities will be 
based on a number of criteria. These criteria are summarized 
in Table IV. Users have been asked to rate each criterion on 
a scale of 1 to 7. To ensure an unbiased sequence of used 
modalities during the user experiments (training and test 
sessions) we divided the participants into three groups (A, B, 
C) and permutated them such that each mode (M1, M2, M3) 
had an equal share of sequence as first, second, and third 
used modalities (ABC, BCA, CAB). 

1) Training Session 
The experimental evaluation starts with a training session 

of about 15 minutes (five minutes on each device) until the 
participants feel comfortable to start the test session. The 
participants try the following four primitive tasks to get used 
to the application in order to run the test session precisely: 

a) Move the pointer (tool) around 

b) Grab the ball and point towards the pin (object) 

c) Pull the ball (elastic band) 

d) Throw the ball towards the pin (object) 
Finally, the time between any hit occurrences for the first 

10 successful shots is recorded since the beginning of 
training session, in order to study the learning curve. 
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TABLE IV.  EVALUATION CRITERIA AND THEIR REPLYING CONTEXTS. 

Evaluation 

Criteria 

Weighted 

Coefficients  

(ranked by 
participants) 

Questions 

(answered by 

participants) 

Measurements 

(measured by the 

observer) 

Ease of Use     
How easy was it? 

(E) 

Normalized    

(   ) 

Fatigue     
How non-fatiguing 

was it? (F) 
Normalized    

(   ) 

Naturalness     
How natural was it? 

(N) 

Normalized    

(   ) 

Pleasantness     
How pleasant was 

it? (P) 

Normalized    

(   ) 

Mobility     
How flexible was it? 

(M) 

Normalized    

(   ) 

Overall Satisfaction 
How satisfied are 

you overall? (S) 

Adjusted-

Weighted-Overall 

Satisfaction (  ) 

Efficiency  
Required time for 

5 shots 

Effectiveness  
Error rate (misses 

in 5 shots) 

Learning Curve  
Time rate for the 

first 10 hits 

 

2) Test Session 
The second part of the evaluation is a test session during 

which the user tries 5 shots using the haptic 3D mouse, static 
postures and kinetic gestures to complete a later satisfaction 
questionnaire. An experiment observer keeps a record of the 
total time (during the 5 shots) and the scores (number of 
hits/misses out of 5 shots) from the start to the end point.  

IV. RESULTS AND DISCUSSIONS 

This study has been conducted using 20 participants (11 
males and 9 females). 17 participants were right-handed. 
They ranged in age from 15 to 45, with an average age of 29 
years old. Ethics approval was secured for participant 
surveys. None of participants were familiar with the use of 
our three modalities before. The participants first read the 
experiment instructions and were given introductions to the 
tasks they were to complete during the trial.  

The trial was divided into three phases:  

1) Training phase: to get familiar with the applications 

2) Test phase: the main process to observe the results 

3) Satisfaction phase: to complete a questionnaire 

A. Analyses 

To analyze the effects of the different human factors 
being studied, one-way repeated measures analysis of 
variances (ANOVA) [21] is carried out in MATLAB, for the 
modality/input device variable (haptics vs. static postures vs. 
dynamic gestures). All analysis are concluded at p < 0.05 
significance level and for 20 participants.  

Notation: Through the following analyses of human 
factors, we calculate the mean and standard deviation for 

different variables in the forms of          
             (e.g.,   

     

is the mean of time for haptic device) and           
             

(e.g.,    
          and    

          are the standard deviations 

of precision for dynamic and static gestures). Moreover, 
F(df,MS) is the test statistic (F-ratio) in which df and MS are 
the degree of freedom and mean square respectively for the 
variables (within subjects). The F-ratio is calculated using 
MSvariable/MSerror and P is the probability value. 

1) Time 
The analysis illustrates that for time (duration of test 

session), there is significant effect in the modality, 
F(2,186.189) = 6.375, P = 0.0041. Further repeated measures 
of ANOVA were used to make post hoc comparisons 
between each paired modalities. This reveals that the effect 
of dynamic gestures vs. static postures is significant on time, 
F(1,370.88) = 15.76, P = 0.0008, where static postures show 
to be significantly faster compared to dynamic gestures 
(Figure 4). 

 

Figure 4.  Temporal statistical facts. 

2) Precision 
The analysis illustrates that the modality has significant 

effect on the precision (number of hits in five shots) when 
playing the game, F(2,3.80) = 5.92, P = 0.0058. Paired 
repeated measure ANOVA shows significant difference on 
scores between haptic 3D mouse vs. static postures, 
F(1,4.90) = 7.11, P = 0.015, and between dynamic gestures 
vs. static postures, F(1,6.40) = 9.65, P = 0.0058, where static 
postures are significantly more precise than the two other 
modalities (Figures 5 and 6). 

 

Figure 5.  Score-based statistical facts. 

 

Figure 6.  Error rate per device. 
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3) Easiness 
Analyzing the results indicates significant effect for the 

modality on easiness (how easy to interact with the UI) 
ratings, F(2,5.55) = 5.42, P = 0.0085. Paired analyses of 
variances indicate that the haptic 3D mouse is significantly 
easier to be worked with compared to dynamic gestures, 
F(1,3.60) = 4.75, P = 0.0421, while static postures are 
significantly easier than dynamic gestures, F(1,11.02) = 7.91, 
P = 0.0111 (as shown in Figure 7). 

4) Fatigue 
The analysis on feedback for fatigue (how fatiguing to 

interact with the UI) reveals that the modality has significant 
effect F(2,8.02) = 6.93, P = 0.0027. Paired analyses reveal 
that the static postures modality is significantly less fatiguing 
than the haptic 3D mouse, F(1,9.02) = 7.01, P = 0.0159. 
Furthermore, it is revealed that static postures are 
significantly less fatiguing than dynamic gestures, F(1,14.40) 
= 15.54, P = 0.0009 (as shown in Figure 7). 

5) Naturalness 
For this factor (how natural to interact with the UI), it is 

shown that the modality has significant effect, F(2,9.62) = 
11.63, P = 0.0001. Paired analyses indicate that static 
postures are significantly more natural than both the haptic 
3D mouse F(1,18.22) = 18.95, P = 0.0003, and the dynamics 
gestures, F(1,9.02) = 16.37, P = 0.0007 (Figure 7). 

 

Figure 7.  Direct-MEAN: rate of satisfaction criteria (direct criteria 
feedback). 

6) Pleasantness 
When analyzing the participants’ feedback for 

pleasantness (how pleasant to interact with the UI), a similar 
trend to that of naturalness is observed. The effect of 
modality is significant, F(2,9.32) = 9.15, P = 0.0006. 
Moreover, similar to naturalness, paired analyses indicate 
that static postures are significantly more pleasant than both 
the haptic 3D mouse, F(1,15.62) = 19.96, P = 0.0003, and 
dynamics gestures, F(1,12.10) = 17.82, P = 0.0005 (as shown 
in Figure 7). 

 

7) Mobility 
Analysis for participants feedback on mobility (the 

working space to interact with the UI), shows significant 
effect, F(2,27.65) = 20.72, P = 0.0000. Paired analyses 
indicate that participants experience significantly less 
mobility when using the haptic 3D mouse compared to 
dynamic gestures, F(1,46.22) = 24.212, P = 0.0001, and 
static postures, F(1,36.10) = 31.32, P = 0.0000 (Figure 7). 

8) Overall Satisfaction 

a) Directly Gained (S) 
In the overall satisfaction (how overall satisfactory to 

interact with the UI) rating obtained from participants, 
significant effect is observed, F(2,5.12) = 5.76, P = 0.0065. 
Paired analyses indicate that static postures are significantly 
more satisfactory than both the haptic 3D mouse, F(1,7.22) = 
9.62, P = 0.0059, and the dynamic gestures, F(1,8.10) = 9.11, 
P = 0.0071 (as shown in Figure 7). 

b) Indirectly Gained (  ) 
As part of the questionnaire, the participants were asked 

to rank the five satisfaction criteria (easiness, non-fatigue, 
naturalness, pleasantness, and mobility) from 1 to 5 (the 
more important satisfaction factor gets the higher rank) to 
playing a 3D computer game (Figure 8). We name these new 
parameters as weighted satisfaction criteria or weighted 

coefficients (  ,   ,   ,   ,   ). In order to refine the results and 
acquire an unbiased set of coefficients, we normalize the 
rank of satisfaction criteria per user through the following 
equation: 

     
  

       
   

 (2) 

where     is the normalized rank of satisfaction criteria per 

user (Figure 9); and    is the weighted coefficient (   ,    ,    , 

   ,   ), ranked from each user for satisfaction criteria. 
We produce the weighted rate of satisfaction criteria 

(weighted criteria feedback) per device and per user (ω) 
through the following equation: 

ω          (3) 

where X is the rate of satisfaction criteria (direct criteria 
feedback) per device and per user (E, F, N, P, M). 

Finally, we infer a new practical rate (  ) defined as 
Adjusted-Weighted-Overall Satisfaction (average of 
weighted criteria feedback) per device and per user through 
the following equation: 

    
      
   

 
 (4) 

The modality shows significant effect on the indirectly 
gained (computed) overall satisfaction, F(2,0.29) = 11.54, P 
= 0.0001. Paired analyses reveal that similar to the overall 
satisfaction rates acquired directly from participants, static 
postures are significantly more satisfactory compared to the 
haptic 3D mouse, F(1,0.54) = 25.95, P = 0.0001, and to the 
dynamic gestures, F(1,0.30) = 13.48, P = 0.0016 (Figure 10). 

c) Comparison 
Figure 11 illustrates a comparison between the directly 

and indirectly gained “overall satisfaction” (S vs.   ). 

0 

2 

4 

6 

8 

Sa
ti

sf
ac

ti
o

n
 r

at
e

 

320Copyright (c) IARIA, 2013.     ISBN:  978-1-61208-250-9

ACHI 2013 : The Sixth International Conference on Advances in Computer-Human Interactions

                         335 / 510



 

Figure 8.  Rank of satisfaction criteria (weighted coefficient). 

 

Figure 9.  Normalized rank of satisfaction criteria (normalized weighted 

coefficient). 

 

Figure 10.  Weighted-MEAN: weighted rate of satisfaction criteria 

(weighted criteria feedback). 

 

Figure 11.  Overall satisfaction (gained directly vs. indirectly). 

9) Four Primitive Tasks 
Through the experiments, the participants were also 

asked to rate their satisfaction for the main tasks of moving 
the pointer, grabbing the ball, moving the ball, and throwing 
the ball for each device.  

For moving the ball, the modality shows significant 
effect, F(2,4.62) = 5.14, P = 0.0105. Paired analyses indicate 
that it is significantly easier to move the pointer in static 
postures application compared to dynamic gestures 
application, F(1,9.02) = 11.081, P = 0.0035.  

When grabbing the ball, the effect is significant also, 
F(2,13.07) = 17.82, P = 0.0000. Paired analyses show that all 
three modalities cause significant differences. In other 
words, it is significantly easier to grab the ball using haptic 
3D mouse compared to dynamic gestures, F(1,10.00) = 
14.61, P = 0.0011, and it is significantly easier to grab the 
ball using static postures compared to the haptic 3D mouse, 
F(1,3.60) = 4.44, P = 0.0486, and dynamic gestures, 
F(1,25.60) = 36.30, P = 0.0000.  

For pulling the ball, the effect is again significant, 
F(2,4.82) = 4.61, P = 0.0161. It is significantly easier to pull 
the ball in static postures application than using haptic 3D 
mouse, F(1,7.22) = 11.18, P = 0.0034, and in dynamic 
gestures application, F(1,7.22) = 6.16, P = 0.0226.  

Finally for throwing the ball, the effect is significant, 
F(2,7.72) = 8.65, P = 0.0008. It is significantly more difficult 
to throw the ball using dynamic gestures than using both 
haptic 3D mouse, F(1,11.02) = 9.32, P = 0.0065, and static 
postures, F(1,12.10) = 10.50, P = 0.0043. 

Figure 12 illustrates the comparisons among the tasks 
and devices. 

 

Figure 12.  Satisfaction rate for primitive tasks. 

10) Learning Curve 
In order to study the learning curve, we have recorded the 

time between any hit occurrences for the first 10 successful 
shots since the test session starts (Figure 13). This data also 
presents an initial speed rate (hits/sec) during the beginning 
of the training session (Figure 14 shows the reversed speed).  

For the average learning curves acquired for different 
modalities, there is significant effect, F(2,6.38) = 4.36, P = 
0.0286. Paired analyses reveal that the mean learning time 
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per hit for the static posture is significantly less than that of 
the haptic 3D mouse modality, F(1,12.72) = 5.89, P = 
0.0381. 

 

 

Figure 13.  Learning Curves. 

 

Figure 14.  Reverse speed (average time (sec) per hit): MEAN/STD DEV 
per device. 

For the average learning curves acquired for different 
modalities, there is significant effect, F(2,6.38) = 4.36, P = 
0.0286. Paired analyses reveal that the mean learning time 
per hit for the static posture is significantly less than that of 
the haptic 3D mouse modality, F(1,12.72) = 5.89, P = 
0.0381. 

B. Extra Observations 

Figures 15 and 16 present some more feedbacks from 
participants regarding their preferences in combination of 
devices to be used for this game application (the right 
balance of input/output methods), and their computer skills.  

 

 
 

Figure 15.  Users’ preferences in combining the devices for this application. 

 

Figure 16.  Participants’ computer skills. 

C. Discussions  

Computer skills of participants widely ranged from 
novice to expert. As a result, it would be valid to conclude 
that the findings of this study are extensively applicable for 
practical purposes and not just tech-savvy users. 
Furthermore, the wide age span of the participants ensures 
that the findings are comprehensively general and age-
independent. 

According to the provided statistical analyses, we can 
summarize that static gestures are shown to be faster and 
easier than dynamic gestures while being more precise, less 
fatiguing, more natural, and more pleasant than both other 
modalities. It is faster and lighter to perform hand and arm 
static postures due to fewer movements involved in the 
process compared to dynamic gestures. As a result, they 
would be less fatiguing, more pleasant, and more precise.  

Furthermore, continuous attachment to the haptic 3D 
mouse reduces the naturalness of experiences through the 3D 
virtual environment, while the ergonomic design and force 
feedback increase fatigue and error rate. The haptic 3D 
mouse is easier than dynamic gestures meanwhile having 
less mobility (space of interaction) than both other 
modalities. While the easiness factor was discussed earlier, 
the mobility can be argued in terms of the stationary nature 
and spatial boundaries of the haptic 3D mouse. 

Overall, static postures are directly and indirectly more 
satisfactory than the other two modalities. Since most of the 
human factors showed to be superior for static postures 
compared to the other modalities, it is valid to expect higher 
rates for the direct overall satisfaction feedback as well. The 
weighted overall satisfaction is in complete correlation with 
the direct method. This indicates that intuitive feedback 
regarding satisfaction on a modality is a reliable means for 
design evaluation. 

The experiments also reveal various conclusions 
regarding primitive tasks, namely moving the pointer, 
grabbing the ball, pulling the ball, and finally throwing the 
ball. It is shown that static postures application is more 
approved for moving the pointer compared to dynamic 
gestures application while maintaining superiority over the 
other two modalities when grabbing and pulling the ball. 
Finally, it is more difficult to grab and throw the ball with 
dynamic gestures compared to the other two modalities. 
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None of the users were familiar in applying any of these 
three modalities before this experiment. As a result, the 
obtained learning curves can be valid measures for further 
investigation of the modalities. The acquired learning curves 
indicate that the mean learning time per hit for the static 
posture is less than that of the haptic 3D mouse modality. 
This can be interpreted based on at least the two factors of 
naturalness and fatigue which influence the learning 
capabilities of participants. 

According to Figure 15, direct feedback from participants 
demonstrates that most of them suggested “equal use of 
haptic 3D mouse and gestures” with “mostly gestures” as 
their preferred combination of modalities. 

V. CONCLUSION 

A 3D slingshot game was implemented using XNA, 
OpenNI, NITE, and OpenCV. Three modalities were defined 
using a haptic 3D mouse and Kinect. Two types of vision-
based input methods were developed for Kinect as static and 
dynamic gestures. User experiments were conducted to study 
the different human factors associated with modalities. 
Precision (error) and efficiency (time) along with satisfaction 
criteria such as ease-of-use, fun-to-use, fatigue, naturalness, 
and mobility were rated in each modality and ranked 
independently. Static postures proved to be most efficient, 
precise, fun, and natural to use compared to the other modes. 
Furthermore, overall satisfaction was also acquired as a 
direct feedback from participants. Alternatively overall 
satisfaction was also computed by integrating the satisfaction 
criteria’s ranks in their rates. The result of the computed 
overall satisfaction showed to be in complete conformity 
with the direct satisfaction ratings, yielding that intuitive 
feedback on satisfaction can be valuable means for design 
studies. Overall, static postures are directly and indirectly 
more satisfactory than the other two modalities. In terms of 
learning to utilize the modalities, static postures once more 
showed superiority against the others. Finally, it should be 
mentioned that even though static postures maintain 
superiority in many aspects over dynamic gestures and 
haptic 3D mouse, the latter two modalities cannot be 
completely ignored from being incorporated in HCI systems. 
This is because of the fact that dynamic gestures and haptic 
3D mouse provide a vaster domain for possible gesture 
selection and real 4D tasks (e.g., precise following of a 
trajectory).  
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Abstract—We have developed an system which combines
realtime dynamic simulations, 3D display, and magnetic lev-
itation to provide high-fidelity co-located haptic and graphic
interaction. Haptic interaction is generated by a horizontal
array of cylindrical coils which act in combination to produce
arbitrary forces and torques in any direction on magnets
fixed to an instrument handle held by the user, according
to the position and orientation sensed by a motion tracking
sensor and the dynamics of a realtime physical simulation.
Co-located graphics are provided by a thin flat screen placed
directly above the coil array so that the 3D display of virtual
objects shares the same volume as the motion range of the
handheld instrument. Shuttered glasses and a head tracking
system are used to preserve the alignment of the displayed
environment and the interaction handle according to the user’s
head position. Interactive demonstration environments include
rigid bodies with solid contacts, suspended mass-spring-damper
assemblies, and deformable surfaces.

Keywords-haptics, interaction, simulation

I. INTRODUCTION

The ideal of virtual reality and haptic interfaces is to phys-
ically interact with simulated objects with the highest possi-
ble fidelity in both the graphical display and the kinesthetic
forces and torques sensed by the user during interaction.
Computer-generated graphics can produce highly realistic,
dynamic 3D imagery in real time, but haptic interfaces are
generally based on single point contact feedback, tactile
cues, and linkage devices which have various limitations
in their force and motion ranges, frequency response band-
width, and resolution.

Our system combines a graphical display with a large
range of motion magnetic levitation device, as shown in Fig.
1. The graphical display is placed directly above a horizontal
array of cylindrical coils and underneath the instrument
handle held by the user, so that electromagnetic forces and
torques can be generated on magnets embedded in the handle
as the instrument is moved by the user into contact with the
displayed simulated environment.

The magnets in the instrument handle, the coil array with
its current amplifiers, and the motion tracking sensor with
its infrared LED markers, function together as a magnetic

Figure 1. Co-Located Maglev Haptic and 3D Graphic Display

levitation system. Its motion range is approximately 100x100
mm horizontally, up to 75 mm vertically, with unlimited yaw
and tilt up to 40 degrees.

A secondary, slower and less precise motion tracking
system tracks the position of the user’s head so that the
3D views are generated correctly according to the position
of each of the user’s eyes. A pair of shuttered glasses,
synchronized to the update rate of the graphics on the
monitor, is worn by the user so that each eye sees a
different image as the shutters alternate. In practice, this
head tracking system allows the user to observe the handheld
instrument and the 3D displayed environment together from
the side and from above, in a natural ergonomic position
for hand-eye coordination during dextrous manipulation of
a handheld instrument or tool. Examples of relevant dextrous
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tool manipulation tasks include any writing, carving, or
cutting tasks, operation of wrenches or screwdrivers, and
medical needle manipulation for suturing, injections, and
biopsy.

The real-time haptic interaction and graphical display are
generated from a dynamic simulation which must perform
collision detection, finite element deformation, and haptic
rendering sufficiently quickly to support graphical updates
at 30-60 Hz and haptic interaction and magnetic levitation
at 800-1000 Hz. These tasks are sufficiently computationally
intensive to be the limiting factor regarding the resolution
and realism of the simulated environment.

II. BACKGROUND

The realization of our interactive system depends on the
performance and integration of technology in the areas of
maglev haptics, graphics, and physical simulation. Relevant
prior work in each of these areas is surveyed below.

A. Co-Located Haptics and Graphics

3D graphics and haptic force and/or torque feedback can
be generated at the same location by simply placing the 3D
display behind the haptic interaction device, however this
method has two drawbacks. First, the body of the haptic
interface device partially occludes the display, and second,
there may be a significant difference produced between the
perceived location of the displayed imagery and the surface
of the screen, so that the convergence and focal distance of
the user’s eyes do not match, which is unnatural and may
cause discomfort to the user.

ReachIn, Immersivetouch, and SenseGraphics systems [1]
use a partially silvered mirror between the head and hand of
the user, so that the display can be moved out of the way and
the focal and convergence distances of the user’s eyes can
be matched. The haptic device and the user’s hand do not
occlude the 3D graphics behind them, but rather the real and
virtual environments are superimposed and semitransparent
due to the half-silvered mirror, which may be a distraction
to the user.

The ”what you see is what you feel” system [2] uses a
thin flat display with a camera behind it. The video image
of the user’s hand is then extracted from the camera view
using a green screen chroma-key technique, and rendered in
the virtual environment. Holographic display [3] is another
method which has been used for haptic and graphic co-
location.

Comparative studies have shown [4], [5] evidence of im-
proved perception and performance from co-located haptic
interaction.

B. Haptic Magnetic Levitation

Hollis and Salcudean first applied Lorentz force mag-
netic levitation devices [6] to haptic interaction and force-
feedback teleoperation. Lorentz force magnetic levitation

haptic interaction development continued with other more
specialized device designs [7] [8] and larger range devices
developed by Berkelman [9] [10].

The design and function of the magnetic levitation system
used here is described in [11]. This system uses a fixed
planar array of cylindrical coils to levitate a platform of
one or more cylindrical magnets. The yaw of the levitated
platform is unlimited and its horizontal motion range is
determined by the size of the planar array. Vertical levitation
distances of up to 75 mm and tilt angles of 45 degrees are
achievable, depending on the mass of the levitated platform
and the dimensions of the magnets used.

Similar tabletop-scale large range magnetic levitation sys-
tems have been developed for suspension of models in wind
tunnels [12] and for micromanipulation using pole pieces to
shape magnetic fields [13].

C. Realtime Physical Simulation

Realistic software simulations of dynamic physical envi-
ronments have been developed by Baraff both for rigid [14]
and deformable [15] objects, including efficient collision and
reaction force detection and surface friction. Freely available
physical simulation software packages include the SOFA
framework [16] [17], Bullet Physics, and the PhysX library
from NVIDIA. Higher resolution and performance can be
obtained by using precomputed deformation modes [18] and
6-DOF haptic rendering including torque feedback as well
as force on an interactive instrument can be integrated with
simulations [19].

Several software packages are freely available for hap-
tic rendering and realtime physical simulation. H3D [20]
and Chai3D [21] include driver interfaces for common
commercial haptic interface devices such as the Sensable
Technologies Phantom [22]. A programming interface is also
available with the magnetic levitation haptic interface from
Butterfly Haptics LLC [23].

III. IMPLEMENTED SYSTEM

The motion tracking, magnetic levitation control, haptic
rendering, physical simulation, and graphical display in our
current system are all executed in real time in separate
threads on a single quad-core PC in Linux 2.6. GNU C/C++
was used for all programming. An initial demonstration
concept of the system with a simulation of a single paddle
instrument and a ball rolling on a plane, an earlier magnet
and coil configuration, and a conventional 2D display was
demonstrated previously [24]. The current system is shown
in Fig. 2, including the planar 3D display, haptic instrument
handle, current amplifiers, and head tracker.

A. Magnetic Levitation

The motion tracking of the handheld instrument in our
system is done using a Northern Digital Optotrak Certus
position sensor and three infrared Smart Markers. Motion
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Figure 2. Implemented system

tracking updates are provided at 860 Hz with a position
resolution of approximately 0.01 mm for each marker. Ac-
tuation forces and torques are generated by a closely packed
array of 27 cylindrical coils, each with 1000 windings, 25
mm diameter, and 30 mm height. Either a two-magnet or
four-magnet instrument handle can be used with the system;
the two-magnet 125 g instrument can provide greater haptic
forces and torques but is more massive and bulky, and the
smaller 75 g four-magnet instrument occludes the user’s
view of the display less due to its compact size. Forces are
limited to approximately 4 N due to heating of the actuation
coils, although higher momentary peak forces are possible.

The four-magnet instrument is shown in Fig. 3 levitated
above the 27-coil array at a height of 30 mm and a tilt
angle of 20 degrees. This coil array is underneath the 3D
display monitor shown in Fig. 2. The motion tracker for
the haptic instrument is mounted on a rigid frame at ceiling
level, looking downwards.

The design and evaluation methods used in the develop-
ment of the magnetic levitation system are described in [25].

B. 3D Display

The NVIDIA 3D Vision package was used with Linux
drivers to provide 3D display of the simulated environment.
This package uses shutter glasses which are synchronized
with the graphics card by an infrared emitter box. A Quadro
4000 graphics card was used with a ViewSonic vm2268
monitor with a 120 Hz update rate. OpenGL and GLUT
graphics libraries are used for the 3D graphics rendering.

The case of the monitor was removed and backplane
circuit boards and wiring were moved so that the monitor
backlight and display could be placed directly on the coil
array. The combined thickness is under 10 mm, so that haptic
forces and torques can be applied to the handheld instrument
up to a vertical height of at least 60 mm. Magnetic fields

Figure 3. Levitated 4-magnet instrument

from the instrument magnets and coil array were not found
to interfere with the display, and there are no ferromagnetic
components in the display to interfere with the magnetic
levitation system. A thin sheet of plastic was placed on the
monitor screen for protection from impacts from the magnets
and instrument.

Head tracking was implemented using a Northern Digital
Polaris Vicra and passive reflective markers to produce
correct 3D display according to the position of each eye. The
spatial position and orientation of the shutter glasses from
the positions of four reflective markers fixed to the glasses.
Position and orientation data were updated at a 10 Hz rate
with a resolution of approximately 0.1 mm for each marker.
It would be possible to track both the magnet instrument and
and the user’s head using a single motion tracking system,
but this would require using wired infrared markers on the
3D shutter glasses, slowing down the update rate of the
magnetic levitation localization due to the additional LED
markers on the glasses, and mounting the localizer at least
3.5 m high so that its sensing volume includes the location
of the glasses.

As both the Optotrak and Polaris motion trackers use
infrared position sensing, and 3D Vision systems uses in-
frared communication to synchronize display frames with
the shutter glasses, it is necessary to ensure that each
infrared system does not interfere with the others. In our
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Figure 4. Deformable simulation

system, each set of emitters and receivers are oriented in
orthogonal directions and positioned so that each emitter
is only visible to its corresponding receiver. The Optotrak
sensor is mounted above the table looking down at the LEDs
on the instrument, the Polaris is mounted on the side of the
table to track the reflective markers on the side of the glasses,
and the synchronization emitter is mounted at the front of
the tabletop.

C. Simulations

Basic interactive simulations which have been imple-
mented on our system at present include point, edge, and
face contacts between simple solid shapes such as square
peg-in-hole insertion, simple dynamic environments includ-
ing suspended masses and springs, and rolling objects. These
simple initial simulations allow the dynamics and contact
models of the environments to be modified and adjusted to
provide the most realistic haptic interaction while preventing
unstable dynamics.

A more sophisticated simulation which involves an in-
strument contacting a deformable surface is shown in Fig.
4. In this simulation, a virtual extension is added to the
actual haptic instrument handle, and the deformation of the
surface and reaction forces and torques on the instrument
are calculated at the haptic update rate. Damping is added
to the internal dynamics of the deformable body and the
surface dynamics during contact with the haptic instrument.

The MLHI library and programming interface, originally
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Figure 5. Interactive peg-in-hole simulation

from Butterfly Haptics, has been adapted for use with
our system, and can be used for haptic rendering and
communication between simulation and magnetic levitation
threads with a haptic update rate of 1000 Hz. Alternatively,
haptic rendering and dynamic simulation calculations can be
performed synchronously with the motion tracking at 860
Hz.

IV. RESULTS

Force and position experimental data in x, y, and z direc-
tions obtained during interactive simulations are presented
in Figs. 5 and 6. The position data was measured by the
position tracking system, and the force data are calculated
by the simulations and generated by the coil array of the
magnetic levitation system in real time. The commanded
forces were shown to be within 0.1 Newtons of force
sensor measurements throughout the range of the magnetic
levitation system in [11].

The Fig. 5 plots are from a haptic peg-in-hole simulation
in which a 25 mm square peg is controlled by the haptic
instrument handle and inserted into a 27x54 mm, 10 mm
deep square hole. The Fig. 6 plots are from a deformable
simulation in which a pointed virtual instrument contacts a
deformable object, as shown in Fig. 4. For both cases, haptic
forces and torques are zero while the instrument is moving
freely, contact forces are approximately proportional to the
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Figure 6. Interactive palpation of deformable surface

depth of contact, and haptic torques depend on each contact
force and the displacement between the contact point and
the center of the haptic instrument and simulated tool.

In the peg-in-hole simulation of Fig. 5, the peg is not in
contact with the hole or top surfaces at the 8-9 and 14-15
second intervals, the z coordinate is greater than 30, and
there is no haptic force feedback. As the peg is moved in
and out of the hole, the z position moves between 20 and
30 mm. The x position can vary between approximately 40
and 70 mm while the peg is in the hole, as the hole is more
than twice as wide as the peg in the x direction. Non-zero
x and y forces are present when the virtual peg is pushed
against any of the four sides of the virtual hole. Contact
stiffnesses are approximately 0.4 N/mm and the kinetic and
static friction coefficents are 0.15 in the simulations.

For the deformable surface of Fig. 6, the probe is moved
across the surface during the 12-20 second interval, and
the surface is struck with the probe several times from 8-
12 seconds. The object was modeled with millimeter-scale
surface variations rather than a smooth flat surface. This
surface texture therefore produces variable vertical (z) forces
in response to horizontal (x and y) motions of the intstrument
tip. Oscillations in both the position and force data can be
seen in the 12-20 second period due to sticking and slipping
of the sliding surface contact. Overall the force plots are
smoother in the deformable surface simulation than the peg-

in-hole simulation due to the compliance and lower friction
of the deformable surface.

V. FURTHER WORK

At present, the magnetic levitation and motion tracking
aspects of our system are fully developed, but the interactive
environments are at a preliminary stage. We plan to refine
the detail and physical realism of the simulated environments
to a degree where they are useable and provide measureable
benefits in medical training tasks such as surgery, intubation,
and needle driving. User studies will be conducted to eval-
uate the benefits of colocated haptic and graphical training
of simulated medical procedures.

The complexity of the modelled environment and the
sophistication of the simulated dynamics can be improved
by using the graphics processor for additional numerical
computations, as a general purpose graphics processing unit
or GPGPU. NVIDIA provides the CUDA [26] programming
interface to utilize the parallel processing capabilities of the
GPGPU on the graphics cards used.

One more planned improvement to be made on the system
is to reconfigure the system to be simpler and more compact.

VI. CONCLUSION

Our co-located haptic and graphic interface system is
novel in that there is no hardware between the user and
the display other than the handheld interaction instrument.
The 3D environment is displayed close to the surface of the
monitor, so there is no conflict between visual convergence
and focal ranges. Electromagnetic force and torque actua-
tion is used for haptic interaction rather than a motorized
linkage, providing advantages in backdriveability, precision,
and response frequency bandwidths.

We have demonstrated the feasibility and function of our
system with the basic simulation environments described.
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Abstract—Until now, Augmented Reality was mainly 

associated with visual augmentation which was often 

reduced to superimposing a virtual object on to a real world.  

We present in this document a vibro-tactile system called 

HaptiNav, which illustrates the concept of Haptic 

Augmented Reality. We use the haptic feedback method to 

send users information about their direction, thus enabling 

them to reach their destination. To do so, we use a turn by 

turn metaphor which consists of dividing the route into 

many reference points. In order to assess the performances 

of the HaptiNav system, we carry out an experimental study 

in which we compare it to both Google Maps Audio and 

Pocket Navigator systems. The results show that there is no 

significant difference between HaptiNav and Google Maps 

Audio in terms of performance, physical load and time. 

However, statistical analysis of the mental load, frustration 

and effort highlights the advantages of HaptiNav compared 

to two other systems. In the light of the results obtained, we 

present possible improvements for HaptiNav and describe 

its second prototype, at the end of this paper.  

 
Keywords; haptic navigation; augmented reality; mobile 

computing; human computer interaction.   

I. INTRODUCTION  

 
Until now Augmented Reality was mainly associated with visual 

augmentation, which is often reduced to superimposing a virtual 

object onto a real object [5]. However, the concept of 

Augmented Reality is not limited to sight and could be extended 

to other senses, ie., hearing, smell and touch. Panagiotis et al. 

[10] classed user experience input and output, in an augmented 

reality environment. The input may be audio, visual, tactile or 

kinaesthetic, whilst the output may only be visual, haptic or 

audio. In B.Bayart [6] presented three different existing 

taxonomies for Augmented Reality, and studied their direct 

extension in terms of augmented haptics. As a continuation, the 

Haptic Augmented Reality taxonomy was introduced and 

separated into two categories: augmented haptics and haptic 

augmentation. As with the classification of Fuchs et al. [4], 

Haptic Augmented Reality systems can be used either to 

augment existing data or to add information, referred to as 

enhanced haptics and haptic enhancing respectively. Enhanced 

haptics is defined as when the haptic modality amplifies or 

modulates a haptic datum sent back to the user. In some 

applications, it may be important to be able to touch data which 

 

are not on a human scale and which are not perceptible by direct  

contact with one of the body parts. Thus, feeling holes and 

bumps which are no larger than on a mesoscopic scale, a sort of 

haptic microscope, is an example of this. The concept of haptic 

enhancing can be summarized as scenarios where the haptic 

modality is used to send additional information to the user. 

Some researchers have explored the possibilities of transferring 

emotions through haptic interfaces. Shneiderman [13] defined a 

(computer) icon as an image, a drawing or a symbol 

representing a concept, and in 2004 S. A. Brewster et al. [7] 

introduced the notion of tacton or tactile icon which is like 

visual icons, represents a tactile concept. After analyzing the 

possibilities provided by tacton vibrations in [8], the work 

presented in [16], endeavors to go further by trying to simulate 

emotions through tactile vibrations.  
In the study presented in this paper, we explore how to use 

Augmented Reality in its haptic modality, in order to guide 
pedestrian in a new urban environment. In this context, several 
questions are raised: Is the haptic modality efficient enough to 
guide pedestrians? Is it robust enough to allow hands free and 
eyes free navigation? To answer these questions we implement a 
vibro-tactile system which illustrates the concept of haptic 
augmented reality. We use the haptic modality to send users 
informations about their directions, enabling them to reach their 
destinations. In the first Section of this paper, we describe the 
prototype developed for HaptiNav. We then present the software 
structure of HaptiNav and the algorithm used. In Section 4, we 
detail the experimental study carried out to assess performances 
of HaptiNav system, in comparison with the standard Google 
Maps Audio and with another vibro-tactile system. All of these 
systems were tested without any visual support. At the end of this 
paper, we present possible improvements for HaptiNav and 
describe the second prototype for our system.  

 

II.     DESIGN OF THE HAPTIC INTERFACE  

 
The Figure 2 highlights three possible prototypes for our 

system. The selection criterion consists of finding the prototype 

which provides user friendly navigation, which enable users to 

navigate hands free and eyes free.  

We carry out a comparative study to choose the prototype 

which best corresponded to our selection criterion. The first line 

in Figure 2, shows a tactile tablet designed to be placed in the 

palm of the hand. Jin et al. [9] created a tactile tablet made up of 

12 panels, each panel contains a tactor (ie., a vibrating motor). 

Their tactile tablet contains 12 vibrators, forming a 4 lines and 3 

columns matrix. In order to send to user spatial and directional 

information, T-mobile system [9] combines three vibrators. For 

instance, T-mobile system makes tactors vibrate in the first line   
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Figure 1. Possible prototypes. 

 

to show the north. The main disadvantage of this prototype is 

that it needs to be held in one of the user’s hands, therefore it 

prevents hands free navigation. The second prototype is based 

on a single vibrator integrated in a mobile phone. The Pocket 

Navigator system [3] uses this prototype; it codes the direction 

which must be followed by the user in different vibration modes, 

known as tactons. The approach presented in Pocket Navigator 

uses three different rhythms to tell the user to go straight on, 

turn right, turn left or stop. As shown in the figure below, the 

system translates the action of going straight on by two short 

successive pulses, turning left by a long vibration followed by a 

short one, turning right by a short vibration followed by a long 

one and turning back by three short pulses. 

 

 
 

Figure 2. Pocket Navigator tactile diagram [3]. 

 
 We chose to develop the vibro-tactile belt prototype, 

namely to make navigation more user-friendly. As previously 

highlighted, we want users to be able to reach their destinations 

without using vision or hands. The aim behind this choice is to 

enable users to concentrate on road traffic and obstacles, rather 

than on the navigation system. For people visiting a town for the 

first time, the advantage is that it guides them whilst at the same 

time, allowing them to fully concentrate on the new 

environment. Unlike ActiveBelt [15], our system has four 

vibrators. 

 

 
 

Figure 3. Prototype of HaptiNav.  
 

III. IMPLEMENTATION 

 
 Our system called HaptiNav, consists of an Android 

Smartphone Galaxy S2 and an Arduino BT electronic board [1] 

as shown in Figure 4. Arduino BT is an Arduino board with an 

integrated Bluetooth module, thus enabling wireless 

communication with the smartphone. In order to implement the 

system’s applicative aspect (deployed on the mobile and the 

Arduino board), we use Android SDK programming interface 

(API) and Arduino software. 

 The Android development environment consists of the 

Android development tool (ADT) integrated in Eclipse. We use 

Arduino freeware to develop the application loaded on the 

Arduino BT board, which controls the vibrators and the 

microcontroller. We chose this software because it is the 

proprietary platform of the Arduino electronic card. 

 To make the mobile application and the Arduino sketch 

communicate, we use Amarino software interface. It is 

developed as part of the Android meet Arduino project [2]. 

Amarino was launched by Bonifaz Kaufmann [2] in 2009, and 

developed at the University of Klagenfurt in Austria. There is 

another tool which enables Android and Arduino to 

communicate via USB: ADK (Android Open Accessory 

Development Kit). We are unable to adopt this solution since it 

is only available for Android version 13. However, Galaxy S2 

has Android version 11. The diagram below shows the structure 

of the applicative part of our system. It is divided into three 

modules: Android, Arduino and Android Arduino interface. The 

Android application constantly calculates the difference between 

the user’s orientation and the orientation of the route’s closest 

way point. The Android application sends difference in 

orientation angle to the Arduino sketch through the Amarino 

plug-in. Consequently, the Arduino sketch activates the belts 

vibrator corresponding to the direction sent. 

IV. ALGORITHM IMPLEMENTED 

 
 Unlike the compass metaphor used in ActiveBelt [11], we 

use another metaphor which we shall refer to it as turn by turn 

metaphor. With the compass metaphor, the difference between 

the user’s current orientation and the destination’s orientation is  
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Figure 4. Structure of the system’s applicative part. 

 
instantly calculated and then, the user is constantly redirected 

towards the final destination. The turn by turn metaphor consists 

of dividing the route into many reference points. Thus, the 

system shows the user which direction to take for each way 

point. We refer to the user’s current orientation as OC and the 

desired orientation as OD. The desired orientation OD is 

extracted from the KML file (Keyhole Markup Language), 

generated by Google Maps. Desired orientation can be found in 

the tag <heading> of the kml file. A change in orientation OT 

(the angle required to go from the current orientation to the 

desired orientation) is obtained by calculating the difference 

between OD and OC. 

 
 

Figure 5. Change of orientation. 

 
 

OT = OD−OC 

Since 

0 <= OD < 360 

and 

0 <= OC < 360 

we therefore have : 

−360 < OT < 360 

Thus, two cases can be illustrated: 

(a) When the user has to move clockwise, 

(0 <= OT < 360) 

(b) When the user has to move anti-clockwise. 

(−360 < OT < 0) 

Both cases are illustrated in figure 5. 

V. EXPERIMENTAL STUDY 

 
There are several systems with which we can compare our 

system described above. We omit the work presented by Lin et 

al. [12], since their system indicates only two directions (left and 

right). We chose to compare our system with standard Google 

Maps Audio (pedestrian version) and with Pocket navigator [6].  

Both applications were installed in Samsung S2 equipped with 

Android version 2.3. Google Maps Audio is a very popular 

application. Pocket Navigator is a vibro-tactile system for 

pedestrian navigation whose principle is described in the first 

Section of this paper. 

 

 
 

Figure 6. Experiment with HaptiNav 

 

A. Protocol 

In the experimental study, we carry out three experiments. 

We vary the navigation mode between the three experiments. 

The first consists of navigating in audio mode using Google 

Maps Audio. The second experiment consists of navigating with 

our own system in a vibro-tactile mode. The third one consists 

of navigating with Pocket navigator in a vibro-tactile mode. We 

keep the same route (figure 7) in the three experiments, since 

each experiment has 12 different participants. The experiments 

take place at the School of Advanced Industrial Technologies 

located at Izarbel Science Park. Each subject takes part only in 

one of the three experiments and is followed by two 

experimenters. One experimenter managed the dashboard, the 

other managed the stopwatch. Subjects were not allowed to look 

at the Smartphone’s screen or ask the experimenters questions. 

They had to walk at their usual speed which is about 1 meter per 

second. There was no learning phase prior to the experiments. 

B. Participants 

36 unpaid subjects, 18 female and 18 male, take part in the 

experimental study. All are ESTIA students, trainees or 

employees. They are aged between 22 and 39 years old (average 

=30.5). The 36 subjects are divided into three groups, each with 

12 subjects. The first, second and third group take part 

respectively in the first, second and third experiment. It is worth 

noting that none of the subjects is involved in the research work 

presented in this paper. All the users have already used a map 

and 35 out of 36 are used to using electronic navigation systems, 

such as Tom-tom. Two subjects are unfamiliar with the 

experiment’s location; the others have already been there. 

However, knowing the location was not a significant factor since 

subjects only find out the route to destination at the end of the 

experiment. 
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Figure 7. Izarbel Science Park route. 

 

C. Quantitative study  

 

 

 
 

Figure 8. errors and disorientations rates. 

 
The results of the experimental study show that the three 

techniques can be efficiently used for navigating. Figure 8 

shows the number of navigation errors as well as the number of 

disorientation events. An error is recorded when subjects did not 

take the right direction with regard to a way point (different 

from that given by the navigation system). A way point is 

schematized in Figure 7 by a blue arrow.  

A disorientation event is noted when a subject stops or 

deviates from the simplified route in figure 6 for more than 10 

seconds. A disorientation event is also noted when a subject 

indicates to the experimenter that he is confused. After a 

navigation error or a disorientation event, the subject is 

redirected towards the right direction. HaptiNav and Google 

Maps Audio have a very similar number of errors, 29 and 27 

respectively. However, disorientations with Google Maps Audio 

occur twice as often as disorientations with HaptiNav. They 

happen with Pocket Navigator three times as often as with 

HaptiNav. Navigation errors of Pocket Navigator occur more 

than twice as often as navigation errors of HaptiNav and Google 

Maps audio.  Navigation errors with HaptiNav and Pocket 

Navigator, take place when the vibro-tactile signal is not 

understood or due to errors relating to the GPS or digital  

compass. Navigation errors take place with Google Maps Audio 

due to GPS errors. Figure 7 shows the number of navigation 

errors and the number of disorientation events related to the 

three studied systems. 

Figure 9 shows the comparison of averages between the 

groups in terms of errors. The smallest error recorded for 

HaptiNav is 0. However, the smallest error recorded for Pocket 

Navigator is 4. 
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Figure 9. Diagram of averages relating to errors. 

 
Since the ANOVA test gives a value of p equal to 0.6641 

(p=0.6641>0.5), we conclude that there is no difference between 

the errors averages of the first and the second experiment. We 

establish the fact that the performances of HaptiNav are close to 

those of Google Maps Audio. The ANOVA test gives a p value 

equal to 0.0001(p=0.0001<0.5) for the second and third 

experiment. We therefore conclude that HaptiNav is better than 

Pocket Navigator in terms of navigation errors. 
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Figure 10. Diagram showing average number of disorientations. 

 

Figure 10 shows the comparison of averages between the 

groups in terms of disorientation events. Since the value of p (p 

= 0.0014 < 0.05) is below the significance level of 0.05, there is 

therefore a significant difference between HaptiNav and Google 

Maps Audio. This enables us to confirm the hypothesis that 

HaptiNav is more efficient than Google Maps Audio in terms of 

reducing disorientations during navigation. The ANOVA test 

highlights a significant difference between Google Maps Audio 

and Pocket Navigator (p =0.0028 <0.05). Hence, the 

PocketNavigator system generates more disorientations events 

than Google Maps Audio. 

Since the value of p (p = 0.0014 < 0.05) is below the 

significance level of 0.05, there is therefore a significant 

difference between HaptiNav and Google Maps Audio. This 

enables us to confirm the hypothesis that HaptiNav is more 

efficient than Google Maps Audio in terms of reducing 

disorientations during navigation. 
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D. Qualitative study  

Subjective estimation of workload is measured using the 

Nasa TLX Load Index test. This is a multidimensional 

evaluation test in the form of weightings and it is applied to the 

measurement of six specific load factors: mental effort, time 

spent, frustration, physical load, performance and effort. 

Subjects note the system studied by attributing a mark from 0 to 

20 for each factor. No significant difference is detected between 

HaptiNav and Google Maps Audio in terms of physical load, 

time spent or performance (p =0.68> 0.05). However, statistical 

analysis of perceived mental load, frustration and effort 

dedicated to the task, highlights the advantage of HaptiNav (p < 

0.05) with regard to Google Maps Audio and Pocket Navigator. 

These results show that the mental effort perceived by subjects 

to understand HaptiNav’s vibro-tactile instructions, is on 

average equal to 4.5 points, which did not affect the frustration 

felt with this system. However, Pocket Navigator is rated with 

the highest level of frustration. The average of frustration with 

this system is 17.84 points. 

We ask the following question to the second group of 

subjects (subjects who take part in the navigation experiment 

with HaptiNav): ―Would you accept wearing this belt to find 

your way around a town which you are visiting for the first 

time?‖ 41 % say they would not, which means that 5 of the 12 

subjects questioned would refuse to wear the HaptiNav tactile 

belt system when visiting a town for the first time. These 

participants explain that they do not like to wear a belt in town 

because they do not want to be noticed by other pedestrians. 

They suggest that this system could be smaller. We ask the 

following question to the third group of subjects (subjects who 

take part in the navigation experiment with Pocket Navigator): 

―Would you accept using Pocket Navigator to find your way 

around a town which you are visiting for the first time?‖ More 

than 80% say that they would not because Pocket Navigator is 

very inaccurate. We ask this question to the first group of 

subjects (subjects who take part in the navigation experiment 

with Google Maps Audio): ―Would you accept using Google 

Maps Audio to find your way around a town which you are 

visiting for the first time?‖ More than 80% said that they would 

only if Google Maps Audio is turned in graphic mode in 

addition to audio mode. 

E.  Discussion  

The obtained results confirm that the HaptiNav system can 

be used for hands free and eyes free navigation. We consider 

improving the quality and the intensity of vibrations in the 

second prototype of HaptiNav system. Indeed, the participants 

notice that vibrations became difficult to distinguish when the 

system’s belt is worn on top of thick clothes. This issue explains 

some of navigation errors happened with HaptiNav.  

Some participants say that they refuse to wear HaptiNav 

because of the belt. So, we will replace the belt with a bracelet 

which can be worn around the wrist [14], in our System’s 

second prototype.  
 

VI. CONCLUSION AND FUTURE WORK 

In this paper, we have presented an haptic system 

―HaptiNav‖ which can be used to guide users to their 

destination.The aim of our research is to determine whether 

augmented reality in haptic modality can be used to ensure 

hands-free and eyes-free navigation in an urban environment. In 

order to answer this question, we test our system with people 

with normal vision. We compare it to Google Maps Audio and 

to Pocket Navigator systems, to evaluate its performance.  

With HaptiNav, all subjects manage to reach their 

destinations. HaptiNav and Google Maps Audio systems have 

approximately the same error rate. However, HaptiNav has the 

advantage of reducing the number of disorientations. In addition, 

a statistical analysis of the mental workload, frustration and 

effort highlights the advantage of HaptiNav, compared to 

Google Maps Audio and Pocket Navigator. These results show 

the performance of HaptiNav. Some of participants said that 

they refuse to wear HaptiNav because of the belt. To overcome 

this problem, we will replace the belt with a bracelet which can 

be worn around the wrist, in our System’s second prototype. We 

envisage developing our system, so that the new prototype can 

support navigation by the visually impaired, in an urban 

environment. We intend to add a proximity sensor to this 

system, in order to detect obstacles along the route for the 

visually impaired. We also plan to add a movement sensor to 

reintroduce the perception of movement lost by visually 

impaired people.  
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Abstract— In this study, we are introducing an innovative 
pointing interface for computers, which provides mouse 
functionalities with near surface haptic. It could also be 
configured as a haptic display, where users can feel the basic 
geometrical shapes in the GUI by moving the finger on top of 
the device surface. These functionalities are attained by 
tracking 3D position of a neodymium magnet, using Hall Effect 
sensors grid and generating like polarity haptic feedback using 
an electromagnet array. Where previously haptic sensations 
are felt only on top of the buttons of the haptic mouse 
implementations, this interface brings the haptic sensations to 
the 3D space.  

Keywords- pointing interface; near surface haptic feedback; 
tactile display; tangible user interface. 

I.  INTRODUCTION  
Ordinarily, Pointing devices are used to control and 

provide data to the graphical user interfaces (GUI) using 
physical gestures [1].  Movements and commands sent by 
pointing devices are echoed on the screen through 
movements of the mouse pointer (or cursor) and other visual 
changes. Mouse is the most common and popular pointing 
device in use nowadays. Pointing interfaces have been in the 
use along with computers for almost four decades [9]. They 
were continuously improved by adding new features like 
dragging, scrolling, multi-touch and recently, attempts were 
made to include haptic feedback sensations. It was argued 
that the addition of haptic sensations will create excitement, 
realism, and an added natural feel for the users [10]. 

Haptic Mouse (Fig. 1) is introduced as a new type of 
pointing interface which will provide mouse interactions, 
haptic feedback and additional enhanced features. The key 
advantage of this system over other haptic pointing interfaces 
is that users are able to control the mouse cursor and feel 
haptic sensations from 4cm above the device surface. This 
will enable the haptic sensations in 3D space which will be a 
novel experience. Varied haptic sensations provided by this 
system can be felt like attraction, repulsion, and various 
patterns of vibrations.  Those sensations can be easily 
configurable as feedbacks for different mouse commands 
using the driver software that we have developed. 

The system provides attraction and repulsion sensations 
by changing the polarity of the electromagnets. Polarity of an 
electromagnet can be changed by swapping the positive and 

negative voltage supply to electromagnet using a controller 
circuit. When the neodymium magnet worn on the finger tips 
and the electromagnet array underneath the device positioned 
in the opposite polarity, (N – S or S - N) users feel an 
attraction towards the device surface. When those magnets 
are in like polarity (S - S or N-N) positions users feel the 
repulsion sensation.  

Vibration sensations are initiated by setting up 
neodymium magnet and magnetic array in a like polarity 
position and then rapidly switching on and off the 
electromagnets in the array in certain frequencies. This rapid 
switching on and off dynamically changes the magnetic field 
it produces and affects the static magnetic flux developed by 
the neodymium magnet worn on the finger tips. While 
electromagnet is switched off, neodymium magnet drop 
towards the device surface, but when the electromagnet is 
switched on, the neodymium magnet rises due to the 
repulsion force felt as a vibration.  

 

 
Figure 1.  Haptic mouse system : User can move the neodymium magnet 

worn on the finger tip above the device surface and interact with the 
computer & sense haptic feedback for their inputs. 

Haptic Mouse allows users to both control and interacts 
with the graphical user interfaces as similar to other pointing 
interfaces.  Figure 2, shows the related gestures of 2D cursor 
movements and Commands of the system. Users can easily 
move the neodymium magnet attached to the finger tip on 
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top of the device surface and control the GUIs. This can be 
visualized as a movement of an invisible mouse on the 
mouse pad.  

 

     
 

2a. Haptic Mouse cursor movement gestures while North Pole is positioned 
downwards 

 
 2b. Haptic Mouse commands while South Pole is positioned downwards 

Figure 2.  movement and Command gestures of the Haptic Mouse 

Furthermore, this interface can be configured as a low 
resolution haptic display. It is possible for a user to move 
his/her finger on top of the surface and sense the basic 
shapes of the objects on the screen. This is achieved by 
providing one vibration pattern once the user moves the 
cursor on top of the interested object and then change to a 
different vibration patterns when the cursor crosses the 
border of that object. Simple geometrical shapes which are 
bigger than 200 pixels * 200 pixels can be sensed and 
identified. As further developments, if there is an application 
which is restricting the user to a particular window, this 
device can use the haptic feedback and let the user know 
about the virtual boundary.  The sensing of simple gestures 
will be helpful for users to increase their interaction with 
computers. 

This paper will discuss the prior research and 
publications as related work, where the limitations and 
research gaps will be highlighted. The implementation 
details of the Haptic Mouse will be discussed extensively in 
the system description section while the results section will 
be presenting two technical experiments. The Conclusion & 
Future Work section presents the end users perspectives and 
the potential directions for further research. 

II. RELATED WORKS 
This section will discuss prior research with which the 

authors are arguing for the novelty value of the Haptic 
Mouse.   

Liquid Interface [2] is a previous work of the authors 
which has provided the base technologies for the current 
pointing interface. It is an organic user interface that utilizes 
ferrofluid as an output display and input buttons embodied 
with musical notes. Using a matrix of Hall Effect sensors, 
magnetic fields generated by neodymium magnets worn on 
the fingertips are measured and then converted into signals 
that provide input capability. This input actuates an array of 
electromagnets and generates ferrofluid bubbles. By 
matching like polarities between the electromagnets and the 
neodymium magnet, haptic force feedback can be achieved. 
This system is limited to detect switch on and switch off type 
of interactions and used to develop a ferrofluid based piano.  

FingerFlux [4] is an output technique which generates 
near-surface haptic feedback on interactive tabletops. It 
combines electromagnetic actuation with a permanent 
magnet attached to the user’s hand. FingerFlux provides 
enhanced features like, feel the interface before touching, 
attraction and repulsion, development of applications such as 
reducing drifting, adding physical constraints to virtual 
controls, and guiding the user without visual output. They 
have achieved the vibration sensations up to 35mm above the 
table. As limitations, Fingerflux could only works with table 
top computers. It uses camera tracking based sensing and the 
maximum vibration feeling height is comparatively lower 
than our system. 

Tactile Explorer [5] is a device which provides access to 
computer information for the visually disabled based on a 
tactile mouse. The tactile mouse resembles a regular 
computer mouse, but differs in having two tactile pads on top 
that have pins that move up and down. These translate the 
data on the screen to tactile sensation. Tactile Explorer 
provides possibilities to find and select desirable on-screen 
information and study it with different options.  

Microsoft tactile mouse [6] is a commercially available 
mouse implementation which combines haptic sensation and 
will be developed to support rich features of their latest 
operating system. This mouse has a touch sensitive strip 
which contains two buttons, one on each end. Haptic-
feedback, in the form of vibration through the touch-
sensitive strip, indicates which one of the three scrolling 
speeds has been selected. Both Tactile Explorer and 
Microsoft tactile mouse are mouse implementations 
combined with Haptic. It supports enhanced haptic 
interactions. However, operations and sensations are limited 
to the device surface. Furthermore, the haptic actuation is 
limited to a small area of the device surface. 

III. SYSTEM DESCRIPTION 
Haptic Mouse contains three modules. They are 

Neodymium Magnet attached to the finger and Hall Effect 
sensors Grid, Software Interface Driver and Electromagnetic 
Array with Controller Circuit. These three parts are 
described in the following sections. 

A. Neodymium Magnet and Hall Effect sensors Grid 
The neodymium magnet attached to the finger tip allows 

users to actuate the Hall Effect sensors grid which is placed 
bellow the acrylic surface. Polarity of the neodymium 
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magnet and various gestures made by the user are identified 
with the help of Hall Effect sensors grid. Neodymium 
magnet could generate higher density of magnetic flux 
compared to other permanent magnets. Therefore, the size 
and weight of the permanent magnet is important for this 
system to become smaller in order to fit it on the fingertip of 
the user.  

We have used an Arduino [3] based microcontroller for 
processing the Hall Effect sensor readings. Analogue voltage 
readings of the sensors then converted to digital values using 
the built-in analog to digital converters and fed in to interface 
driver software to identify the gestures and commands. Hall 
Effect sensor grid used in this device is a 4*3 array (4 
sensors along the X axis and 3 sensors along the Y axis). The 
space between two Hall Effect sensors were allocated 100 
pixels. In physically, distance bettween two sensors is 2cm 
for X axis and 1.36cm for Y axis. All the sensor values 
recorded are represented as X,Y coordinates (0-300 in X axis 
and 0 to 132 in Y axis).    

B. Software Interface Driver 
 

 
Figure 3.  Based on the distance to the neodymium magnet from each 

sensor the position of the neodymium magnet is determined. 

For the precise operation of the pointing device, there has 
to be a device driver which can integrate with the operating 
system. Therefore, using the Windows API we have 
developed a software driver for this device. This driver 
accepts the digital sensor readings from the microcontroller 
of the Hall Effects sensors grid as the input. When the North 
Pole of the neodymium magnet is positioned downward, 
sensor values are fluctuating in between 512 -1024 range and 
when the South Pole is downward, sensor values are 
changing between 0 and 512 of range. These sensor values 
are sorted in the descending order and if the magnet is North 
Pole downwards, software searches for the sensors in the 
grid where it received the maximum readings. Sensors which 

are nearest to the neodymium magnet, output the maximum 
values in this case. Based on those intensity values, relative 
distance to the neodymium magnet from the nearest three 
sensors is calculated.  

The localization algorithm of the neodymium magnet is 
derived from the 2D trilateration technique. Trilateration is 
the process of determination absolute or relative locations of 
points by measurement of distances using the geometry of 
circles, spheres or triangles [13]. It is widely used for 
localization algorithms which can be found in GPS, RF 
based indoor positioning, navigation, and survey systems. As 
illustrated in Figure 3, the distances to the neodymium 
magnet is calculated from the expressions found in the table 
1. These distances can form circles and based on their 
intersection position of the sensor can be located. To increase 
the probability for intersections we have multiplied the 
distances by a constant factor (which is greater than one) and 
made the three circles intersect most of the times. This forms 
a circular triangle [(x12, y12), (x13, y13), (x23, y23)] and by 
finding the center the position of the neodymium magnet can 
be obtained. The mathematical method we derived is 
explained bellow. 

Let us assume that all there circles formed by the 
readings are intersect with the each other. Therefore, the 
conditions for the circles to intersect are as follows.  

  (1) 
              (2) 

  (3) 
By following Fewell’s [12] method to calculate area of 

circular triangles, we can calculate the coordinates of the 
intersection points, (x12, y12), (x13, y13) and (x23, y23) as 
follows.  By defining the origin of the coordinate system is 
placed at circle 1 and X axis is passed through the center of 
the circle 2,  

   (4) 

(5) 
By assuming origin of the (x’,y’) system is located at the 

center of the circle 1 and x’ axis passes through center of 
circle 3,  

    (6) 

(7) 
By transform back to the (x,y) coordinates system and 

obtaining (x13, y13),  
             (8) 
            (9) 

                    (10) 

                 (11) 
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By assuming origin of the (x’’,y’’) system is located at 
the center of the circle 2 and x’’ axis passes through center of 
circle 3,  

   (12) 

(13) 
By transform back to the (x,y) coordinates system and 

obtaining (x23, y23),  

  (14) 
           (15)  

                         (16) 

                      17) 
and are the angles between the x axis and respective 

abscissas of the two additional coordinate systems. After 
calculating the intersections of the circular traingle we can 
obtain the center of the traingle where the position of the 
neodymium magnet exsists is as follows.  

  (18) 

  (19) 
By finding the position of the neodymium magnet and 

comparing it with the next position, relative X,Y 
displacement can be calculated.  Then these relative 
displacements are mapped to the last coordinates of the 
mouse curser position and moves the cursor to a new X,Y 
location.  

In the case of identifying mouse commands, firstly, 
driver identifies the neodymium magnet which is placed 
South Pole downwards by reading the digitally converted 
values.  If the magnet is South Pole downwards, software 
driver searches for the three minimum sensor reading values 
and determines the coordinates of those sensors. Then, the 
distance to the neodymium magnet from each sensor is 
calculated and its position is determined. The movement path 
of the neodymium magnet is tracked and if the path follows 
the gestures defined for the mouse commands, the driver 
activates the appropriate commands. As the final step, it 
updates Electromagnet controller circuit about the necessary 
vibration pattern which would eventually provide the user 
with the vibration feeling. 

In the case of sensing the shapes, the driver software 
keeps a selected vibration pattern until the user move the 
mouse cursor on top of the interested object in the screen. 
Once the cursor is moved away from the object boundary, 
driver sends commands to the microcontroller of the 
electromagnet controller circuit to change the output 
frequency. 

The sensors were capable to detect the the position 
accuratly more than 90% of points. Mouse curser position is 
only when there are two ajecent accurate neodymium magnet 

position readings exsists and then added the difference of the 
X,Y displacement to the previous cursor position. Therefore, 
the accuracy of the movement of the mouse cursor was 
improved. When the neodymium magnet is placed from 2 
cm above the device surface, sensors were only capable to 
track position about 60% of the movements. In 4cm of hight 
above the device surface, the sensor array only able to track 
the position of the neodymium magnet less than 40% of the 
movements.  In this hight, the curser movement became  
fairly difficult. Because interface driver have to cancell out 
inaccurate localization data and use only the accurate data to 
move the mouse pointer 

C. Electromagnetic Array and Controller Circuit  
This part of the system is made with six electromagnets, 

Magnet controller circuit and Arduino based microcontroller. 
As the current required by the six electromagnets is 13A [7], 
it becomes necessary to control the power supplied to the 
electromagnets via a relay circuit. This is because the voltage 
and current from the microcontroller pins amounts is only 
5V, and 40mA respectively [3], which is insufficient to drive 
the electromagnet. To address this, the relay circuit acts as a 
mechanism that is able to switch on a much larger power to 
drive the electromagnets. For this power up electromagnets, 
six N-Type MOSFET [8] were used, one for each 
electromagnet. The connections to the MOSFET are 
configured such that the MOSFET will enter linear region 
and produce a drain current ID, of approximately 1.9A when 
the Arduino outputs a 5V signal to turn on the electromagnet. 
When the Arduino outputs 0V signal and the MOSFET turns 
off, the drain current drops to 0A which turns off the 
electromagnet as illustrated in the figure 4. 

 

 
Figure 4.  MOSFET based magnet driver circuit 

By programming the Arduino to switch continuously 
from high to low and vice versa in rapid succession, a PWM 
output wave is produced which in turn causes the MOSFET 
to continuously turn on and off the main power supply like a 
relay, generating another PWM output signal with enough 
current to drive the electromagnet. A diode connected in 
parallel to the electromagnet to prevent the damage to 
MOSFET by the backflow of current. A resistor is connected 
in parallel to the Arduino Pin and acts as a safety turn off 
mechanism. This design was replicated 6 times to drive the 6 
electromagnets. 

The electromagnets require PWM to run. The purpose of 
PWM is to simulate an analog voltage by rapidly toggling a 

339Copyright (c) IARIA, 2013.     ISBN:  978-1-61208-250-9

ACHI 2013 : The Sixth International Conference on Advances in Computer-Human Interactions

                         354 / 510



digital pin between on and off. Software Interface Driver 
sends a 20 character length data frame for every 10ms via the 
serial connection to the microcontroller to activate the 
required electromagnets. These data frames are interpreted as 
commands to turn on the electromagnets that correspond to 
the haptic feedback sensations felt by the user. Due to the 
limitations of the electromagnet, the maximum frequency 
that can be achieved is 100 Hz.  Therefore, different 
frequencies between 5 Hz to 100Hz were used to provide 
different Haptic sensations to the users. 

IV. RESULTS 
Two technical experiments were carried out to measure 

the capabilities and limitations of the system.   

A. Hall Effect sensor reading versus horizontal and 
perpendicular distances to the neodymium magnet 

 
Figure 5.  Plot of Sensor Output vs. perpendicular distance to the 

neodymium magnet 

TABLE I.  EXPRISSIONS TO  DETERMINE THE DISTANCE BETWEEN THE 
HALL EFFECT SENSOR AND NEODYMIUM MAGNET BASED ON THE HALL 

EFFECT READINGS 

Distance 
(mm) 

Deriving distance calculation expressions 
M C Expression 

0 - 2.5 -12 963 Y = -12X + 963 

2.5 – 5 -15.2 973 Y = -15X + 971 

5 – 7.5 -22 1005 Y = -22X + 1005 

7.5 – 10 -30 1065 Y = -30 + 1065 

10 – 12.5 -37.2 1137 Y = -37.2X + 1137 

12.5 – 15 -14.8 857 Y = -14X + 857 

15 – 17.5 -15.2 863 Y = -15.2X + 863 

17.5 – 20 -13.6 835 Y = -13.6 + 835 

10 – 22.5 -8 723 Y = -8X + 723 

22.5 – 25 -6 678 Y = -6X + 678 

25 – 27.5 -3.6 618 Y = -3.6X + 618 

Distance 
(mm) 

Deriving distance calculation expressions 
M C Expression 

27.5 30 -2.4 585 Y = -2.4X + 585 

  
The objective of this experiment is to investigate the 

variation in the magnetic field strength vs. the distance of all 
thee axis and determine the strength of the magnetic field 
needed to be produced by the neodymium magnet to achieve 
the desired tracking ability. The experiment was conducted 
by positioning the neodymium magnet on top of the Hall 
Effect sensor and measure output readings at various 
distances in all three axis and results are shown in the figure 
5. According to the results shown in figure 5, it is clear that 
sensor reading values are following nonlinear curves but 
along the X and Y axis the readings are approximately the 
same. Therefore based on the X and Y axis sensor readings 
we have derived set of equations to calculate the distance 
between the sensor and the neodymium magnet which is 
presented in the Table1. As a result these expressions 
provide the distance values needed by 2D trilateration based 
localization algorithm to obtain the position of the 
neodymium magnet.  

B. Height of Haptic sensation is felt  vs. Pulse Width 
Modulation for different voltage levels 
The purpose of the experiment is to evaluate the 

relationship between the PWM and the maximum height that 
haptic sensations can be sensed above the device surface by 
running ellectromagnets in three different voltage levels. 
With the results, the PWM values and voltage levels that 
correspond to achieve haptic sensations in certain heights can 
be determined. In addition, the optimal PWM values that 
need to be set during actuation can be verified.  

 
Figure 6.  Plot of the maximum haptic sensation height achieved vs. PWM 

values. 

As shown in Figure 6, the relationship between the PWM 
and the maximum height that haptic sensation can be sensed 
follows an increasing linear trend in all three different 
voltage levels, suggesting that the system is linearly 
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controllable. However, it is noted that the haptic sensations 
were started to feel from PWM running on 11% for 6v and 
9v mode but when electromagnets operate on 12v haptic 
sensations can be felt in 0.6 cm. Further, when the PWM 
values are between 90% and 100%, it is hard to notice the 
maximum difference of the actuation for 9v and 12 v. With 
these results we were able to provide haptic sensations up to 
6.1cm above the device surface. However, by changing the 
type of the electromagnets, it may be posible to increase the 
height that heptic sensations can be felt. 

V. CONCLUSION & FUTURE WORK 
To conclude, in this paper we have presented a new type 

of computer interface which provides basic pointing 
interface functionalities with near surface haptic feedback up 
to 6 cm of height. The advantages and limitations of the 
system were also discussed with the related works.  Using 
two technical studies we were able to show that system can 
perform in an adequate manner and has strong potentials to 
be improved.  Haptic Mouse provides the base tools to 
combine magnetic field based devices with computers.  

The haptic feedback resolution of the interface can be 
improved by using smaller electromagnets in larger numbers. 
When the device is used as a haptic display, an increased 
resolution would offer a better accuracy and representation 
of the virtual objects in the computer screen. Moreover, 
implementing variable friction for haptic interface using this 
technology will be an interesting research topic in future 
since variable friction has not been implented for touch 
sensitive haptic feedback systems.TeslaTouch [11] is the 
closests execusion of such haptic display .  

This device has great potentials to be improved as an 
interface for visually handicapped who rely mostly on touch 
sensation.  In orderto improve to this level of proficiency, 
this system is required to minimize the size of the 
electromagnets and increase the density of electromagnets 
packed in the electromagnets array which will provide a 
better resolution. This device could also be improved as an 
easy learning tool for children, which can be used to draw 
some basic shapes or characters that will enhance the 
interactive enjoyment.  
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Abstract— the analysis of human grasping movement is 

important in developing methodologies for controlling robots 

or understanding human motion programs. In analyzing 

human grasping movement, it is advantageous to classify 

movements. In previous papers, classifications of grasping 

patterns were proposed according to the posture. Among these 

classifications of grasping patterns, no unified view has been 

reached as yet. The measured quantities in grasping have 

included only the posture of the hand, force and its distribution. 

Few have pertained to classifications based on grasping force 

and its distribution. This paper first tries to analyze the effect 

of visual information on grasping movements, and then 

attempts to classify grasping movements broadly according to 

their purpose. For the elements of the purposes of grasping 

movements, movements that were decided upon were those 

which require attention, snapping or the adjustment of the 

wrist or movements which do not require any special action to 

achieve their purpose. Secondly, we focus on the tactile 

information to predict with a limitation of movement. Finally, 

we attempted to discuss the relation between human brain 
activity and grasping movement on cognitive tasks. 

Keywords-human hand; grasping force; grasping pattern; 

brain activity;NIRS. 

I.  INTRODUCTION 

Human hands are so dexterously controlled that they can 
manipulate almost anything freely. Observations obtained 
from analyzing the grasping patterns of human hands will be 
useful in the control of robot hands. For example, it may be 
possible for industrial robots to deal flexibly with and solve 
unexpected problems which may occur. In the construction 
of more sophisticated interface systems the analysis of the 
grasping patterns of human hands is also suggested as an 
important subject for controlling robot hands by remotely. 
  To analyze grasping patterns, many researchers, including 
Schlesinger [1] have proposed and reported methods to 
classify grasping patterns [2][3]. However, these 
classifications of grasping modes depend largely on the 
researcher’s personal definitions, and no unified view has 
been reached at present. 

The measured quantities in grasping include the posture 
of the hands, and force and its distribution. However, most 

classifications have been based on the posture of the hands, 
and little has been reported on classification based on 
grasping force and its distribution. 

  From the point of the view of the grasping task, Napier 
broadly divided grasping patters into “power grip” and 
“precision grip” [4]. In addition, Cutkosky classified more 
grasping patterns by incorporating details of the objects and 
the precision of the task in Napier’s concept [5]. Meanwhile, 
Kamakura et al. presented a classification cased on the 
contact pattern between the grasped object and grasping 
hand [6]. Kang et al. proposed the technique of the “contact 
web” which estimated information and classified grasping 
based on the resulting contact pattern [7]. For the theory of 
multi-fingered hands Yokokawa is proposing the dynamic 
multi-fingered manipulability measurement under the 
concept of the dynamic manipulability [8]. Another new 
approach to control the robots is the Programming by 
Demonstration done (PbD). A late report is proposed by K. 
Bernard in et al [9]. Shimizu et al. described the Sensor 
Glove MKIII which is useful in analyzing grasping patterns 
and shows the potential of measuring grasping force 
distribution for classification [10].  
 Many reserch works exist on the classification of grasping 
movements. However, there are only a few areas using these 
classifications, such as the industry, indicating a need for a 
more useful grasping classification to be used in engineering. 
We thus considered using new elements to broadly classify 
grasping movements. We set grasping movement purposes 
for the new elements, elements which are movements that 
require attention, snapping or adjustment of wrist or do not 
require any special action to achieve their  purpose. 
Therefore, it was necessary to find a place in which position 
and direction had little effect when measuring grasping 
movements. We subsequently deliberated the possibility of 
broadly classifying grasping patterns according to the 
purpose of the grasping movement. A report about the 
importance of grasping task is proposed by Shiraishi, et al.  
[11], too. 

This paper first tries to analyze the effect of visual 
information on grasping movements and then considers the 
potential for using the elements described above in 
classification. Lastly, we focus on the tactile information to 
predict with a limitation of movement. 
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II. EXPERIMENT FOR MEASURING GRASPING MOVEMENT 

WITH CONSIDERING EFFECT OF WRIST DIRECTION 

A. Experimantal Method 1 

To measure grasping movement with minimal effect 
from the position and object’s direction for classification, it 
is necessary to ascertain the proper position and direction 
from which to do so. The next step is to discover the role 
visual information plays in grasping patterns. In this 
experiment, USB cameras from three directions measured 
grasping patterns. The cameras used had a resolution of over 
0.3 megapixels.  

B. Range of Movement 

To find the area which would not need to be considered 
in regard to its effect on grasping shape; subjects were made 
to grasp a pointer directed toward them. Then the area in 
which they could move without changing the direction was 
measured. Fig. 1 shows the range of movement. Subjects 
were four healthy, right-handed men aged 22 to 24. 

 

Figure 1.  Range of movement (object: pointer) 

 
The range of movement seems to depend on their 

flexibility and grasping patterns. As can be seen in Fig. 1, a 
15 cm margin has been set, and the objects have been placed 
to check their effect on grasping. Fig. 2 shows the position in 
which the objects were placed. Grasping patterns differed 
little according to position; here, Position C was used for 
classification. However, if the object is placed in direction 
(4), the grasping patterns change for right-handed people. 
The next step was to look at the relationship between 
direction and grasping 

 
 

 
Figure 2.  object’s position and direction 

 

C. Effect of Direction on Grasping 

To analyze the relationship between direction and 
grasping pattern, the angle of the underarm and the angles in 
Fig. 3 were measured by changing the object's direction. The 
directions of (1) to (3) were measured by changing the angle 
30 degrees. Subjects were told to grasp the object and put it 
onto another table. The subjects were five right-handed 
healthy men aged 22 – 24. 

Increases in the angle of the wrist and the angle of the 
finger baseline are seen to be related to the angle of the 
object. The angle of the underarm decreased as the angle of 
the object increased. However, as the angle of the underarm 
is influenced by reaching, the displacement is not uniform. 
Fig. 4 exemplifies the difference between grasping patterns 
and the object’s directions. 
 

 

Figure 3.  angle measured, θand φ 
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Figure 4.  grasping patterns for each object 

(Top: pointer, Middle: pincher, Bottom: hammer) 

III. EXPERIMENT OF CLASSIFICATION OF GRASPING 

MOVEMENTS 

A. Experimental Method 2 

We compared the difference of grasping movement 
based on “purpose of grasping movement”. We set elements 
which are movements that require attention, snapping or 
adjustment of wrist or do not require any special action to 
achieve their purpose. We considered the potential for using 
the elements described above in classification [12]. 

B. Experiment for the Classification of Grasping 

Movements 

To classify grasping movements, the purpose of grasping 
was used as an element that is determined at a certain point, 
i.e., before or after grasping. In this experiment, five kinds of 
tasks were used to consider the relation between grasping 
patterns and their purpose. The tasks are to move the object 
to another place (Task 1), to put the object onto a small box 
(Task 2), to throw the object (Task 3), to make the object 
pass through a small hole (Task 4), to use the object as you 
usually do (Task 5) after grasping. These tasks were created 
to measure a simple grasping movement (Task 1), a 
movement requiring attention (Task 2), the movement which 
requires snapping (Task 3), a movement which requires 
attention and adjustment of wrist (Task 4), a movement that 
is imagined to be associated with the object (Task 5). And 
checked that the grasping movements would change with 
there tasks. 

  The purpose of the first experiment was to measure 
grasping shapes according to their purpose. The next step 
was to measure grasps without a prescribed purpose. The 
purpose was given only after the subject first grasped the 
object. The subjects were six right-handed healthy men aged 
22 – 24.  

C. Result of Classfication Experiment 

The results showed two movements involved in grasping 
and taking action when checking the difference between the 
first grasping shape and the next grasping shape. One is a 
change in grasping shapes before picking up. The other one 
is a change in the grasping shapes after picking up.  Fig 6 
shows the first movement; the grasping shape changes 
according to its purpose. T shows the second movement; the 
grasping shape changes according to its purpose. Such cases 
might be difficult to classify only by force distribution. Such 
movements were not seen in the case of every object. 
Therefore we attempted to discover out the difference 
between them and use it with the force distribution to 
classify grasping movements. 

This experiment showed that one seems to make space 
between the palms and object or change the grasping shape 
into a more flexible form when they try to do something 
sensitive like Task 4. Probably, such a tendency has some 
relation to degree of freedom in movement. 
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Figure 5.  changing the shape when grasping 

(Top: Task 1, Middle: Task 3, Bottom: Task 4) 

 

 
Figure 6.  changing the shape after grasping 

(left:task4, right:task5) 

IV. TACTILE INFORMATION 

Looking into the tactile information and degree of 
freedom in hand movement, we first tried to check how 
correctly we could imagine the shape only from tactile 
information. Therefore, the relation of such information to 
the degree of freedom in movement was considered in 
conducting this experiment [13]. 

A. Experiment Method for Tactile Information 

Three limitations were made to analyze the effect. One 
was wearing an eye mask to shut out the visual information. 
Another one was a pinching movement to control the tactile 
information. The last one aluminum fingertip cover to reduce 
the tactile information and to make the surface like robot 
hand because we are thinking to use the results for robot’s 
hands. The fingertip cover used in this experiment was 
enclosed in aluminum sheeting and the finger cushion’s side 
was flattened. Limitations in pinching movement are shown 
in Fig 7. 

The test was to guess the object with eyes masked and 
fingertip limitations. After that, same tests were conducted 
without using the fingertips. Fig 7, 8 and 9 shows the objects 
used. Objects in Fig. 8 were stuck to board. The objects in 

Fig. 8 (lower right) can be spun using the stick that is 
standing on the small plate. The objects in Fig. 9 can be 
pinched freely. 

TABLE I.  LIMITATION OF PINCH 

freedom 

degree 

number 

Limitation 

1 Not allowed to pinch again 

1' allowed to grasp again just a little 

2 allowed to move up and down 

3 allowed to go over lateral side 

4 allowed to grasp freely 

 

 

 

 

 

 

 

 

 

 
 

 

 

Figure 7.  object for tactile information test 

 

 

 

 
 

 

 

 

 

 

   

Figure 8.  Object for tactile information test 

 

 

 

 

 

 
 

 

 

 

 

Figure 9.  Object for tactile information test 
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B. Result of the Experiment in Tactile Information 

Fig. 10 shows the result of this test. The answers were 
checked by a majority decision of three observers. The 
subjects for this experiment were six men and two women, 
all healthy, right-handed and aged 20 – 60. 

In Fig. 10, the accuracy rate was higher when the 
fingertip covers were not used, and the accuracy rate 
basically increased with the degree of freedom, but it 
increased only slightly when the fingertip covers were not 
used, or when there was a high degree of freedom. From the 
aspect of object identification only with tactile information, 
the difference in fingertip cover suggests the importance of 
the ridges in the fingers’ skin and the plasticity of the finger 
surface, probably because they are enhancing the signals. 
Furthermore, Degree of Freedom 4 was lower than that of 1 
when they tried without the fingertip cover. This seems to 
have occurred when they lost track of direction when they 
moved their hands. This suggests that the relation between 
accuracy rate and freedom digger is not a simple 
proportional relation. 
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Figure 10.  degree of freedom and accuracy rate 

 

V. GRASPING MOTION AND HUMAN BRAIN ACTIVITY 

We are trying to process experimental measuring and 
discuss human brain activity on grasping movement and 
cognitive task. So, we measured brain activity from the 
viewpoint of blood flow changes when subject performed 
grasping movement including reaching. Six subjects were 
healthy males who were right handed. They were asked to 
read and sign an informed consent regarding the experiment. 
In measurement, f-NIRS(Functional Near Infrared 
Spectroscopy ) made by SHIMADZE Co. Ltd. were used. 

A. Experimental Method 

Subjects were asked to grasp the piece of wood, pointer, 
column-shaped metallic bar and hammer based on 
instructions from operator (Fig. 11). Brain activity was 
measured under four conditions. Subjects grasped objects 
actively with their eyes open (1) or close (2), and passively 
with their eyes open (3) or close (4). In addition, subjects 

were told to perform simple grasping motion or do it with 
imaging motion for using object. 

Subjects took a rest during 10 seconds at least with their 
eye close before starting task and the time design was rest (5 
seconds) – task (10 seconds) – rest (5 seconds). Finally, 
subject closed their eyes for 10 seconds again after task. 
Then, the brain activity was recorded from the first eyes-
closed rest to the last eyes. The part of measurement was the 
frontal lobe. 

B. Experimental Results 

Fig. 12 shows one subject’s measuring result. At the first, 
Hb-oxy was increased in overall frontal lobe after start of 
grasping task. This tendency was common among subjects. 
After that, Hb-oxy was increased and decreased in 
synchronization with task and rest. Also, there was 
remarkble tendency like this during task with imageing and 
their eyes open. 

Analysis was performed one-sample t-test and sample 
was variation in brain activity during about four seconds 
after starting tasks. 

As a result, there was not significant differences at frontal 
lobe. However, it was shown as common tendency among 
subjects that there was adifference in variation of oxy-Hb 
density due to presence or absence of existence or non-
existence imaging motion and eyesight. It was thought that 
this result was derived from planning for grasping and 
visuals timulation. 

 
 

 
Figure 11.  Grasping object 

 

 
Figure 12.  Measuring Result of grasping steering wheel 

346Copyright (c) IARIA, 2013.     ISBN:  978-1-61208-250-9

ACHI 2013 : The Sixth International Conference on Advances in Computer-Human Interactions

                         361 / 510



VI. CONCLUSION AND FUTURE WORK 

In this study, we performed three experiments. The 
analysis of human grasping movement is important in 
developing methodologies for controlling robots or 
understanding human motion programs. In analyzing human 
grasping movement, it is advantageous to classify 
movements. 

This paper first studies that the grasping angle changes. 
From the results, it was determined that basically the wrist 
angle and finger baseline angle are proportionally related. In 
this report we attempted to classify the grasping patterns 
based on “purpose of grasping movement”. In the results 
described in Section III.B, we found two movements related 
to the “purpose of grasping movement”. Some grasping 
movements change when you give them a purpose before 
grasping, but some grasping movements do not change until 
the object is lifted and the action accomplished. These results 
suggest the possibility of the classification of grasping 
movements according to “purpose of grasping movement”. 
Furthermore, it would be useful to classify the grasping 
movements that have similar grasping forms or distributions, 
but have different actions after grasping.  At a later stage, we 
would like to classify grasping movements according to the 
"purpose of grasping movement" and use the results of the 
distribution in grasping patterns to create more useful 
classifications for grasping movements in engineering. 

The results in Section IV.B are important, in using the 
classification. The relation between accuracy rates basically 
increases with the degree of freedom, but if the degree of 
freedom increases with no useful feedback, the results would 
differ from expectation. Therefore, the challenge which lies 
ahead is to find effective ways to use the tactile information.  

In terms of measuring brain activity, we plan to examine 
change of brain activity due to shape of hand and object as 
well as a review of experimental design. 
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Abstract—In this paper, we focus on the Trading Card Game 
(TCG), which offers two versions of playing. One is the version 
of the TCG played with paper-based cards, and the other is the 
TCG played on a computer. We discuss the lost reality and the 
lost enjoyment by playing the computer based TCG compared 
to the paper based one. For analyzing the virtuality in the 
computer game, we propose a scenarios-based analysis based 
on the player’s personality. We believe that the personality 
analysis described in the paper is useful to analyze the human 
social relationships in various games and social media, and also 
clarifies the possible obstacles and reasons for dissatisfaction in 
using social media and playing computer based games for each 
type of personality.  
   Our study also claims that computer technologies can solve 
the problems caused due to the virtuality introduced in a game 
by using augmented reality techniques. We present Augmented 
Trading Card Game (Augmented TCG), and describe the results 
of some experiments with it that show how some problems and 
pitfalls of the remote trading card game play on the Internet 
could be improved. We believe that the case study and the 
scenario analysis given in this paper would be useful to 
improve the current realizations of games. 

Keywords - Virtualization and augmentation; Personality; Game 
design; Augmented reality; Scenarios-based analysis. 

I. INTRODUCTION 

   Our daily life becomes more and more virtual by making 
the surrounding daily artifacts more intelligent [6, 14]. Our 
definition of virtual is something that does not really exist, 
but has a real effect on our daily life as if it exists. Jean 
Baudrillard explains our consumption behavior as we 
consume symbols associated with things, not the things 
themselves [3]. Since the symbolization of things will 
accelerate by embedding computers in our life, our virtual 
consumption will progress rapidly.  
   The impact of introducing virtuality in our daily life has 
not been discussed well, although digital books have 
become very common everywhere, and virtual worlds like 
The Elder Scrolls V: Skyrim [26] are creating almost 
indistinguishable real worlds within a computer. 
Specifically, it is an important issue to discuss the effects of 
replacing real things with virtual things by using computers. 
In recent games, physical tangible things are replaced by 
virtual things in the computers, and multiple players can 
enjoy easily a remote game play without meeting each other. 
Even though the rules of a game do not change, the play 

style significantly changes according to the game’s 
realization method. However, currently, there is no good 
way to analyze the effects of the different realization 
methods in a systematic way. 
   In this paper, we mainly consider the effects of 
virtualization in the Yu-Gi-Oh! trading card game [27] as a 
case study of the virtualization of daily objects. The Yu-Gi-
Oh! trading card game (TCG) as shown in Fig. 1 is a turn 
based game that uses paper cards and is played in a one-to-
one or two-to-two manner. A player collects cards by 
buying packs of cards that contain sets of randomly chosen 
cards or by exchanging cards with other players. Yu-Gi-Oh! 
cards are categorized into three types: monster cards, spell 
cards and trap cards. A player chooses his/her favorite cards, 
and constructs his/her own original deck, which consists of 
at least 40 cards.  We call the battle with Yu-Gi-Oh! cards a 
duel. Each player starts a game with a certain number of 
points called life points and performs the duel by 
summoning his/her monsters, battling against the opponent 
player with his/her monsters or using spells and traps. 
Depending on the action taken and the outcome of it the life 
points decrease or increase. If the life points of a player 
become zero or the player cannot draw cards from his/her 
own deck any more, then that player loses the duel and the 
game ends. 

 
Figure 1. Playing Trading Card Game. 

   There are several versions of the Yu-Gi-Oh! TCG that can 
be played on personal computers and allow players to play 
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the game remotely. The cards are represented in the 
computer virtually, and players manipulate the cards using a 
mouse. A single player can also play the game, and in such 
case the duel is performed “against the computer”, i.e., the 
game AI. In this paper, we focus on a version of the game 
that is played on Nintendo DS as a computer-based TCG. 
We call this version the DS version and it can also be either 
played by one person with the game AI as an opponent or 
by two people, who play against each other by connecting 
two Nintendo DSs through WiFi connection. Also, we call 
the version of TCG that uses paper-based cards the paper 
version. 
   For analyzing the player’s behavior in the DS and the 
paper version, we classify the Yu-Gi-Oh! TCG players 
based on the three personalities proposed by Karen Horney 
[7]. For each personality we first create a scenario that 
describes the typical behavior of the corresponding player. 
Then, we discuss how the scenarios change in case of the 
paper and the DS version. The Yu-Gi-Oh! TCG involves 
various sources of pleasure besides just playing, such as, 
completing collections of cards, structuring decks, 
communicating with other players, trading, battling and 
making links to Yu-Gi-Oh! TV animations and Yu-Gi-Oh! 
comics. However, players with different personalities focus 
on and enjoy different aspects of the game. That is why it is 
important to analyze the effects of the different realizations 
of the game for the different players’ personalities. 
   There are two main contributions of our research. The first 
contribution is to propose a scenario-based analysis of a 
computer game based on the player’s personality. In our 
research, we also show that Yu-Gi-Oh! TCG offers multiple 
ways to play the game, and these ways are identified by 
analyzing the player’s personality. We believe that the 
personality analysis described in the paper is useful to 
analyze the human social relationships in various games and 
social media, and also clarifies the possible obstacles and 
reasons for dissatisfaction in using social media and playing 
games for each type of personality. As a second contribution, 
our study claims that computer technologies can solve the 
problems caused due to the virtuality introduced in a game 
by using augmented reality techniques. We present 
Augmented Trading Card Game (Augmented TCG), and 
describe the results of some experiments with it that show 
how the pitfalls in the remote trading card game on the DS 
version could be improved. We believe that the case study 
and the scenarios analysis given in this paper would be 
useful to improve the current realizations of games. 
   The remaining sections are structured as follows. In 
Section II, we present some related work to our research. 
Section III introduces scenarios of trading card game plays 
based on three personalities, and in Section IV, we analyze 
the scenarios and how the virtuality is introduced when 
implementing the remote trading card game on the DS 
version. Section V presents Augmented TCG that augments 
the trading card game by using augmented reality 
technologies, and shows how the augmentation influences 
the game play according to the player’s personality. Finally, 

in Section VI, we conclude the paper and show some future 
directions. 

II. RELATED WORK 
   In this paper, we adopt the Karen Horney’s personality 
theory, but we also consider using other personality theories 
to analyze the game. Richard Bartle analyzes the personality 
of a player in a role playing game [2]. He describes eight 
personalities: opportunists, planners, politician, scientists, 
hackers, networkers, friends, griefers as roles used in the 
game, and he claims that a player changes his/her roles 
according to the current situation. However, the 
classification does not take into account the human 
relationship that is important when analyzing trading card 
games. On the other hand, Karen Horney’s personality 
theory is based on the essential desires in the human 
relationship. In TCG, the human relationship is the most 
important factor to define the game. Thus, we consider 
Karen Horney’s classification as more appropriate to 
analyze TCG.  
   The big five theory claims that human personality can be 
analyzed by five factors: openness, conscientiousness, 
extraversion, agreeableness, and neuroticism [15]. The 
factors are demonstrated by rigorous scientific experiment. 
On the other hand, the Karen Horney’s personality theory is 
classified based on the human relationships like isolation, 
cooperation and conflict. At the moment, there is no 
psychological discussion to show the relationship between 
these two theories.  
   In [4], the scenarios analysis focuses on only one 
personality: moving toward people because the personality 
is the majority in our real world. We focus on more 
comprehensive analysis based on three personalities. One of 
the essential contributions of our paper is that players of 
trading card games are classified into three personalities, 
and the players of all personalities can enjoy the game. 
   The product attachment theory [16] explains that a user 
feels more empathy when the personality of a product 
matches the user’s personality. Applying the theory to TCG, 
TCG has three personalities and they correspond to the 
player’s personalities. Daily products also have multiple 
personalities [20], and our approach to analyze scenarios 
based on multiple personalities will be useful to design daily 
products.  
   There are several ways to augment the Yu-Gi-Oh! TCG. 
Duel Accelerator [24] is an online-based Yu-Gi-Oh! TCG 
where each player chooses an avatar that identifies him/her 
from the other players, and special effects on cards make 
players more excited to play the game. Also, the Skype duel 
uses Skype to show remotely each player’s card on the 
opposite player’s display and the voice communication 
between the two players is possible as well. 
   CyberOne [23] is a new TCG that enhances previous TCG. 
Each paper card has a sequence number. When the number 
is input, the corresponding virtual card appears in the online 
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TCG. The player can exploit the tangibility of cards, but 
he/she can also enjoy additional special effects, which is an 
example of the advantages of the virtual cards. Also, since 
the rules are simplified, the duel is automatically progressed 
without the player doing anything. However, the enjoyment 
of constructing an original deck carefully, remains for the 
player. Moreover, the two players do not need to play the 
game at the same time because they just need to construct 
their decks. One significant advantage of this type of TCG 
is that for a player with the moving away from people 
personality there is no obstacle to play a duel. However, 
since the TCG does not encourage the communication in the 
game, it may not be suitable for a player with moving 
toward people personality. 
   Augmented reality techniques may be used to enhance the 
existing games. For example, in [21], there are several 
augmented reality games that enhance traditional games. 
Specifically, Augmented Go [9] is a promising approach to 
maintain the advantages of the physicality, but to add 
virtuality to the Go board game. In [19], a pervasive game is 
designed with virtual and tangible objects, and two 
approaches are compared to investigate the effect on social 
interaction and physical activities. Also, in [5], Pacman and 
Ghosts are human players in the real world experiencing 
computer graphics fantasy-reality by using wearable 
computers on them. 
   The most significant difference between our approach and 
previous approaches is that we propose the usage of virtual 
characters from animation and game stories [18]. 
Specifically, this approach is very different from using 
avatars that identify users. The virtual characters in our 
approach add the fictional atmosphere of the stories to the 
trading card games and enhance players’ experiences if 
players know the stories well. 
   The interaction between the virtual environment and the 
physical environment is one of the hottest topics in the game 
research. In [13], authors present an introduction and 
overview of the field of pervasive games that can blend real 
and virtual game elements. Our analysis can be extended to 
discuss how the games in virtual environments lose the 
reality, and to consider how the techniques of pervasive 
games can be used to improve the lost reality. Also, in [18], 
we discussed how a virtual character is effective when the 
virtual and real world are blended. Specifically, a virtual 
character used in animation and game stories can give us an 
enhanced feeling to seamlessly blend our real life and the 
fictional world of the animation and game stories. 

III. SCENARIO ANALYSIS BASED ON 
PERSONALITY THEORY 

   The personality classification used in this paper is based 
on the Karen Horney’s personality theory [7]. TCG offers 
several ways to enjoy the game, and giving a good 
classification of the players’ personalities would allow us to 
analyze the ways to play the game in a more systematic way. 
We believe that the way and attitude of playing TCG for a 

certain player is identical to creating his/her own original 
and personal story. Even though each player emphases on a 
different way to play the game, it is possible to classify the 
players into few patterns. Therefore, creating scenarios 
based on the personality theory concepts is an appropriate 
approach to analyze the behavior and intention in the game 
play. 

A. Player’s Personality Analysis for Trading Card 
Game 

   Personality refers to how people evaluate the personalities 
of other people, including: 1: the characteristics or qualities 
that form an individual’s character, 2: qualities that make 
someone interesting or popular (Oxford Dictionary, 2006). 
Karen Horney classifies human personalities into three 
types: moving away from people, moving toward people, 
moving against people. In this paper, we consider three 
scenarios based on this personality classification for Yu-Gi-
Oh! trading card game players.  

1) Moving Away from People: A person belonging to this 
category likes to seek completeness and perfectionism in a 
closed world, and attempts to establish his/her identity by 
self-satisfaction. Therefore, the person usually collects cards 
alone, and is really determined and concentrated to collect 
all the cards he/she wants. A player with this personality has 
a strong attachment to his/her cards, and the story to 
encounter the cards is very important for him/her. This 
means that he/she establishes his/her identity and deepens 
the attachment to the cards by knowing and exploring 
carefully the background of each card. 

2) Moving Toward People: A person belonging to this 
category attempts to establish his/her identity by acquiring 
the approval and affection from others and seeking a partner. 
He/she likes the interaction with others by using cards, and 
constructs his/her original story by deepening the friendship 
with his/her friends and achieving self-realization together 
with others. 

3) Moving Against People: A person belonging to this 
category attempts to establish his/her identity by obtaining 
social evaluation and praise from others, and creates his/her 
story by seeking his/her perfection. Also, he/she likes to be 
superior to the other party and satisfies his/her pride by 
showing his/her advantages to others. 

B. A Scenario for Moving Away from People 

   “Mizuki is a university student who likes Yu-Gi-Oh! cards. 
Her favorite deck type is Light Sworn. The illustrations on 
the cards of the Light Sworn series are very lovely and 
pretty to her, and she really enjoys just arranging her cards 
and looking at them. However, she still does not have all the 
cards from the Light Sworn series. Specifically, she does not 
have the Lightsworn Sorceress Lyla card, but she really 
wants to have it. Lyla is a beautiful lady, and the card 
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depicting it is twinkling as well, which makes it even more 
attractive. Moreover, the card of Lyla would make Mizuki`s 
deck stronger. But, the card is extremely rare, and it is very 
hard to get it. She has the chance to get the card as a used 
one, but she does not like the idea since she would not feel 
the card as hers. However she is determined to find the card 
and for that purpose she goes to the card’s shop and buys 
two boxes of cards that may contain the Lyla card. Each box 
costs 4500 yen and contains 30 packs, where each pack 
contains 5 cards.  
   After coming back home, Mizuki impatiently starts 
opening the packs. She is so excited, her heart beats fast, 
and she carefully opens the packs, one by one. She hopes to 
get the card whenever she finds a card whose edge has the 
same color as the Lyla card. Unfortunately, just the edge of 
the card is the same color and the illustration on the card is 
a different monster. She is very disappointed not to get the 
desired card again and again. Unfortunately, she could not 
find the Lyla card in the two boxes she bought this time. 
Although she is disappointed, she carefully sorts and keeps 
all the cards bought today in her collection. She could get 
some other rare cards this time as well, but she could not be 
very happy about that. She really wants to get the Lyla card, 
so she decides to buy seven more boxes and look for it. No 
matter how expensive it is, she will continue buying boxes 
until she gets the Lyla card.  
   Again, in the first box, she could not find the Lyla card. 
She also could not find the card in the second box. Now she 
thinks she will not be able to find the card this time as well 
and feels desperate. But, finally, she could find the Lyla 
card in the third box. Mizuki becomes really happy, inserts 
the Lyla card very carefully in a sleeve and adds it happily 
to her deck. However, she has no plan to use the deck to 
play Yu-Gi-Oh! TCG, but just to keep it for herself. She 
continues to open the fourth and the fifth box still excitedly, 
and finds another Lyla card in the fifth box. Thus, she 
becomes super happy again. After opening all the boxes, she 
is able to complete fully her collection of cards in the Light 
Sworn series and is very satisfied about that.  Although she 
gets more than ten same cards, she is really happy to have 
completed her goal. “. 

C. A Scenario for Moving Toward People 

   “Toty has started to play the Yu-Gi-Oh! TCG with the 
recommendation from her friend Eiji. Since Eiji has more 
experience with the Yu-Gi-Oh! TCG than her, he teaches 
her how to play and enjoy the game. Eiji takes her to a card 
shop near their homes. Eiji plays the game with the deck of 
the Elemental Hero series, and he wants to get cards from 
the Elemental Hero series. Each of them buys 10 packs. 
Then, they go back to Toty’s home together and start 
opening their packs. There is a super rare card in Toty’s 
Elemental hero series pack that he really wants to have. Eiji 
negotiates with Toty to exchange the card with him for 
another super rare cards that he currently has and she 

agrees since she does not consider to use the card in her 
deck. Toty passes the card, and asks Eiji to exchange cards 
with her again when he gets a card that she wants to have in 
the future. Then, finally, they start to play a duel.  
   Although Toty really loves playing the duel, she does not 
really understand the game’s rules yet. Thankfully to Eiji’s 
kind help and explanations after playing several duels, Toty 
increases her playing skills and understands how to use the 
super rare card she got from Eiji. They play ten duels, in 
which Toty has three wins and seven losses, but in all the 
three wins, the super rare cards that she has got from Eiji 
plays a key role. Now, it becomes dinnertime, Eiji returns to 
his house and both of them are looking forward to their next 
duel. 
   At home, Eiji starts to rearrange his deck by selecting 
some more suitable cards for dealing with the super rare 
card that Toty has in the next duel. He raises his fighting 
spirit and says to himself “Well, that deck will not lose in 
the next duels with Toty. 
   After dinner, Toty also looks carefully at the cards she has 
got from Eiji. She has enjoyed today’s duels and chats with 
Eiji a lot and is satisfied with the score, but she promises to 
herself to win the duels with Eiji next time.  
   They both had a great day and are really excited and 
looking forward to their next duels and talks about Yu-Gi-
Oh! Cards”. 

D. A Scenario for Moving Against People 

   “Tatsuo is more than 10 years advanced Yu-Gi-Oh! TCG 
player. For him, wining the duel is the most important issue, 
and he is very interested in increasing the power of his deck. 
Tatsuo has also participated in tournaments a couple of 
times. Today, he visits again one of his favorite cards shop 
and plays duels there. Since he visits the cards shop every 
week, he has some friends there to play with. They all are 
advanced players, and use a variety of decks and tactics. In 
their play, all decisions are completely effective. All of them 
know the effects of the cards by just looking at the 
illustrations of the cards, without reading any of the 
explanations. They all play the duels very seriously and 
concentrated without even chatting during the play. 
Specialized words like: “Draw”, “Summons”, “Attack”, 
“Trigger Monster Effects”, “Trigger Magic Effects”, 
“Trigger Trap Effects”, “Chain”, “Turn End” are the only 
communication among them during the play. Although 
Tatsuo is a strong player, it is not easy for him to win the 
duel today. Just one mistake would make him lose, so he 
feels great thrill for the play. He needs to predict the 
opponent player’s tactics from the opponent player’s field 
and graveyard and from the opponent’s gaze and face 
expression, and choose the most effective card towards it. 
Finally, he wins the duel and feels extremely happy and 
satisfied. Then, his friend starts a new duel with another 
player after changing his deck with a deck, which would be 
more effective for the new opponent player’s deck.  
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   Some of his friends start to return to their homes and 
Tatsuo also decides to quit playing for today. He has lost two 
duels today. He analyzes the reasons to lose, and considers 
how to improve his play next time by choosing more 
appropriate and stronger card.  Immediately, he tries to buy 
that card as a used card before coming back home.  Only in 
case he cannot find the card as a used card, he will try to 
buy some new packs and look for that exact card in them. In 
such case, if he cannot find the target card in the packs, he 
will sell all the cards at the shop. Tatsuo will definitely come 
to the shop next week, and try to win all duels.” 

IV. THE INFLUENCE  OF VIRTUALITY THROUGH 
SCENARIO ANALYSIS: LOST REALITY 

   In the previous section, we have presented three scenarios 
for the case when players use real paper cards in the game. 
In this section we consider how scenarios change in the case 
of the DS version of the TCG that uses digitally 
implemented virtual cards. In this paper, we call lost reality 
the situation in which a player loses some of the realities, he 
feels during the play with the real paper cards, while playing 
the DS version. In this section, we consider the lost reality 
issues in the scenario of each personality. 

A. Moving Away From People 

   In the scenario described in Section III.B, the physical and 
visual value of the real paper card is essential for a player 
with this personality. As described in the scenario, the 
player can achieve a feeling of fulfillment just by the 
arrangement of the cards and by looking at them. Also, she 
feels that the twinkling super rare cards are very precious 
for her. The digitally implemented virtual cards are difficult 
to offer detailed visual information and a sense of twinkling. 
Also, in the scenario, the player obtains more than 10 same 
cards. Virtual cards lose the sense of quantity because the 
quantity is represented just as a digital number, while real 
paper cards offer the sense of the quantity as the thickness 
of the set of cards. Buying boxes of cards, opening packs 
and keeping and arranging cards in sleeves carefully is 
related to the sense of touch. However, even though virtual 
cards lose all these physical senses they have some 
advantages as well. Virtuality makes it easy to manage the 
cards, i.e., it is easy to sort the cards and keep them together. 
But, virtual cards may make the collection of cards a boring 
task.  
   Virtual economy is also one of the ways to recover the 
reality [11]. In the DS version, duel points (DP) are added to 
the game. A player can get cards by using his/her DP. DP 
can be increased in various ways in the game such as 
winning a duel with the game AI. Thus, without spending 
money on collecting cards, a player can obtain the cards 
he/she likes using his/her DP. Therefore, the will to increase 
his/her DP winning percentage encourages a player to play 
the game with the game AI or other player through a WiFi 
connection. A player with the moving away from people 
personality is  discouraged to play the game when the card 

is virtual because virtual cards decrease the player’s 
motivation to collect the cards. Introducing virtual economy 
increases the values of the cards, which offers the possibility 
to recover the motivation to play the game. 

B. Moving Toward People 

   In the scenario described in Section III.C, the player with 
the moving toward people personality considers that the 
relationship and the communication with other people are 
the most important conditions to enjoy the game. Going to a 
nearby cards shop together with a friend, visiting a friend’s 
house to play together and opening packs of cards together 
are some typical important actions in the scenario. It is not 
easy to buy cards and open packs together when using 
virtual cards. Especially, in the DS version, each player does 
these actions alone. Also, changing the rules, such as 
exchanging a card for two, is a limited action since it is hard 
to change the rules in a flexible way in the DS version. 
Moreover, it is impossible to chat with friends when playing 
the DS version remotely against them. Also, while playing a 
duel, it is difficult for friends to support each other and give 
advices to each other. 
   As described above, a play with real cards involves a duel 
that is performed by players located at the same place, who 
can communicate with each other directly. On the other 
hand, a player performing the game with virtual cards may 
lose the chance to enjoy the communication with the 
opponent player. However, if the two players are located at 
the same place, then even using the DS version of the game 
will not bring any communication difficulties to them, since 
they can see and talk to each other.  In [12], there is a 
similar discussion for the case when online RPG game is 
played among people who are located at the same place. Of 
course, the sense of physical presence increases the pleasure 
of the game, but it is more important whether the two 
players can use a rich communication channel or not. 
   A player with the personality of moving toward people 
would be mostly motivated and excited to play a duel with 
his/her opponent face-to-face. 

C. Moving Against People 

   In the scenario described in Section III.D, for the player 
with the moving against people personality, wining the 
duels is the most important pleasure and goal in the game. 
Since winning against real human is different from winning 
against game AI, a player of this type is much more satisfied 
to win duels against strong human players. However, one 
worth mentioning feature of computer games is the fact that 
it is possible for a player to reset the game by simply turning 
off the computer if the current situation and score are not 
convenient and favorable for him/her. In the scenario, the 
player feels a strong sense of thrill because just one mistake 
in his play would make him lose the duel, while in the 
virtual world, it is easy to reset the game when the game 
does not advance according to his preferences. Thus, in the 
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virtual world, the sense of thrill, challenge and risk is 
decreased with the possibility to terminate or reset the game 
at any time.  
   Also, in the scenario, the player predicts the opponent 
player’s tactics and move by observing his/her gaze and face 
expressions. This reality is completely lost when players 
cannot see each other, which decreases the excitement and 
enjoyment of the game, as well as the satisfaction of 
winning the game. Moreover, since the player does not see 
the opponent player, he/she tends to easily cheat in the game.  

For example, in the DS version, the winning percentage is 
recorded, and this becomes a big incentive for the players 
with this personality to win the duels. Being determined to 
win the game, many players using the Nintendo DS, tend to 
disconnect the connection with the remote opponent player 
once they realize they might be losing the game. Currently, 
this becomes a serious problem for players who play the DS 
version, which shows that it might be difficult to maintain a 
good moral ethics in case the sense of presence of the 
opponent player is lost.  

 

 
 

Figure 2. Augmented Trading Card Game. 
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V. AUGMENTED TRADING CARD GAME 

A. Motivation and Overview of Augmented TCG 

   As described in the previous section, if the reality of a 
game is lost, the incentive to play the game and the 
enjoyment of the play decrease. For a player with the 
moving away from people personality, the lost reality of the 
physical sense of the cards decreases his/her motivation to 
collect cards. Also, for a player with the moving toward 
people personality the incentive to play a game when the 
communication between players becomes difficult or 
inactive, diminishes. And for a player with the personality 
for moving against people, the motivation to play a game 
weakens if it is impossible for him/her to look at the face of 
the opponent player in order to observe his feelings and thus 
predict his tactics and moves. Moreover, such player does 
not feel the self-esteem when other people do not see his/her 
victory. This means that it is hard for a player to create a 
story based on his/her own memories by the lost reality.  
   When analyzing a player’s intention and behavior, 
behavior economy plays an important role. Behavior 
economy demonstrates that human intention and behavior 
are greatly influenced by a frame defined for each condition 
[1]. This means that a frame defines how to offer pleasure to 
a player and also changes according to the realization of the 
game. In this section, we consider a new frame to support 
remote TCG play that covers all the personalities. The frame 
also offers the physical tangibility of paper cards. The case 
study will show our personality analysis is effective to 
analyze the pitfalls of the current game design. 
   Jean Baudrillard proposed a concept called hyper reality 
[3]. Augmented reality technologies are used to introduce 
virtuality in a game, but also they are used to increase the 
hyper reality that is lost by the virtuality. In this section, we 
present Augmented TCG, which offers one possible frame to 
play the Yu-Gi-Oh! TCG that recovers the realities lost in 
the DS version.   
   We have designed Augmented TCG taking into account 
our pre-observations and analysis of the scenarios described 
in the previous section. The basic design approach is similar 
to the one in the augmented reality games introduced in [21]. 
As shown in Fig. 2, the two players are located in different 
places. Each player’s cards (real paper cards), in his/her duel 
field on the table in front of him/her, are captured by a 
camera and projected on the opponent player’s table. Also, 
each player is represented as the 3D model of a virtual 
character used in popular animations and games, and this 
character is shown to the opponent player. In the current 
implementation, MikuMikuDance [25] is used to show the 
3D models of the virtual characters. MikuMikuDance is free 
software for creating 3D movies by using virtual characters. 
The virtual character is controlled using MS Kinect and its 
movement is synchronized with the movement and the 
behavior of the player it represents. Moreover, the two 
players can communicate with each other via Skype if 

desired, and thus it is possible for them to introduce each 
other directly instead of using virtual characters. This option 
will allow us to compare the case of the players 
communicating with each other through virtual characters 
and the case of the players directly communicating with 
each other. 
   Fig. 2 also shows a basic configuration of Augmented 
TCG. The most important design issue of Augmented TCG 
is the approach to use real paper cards not virtual cards, 
implemented digitally in a computer as shown in the figure, 
and the player performs the duel with a virtual character as 
an opponent. The system is useful to discuss the issues how 
virtual and real components in the TCG game affect the 
player’s game play. 

B. Experiments and Design Implications 

   We have conducted a user study to show some 
experiences and observations with Augmented TCG. We 
have recruited five participants who are familiar with Yu-Gi-
Oh! TCG, have more than three years experience with Yu-
Gi-Oh! TCG, and know both the paper version and the DS 
version well. Three kinds of experiments have been 
performed for each participant and each participant 
performed the duels in the experiments against one of the 
authors of the paper, who has deep knowledge about the 
TCG and could lead and control the experiment so that all 
participants play the game under the same conditions.  After 
the experiments we made an interview with the participants 
through semi structured focused group. In this subsection, 
we explain an overview of each experiment, and show some 
experiences extracted during the user studies.  
   In the first experiment, each participant played a duel 
against an opponent, represented by a virtual character, 
whose movement was synchronized with the movement of 
the opponent player by using MS Kinect. After the 
experiment a participant told us that if the virtual character 
was his favorite character, he could enjoy the duel better. 
Another participant said that he focused mostly on the 
opponent player’s card, and presenting the virtual character 
was not important for him. However, most of the 
participants claimed that the virtual character was not 
enough to feel the presence of the opponent player because 
Kinect was unable to extract face expressions and eye 
movement. Also, the movement of the virtual character was 
not natural because Kinect interpreted the movement of the 
player based on only few body points.  
   We also compared the case of the player directly seeing 
his/her real opponent player with the case of using a virtual 
character to represent the opponent player as shown in Fig. 
3. From the interview we have found that if a participant 
knows the opponent player well, then the real person view is 
more preferable and increases the reality of the game, while 
in the case of the opponent player being a stranger, some of 
the participants claim that using virtual character is 
preferable because they do not feel comfortable either 
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showing themselves or seeing their opponents. A participant, 
whose personality is the moving away from people type, 
does not like to see the opponent player directly if he/she 
does not know the player well. For him/her, representing the 
opponent player as a virtual character is helpful to increase 
his/her motivation to play the duels. A participant with the 
moving toward people personality would prefer to see the 
real view of the opponent player. Therefore, the right 
representation of the opponent player depends on each 
player’s personality. Finally, for a participant whose 
personality is moving against people the real gaze and face 
expression of the opponent player is essential in order to 
predict his/her tactics and consequent moves. That is why in 
such case it does not matter whether the opponent player is 
real or is represented with a virtual character, but the most 
important is that if he/she is represented by a virtual 
character then that character should offer a gaze and a face 
expression exactly the same as the real opponent player’s 
one at that moment. The discussion teaches us that the 
reality of the virtual character is essential to satisfy and 
motivate all personalities.  

 

Figure 3. Playing against a Real Opponent Player. 

   In the second experiment, the card that the opponent 
player draws is shown on a small display near the 
participant as shown in Fig. 4. As described in the scenarios 
presented in the previous section, virtual cards significantly 
decrease the motivation and the game enjoyment for players 
with the moving away from people personality. However, if 
the opponent player’s cards are projected on the table, it 
might be hard to clearly see and understand the characters 
on them if they are too small or with low resolution and thus 
more difficult for a player to make a right decision.  That is 
why in our settlement we show the card drawn by the 
opponent on a small display near a player. However, the 
necessity of such details strongly depends on the personality 
of a player. If a player’s personality is moving away from 
people type, then he/she usually likes to win a duel because 
it is important for her/him to show the superiority of his/her 

favorite deck, but he/she may not have enough knowledge 
about other players’ cards. Hence, he/she needs to see 
enough information of the opponent player’s cards in order 
to play well. For a player with the moving toward people 
personality, winning a duel is not the most important point 
but the fact that he/she would be able to communicate and 
enjoy a game with a friend. In such case, the offered 
information by the displayed card is not so important since 
he/she can always ask his/her friend opponent for more 
information if necessary and such communication would 
even strengthen their friendship.  A player with the moving 
against people personality has a lot of knowledge for most 
of the cards and just seeing the shape of the illustration on 
the card is enough for him/her to know its functionality. 
Thus, for him/her, it is not so important to show the small 
details of the cards. However, we believe that the possibility 
to show detailed card information would have a positive 
impact on the enjoyment of the game for each personality.  

 
Figure 4. Showing a Card in a Small Display. 

   In the third experiment as shown in Fig. 5, while playing 
the game, another virtual character depicted on one of the 
player’s cards appears on a small display near the player 
once that card is drawn out of the deck, and supports and 
encourages him/her to win the game until the end of the 
game. After the experiment one of the participants said that 
it was desirable that the card depicting the character shown 
on the small display did not lose from the attack of the 
opponent player. Another participant, who was not 
interested in the character shown, told us that it would have 
been more enjoyable if his/her favorite character encouraged 
him/her. Most participants said that the presence of the 
character was enjoyable, but it was hard to consider winning 
the game just from the character’s encouragement. The 
participants’ comments showed that they were aware that 
exactly the character depicted on one of their cards appeared 
on the small display without them being informed in 
advance about this feature of the system. A player with the 
moving away from people personality feels the importance 
to show the character depicted on his/her favorite card. 
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Especially, a female player likes a card depicting a lovely 
character and the approach is very effective for encouraging 
her to win the duel. For a player with the moving toward 
people personality, showing such a character is also a kind 
of special effect for encouraging him/her in the duel. So, if 
the character shows the current state of the duel, i.e. wining 
or losing, it may increase the pleasure of the duel. Therefore, 
the effect should be customized for each player’s 
personality, but we believe that offering the encouraging 
effect to the duel would be useful for all personalities. 

 
Figure 5. Encouraging a Player by a Virtual Character. 

C. Discussions and Future Directions 

   In this subsection, we give some discussions on the 
observations and results obtained from the experiments with 
the Augmented TCG. In Augmented TCG, the physicality of 
the cards is the most important design decision, since virtual 
cards do not offer the sense of tangibility and thus lead to 
the loss of the reality in Yu-Gi-Oh! TCG. However, physical 
tangibility is a very important concept to offer enjoyment of 
the game to a player [8, 10]. Especially, for a player with 
moving away from people personality, collecting Yu-Gi-Oh! 
TCG cards is the most significant fount of pleasure, but 
virtual cards lose the sense of ownership and thus decrease 
the enjoyment and satisfaction of the game. However as a 
positive observation, adding virtuality may help to increase 
the empathy on the cards. For example, showing the special 
character depicted on one of the cards on a display near the 
player increases the empathy with that character. If the 
character were the player’s favorite character then playing 
together and communicating with the character during the 
game would make the game even more enjoyable and 
exciting. Furthermore, even in case the card depicting that 
character is a very rare one, the player would make a great 
effort to get the card and enjoy the interactive play with the 
character.  
   For a player with moving toward people personality, 
feeling empathy with the virtual character representing the 

opponent player is important to maintain the incentive to 
play the game. In this case, the sense of the remote player is 
an important issue. If the player knows which virtual 
character his/her friend likes, using that character to 
represent the player increases the empathy during their play 
because he/she considers playing with his/her friend. The 
effect is similar to using an avatar. If a player knows the 
avatar of his/her friends well, he/she does not distinguish the 
avatar from his/her friends. However, using virtual 
characters from games and animations may enhance the 
conversation between a player and his/her friend if both are 
interested in the stories of these characters. 
   A player with moving against people personality feels 
more excited to play against Yugi or Kaiba, which are very 
skillful players in the Yu-Gi-Oh! animation story, because 
that player has a strong motivation to win the game against 
an expert player. Then, he/she feels the illusion of playing 
the game inside the animation story. However, in this case, 
as described in the previous section, the reality of the virtual 
character is essential. Augmented TCG synchronizes the 
movement of the remote player with the movement of the 
virtual character, but to maintain the reality of Yugi and 
Kaiba, the movement needs to be modified to reflect their 
natural characteristics in the animation story.  
   In our recent projects, analyzing the personality becomes a 
common tool when designing a new service. We especially 
believe that the analysis based on a user’s personality can be 
used when designing social media. Recently, social media 
like Twitter and Facebook become very common as a tool to 
connect people and increase human creativity. However, 
from the aspect of the personality theory, the current social 
media does not support well people with the moving away 
from people personality. The scenarios analysis described in 
the paper is useful to improve the current social media for a 
larger number of people. Specifically, the personality 
analysis framework described in the paper would be useful 
to analyze the social aspect of any services, and we hope 
that the proposed approach can contribute to the progress of 
the future social media and services. 

VI. CONCLUSION AND FUTURE DIRECTION 
   In this paper, we discussed the Yu-Gi-Oh! Trading Card 
Game, which offers two versions of playing. One is the 
version of the TCG played with paper-based cards, and the 
other is the TCG played on a computer. We discussed the 
lost reality and the lost enjoyment by playing the computer 
based TCG compared to the paper based TCG. For 
analyzing the effect of the virtuality, we proposed a 
scenarios-based analysis of a computer game based on the 
player’s personality. Our study also presented that computer 
technologies can solve the problems caused due to the 
virtuality introduced in a game by using augmented reality 
techniques. We introduce Augmented Trading Card Game, 
and describe the results of some experiments with 
Augmented TCG that show how the pitfalls in playing 
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trading card game among remote players on the Internet 
could be improved. 
   Computer games attract people by creating the illusion of 
being immersed in an imaginative virtual world with 
spectacle computer graphics and sound. The goals of 
computer games are more interactive than that of traditional 
games, and it brings players a stronger desire to play the 
game. Computer games designed with an optimal level of 
information complexity can provoke players’ curiosity. 
Therefore, computer game intrinsically motivate players by 
bringing them more fantasy, challenge, and curiosity, which 
are the three main elements contributing the fun in games.  
Augmenting and virtualizing our daily life by using 
computer games is a promising way to extend traditional 
gamification. Our approach is also useful to analyze the lost 
reality of augmenting and virtualizing our daily life. We 
need to discuss these issues in our future research. 
   As a next step, it is necessary to identify metrics to analyze 
the scenarios more systematically. In [17], we identify five 
values to analyze the values of products and services and 
would like to investigate whether these metrics can be used 
to analyze the described scenarios. We need to consider how 
each value is related to the player’s personality. We may 
change the values dynamically according to the current 
player’s personality. Also, we are interested in designing 
gamification scenarios [22] based on the personalities. Each 
player’s personality requires different incentives to motivate 
a user of the gamification service. That is why, future 
gamification frameworks need to take into account how to 
successfully incentivize players depending on their specific 
personality and we believe that the personality analysis given 
in this paper would be helpful in that direction. 
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Abstract— The main trend in video game playing is the move 
to collaborative from competitive styles. Additionally, the game 
system is no longer confined to a stand-alone video game 
machine, but opened to other players through the Internet, so 
the competitors and the cooperators in the video game’s world 
are not only programs, but also human beings. Over the 
internet, the players compete for a goal with their competitors 
in the competitive style game and obtain their goal together 
with their partners in the collaborative style game. Therefore, 
the game player cannot estimate the partner or enemy’s 
behavior, and the interest in the game doesn’t only depend 
upon the game itself but also on the partners’ and competitors’ 
behaviors. In this paper, we will investigate the influence of a 
partner or competitor on the performance and the state of 
mind of the game player. Another aspect of game playing is 
discussed by Mihaly Csikszentmihalyi, who identifies ‘Flow’, in 
which a person is fully immersed in a feeling of energized focus, 
as a central experience for enjoyable something. It is said that 
a person can feel Flow when they recognize their skill is just 
enough to accomplish the task. We will investigate the game 
player’s state of mind based on Flow theory. As a result of 
some experiments, it will be shown that the player tends to feel 
good when the performance of their partner or enemy is 
almost as high as the skill of the subject. These experiments 
were performed by participants playing various video games, 
however, we think that the results of the experiment may be 
applied on the many and varied systems which support human 
motivation. 

Keywords; social game; video game; flow theory; 
collaboration; competition 

I.  INTRODUCTION  
Recently, because of the diffusion of the Internet into the 

home and onto hand-held devices, Network Games such as 
Social Games have become popular. Further, it is not only 
competitive type games in which the player brings down an 
opponent, but also cooperative type games in which the 
player obtains the goal in cooperation with online partners 
that have grown in popularity. In this study, we will 
investigate the influence of the difference between 
competitive and cooperative type games as well as the 
opponent’s effect on the primary player’s state of mind and 
his performance. 

The concept which is named Flow is widely 
acknowledged in Sociology. As mentioned previously, Flow 

is advocated by the social psychologist Csikszentmihalyi [1], 
and is the state in which a game player is fully immersed in a 
feeling of energized focus. A person can feel Flow in the 
condition, when he recognizes his skill level is just enough to 
accomplish the task, which may also be adjusted by changes 
in the challenge level as a player gains experience. We think 
that the video game player can feel Flow easily because the 
game player can raise his skill level by simply playing the 
game and the game system can raise the game level based on 
the player’s ability automatically. In this paper, we also wish 
to discuss the possibility of the game system which induces 
Flow on the player’s state of mind. 

Until now, many varied game systems have been 
developed and have succeeded in the video game market. 
Some researchers in this field have focused on motivating 
workers by using video games, and enhancing the elements 
of entertainment and game design that have this effect [2]. 
Other research has investigated the influence of a player’s 
skill and competitor’s behavior on the player from the 
viewpoint of brain activity by using fNIRS [3]. Still, other 
researches on game systems based on Flow theory have been 
performed using commercial games [4]-[6]. There is a 
possibility that another results were obtained with another 
games. And this study will also examine game systems and 
human computer interaction based on Flow theory. 

In this paper, the goal is to propose a game system which 
induces Flow and to experimentally measure this experience 
based on the influencing factors of game type (cooperative vs. 
competitive) and opponent’s ability (lower/equal/higher). It 
is difficult to control these situations by using the 
commercial game. Therefore, It is necessary to design the 
experimental game system in which the game situation can 
be controlled by the experimenter. In Section II, Flow theory 
is introduced, and the relation between the competitive type 
or cooperative type games and that theory is discussed. 
Section III describes the experimental system which allows 
the experimenter to control the game situation and the 
remote player’s skill, and experimental method to investigate 
the influence the remote player’s skill on the game player’s 
performance and state of mind. The experimental results are 
demonstrated in Section IV. Conclusions and future works 
are demonstrated in Section V. 

Eventually, we think the knowledge gained from this 
research can be utilized in various kinds of computers and 
machine interfaces.   
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II. FLOW THEORY 

A. Overview 
Fig. 1 shows the model of flow state, which is advocated 

by Csikszentmihalyi. When the task challenge level, which 
means the difficulty of the task, is higher than the operator’s 
skill, he probably feels ‘Anxiety’ and/or ‘Stress’. Conversely, 
in the case that the challenge level is lower than the 
operator’s skill, he will feel ‘Relief’ and/or ‘Boredom’. In 
the case that the operator recognizes the challenge level is 
just right for his skill, he will feel ‘Flow’. Additionally, 
when both levels are high and well balanced, then he feels it 
more strongly. It is said that the components of ‘Flow’, are 
as follows [1],[7]: 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Figure 1.  Model of the Flow state [5]. 

 

• Clear goals (expectations and rules are discernible 
and goals are attainable and align appropriately with 
one's skill set and abilities). Moreover, the challenge 
level and skill level should both be high. 

• Concentrating, a high degree of concentration on a 
limited field of attention (a person engaged in the 
activity will have the opportunity to focus and to 
delve deeply into it). 

• A loss of the feeling of self-consciousness, the 
merging of action and awareness. 

• Distorted sense of time, one's subjective experience 
of time is altered. 

• Direct and immediate feedback (successes and 
failures in the course of the activity are apparent, so 
that behavior can be adjusted as needed). 

• Balance between ability level and challenge (the 
activity is neither too easy nor too difficult). 

• A sense of personal control over the situation or 
activity. 

• The activity is intrinsically rewarding, so there is an 
effortlessness of action. 

• A lack of awareness of bodily needs (to the extent 
that one can reach a point of great hunger or fatigue 
without realizing it). 

• Absorption into the activity, narrowing of the focus 
of awareness down to the activity itself, action and 
awareness merging. 

 

B. Flow model for competitive type video game 
In the case of video games or sports, the challenge level 

is replaced by the competitor’s skill. In other words, a well 
balanced level between the competitor’s skill and player’s 
skill may induce Flow on the player.  Fig. 2 shows estimated 
model of the mind state of the competitive type game with 
the competitor’s skill as the vertical axis instead of the 
challenge level. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 2.  Proposed model of Flow state  (Competitive type). 

 
When the competitor’s skill level is higher than the 

player’s skill level, the player may feel ‘Anxiety’, 
‘Mortification’ and ‘Inferiority’. In the opposite case, he will 
feel ‘Composure’, ‘Superiority’ and ‘Dissatisfaction’. When 
their skill levels are almost equal, the player will feel Flow 
and ‘Volition’. Furthermore, player’s emotions will change 
with time. The emotions which are indicated in ‘( )’ show the 
player’s feelings after the interval has passed. 

 

C. Flow model for cooperative type video game 
In the case of the cooperative type game, the challenge 

level can be replaced by the cooperator’s skill. Fig. 3 shows 
the estimated model of the mind state in the cooperative type 
game with cooperator’s skill level as the vertical axis. When 
the cooperator’s skill level is higher than player’s skill level, 
the player may feel ‘Luck’ and ‘Impatience’. In the opposite 
case, he will feel ‘Boredom’. When their skill levels are 
almost equal, the player will feel ‘Volition’, ‘Relief’ and 
Flow. The emotions which are indicated in ‘( )’ also show 
the player’s feelings after the interval has passed. 
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Figure 3.  Proposed model of Flow state (Cooperative-type). 

 

III. INFLUENCE OF RELATIONSHIP BETWEEN PLAYER AND 
OPPONENT ON THE PLAYER’S PERFORMANCE AND EMOTION 

A. Experimental method 
To investigate the influence of the relationship between 

player and opponent on the player’s performance and 
emotion, we performed some sensory evaluations under 
various conditions. For that purpose, a simple calculation 
game was produced. Using this system, the subjects solve a 
numerical calculation under controlled conditions; the 
opponent is a competitor or a cooperator and the opponent’s 
skill level is high/even/low ability. The game is over when 
the 50 calculations are done by the subject and the opponent. 
After the game, we make subjects respond to a questionnaire. 
The subjects performed each of these conditions randomly.  

B. Experiment I (Competitive type game) 
First of all, the subject is asked to go into the room and to 

sit down on the chair in front of the PC shown in Fig. 4. 
Secondly, he is asked to solve some two-digit numerical 
calculations on the computer display for practice. After that, 
the experimenter lets the subject know that there is another 
subject in the next room, and he will compete with the 
competitor in solving the numerical calculations on the 
display.  The victory will be determined by the number of 
solved calculations. In fact, the competitor is the computer 
and the competitor’s skill is controlled based on the subject’s 
skill, which is measured in the practice round. The 
competitor’s skill (computer) is set to high ability, equal 
ability or low ability. It means the competitor’s calculating 
speed is twice, even or half of the subject’s calculating speed. 
In the experiment, the subject doesn’t know the competitor’s 
ability. Fig. 5 shows the G.U.I.: Graphical User Interface of 
experiment I. 

The numerical calculation is displayed on the left side, 
and the numbers of solved calculation of the subject and 
competitor are shown in the lower region in number form 
and in a bar graph on the right side. The subject competes 
with 3 opponents, and the order of competition is random. 

After each competition, the subject answers a questionnaire. 
The subjects are 15 male and female students in their 
twenties. 

 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 4.  Experimental setup. 

 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 5.  G.U.I. of experimental system (Competitive type). 

C. Experiment II (Cooperative type game) 
For Experiment II, a new set of 15 subjects were 

recruited. Experiment II is almost the same as I. However, 
the experimenter lets the subject know that there is another 
subject in the next room, and he will cooperate with them in 
solving the numerical calculations on the display. Fig. 6 
shows the G.U.I. of experiment II. The numbers of solved 
calculation of subject and cooperator are again shown in the 
lower region in number form and in a bar graph on the right 
side. 

 
 

 
 
 
 
 
 
 
 
 
 
 

Figure 6.  G..U.I. of experimental system(Cooperative type). 
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IV. EXPERIMENTAL RESULTS 
After each experiment, the subject intuitively plotted the 

point which indicated the relationship between the subject’s 
skill level and the opponent’s skill level on an empty graph 
in which the horizontal axis shows the subject’s skill level 
and the vertical axis shows the opponent’s skill level. Fig. 7 
and 8 show the accumulation of all subjects’ perceived 
comparative skill level entries. In Fig. 7 and 8, the black 
circles indicate the high ability opponents; the squares 
indicate the equal ability opponents and triangles indicate the 
low ability opponents. From these figures, it is clear that 
most subjects recognized the opponent’s ability exactly. 
Additionally, the white circles show the games that the 
subject thinks were the most interesting of the 3 levels. The 
star mark shows the center point of those preferred games. 
The subjects showed a tendency to prefer the game in which 
the opponent’s skill level is almost the same as the subject’s 
skill level in both conditions. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 7.  Questionnaire result (Competitive type). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 8.  Questionnaire result (Cooperative type) 

Fig. 9 and 10 show the average solution times per one 
numerical calculation of all subjects. In these figures, the 
gray bar shows the most interesting game and the black one 
shows the others. These data are normalized by the solving 
time recorded in practice. All average times are lower than 
those recorded in practice with the most interesting games 

receiving even lower times than the others. Especially, in the 
competitive format, there is a significant difference at 5%, 
which indicates that the player performs best when he feels 
enjoyment or feels best when he performs well in a 
competitive environment. 

Fig. 11 and 12 show the emotions that the subjects felt in 
each game. 

 
 
 
 
 
 
 
 
 

 
 

Figure 9.  Average of response time (Competitive type). 

 
 
 
 
 
 
 
 
 

 
Figure 10.  Average of response time (Cooperative type). 

 
 
 
 
 
 
 
 
 
 
 
 

Figure 11.  Questionnaire results for subject’s feeling (Competitive type) 

 
 
 
 
 
 
 
 
 
 
 

Figure 12.  Questionnaire results for subject’s feeling (Collaborative type) 
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In the case of the competitive game, the subjects tended 
to feel ‘Composure’, ‘Superiority’ and ‘Enjoyment’ when 
the opponents’ skill levels were lower than theirs. In the case 
of the cooperative format, they felt ‘Impatience’, ‘relief’, 
‘Enjoyment’ and ‘Boredom’. When the opponents’ skill 
level was higher than the subjects’ skill level, they tended to 
feel ‘Impatience’, ‘Inferiority’ and ‘Anxiety’ in the case of 
the competitive type. In the case of the cooperative type, they 
felt ‘Relief’ and ‘Enjoyment’ in addition to ‘Impatience’ and 
‘Guilt’. When the opponents’ skill levels were equal to the 
subjects’ skill levels, they tended to feel ‘Impatience’, 
‘Volition’ and ‘Enjoyment’ in both game types. From these 
results, it is possible to suggest that even the same game style 
can induce the various emotion states by controlling the 
situation. 

Fig. 13 and 14 show the emotions which are the top 3 in 
Fig. 11 and 12, on a graph which indicates the player’s skill 
level as the horizontal axis and the opponent’s skill level as 
the vertical axis. Comparing this to Fig. 2, we obtained 
almost the same result shown in Fig. 13. However, when the 
ability of the opponent is lower than that of the player, we 
expected the emotion ‘Dissatisfaction’, yet there aren’t so 
many subjects who selected this emotional state. In the case 
of the cooperative type game, when the opponent’s ability is 
lower or higher than the player’s ability, many subjects 
responded ‘Relief’ and when the opponent’s ability was 
lower, they tended to feel ‘Enjoyment’ contrary to 
expectations. 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 13.  Flow model based on questionnaire result (Competitive type) 

 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 14.  Flow model based on questionnaire result (Cooperative type). 

The emotion ‘Enjoyment’ is chosen in almost all 
situations, except for the situation that the opponent’s skill is 
higher than that of the subject’s within the competitive type 
format. In the case of the cooperative type game, the subject 
tends to feel ‘Enjoyment’ and ‘Impatience’ in all situations. 
On the other hand, in the case of the competitive type, the 
difference emotions were induced by the opponent’s ability. 
When the ability of the opponent is equal to the subject’s 
ability in both cases, ‘Enjoyment’, ‘Impatience’ and 
‘Volition’ are selected. 

The results of the questionnaires based on the component 
of Flow are shown in Fig. 15 and 16, when the opponent’s 
ability is equal to the subject’s ability the highest score is 
obtained in both game types. They also indicated that the 
game player is able to enjoy playing most when the 
opponent’s skill is equal to the subject’s skill in any game. 
The situation in which the opponent’s ability is higher than 
the player’s ability ranks second in the case of the 
competitive type game, however it ranks lowest in the 
cooperative type game. From these figures, the condition 
when the opponent’s ability is equal to the subject’s ability 
can provide the sense of flow best to the subjects. Comparing 
these results with Fig.13 and 14, there is high possibility that 
‘Enjoyment’, ‘Impatience’ and ‘Volition’ are selected as the 
emotional elements of flow.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 15.  Questionnaire result to the flow component (Competitive type). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 16.  Questionnaire result to the flow component (Cooperative type). 
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If it is necessary for a game which provides the state of 
being crazy that the components of flow are high, that game 
has to provide the situation that creates the feelings not only 
‘Enjoyment’ but also ‘Volition’ and ‘Impatience’ on the 
user’s mind. 

V. CONCLUSION AND FUTURE WORK 
In this study, to investigate the influence of game types 

and opponent’s ability on the player’s state of mind and 
performance, we developed a simple numerical calculation 
game system. Through use of this system, we performed 
some experiments under controlled situations. All subjects 
solved the calculations at a similar rate, except when 
factoring for the players’ recognition of the cooperator or 
opponents’ skill level. However, the subjects’ performance 
and emotions are different depending on the situation, which 
suggests that the video game system has an effect on the 
player’s emotional state. 

We have a plan to evaluate the influence on the player’s 
skill in the game with team on the player’s performance and 
state of mind. 

On the other hand, the experiments in this study were 
performed under a controlled video game situation. However, 
we think that the results of the experiment may be applied on 
the many and varied systems which support human 
performance, emotion and motivation.  We have another 
plan to construct the G.U.I. for operation system on the tablet 
pc and mobile phone, which will adapt the user’s skill and 
usage based on these experimental results.  
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Abstract—Payment applications inside social media dealing
with privacy and security sensitive content require, besides
trust in the involved parts like financial institutions and
providers of electronic identities, in particular the trust of
the users. The e-Me project focuses on this trust and aims
at providing multimodal, adaptive authentication and autho-
rization methods for social media that are usable for all users.
In an integrated social-payment application connected to online
banking, an OpenID provider has been developed by means of
inclusive-identity management methods. The provider is used
for both the social-media access control and the embedded
payment service. This work describes the design decisions and
eventual design made for the prototypes with considerations
concerning both e-inclusion and information security and
privacy.

Keywords-Trust, security, privacy, identity management; e-
inclusion, accessibility, usability, universal design; social me-
dia/networking applications

I. INTRODUCTION

For architects and developers of the ever growing num-
ber of social media and electronic services, access and
identity management (AIM) is a substantial part of the
system design. AIM refers to techniques for determining
and organizing the identity of a user in order to grant access
to a service or data, also referred to as authentication, or to
authorize the execution of a task [1]. In addition, electronic
identities are used to organize personal data, and to provide
advanced identity management systems [2].

In the context of information technology, accessibility
describes the degree to which a solution is accessible for
as many people as possible, in particular those with impair-
ments, and those using assistive technology together with the
product or service. Usability refers to the ease with which
people can use a particular product or service. Obviously,
AIM applications have to be both secure and privacy aware,
and should at the same time be as accessible and usable
as possible. Researchers have previously pointed out the
need for inclusive access and identity management [3], as
only few of these systems pay attention to accessibility and
usability issues [4].

This work discusses how to design for trust, privacy, and
security regarding online services and applications inside
social media, while at the same time meeting the requirement
for universal design. Examples of such applications are

image galleries, music sharing services, online games, and
news feed services. The term trust is used here in its most
generic sense as the degree of reliance of one entity on
another [5]. The definition of privacy in this work is based
on the EU Data Protection directive [6], in the spirit of the
data subject’s informed participation, while security in this
work bears the meaning “degree of protection to safeguard
the asset, here personal data, against threats in terms of data
exposure, damage, or loss”.

Parts of this work have been presented on a previous
occasion [7]. The novel contributions of this article are

1) an in-depth description of the prototypes, including
privacy and security aspects,

2) a discussion of technical decisions regarding the uni-
versal design of the system,

3) the discussion of design considerations regarding the
system’s functionality for privacy and security, and

4) a discussion of the implications of the design for the
user’s experience of trust.

The work is organized as follows. First, the scope provid-
ing research project is introduced, followed by a description
of the proof-of-concept application developed in the course
of the project. Then, e-inclusion, trust, and privacy aspects
are discussed, and a number of trust establishing measures
is presented as a checklist before the paper concludes.

II. THE E-ME PROJECT

The research project e-Me sets the context for this work
[8]. The main goal of the project is to provide new know-
ledge to improve the usability and accessibility of access
and identity management systems, including authentication
mechanisms, in social media without compromising privacy
and security, and without offending legal frameworks.

In the course of the project, the example application
PayShare has been developed. The starting point for the
development of a highly usable and accessible prototype was
a literature review on the field of accessibility and usability
issues of personal identification systems [9], recommending
—- among others:

• an open and universally designed solution with an
accessible, adaptive, and personalized multimodal user
interface,
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• a minimally exposed user profile with reasonable de-
faults and opt-ins,

• and the application [1] of privacy-enhancing technol-
ogy.

With this in mind, several hypotheses were set up:
1) The majority of users is suffering from having to

handle too many user names and passwords for au-
thentication.

2) The majority of current authentication mechanisms is
not accessible to users with impairments.

3) Users have different requirements and preferences for
privacy and security in electronic products.

4) Users experience multiple authentication processes in
case of frequent authorization as cumbersome.

5) Authentication as used in social media can be applied
to privacy and security aware applications without a
degradation of the level of security or privacy.

In short, the solutions provided by PayShare are:
1) OpenID cuts down the numbers of service accounts to

remember for the user.
2) Authentication adaptation by means of several OpenID

login alternatives, namely password, a series of pic-
tures, a series of sounds, pattern, and personal ques-
tion, which — in total — have a higher degree of
accessibility than just a single login method.

3) User defined threshold for the application of more
frequent authentications.

4) Validity of a person’s authentication for a user defined
time span.

5) OpenID as an authentication means to authorize pay-
ments in an financial application inside a social
medium.

All aspects of the solution are subsequently explained in
more detail.

Figure 1. Identity federations and identity doors in the PayShare applica-
tion

III. THE PAYSHARE APPLICATION

The proof-of-concept prototype PayShare is a means to
test design principles, user interface, and system function-
ality. It can be described as an online payment service.
Figure 2 shows the flow diagram of the PayShare appli-
cation. The application’s three entry points are “Add new
claims”, “View claims”, and “View single claim”. The user
is automatically guided through the block sequence {“Read
about”, “View/accept terms”} before anything else can be
done inside the application.

Figure 2. The flow in the PayShare application, which equals the
application’s pages/screens. The dashed arrow indicates a path that is only
open to creditors. The dashed box refers to the external OpenID provider.

Upon registration, which basically requires the user’s
acceptance of the Terms&Conditions of the service, users
can file payment claims for the entire group, assuming
all group members are also connected through a particular
social medium. For instance, consider a group of friends
out to travel. One of them, here called creditor, pays for
the travel tickets of the entire group and files claims against
all “friends”, here referred to as debtors, in PayShare. The
debtors then get notifications that there are open claims that
they have to pay, and the creditor can conveniently track any
payment progress, i.e., see who has paid or not. Payments
can be made directly in the PayShare service, meaning inside
the social medium, to/from a virtual wallet in form of so-
called credits, or to/from an account in a trusting bank. There
is the possibility to transfer money from the bank account
to the virtual wallet. PayShare in its entirety meets the
requirement represented by the fifth hypothesis (Section II).

Figure 3 shows the screen shot of the “View single claim”
block which is central to the application. It consists of two
logical units. One unit gives all necessary claim details,
such as amount, creditor, explanatory message, date, and the
subclaims for all the other group members. Strictly speaking,
the latter information is not mandatory for the debtor to
know in order to pay the claim, but it serves as an additional
explanation and justification of the claim. In the logical unit
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below the claim details, the debtor is asked for her choice;
that is, pay the claim from the wallet, pay the claim from
the bank account, reject the claim, or postpone the payment.
Concerning the latter, the claim will be maintained, and a
reminder about it is send to the debtor from time to the other.
As mentioned, the debtor could also reject the claim, with
or without a personal comment to the creditor. Before the
navigation buttons are shown on the page, a brief message
is displayed informing the debtor about the payment; i.e., if
(and why) an additional authentication might be necessary,
or — if applicable — just informing the debtor that the
payment is carried out without authentication. A hyperlink
to the appropriate part in the settings is given where these
security preferences can be changed.

A. Privacy & security aspects

To solve security and privacy challenges, PayShare aims
at the separation of identity spaces from each other, see
Figure 1. To achieve this, electronic identities and their use
have been organized in Identity Spaces. These spaces are
organized with PayShare as a intermediary separating the
identity spaces. We use the concept of an “Identity Door”
to describe the handling of e-ID when authenticating to a
service or when authorizing a transaction. In Figure 1, we
show how three such identity doors are defined in PayShare:

• Door 1 is the entrance door to the social media platform
that will provide the social context for PayShare.

• Door 2 is the registration to PayShare, which in general
is entered from the social media platform (but can be
accessed through its own user interface).

• Door 3 is the additional authorization and interface
against the online banking transaction server.

Since security usability — especially of authentication
mechanisms — is the primary objective of the e-Me project,
compromises between the security infrastructure, privacy
design, and usability had to be taken. These will be discussed
further below.

Regarding other security ensuring measures, there is
a user-defined threshold for the payment amount. If the
amount is above the threshold, an additional OpenID au-
thentication of the user is required to authorize payments, as
illustrated in Figure 1 with Door 3. However, as the authen-
tication mechanisms used by banks are numerous, and as an
extra authentication door is perceived as a hindrance by sen-
sitive users, PayShare acts rather as a payment intermediary.
This approach allowed us to restrict Door 3 authentication
to cases where the wallet is charged or discharged. As such,
users are enabled to put a price at the convenience of not
having to go through an authentication process for small-
amount payments. Payments with an amount below the
threshold are one-click payments. This measure meets the
requirement represented by the third hypothesis Section II.
At the same time, the OpenID provider can offer user

friendly and inclusive authentication methods both on Door
1 and Door 2.

Figure 3. Screenshot of the “View single claim” page in PayShare.

Authentication is delivered by an OpenID provider, which
has the advantage that only a single password has to be
remembered by the user, even for a variety of applications,
authentication contexts, and web sites. This measure meets
the requirement as formulated by the first hypothesis Sec-
tion II. Theoretically, the solution works together with any
OpenID provider with full support of the OpenID protocol,
but in practice only a few selected providers may be found
suited due to trust reasons. An own OpenID provider has
been developed as one of the deliverables of the e-Me
project.

Data from any authentication, be it login to the social
medium or authorization of a payment, expires according
to a user-defined time span for authentication validity. This
measure meets the requirement put forward by the fourth
hypothesis (Section II) and aims at avoiding frequent cum-
bersome authentications as the user’s ID is remembered
for this specific time span. Consequently, an authentication
process is only invoked when the payment’s amount is
above the threshold, and when the time elapsed since the
last authentication has exceeded the authentication validity
duration. More on the reasoning for the respective design
choices in Section IV-B.

IV. DISCUSSION

In the following, it is discussed how accessibility and
usability issues as well as trust, security, and privacy matters
are reflected in the PayShare application.
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A. e-Inclusion

As mentioned before, the project’s focus is on inclusion
aspects of the solution. Its target groups consist of users
with various impairments, and the elderly. Acknowledged
impairments are cognitive challenges such as dyslexia and
dyscalculi, orientation, and memory problems, sensory chal-
lenges like vision and hearing reduction, and motor chal-
lenges like trembling hands. Elderly users are likely to
have a combination of impairments. However, apart from
these focus groups, PayShare is required to be universally
designed, meaning that it can be used by virtually all
persons.

To meet the requirement as formulated by the second
hypothesis (Section II), the aforementioned OpenID solution
offers in total five login alternatives:

• Password memorizing,
• recognition a series of pictures,
• recognition of a series of sounds,
• pattern drawing, and
• knowing the answer to a personal question.
What login method is used is up to the user to decide.

Each of the alternatives aims at a particular target group (but
is, of course, not restricted in use to this group): Password for
user without particular login problems, picture series for the
hearing impaired, sound series for the vision impaired, pat-
tern drawing for dyslectic individuals, and personal question
for users with short-/medium-term memory deficits. In total,
e-Me authentication has a higher degree of accessibility than
just a single login method.

Apart from login, the system’s inclusiveness is met by
a number of measures concerning universal design. For
instance, the user interface is tailored to the needs, pref-
erences, and context of the respective user by means of a
user profile, satisfying major parts of the first requirement
from the literature review.

B. Privacy implications

The PayShare application accounts for privacy concerns
in a number of ways.

The service follows the privacy requirements [6] derived
from the EU Data Protection Directive [10]. In addition,
it considered the potentially harmful actions laid forth by
Solove [11], and places particular attention on the handling
of electronic identifiers according to the PETweb II risk
taxonomy [12]. According to Solove, harmful actions on
personal data are:

• Information Collection: Collection and accumulation of
personal information can cause harm.

• Information Processing: Handling of collected personal
data that can cause harm.

• Information Dissemination: Harms of spreading, or
threat of spreading information.

• Invasion: Risks of intrusion and decision interference.

The following requirements from the uTRUSTit privacy
requirement report [12] were used as the essential require-
ments following from the EU data protection directive [10].

• Personal data is only processed after the person gave
informed consent for the processing.

• A person has the right to inquire about the own personal
data stored with another party.

• A person can revoke consent for personal data process-
ing given earlier at any time.

• The data processor can only process personal data
according to the given consent (e.g. according to a
privacy policy).

• The data processor makes sure that personal data is
sufficiently protected from unauthorized access, manip-
ulation, abuse or loss.

• The data processor makes sure to be able to react ac-
cordingly to consent revocation for any given personal
data.

The PETweb II risk taxonomy for electronic identity man-
agement systems found a number of factors that constitute
privacy risk in handling identifiers [11]. Major risks found
include the possibility for identifiers to get profiled, to get
stolen, and to get remotely used. In the PayShare scenario,
Door1 authentication leads the users into a personalized
profile. The purpose of authenticating is to access the same
profile every time. The same holds for PayShare’s Door
2 authentications , where personal money is administered.
The risks for stolen identifiers is strongly dependent on the
authentication technologies offered by the OpenID provider.
In e-Me, experiments are performed with easy-to-use pass-
word replacements, and with signature strength smart card
solutions [13].

A number of compromises have been made. In the given
scenario – payment among a group of users registered to a
social media platform, in connection to their bank account
– full anonymity was nowhere possible. The social media
profile, even if it should be created under pseudonym,
gets through the PayShare service connected to a bank
account that is connected to a verified person. In addition,
pseudonymity on the social media is of limited usefulness
in a scenario where friends split the dinner bill – as the
identities are known between the friends anyway. The critical
pieces of personal information were identified to relate to
the occurrence, frequencies and destinations of payments.
By inclusion into a social media, PayShare is principally
able to trace a friends network’s payment behavior. Repeated
payments between friends can indicate closer relationships,
reveal business secrets, or prove social relationships to oth-
ers. The introduction of the Wallet for low-value payments
loosens the connection between the bank and the social
media activities. By acting as a “wallet filled with small
change” up to the set threshold, the bank gets only involved
into higher-value transactions. However, as ultimately, bank
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transactions will be used beyond Door 3, there is no way
around compliance with financial market regulation, and
thus full identification of sender and receiver in a bank
transaction.

Regarding concrete privacy measures, there are several
hyperlinks to the service’s Terms such that the user can view
this document also after its acceptance upon registration. In
case the user does not agree with the Terms anymore, an
option to delete the user account is provided. There is also
a hyperlink from the settings to the deletion of the user
account, as the user might find the security and privacy
settings inappropriate for own needs.

As mentioned in Section III, the view of a single claim
contains the display of the subclaims for group members.
However, all names (except the own one, of course) are
anonymized per default to honor the privacy of all involved
persons. The visibility of claims can be set to “Visible to all
group members” in the settings, if desired.

The deletion of a user’s account includes the irreversible
removal of the user’s profile which in turn includes settings
like bank account number, visibility of claims, OpenID
address, threshold for additional authentication, and duration
for storage of authentication realm. Additionally, the user’s
ID is removed from all open and archived claims in the
database, following this policy: Where the user is a creditor
and the (sub-)claim is open, the (sub-)claim is deleted. In
archived (sub-)claims with the user as a creditor, the user ID
is erased from the database entry. Other claims, in particular
those where the respective user has been named as a debtor,
are not touched.

Creditors may delete own claims, but here the restriction
is that only open claims may be deleted, while archived
claims cannot. In this case and in the instance of the
user account deletion, the privacy of the creditor and the
privacy of the debtor have to be weighted against each
other. PayShare accounts for the debtor’s privacy by keeping
archived records, but at the same time also honors the
creditor’s privacy and erases her user ID from the record, as
this is information provided by the creditor herself. A debtor
cannot, however, delete claim records as the information
concerning who is the claim’s debtor has been provided by
the creditor and is hence out of control for the debtor.

C. Trust implications

As a payment service that voluntarily relies on OpenID
for authentication, and that is linked to a bank account, there
are a number of trust chains. Figure 4 illustrates all paths of
trust.

PayShare acts as an identity broker against the social
media and the bank identity space. The bank (the trustor)
has, as a minimum requirement, to trust PayShare (the
trustee)

• that all virtual credits are safe and properly handled
with the service,

• that all payments are correctly executed, and
• that personal data are handled in a confidential way.

The same applies to the trust chain from the user (the
trustor) to PayShare (the trustee). Needless to say, the user
has to trust the bank in the same way as she trusts PayShare.
In addition, the user needs to trust the social medium,
which provides the framework for services like PayShare,
for data that PayShare and the medium have in common,
like user names, and the OpenID provider, for handling
authentications in a secure and privacy aware way. PayShare
needs to trust the underlying social medium as well as the
OpenID provider for proper and secure authentication.

Besides the robustness of the OpenID provider’s authen-
tication methods, PayShare itself must be seen as the most
critical point in the privacy infrastructure. PayShare is the
entity that collects and combines both information about
the users’ social media identity, their bank identity, and
their payment requests. Therefore is the correct handling
and deletion of payment requests and payment information
at PayShare of utter importance. The issue of the trusted
3rd party is a well-known problem for privacy and trust
research. Often, for instance when personal data is part of a
business model, some form of 3rd party (e.g. intermediaries
and brokers) are needed to perform the business function.
These brokers can help to protect privacy by separating
identity spaces and personal data between the participating
stakeholders. The concept has successfully been used to
anonymize location data in location-based services [14],
[15]. In PayShare, the PayShare service itself handles the
identity spaces with a direct mapping rather than using
anonymizers [16] and advanced attribute credentials [17]
due to the fact that banking transactions cannot legally be
anonymized.

Figure 4. Chains of trust among the PayShare stakeholders.

Is is argued here that especially impaired users need
particular measures to develop the same degree of trust like
the average user to make up for the impairment. For instance,
a blind person who is enabled to use an audio-based authen-
tication scheme will have more trust in such a system that
accounts for the user’s preferences than systems that only
offer visual CAPTCHAs. Similarly, a person with orientation
and problem solving problems is likely to develop more
trust in a system showing explaining messages about what
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is about to happen on the current screen than systems that
do not have the same degree of usability.

All users build their trust on pieces of information, about
what is about to happen, why certain things happen, what
the user’s choices are, etc. The picture is never entirely
complete; rather, the more information the user has at a given
point in time, the better in order to be able to carry out a
particular task. Impaired users are likely not to get as much
information as ordinary users, except when the solution is
universally designed and thus accessible to virtually all.

On the other hand, too much information can result in the
disorientation of the user, especially those with orientation
and learning challenges [18]. The solution should therefore
limit the amount of information the user is confronted with,
and should also ease its processing, in terms of a weighting
of the information’s importance for the context the user
currently is in. To sum up, it is crucial in particular for
impaired users — but also for all users in general — that
the system provides and makes accessible all the information
the user needs in order to carry out a task by herself, not
less but not more either to avoid user confusion.

V. CONCLUSION

User control and information are crucial to achieve a
high degree of trust of the user to the service. There is
a connection between e-inclusion and trust in terms of
the fact that a high degree of accessibility and usability
empowers the user in certain situations to use the respective
service at all. In other situations, it increases the user’s
control or feeling of control and thereby the user’s trust.
The perception of increased trust is not only applicable
to users with impairments but rather all users, as it is
widely recognized that e-inclusion measures for particular
focus groups generally increase the service’s usability for
everybody.

A particular challenge in the realization of PayShare
was its connection to several identity spaces. Social media
identities and online banking identities are different in scope,
robustness, and use. PayShare had to accept the role as
an identity broker or identity intermediary to bridge the
respective identity spaces. The resulting privacy issues were
analyzed and led to the above requirement list for PayShare.
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Abstract— Kevin Lynch’s work on urban legibility has taken 
on new importance as the delivery of information about cities 
has shifted largely to mobile computing devices. This study 
extends his work with the aim of quantifying the number and 
type of elements that constitute a competent cognitive map of a 
city. We conducted a user study of 109 student sketch maps of 
Chicago that test the frequency and nature of the elements 
identified by Lynch (path, edge, district, node and landmark), 
their interrelationship and the effect of gender, prior 
experience and scale. We find that (1) participants identify two 
distinct urban scales, one at the neighborhood level and the 
other citywide, (2) competent cognitive maps involve relatively 
small numbers of elements: 15 (+/-7), (3) the selection of 
elements for the sketch map may include any of the elements 
identified by Lynch, but the frequency of landmarks and 
districts is negatively correlated, (4) participants recall 
significantly more districts and nodes at the citywide level, and 
(5) in addition to Lynch’s identification of physical landmarks, 
participants also identify landmarks by function; such 
functional landmarks are more frequent at the neighborhood 
level. 

Keywords-legibility; cognitive mapping; urban visualization. 

I.  INTRODUCTION 
The image of the city, a phrase coined by Kevin Lynch in 

1960, has been widely used by urban planners and 
geographers as a means of conceptualizing the way users 
perceive and organize spatial information. The five 
categories postulated by Lynch (path, edge, node, district and 
landmark) have been the basis of subsequent research. 
Despite this literature, there are two salient research 
questions that remain unanswered:  

• First is the epistemological question: are all the 
items in this set of categories at the same level of 
specificity; are they commensurable? Are there 
significant differences between the kinds of 
information that each category is describing? 

• Second is the methodological question: is there a 
way to quantify the sufficiency of the elements and 
to test their relative frequency? In other words, are 
all these elements recognized by users as equally 
valid and are there significant relationships between 
their frequency of use? 

The results of our empirical study will assist in the design 
of urban visualizations at all scales. We do so by uncovering 

those specific elements of the environment that may be 
regarded as most useful and recognizable. Specifically, our 
work is centered upon generating a baseline description of 
the urban environment from humans’ cognitive maps. 

 Literature from urbanism, cognitive science and 
geography is a starting point for understanding 
environmental cognition. The seminal figure is Kevin Lynch 
who examines perceptions of urban environments in order to 
better understand how humans make sense of their 
surroundings. We adopt Lynch’s concept of legibility 
defined as “visibility in a heightened sense, where objects are 
not only able to be seen, but are presented sharply and 
intensely to the senses” [1]. Lynch discovered that the mental 
maps which people use to help them find their way through 
cities are composed of five essential elements: paths, edges, 
districts, nodes and landmarks. Much like Lynch, we assert 
that legibility is crucial to the urban setting and involves 
visual and mental processes. 

The central concept of such work is the idea of a spatial 
mental model [2], referred to by Lynch as mental map [1], or 
more generally understood as a cognitive map which 
proposes that the brain can acquire, code, store, recall and 
decode information about the relative locations and attributes 
of various phenomena in a spatial context. The development 
of a cognitive map often operates using schematization; 
some elements are emphasized and others are deemphasized 
to reduce cognitive workload. Cognitive maps of the 
environment cannot preserve metric information about the 
environment, but do preserve topological relations 
coherently. For instance, during wayfinding tasks it is 
common that a user’s topological knowledge is more 
pertinent than knowledge of one’s exact distance to an object 
and the precise dimensioning betweens objects. Therefore, 
one is more likely to be concerned with the type of elements 
recognized and remembered rather than the elements precise 
distance from one’s own position in space. For this reason, 
we find hand-drawn sketch maps, a method commonly used 
by Lynch [1] and Appleyard [3,4], most useful as a means to 
capture schematized and topological knowledge about the 
environment. 

In order to generate a baseline description of a cognitive 
map, we conducted a user study of architectural students 
after a field trip to the city of Chicago, distant from their 
home university. We asked each student to draw a sketch 
map of Chicago using an open question protocol. The 
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resulting sketch maps were coded to identify spatial 
characteristics of the city using paths, edges, districts, nodes 
and landmarks. 

Our subsequent analysis was aimed at quantifying spatial 
elements in the sketch maps. How many of Lynch’s elements 
did participants on average feel were necessary to use in 
order to give a clear depiction of the city? Just as important, 
we wanted to determine if the use of one type of element 
substitutes for another. If you identify a lot of landmarks, do 
you in general use fewer paths? Does previous knowledge of 
a city affect your use of elements? Does gender? 

Our objectives in this study are: 
• By means of a user study, extract a simple but 

complete set of spatial elements that are essential to 
constructing cognitive maps; 

• Establish the base level of each element for a 
competent description of a cognitive map; 

• Measure and study the relative interdependence of 
each element in describing an urban environment; 

• Discover differences, if any, in the number of 
elements for users based on gender, previous 
experience and map scale. 

The result of this study is an understanding of the 
number, type and interdependence of elements that form a 
cognitively adequate description of an urban setting that can 
serve as a guide in urban visualization design.  

II. RELATED WORK 

A. Urban Visualization 
In recent years, several innovative mapping applications 

have used cognitive mapping, although without any 
quantitative understanding about the elements that constitute 
such a mental map. 

LineDrive [5] is a navigation interface that incorporates 
principles of map distortion with the rendering of routes, 
adjusting lengths and angles to more closely approximate the 
kind of simplifications that mimic users experience. This 
approach focuses almost entirely on segment elements of 
routes, and demonstrates a subtle and effective adjustment to 
individual users. The shortcoming of this approach is the 
lack of contextual information, leading to problems with 
users becoming confused after a single wrong turn. 

Copernicus [6] attempts to correct flaws within the 
LineDrive system by adding spatial context to the interface. 
Generally, this involves adding paths and neighborhoods 
(cities and towns) to the established routes from LineDrive. 
This represents an advance in terms of legibility, but leaves 
unsolved the issue of how much information to display and 
which types of elements should be used. 

Researchers at Carnegie Mellon on the MOVE [7] 
system have developed mapping software that uses some of 
the principles from LineDrive in a two dimensional 
interactive network that adjusts as the user moves through 
the city. This corrects some of the original problems, but 
does not address directly the issues of cognitive mapping. 

Some interfaces have attempted to incorporate landmarks 
into maps [8], focusing on selection processes for identifying 
landmarks and geo-referencing them on tourist maps. This 

represents an advance in the sort of data related to 
landmarks, but it does not address their relationship to the 
user. 

There has also been some effort related to GPS 
navigation systems in cars, notably at SIGCHI 2008. These 
studies evaluate user behavior while in a car [9], 
performance of a driving simulator to study accuracy rates of 
proposed systems [10], and quick search versus categorical 
semantic search techniques [11]. But again, none of this 
research establishes guidelines for display visualizations. 

Therefore, we identify a need to rely on the research of 
urban planners, cognitive scientists and geographers who 
examine the question of urban legibility. More specifically, 
we are interested in research that identifies a base set of 
spatial elements that are recognizable in any city. While each 
of the following fields of research focus on cognitive maps 
of the city in unique ways, we want to address the most 
relevant work in relation to our focus on element recognition, 
setting aside issues of spatial proximity judgments and 
element recognition sequencing. 

B. Cognitive Science 
To begin our overview of cognitive science related work, 

we should be clear about our use of the terms cognitive map 
and sketch map. By cognitive map, we mean the internal 
mental image that enables people to code, store and decode 
spatial information. By sketch map, we mean an external 
representation of a cognitive map that is solicited by the need 
to communicate in daily life (and by researchers). 

The term cognitive map was first used by psychologist 
Edward Tolman in “Cognitive Maps in Rats and Men” [12]. 
He describes a maze previously mastered by rats that is 
blocked at a critical point and replaced by a series of radially 
arranged alternatives. His finding is that the rats greatly 
preferred the route that demonstrated an understanding of the 
spatial overview of the maze. Partly a reaction against strict 
behaviorism, his work led to the development of cognitive 
psychology. 

A closer examination of cognitive maps later carried out 
by Ronald Briggs explains what factors cause their 
development [13]. He identified three complementary ways 
in which cognitive maps are created about a city: through an 
individual's sensory modalities, from symbolic 
representations such as maps, and from ideas about the 
environment that are inferred from experiences in other 
similar spatial locations. Much like Lynch’s notions of 
legibility, Briggs also asserts that an individual’s sensory 
modalities, including visual, auditory, olfactory and 
kinesthetic, play a significant role in cognitive map 
development. We find this insight useful in recognizing that 
cognitive map development is highly complex and involves 
more than just visual qualities. This work also explains the 
subjectivity and variability in such work. 

C. Urban Design and Planning 
As previously mentioned, the work of Lynch is a starting 

point for our study [1]. In addition to his claim that the city’s 
image is represented in memory through five common 
elements, Lynch also develops three principle parts 
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necessary for an environmental image: identity, structure and 
meaning. We recognize or identify objects, we notice a 
recognizable pattern, and we draw emotional value in 
relation to them. These principle components involved in 
constructing an image of a city are fundamental to our work 
and occur at the beginning of cognitive map development. 

As an extension of Lynch’s work on image construction, 
urban designer and environmental behaviorist Amos Rapport 
highlights the importance of meaning in the built 
environment by recognizing three levels of meaning [14]. 
Denotative meaning coincides with object recognition; a 
lower level meaning that manifests in identifying intended 
uses of a setting. A middle-level meaning, also called 
connotative meaning, refers to the emotional values 
associated with the object and is centered upon evaluative 
judgments such as how much you like the appearance of an 
area. Last, abstract meaning refers less to an object than to 
broader values. For instance, when looking at a place 
through “cosmologies, cultural schemata, worldviews, 
philosophical systems and the sacred,” one experiences 
abstract meanings. Rapport’s levels of meaning solidify the 
notion that legibility of the environment can be highly 
complex yet can be clearly organized based on specified 
personal values. Most importantly, people apply different 
types of meaning with different levels of significance to the 
same elements of the environment. 

Donald Appleyard, a collaborator with Lynch, also 
worked in the field of environmental cognition and planning. 
While most of Appleyard’s work focused on a view of the 
city from a navigational standpoint, his work in Ciudad 
Guayana [3] addresses the image of the environment as a 
tool to plan for a better community. He was interested in 
how residents structured their city and asked them to draw 
maps of their local area. Using these maps, he developed a 
categorization of various types of sketch maps (sequential, 
spatial, fragmented, scattered, chain, mosaic, branch and 
loop, and patterned). This method defines how residents 
conceptualize and structurally organize their city and shows 
that a recognizable path system is the main structural 
organizer for residents. Appleyard’s study proves influential 
to our work in stressing methods of abstracting schematized 
information (i.e. topographical elements) from sketch maps. 

D. Geography 
The approach of geographers is not distant from the 

aforementioned theorists. As Peter Gould explains 
geographers who reach across traditional disciplinary 
boundaries to other social and behavioral sciences, find the 
truly satisfying explanation they seek to come from 
emphasizing the human as much as the geography [15]. For 
the following scholars, cognitive mapping proves a way to 
understand the spatial aspects of human behavior. 

Geographer Reginald Golledge [16] focuses on the 
development of cognitive maps starting with specific 
landmarks to larger general areas. First, a person acquires 
declarative knowledge of discrete places, things and events. 
Next, they develop an understanding of a node and path 
sequencing of the environment. This provides the subject 
with a connective structure of transit paths and concentrated 

locations. Last, a completely integrated spatial representation 
is developed including characteristics of distance, direction, 
orientation, proximity, clustering and hierarchical ordering. 

Similar to Golledge’s work, findings from a study using 
participant sketch maps drawn over a period of ten months 
shows that landmarks and relative locations are among the 
first components that are learned, followed by paths, and 
then building from the framework of paths the initial relative 
locations become more precise [17]. As a three-step process, 
this serves as an incremental approach for which to 
understand the relationships and integration of elements in 
the environment. 

Hintzman and others [18] reconfirm a sequential 
development of a cognitive map based on studies of 
orientation and target domains. They argue that instead of 
recalling the environment as a holistic cognitive map 
participants first recall the origin and target in memory, 
activate the shortest route between them and then span the 
route for a correct response. 

III. USER EXPERIMENT 

A. Procedure 
We conducted a user study of 109 architectural students 

after a four-day field trip to the city of Chicago. Within two 
weeks of returning from the trip, participants gathered in a 
study room equipped with a desk, a questionnaire and a 
writing utensil. To start, participants were given a brief 
overview of the study for the first time, but were not told 
about specific elements later used for analysis. Participants 
were then instructed to complete all questions in a thorough 
manner and to take as much time as needed. 

B. Experiment Questionnaire 
The experiment questionnaire primarily consisted of a 

recall exercise that included drawing a sketch map of the 
city. Other questions included background information about 
the participant such as gender, age and familiarity with the 
city. 

The sketch mapping statement was phrased, “Now that 
you have traveled to Chicago, think about the environment 
you experienced. Imagine that you have a friend who has 
never been there before. Draw them a map to help them to 
understand and navigate Chicago.” We intentionally left the 
statement open ended to allow the participant to draw freely 
in order to capture the most influential elements in each 
person’s mental map. 

C. Participants 
 Sixty-one males and 48 females participated in the 

study. Participants’ ages ranged from 19 to 38 years old with 
an average age of 21. Based on questionnaire responses, 26 
of the 109 participants said they had visited Chicago prior to 
the trip. Therefore, to ensure the results of the study were 
consistent, we analyzed the 26 sketch maps by testing for the 
equality of group means (student’s t-tests) and found no 
statistically significant difference in any measure of element 
recognition in comparison to the participants who never 
visited Chicago prior to the study (Table I). 
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D. Data Analysis Procedures 
Upon completion of the user study, we created a set of 

instructions for coding the maps based on Lynch’s five 
elements. The instructions included definitions for each of 
the elements based on Lynch’s description and a comparable 
example in a city other than Chicago. 

In order to validate the clarity of the instructions, ten 
coders (4 professors, 6 students) were given the coding 
instructions and a random sampling of 30 maps. The coders 
performed content analysis by counting the number of each 
kind of element on the maps: paths, edges, districts, nodes, 
landmarks for their physical presence and landmarks based 
on their functional significance. 

Researchers then studied the results of the ten coders and 
analyzed the consistency of coders’ findings.  Discrepancies 
with high significance were identified and consequently, 
researchers modified the coder’s instructions to clarify the 
related areas.  Researchers also determined that 13 of the 30 
maps had a higher occurrence of discrepancies than the other 
12 maps. These 13 maps, along with the revised instructions, 
were returned to the 10 coders for recoding.   

The second round of coding with the revised instructions 
decreased the discrepancies between coder results. Next, two 
members of the research team coded all 109 maps per the 
revised set of instructions. The researchers compiled their 
results and determined a final set of element counts for the 
set of maps. The researchers also recorded the area in square 
miles for each map based on the elements noted as farthest 
from the city center using an online map digitizer tool. 

IV. RESULTS 
Our analysis showed gender and prior experience 

visiting Chicago did not have a relationship to the total 
number or type of elements drawn on the maps (Table I). 
However, we discovered significant results concerning 
sketch map scale, average number of elements, element 
interdependency and types of landmarks identified. 

TABLE I.  AVERAGE NUMBER OF ELEMENTS 

 Gender Prior Experience 
(total maps) M (61) F (48) Yes (26) None (83) 
All Elements 15.97 14.04 14.27 15.39 
Paths 5.38 4.81 4.65 5.28 
Edges 1.44 1.29 1.38 1.37 
Districts 1.84 1.71 1.65 1.82 
Nodes 1.77 1.58 1.5 1.75 
Landmarks 5.54 4.65 5.08 5.17 

A. Map Scales 
Participants drew their sketch maps at a variety of scales 

ranging from 0.12 to 170 square miles, but the distribution 
was not even. After arranging the sketch maps in ascending 
order based on area, we analyzed the percent change 
between subjects’ maps and noticed over a 100% change in 
area from 8 to 19 square miles, and as a result, we 
developed two catgories of maps: neighborhood level and 
citywide level (Fig. 1). 

 

Figure 1.  Percent change in area from subject to subject using 109 sketch 
maps arranged in ascending order. Given the over 100% percent change 

between subject 70 and 71, we divided the subject’s maps into two groups:  
neighborhood level (70 total) and citywide (39 total). 

A total of 70 neighborhood level sketch maps had an 
arithmetic mean of 2.02 square miles, with a standard 
deviation of 2.02. The 39 total citywide sketch maps had an 
arithmetic mean of 85.4 square miles and a standard 
deviation of 39.6. The standard deviations serve as 
indicators as to how closely the data cling to the sample 
mean. A small standard deviation indicates a set of data 
distributed tightly around the mean, whereas a large 
standard deviation indicates a wider range of areas across 
the sample maps. 

We were surprised by the emergence of two distinct 
scales; nothing in the protocol suggested any bias toward the 
scale of the maps. We believe that this represents an inherent 
inclination on the part of the subject toward viewing the city 
as either a small comprehensible unit or a large extension in 
space. 

B. Average Number of Elements 
One of our central questions was how many elements 

would generally be understood as necessary for a competent 
sketch map of a large urban environment. Our evidence in 
Table II and III points to a relatively limited number of total 
elements: all sketch maps combined revealed an average of 
15.12 (+/- 7.48); neighborhood level maps 14.2 (+/- 7.83); 
and citywide level maps 16.77 (+/- 6.58). We believe that the 
number of total elements is related to two factors: the need to 
provide clear representation and the limits of cognitive 
recall. 

The amount and clarity of spatial information that can be 
presented is probably of particular concern to our subject 
group (design students), but it is likely also an issue to any 
user. We believe that this number of elements can be 
understood as each user’s best guess of what would be 
legible to a third party. 

The limits of cognitive recall also tend to simplify sketch 
maps. Cognitive maps always have less detailed information 
than geospatially constructed representations; they represent 
information that can be quickly recalled. While this limits the 
amount of information, it is good guide to the limits of 
efficient recall. 
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TABLE II.  AVERAGE NUMBER OF ELEMENTS FOR ALL SKETCH MAPS 

 All Sketch Maps  
(109 maps total) 

All Elements 15.12 (+/- 7.48) 
Paths 5.13 (+/- 4.20) 
Edges 1.38 (+/- 0.65) 
Districts 1.78 (+/- 1.48) 
Nodes 1.69 (+/-1.13) 
Landmarks 5.15 (+/- 3.98) 

TABLE III.  AVERAGE NUMBER OF ELEMENTS FOR NEIGHBORHOOD 
AND CITYWIDE SKETCH MAPS 

 Neighborhood Level 
(70 maps total) 

Citywide Level 
(39 maps total) 

All Elements 14.2 (+/- 7.83) 16.77 (+/- 6.58) 
Paths 5.17 (+/- 4.48) 5.05 (+/- 3.71) 
Edges 1.3 (+/-0.67) 1.51 (+/- 0.6) 
Districts 1.34 (+/- 1.27) 2.56 (+/- 1.52) 
Nodes 1.41 (+/- 1.08) 2.17 (+/- 1.05) 
Landmarks 4.97 (+/- 4.34) 5.46 (+/- 3.24) 

C. Element Interrelationship 
We were interested in how the use of the Lynch’s five 

elements would be managed by the subjects. We began the 
study with the hypothesis that some of the elements might be 
less important, or that one element category might 
quantitatively dominate the others. To our surprise, we found 
that all of the five elements were used in the sketch maps 
(although occasionally, a subject omitted an element type), 
and that Lynch’s description seemed to fit the untutored 
sketch maps produced by the participants. 

Second, using all 109 sketch maps, we found a 
significant inverse correlation between landmarks and 
districts. Subjects appeared to describe the city either in 
terms of landmarks or districts, but not generally as both. We 
are aware this finding may only be true for our subject 
population or for the city of Chicago, but it is suggestive that 
either landmarks or districts are sufficient to develop a 
cognitive map and that they both may be referencing similar 
spatial attributes. This would suggest that interface designers 
might use either one element or the other, but not need to 
duplicate them (Fig. 2a and 2b) 

 

 
(a) 

 
(b) 

Figure 2.  Two participant sketch maps showing the inverse relationship 
between districts (a) and landmarks (b). 

Third, our qantitative analysis reveals a 91% increase in 
the amount of districts and 53.9% increase in the amount of 
nodes drawn in the citywide level maps when compared to 
the neighborhood level maps (Table IV). Districts are areas 
of a city, from several blocks to a large area, which share 
some kind of identifying characteristic and nodes are spots 
within a city which can be entered and at which different 
activities occur in multiple structures (e.g. parks, squares, 
shopping/entertainment centers, etc.). Based on these 
explanations, our finding suggests both districts and nodes 
serve as instruments for participants to reduce their 
cognitive workload when recalling the complexity of a 
citywide image. 

TABLE IV.  PERCENT CHANGE IN ELEMENTS 

 Neighborhood Citywide % Change 
All Elements 14.2 16.77 18.1% 
Paths 5.17 5.05 2.3% 
Edges 1.3 1.51 16.2% 
Districts 1.34 2.56 91% 
Nodes 1.41 2.17 53.9% 
Landmarks 4.97 5.46 9.9% 

D. Semantic and Physical Landmarks  
We began the study with a hypothesis that the nature of 

landmarks has changed since Lynch’s study. We have 
previously written about the emergence of a dispersed form 
of urbanism that relies less on architectural form and more 
on the flow of people and information [19, 20, 21]. 

Recalling that Lynch’s definition of landmarks is based 
solely on formal attributes (e.g. a tower), we were 
specifically interested to see if subjects would identify 
landmarks based on their form or on their function. Our 
subject group would be if anything prejudiced as architecture 
students towards form; however, we found that overall 22% 
of landmarks are identified functionally (Table V).  

Additionally, we found that the percentage of 
functionally defined landmarks was significantly higher for 
neighborhood level maps (27%) than for citywide (15%) 
(Table VI). We speculate that the finer grain of the 
neighborhood level maps explains the higher use of 
functional landmarks, but even at the citywide level, Lynch’s 
definition of landmarks based on form neglects semantic 
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landmarks which appear with significant frequency. We 
believe the amount of functionally significant landmarks 
identified in the maps confirms our original hypothesis about 
the changing nature of urbanism, even within a more 
traditional city such as Chicago.  

TABLE V.  RECALL OF PHYSICAL VERSUS FUNCTIONAL LANDMARKS  

 Physical Presence Functional Significance 
Landmarks 77% 22% 
Average  4 (+/- 3.06) 1.15 (+/- 1.9) 

TABLE VI.  PHYSICAL VERSUS FUNCTIONAL LANDMARKS 

 Neighborhood Level Citywide Level 
 Functional Physical Functional  Physical   

Landmarks 27% 73% 15% 85% 
Average  1.34 3.63 0.8 4.67 

V. CONCLUSION AND  DESIGN GUIDELINES  
The use of cognitive maps in urban visualization impacts 

at least two types of interfaces. The most obvious impact is 
on what we might call “heads up” applications. These 
applications are for devices that must convey a maximum 
amount of information as quickly as possible. Mobile 
devices of all types, including but not limited to GPS 
devices, must not distract drivers or users from their 
immediate task. Cognitive maps can provide interface 
designers with a quantitative understanding of the most 
important elements and their relationship, helping to set 
limits on the numbers and type of elements.  

By contrast, urban mapping and visualization may seem 
unlikely candidates because of the immense amount of data 
(layer upon layer of information about roads, buildings, flood 
zones and businesses) and the heterogeneity of the 
information. But here too, cognitive maps provide us with 
insights about the layering of information. Given a complex 
set of data, an interface designer will need to sift through this 
wealth of information to foreground the most important and 
provide a hierarchy of primary, secondary and tertiary 
information within a densely packed interface. Cognitive 
maps, because of the variety of elements, also provide one 
method to combine spatial and semantic information. Thus, 
for complex systems, cognitive maps provide us with 
guidance for “drilling down” into complex information. 

Design guidelines for mapping interfaces: 
• The number of elements used in interactive maps should 

be limited to approximately 15. Top level maps should 
guide user interaction. 

• Landmarks and districts are redundant and a choice 
should be made to use one or the other. 

• Maps are likely to be understood at the citywide level or 
the neighborhood level; good design will incorporate 
both scales into the interface. 

• Designers should consider including both physical and 
functional landmarks in their maps. 
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Abstract— The design of a multidimensional schema is 

usually performed by a specialist (computer scientist). 

According to data-driven, requirement-driven or hybrid-

driven approaches, he determines the facts and axis of 

analysis. Such an approach assumes that the decision maker 

expresses, more or less formally, analysis needs and 

communicate them to the computer scientist. We propose 

multidimensional schema designing by the decision maker 

himself following a hybrid-driven approach. Through a 

process of assistance successively viewing intermediate 

schemas from sources, the decision maker gradually built his 

multidimensional schema. As what determined the measures 

studied, the analysis dimensions and hierarchies within 

dimensions. A software tool named SelfStar based on this 

principle has been developed and validated with decision 

makers. 

Keywords-Multidimensional model; design process; 

decisional Data-base; decision-makers’ requirements; data-

source 

I. INTRODUCTION 

Decisional Data Base (DDB) allows decision maker to 

analyze data structured according to a multidimensional 

schema (star or constellation). Multidimensional schema 

design has motivated numerous works which can be 

derived from data-driven, requirement-driven or hybrid-

driven approaches [1][2][3]. These approaches, to perform 

as well as they are, all involve a designer who is only able 

to design a multidimensional schema from decision 

makers’ requirements or data source schema. The 

development of such a schema is a cumbersome process 

because it requires decision makers to articulate their 

needs to a designer and that it captures well the need to 

translate them to a adapted schema form. 

Decision makers do not generally mastered formalisms 

and IT (Information Technology) tools but are experts in 

their field work. The SelfStar project fits into this fact and 

aims to define the data warehouse process dedicated to 

casual users (decision makers). It propose an approach 

and a software tool allowing to the decision-maker to 

design himself his DDBs incrementally, according to his 

requirements, and this without recourse to an expert 

designer. This paper focuses on the constellation schema 

[4] design. 

This paper focuses on the incremental design of a 

constellation schema from the relational schema of a data 

source. This work is part SelfStar project developed by 

our team and aimed to decision-makers to design their 

data-warehouses. 

The paper is structured as following. In Section 2, we 

present briefly several approaches to design a 

multidimensional schema. The justification of SelfStar 

system is provided in Section 3. In Section 4, the input 

and the output of the system are successively defined. 

Section 5 is devoted to a presentation of multidimensional 

schema process. Section 6 describes the architecture of a 

case tool allowing to experiment these mechanisms. 

II. RELATED WORK 

Many studies have been devoted to the 

multidimensional schema approach. These approaches can 

be classified into 3 categories: data-driven, requirement-

driven, and hybrid-driven approaches. Data-driven 

approach [1][5] uses database source to generate a set of 

candidate multidimensional schemas and presents the 

drawback of not taking into account decision makers’ 

requirements, consequently, going towards a possible 

failure of expectations of decision maker. Requirement-

driven approach [2][6] takes into the needs of decision 

makers, but the sources are ignored at first. After that, 

multidimensional schema has to be mapped on the data 

sources. So, the designer can discover that the 

requirements do not correspond to sources. 

Hybrid-driven approaches [3][7] combines and 

integrate the benefits of these two previous approaches. In 

fact, this approach designs on the one hand candidate 

schemas from the data (data-driven approach) and on the 

other hand multidimensional schema from decision 

makers’ requirements (requirement-driven approach). A 

designer must map these two types of schemas to obtain a 

consistent multidimensional schema. Romero and Abelló 

[3] propose an automatic method Multidimensional Design 

by Examples (MDBE) following a hybrid-driven 

approach. To generate multidimensional schemas, this 

method takes as input, on one hand, the decision makers’ 

requirements expressed as SQL queries, and on the other 

hand, the relational data source. 

Source analysis is provided by SQL queries and 

knowledge of relational source schema. Therefore, the 

multidimensional schema design requires an expert (a 

computer scientist) to formulate SQL [15] query and 

analyze data source. Pinet and Schneider [8] propose to 

generate a multidimensional schema from a conceptual 

schema using UML notations. This approach represents 

source classes with a directed acyclic graph. The user 

chooses a node from this graph to design a fact. All 

connected nodes to this chosen fact represent the potential 

dimensions of this fact. However, in our opinion, this 
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representation of multidimensional schema is complex for 

the decision maker because of the number of generated 

nodes to represent the dimension hierarchies. However, 

interactions with the decision maker choices are limited to 

the facts. 

To our knowledge, few works [7] try to allow users to 

participate in the process of multidimensional schema.  

 

 

 

Figure 1.   UML Class Diagram of products sales ans stock management 

 

III. JUSTIFICATION OF SELFSTAR PROJECT 

In the current approach, the decision makers should ask 

the specialists of the data management (administrators, 

computer scientist) each time they wish to get a new 

decisional database or to evolve the deprecated 

multidimensional schemas. This is related primarily to the 

complexity of: 

 principles of designing of a decisional 

database 

 ETL Processes ensuring the periodic load of 

the decisional database from there [9][10]. 

SelfStar project aims to propose a full approach and a 

software environment to allow to the decision maker to 

design a constellation schema. The design process of the 

schema is based on a hybrid approach: it starts from the 

database schema (class diagram CD) and the decision 

makers’ requirements. This process is incremental: the 

decision maker integrates progressively the analysis needs 

in 3 successive intermediate schemas. 

The advantage of such process is twofold: 

 The decision maker becomes independent 

to express his decisional requirements, 

 The process automatically controls the 

correspondence between analysis 

requirements and sources. 

However, the decision maker, even if he knows his 

needs, is obviously confronted with a double complexity: 

 Data source organization (Relational, 

Entity-Association or UML diagram), 

 Process of the star or constellation schema 

design (fact(s), dimensions, hierarchy). 

SelfStar project aims to propose formalized 

mechanisms to palliate this complexity. 

IV. INPUT AND OUTPUT OF SELFSTAR 

SelfStar system allows constellation schemas design 

from a data source and the decision-maker’s requirements. 

In order to illustrate the input/output of the design 

process, we present successively an example of source 

schema, an expression of analysis needs and finally the 

decisional base schema resulting from the process. 

A. Data source: Input of SelfStar 

Data source is described by UML language. The 

choice of this formalism is justified by the semantic 
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richness of the data model [2] and also by the 

correspondence between this language with the models 

entity-association and relational. Figure 2 gives the 

example of a classes diagram (CD) describing a 

management of the sales. 

Figure 2.  Our design process that allows a decision-maker to build a 
data-mart schema 

The CD not being easily exploitable in the state, it is the 

subject thus of a reprocessing. This principle was already 

proposed in [11] for the Entity-Association model and in 

[7] for the UML CD. According to this principle, the 

conceptual schema is transformed into a simplified 

schema containing only object classes and binary links of 

type 1..N between these classes. The transformation of a 

DCL into an exploitable schema is carried out as follows: 

 An object’s classes or association’s classes 

of the source becomes a class in the 

exploitable schema, 

 A binary  association links type 1..N is 

deferred in the state, 

 A binary association links type M..N is 

transformed into a class bound by 2 links 

1..N, 

 A link of aggregation or composition is 

processed as an association links (these type 

of links are not meaningful in the 

multidimensional schema), 

 A link of heritage disappears; the subclass 

of the source becomes a class and it will be 

on the same level as the super-class by 

inheriting its attributes and links (it 

preserves the semantics of the data). 

The exploitable schema obtained is an oriented acyclic 

graph. 

B. Requirements: Input of SelfStar 

When a decision maker wants to analyze the data of a 

source, it can express his requirements: 

 Either in the form of SQL request [12] ;  but 

this proves to be difficult for decision 

maker except IT, especially when these 

requests make use of clauses Group By and 

Having; 

 Or in the dashboards forms corresponding 

to the expected analysis results. 

In SelfStar, the decision maker integrates his 

requirements by himself through a graphic interface and 

this without formalizing them beforehand. 

C. Data-mart: output of SelfStar 

From a data source and analysis needs, SelfStar 

system visualizes a decisional database on which the 

decision maker can apply its queries. The schema of 

Figure3 describe a decisional database allowing the 

decision maker to analyze the number of Orders 

(Orders_Nb measure) and the delivered quantity 

accumulated (Orders Amount measure) according to 

Products and Dates dimensions. Each dimension is 

associated to a set of organized parameters into 

hierarchies. 

Figure 3.  Data-mart schema 

V. PERSONNALIZATION PROCESS 

A. Multidimensional schema design 

The proposed process in SelfStar (Figure 3) has a 

starting point the data source schema (CD) and the 

decision-makers’ requirements (informal). It contains four 

successive steps in which the decision maker will interact 

with the system to integrate progressively his 

requirements. Each step produces a new schema more 

comprehensive than the previous one. The 4th schema 

corresponds to that of the decisional database, i.e. the 

desired result (Figure 3). The decisional schema design is 

performed incrementally. 

First step consists to display a set of candidates facts 

in the intermediate schema number 1 (noted IS1). InIS1, 

the decision maker chooses the fact that he wants to 

analyze with the measures and their aggregations 

functions. 

Second step generates automatically the intermediate 

schema number 2 (IS2); it proposes all possible associated 

dimensions with the selected fact. InIS2, the decision 

maker will be able to indicate dimensions according to 

which they wish to analyze the fact. 

Third step generates an intermediate schema number3 

(IS3) containing the constellation schema (fact(s) + 

dimensions) with all the possible hierarchies. In IS3, the 

decision maker will choose each responding hierarchies to 

their requirements. 

Fourth step produces the multidimensional schema 

data-mart. At this level SelfStar will record the 

personalization metadata which later will allow the 

decision maker to elaborate the newest multidimensional 
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schemas. All algorithms related to the different phases of 

the process are presented in [13]. 

B. Personnalization meta-data 

Industrial experience of our team [14] showed that (1) 
a data source (sales or production BD) contains frequently 
from 30 to 60 objects classes and many links and (2) the 
analyzes carried by the same decision maker are usually 
very similar in terms of facts and dimensions. 

 

 

 

 

According to (1), we consider that the decision maker 

isn't able to choose the fact directly from the conceptual 

source schema because this schema is considered complex 

for any person (except computer scientist). We have 

decided to show for the decision maker a simplified 

presentation of the source (noted IS1) that is extracted 

automatically from the source schema.  

 

 

 

 

 

 

 

Figure 4.  The transformation from data-source and decision makers’ requirements to data-mart schema 

 
The second point noted (2), led us to define a 

personalization mechanism on the IS1; this mechanism can 
extract, from the CD of source, the most significant classes 
for helping the decision maker. 

The simplification of a source is based on the 

extraction of classes which must be analyzed by the 

decision maker (candidates facts). This extraction method 

is based on the personalization technical developed in our 

team and which inspired from the work of [12]. SelfStar 

record the personalization metadata whenever a decision 

maker develops a decisional schema. It is based on the 

scheduling of the candidate facts when the same decision 

maker will design a new multidimensional schema. 

Figure5 presents the algorithm that producing the 

personalization metadata. 

 

Algorithm : PersoWeight 

Input : ES, CW, MS, U     -- Exploitable Schema, Classes Weight, 

Multidimensional Schema and User 

Output: CW                                         --new weight values 

begin 

for i1 to p do                                 -- from each fact from MS 

  s  source(Fi) 

Ps Ps+ Coef    -- increases the class source weight 

for x in Dim(Fi) do 

    s   source (x) 

    Ps  Ps +2 

end for 

end for 

Figure 5.  Generation personalization metadata 

 

VI. CASE TOOL 

A. Experimentation 

SelfStar project was implanted in order to experiment 

all the proposed mechanisms. Figure 6 presents the 

software architecture. JAVA was used to develop this 

software. We used JAXP (Java API for XML Processing) 

that is a set of API including the SAX, DOM, XSLT 

(eXtensible Stylesheet Language Transformations) and 

XPath. The set of schemas used by SelfStar are with 

XML. We use JAXP tools to transform them. To view all 

XML schemas (intermediate schemas), we have 

developed a visualization module. It allows also the 

interaction between the system and the decision maker via 

the interface. This module uses the JGraph library. 

Soon activation, the software demands to the decision 

maker identifier of relational database (source). CD 

source is transformed into an exploitable schema through 

the XSLT API (XSLT generator). The DOM generator 

creates then intermediate schema 1 (IS1) through by 

analyzing exploitable schema and using basic metadata 

(calculated weight). IS1 is displayed and the decision 

maker can choose directly on the screen fact(s) to analyze. 

This process is repeated to integrate choice of dimensions 

and attributes in the following intermediate schemas (IS2 

and IS3). 

Finally, the multidimensional schema will be 

displayed and personalization metadata are generated. 

They will subsequently be used to guide the decision 

maker in developing new multidimensional schemas. It 

should be noted that during the first analysis of the source, 

only the basic metadata are available. With each new 
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analysis of this source, the metadata is enriched and will 

better define the profile of the decision maker. 

Figure 6.  Software architecture of SelfStar 

This paper does not deal ETL process. But, SelfStar 
has a module for loading data warehouse from sources. 
This module is automatically generated by SelfStar after 
the development of multidimensional schema. 

B. Validation 

To validate our approach and our tool, we used marks 
management application at University of Toulouse. The 
database source is composed of extracted data from the 
management education package (APOGEE [16] available 
in most french universities). We chose three decision 
makers of staff responsible for managing marks and 
awarding degrees. 

The source is a relational database containing training 
descriptions, students and results. Figure 7 shows an 
extract from the schema describing the database source. 

 

 

Figure 7.   CD extract of Database source 

 
We asked three employees of the University, having 

similar activities but independent create their own 
decisional databases using the database sources for 
analysis. It is noted that these decision makers use 
Business Object [17], occasionally. 

 
(1) An official school: analyzes the students’ 
absenteeism in the exams; observes the dates of 
issuance of marks of exams, etc.  
 
(2) A training manager: defines the rate of exam 
success by students, analyzes the evolution of result per 
scholar year, etc. 

 

(3) An academic manager of an academic year: 
examines student grades per subject per teacher 
(average, standard deviation, etc.), analyzes the results 
per subject, etc 
 
After a brief training regarding the using of SelfStar, 

these three decision-makers showed certain affluence to 
quickly design new data-marts and manipulate them with 
Business-Object. The scheduling of the candidate facts 
was realized through the mechanism of personalization. 

 

Figure 8.  Intermedite schema n°1 

 

Figure 9.  Intermedite schema n°2 

 

Figure 10.  Multidimensional schema 

VII. CONCLUSION AND FUTURE WORK 

This paper provided an approach to design a 

multidimensional schema from the data sources schema to 

be analyzed; the decision makers’ requirements are 

integrated progressively throughout the process. This 

approach is original in the measurement that it allows for 

the decision maker to design progressively his 

multidimensional schema without resorting to a database 

specialist (computer scientist). It is distinct clearly from 

the others data-driven, requirement-driven or hybrid-

driven approaches in which the user is not directly 

involved. 
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Abstract—This paper investigates the information needs of 

Chinese mobile Internet users in their fast-paced environment.  

The mobile Internet users grown up in such an environment 

would have different interests, ways of using, and information 

needs. In order to obtain a better understanding on Chinese 

mobile Internet user behavior, a web survey was conducted in 

Xi’an, China, followed by the previous ethnographical study. 

With the pervasiveness of smart-phones, people from different 

age groups joined the mobile Internet market, and the results 

of this study illustrated the various user behaviors on the 

mobile Internet across different age groups of people. The 

study revealed that in the mobile Internet era, Chinese users 

are more concerned with information relating to the scope of 

safety and love/belonging needs, advancing towards the next 

level in Maslow’s Hierarchy of Needs.  

Keywords-Internet; mobile Internet; interests; user behavior; 

web survey; mobile applications.  

I.  INTRODUCTION  

Mobile applications have emerged as one of the most 
popular sector of the mobile industry chain. As shown by the 
newest statistics published by EnfoDesk databases, in the 
third quarter of 2011, the number of mobile Internet users in 
China has reached 396 million users, increasing at a rate of 
4.4% [1]. 

The following graph shows the number of new iOS and 
Android device activations in China at the beginning of year 
2012, an astounding growth which has surpassed that of the 
United States to become number one around the globe. 

 

 
Figure 1. iOS and Android Device Activations 

 in China and USA [2]. 

 

Based on Flurry’s data in Figure 1, from Q1 2011 to Q1 

2012, China led in the mobile app session growth as well, 

increasing 1,126% year-over-year.  In such a fast-paced 

environment, users have various needs for the mobile 

applications.  In order to better design mobile applications, 

we need to understand the information needs of mobile 

users.  Thus, we designed a questionnaire and conducted a 

web survey in Xi’an, China. 

The next section of this paper will discuss the 

methodology prescribed in questionnaire design and survey 

procedure. The third section will discuss findings and 

results of the web survey. The final section will analyze and 

summarize our findings.  

II. METHODOLOGY 

The research plan consists of ethnographic interviewing 
and web surveys. Ethnographic interviews were first 
conducted in Xi’an [3].  Afterwards, a web survey on 
customer concerned issues was administered as the second 
step of the research.  This paper focuses on the second step.  

According to the best practice suggested by Kuniavsky  
[4], the study plan was drafted to collect data to validate 
research hypothesis.  According to the previous 
ethnographical study, Chinese Internet users focus more on 
two levels of Maslow’s Hierarchy of Needs [3], safety and 
love/belonging, when surfing the Internet. We hypothesize 
that this same user behavior and focus on safety and 
love/belonging needs is demonstrated when these users 
utilize the mobile Internet. Out of these two levels, we wish 
to further investigate which subcategories are more 
important to the users. What specific information within 
these categories do they care about the most?   Based on the 
previous study, we know that people have interests on trust, 
safety, education, job, psychology, communication, and 
health, etc., so this paper will study more on these interests. 

A. Questionnaire Design 

We designed the questionnaire based on the ethnographic 
results: Internet user behavior correlated to the user age 
group and other user demographic information. Since we 
assume that the users’ information needs while using the 
mobile Internet are similar to their using the Internet, 
therefore we designed questionnaire focusing on the three 
basic needs in Maslow’s Hierarchy of Needs: physiological, 
safety, and love/belonging.  

The questionnaire includes both a first level factor and a 
second level factor.  Each second level factor in turn 
encompasses multiple different related questions, and each 
question was designed for a 5-Lirket Scale answers from 
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most agree to most not-agree. There are also some multiple 
choices or open ended questions that allowed survey 
participants to provide more inputs.  

The first level factors are seven broad categories, such as 
Trust; Communication; Safety; Education; Jobs and Career; 
Psychology; and Health. The first level factors are further 
specified and divided by second level factors. For example, 
under the first level factor “Trust”, there are several second 
level factors such as “Consumer Recommendation”, 
“Shopping and Merchandise”, “Trust in Society”, “Location-
Based Information Acquirement”,  “Traffic”, etc. The 
following describes a few examples of the details of the 
questionnaire.  

 
 
Example1:   
First level factor - Trust  

Second level factor - Consumer Recommendation 
Related Questions:  

1) When I purchase expensive electronic 
products, I usually research online 
beforehand. 
1. Most Not Agree, 2. Not Agree, 3. 
Neutral;  4. Agree, 5. Most Agree 

2) What information do you look for? Choose 
from the following options or add your 
input. 
__quality of product, __manufacturer 
reputation, __ market price, __consumer 
reviews, __after-sales service, or 
other______? 

. 
 
Second level factor – Shopping and Merchandise 
Related Questions 

1) I only go shopping at a fixed number of 
stores. 
1. Most Not Agree, 2. Not Agree, 3. 
Neutral,  4. Agree, 5. Most Agree 
 

2) I wish to receive information about sales at 
local stores. 
1. Most Not Agree, 2. Not Agree, 3. 
Neutral,  4. Agree, 5. Most Agree 
 

3) I wish to receive electronic coupons and 
vouchers instead of paper ones. 
1. Most Not Agree, 2. Not Agree, 3. 
Neutral,  4. Agree, 5. Most Agree 
 

4) I wish to save time by checking for 
information regarding products I buy often 
on my smart-phone. 
1. Most Not Agree, 2. Not Agree, 3. 
Neutral,  4. Agree, 5. Most Agree 
 

B. Questionnaire Validity 

The web survey was conducted using a formally 
designed questionnaire and surveyed a total of 200 mobile 
Internet users in China. In accordance to a completely 
randomized design in order to yield the most accurate results, 
the questionnaire was sent to a polling agency, where it was 
reviewed and proofread. Afterwards, the questionnaire was 
sent to a variety of different websites over the Internet in 
order to sample a more diverse and random population.  
When prefixed percentage ratios were satisfied, the poll was 
closed and data analysis was conducted on the results.  
 

C. Predictive Validity 

Prediction validity refers to the effectiveness of the 

outcome of a survey to predict the results of future surveys 

or experiments. As a form of criterion validity, the validity 

of the results is established when compared against known 

criteria. The main purpose of this survey is to target the 

most common problems current users face when using the 

mobile Internet. We also hope to investigate some of the 

most common issues these users are concerned about as well. 

When information needs based on geographical location 

are taken into account, careful analysis of the survey results 

reflects the information needs of current users in different 

situations and holds predictive value on a long-term basis.  

 

D. Construct Validity 

Construct validity refers to whether the questionnaire is 

comprehensive and takes into consideration all facets and 

elements of the questions. It also refers to the extent to 

which what was to be measured was actually measured, and 

whether the results of the survey can account for the 

survey’s accuracy and validity. The formal questions in this 

survey are derived from the previous ethnographical study 

and the analysis of the users’ most commonly faced 

problems.    

 

E. Content Validity 

Content validity refers to the effectiveness of translating 

factors surveyed into specific and relevant questions, and 

the level by which these questions through content can 

accurately and comprehensively reflect a surveyed factor.  It 

additionally refers to the verification of whether the survey 

method measures what is expected, as well as whether such 

a measure accounts for all aspects of a social construct.  

These questions in the survey have been improvised and 

refined by comparing the content validity between a 

preliminary survey and that of a formal survey. Only 

conducting questions that involve measuring the satisfactory 

level of users when they encounter problems cannot 

completely reveal the information needs that users are 

interested in or are concerned about.  

Hence, when designing this questionnaire, we not only 

took into account issues that users may confront, but also 
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verified the specific types of information these users want to 

see. This particular verification process is administered by 

allowing surveyed users to select types of information they 

are interested in from a list of options and following up with 

analysis of the most popular choices indicated by the 

subjects. 

III. FINDINGS AND RESULTS 

A. Demographical Information  

1) Age group 
Out of the total 200 web survey participants, the chart 

below illustrates the age group distribution for people who 
were born after the 1960’s, 70’s, 80’s and 90’s:  

 
 

 
 

Figure 2. Age Group Distribution. 

 
 
2) Sex 

Out of the total web survey participants, 40.2% are 

female and 59.8% are male.  

 
3) Marital status 

Out of the total web survey participants, 15% were 

married with kids, 15%  were married without kids;  30% 

were single and in a relationship;  40%  were single and not 

in a relationship. The following chart shows this breakdown.  

The participants’ marital status could influence their 

regularly-sought information. For example, if they are 

married with kids, their information seeking is more related 

to the family than if they were not married with kids, 

especially on issues such as childcare and children’s 

education.   

 

 
 

Figure 3. Marital Status Distribution. 

 
4) Education background 

Out of the total web survey participants, the education 

level breakdown is presented by the following chart: 

  

 

 

 
 

Figure 4. Education Level Distribution. 

 

B. Information Needs Related to the Gender  

By observing Figure 5, we find that a significant amount 
of women are more concerned with the job search category, 
compared to that of men because job security in China for 
women is lower than men due to the culture reason.  Women 
are particularly interested in finding a job nearby. In another 
relevant category, career plan, it can also be concluded that 
women demonstrate more interest, although there is less of a 
statistical difference.  

Another observation is the significant difference in 
interest between men and women on the education of 
children. On this topic, there is a greater difference than that 
of any other category. Men tend to like the information 
pushed to their mobile devices regarding how to educate 
their children, while women like to chat with their social 
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groups in order to get the information for children and 
education related topics.   

Some of the common topics that both men and women 
are equally concerned about are those regarding food and 
nutrition safety, health and lifestyle, local events, and career 
planning.  
 

 
 

Figure 5. Interest in Different Information Categories Across Genders. 

 

C. Information Needs Related to the Age Groups 

The information needs broken down by age groups can 
be seen in the Table 1.  The average Likert scale score for 
each type of questions were calculated according to the age 
groups.   

TABLE I.  INFORMATION NEEDS RELATED TO AGE GROUPS 

Information 

Needs 

Age Groups (born after …) 

60s 70s 80s 90s 
Compare 

Prices  

4 4.45 4.59 4.56 

Food Safety 4.4 4.64 4.27 4.22 

Career Plan 3.6 4.36 4.3 4.78 

Stress 4.4 4.36 4.13 4.44 

Health/Life 
Style 

3.8 4.27 4.13 4.56 

Job Search 3.4 4 4.19 4.11 

Local Events 4 3.82 3.95 3.89 

Sales/ 

Discounts 
3.4 3.55 4 4.22 

Education for 

Children 
4 4.55 3.65 4.11 

Social 
Network 

4.2 3.82 3.73 4.11 

  
The above data can be illustrated in Figure 6. From this 

figure, it reveals that mobile Internet users born after the 60s 
are notably less concerned about sales/discounts, career 
planning and job search, compared to all other age groups, 
which indicated that this group has more financial freedom 
than other groups.    

On the other hand, people born after the 90s are the most 
attentive to their career. In addition, this age group also 
display great attention to information related to the 
sales/coupons/discounts and health/lifestyle category, as 
compared to the three other age groups. A consistent trend 
shown by Figure 6 is that the younger age groups tend to be 
more concerned with physiological needs than safety needs, 
and pay more attention towards information that relate to 
livelihood (finding jobs and saving money).  

For the people born after 70s, their main concerns focus 
on the food safety and education for children. Their needs 
are more related to safety and love/belonging as they have 
established social status. They like to check nearby 
restaurant reviews through their mobile devices before 
dining, and quickly learn from their mobile devices on 
others’ or experts’ opinions on how to educate their children. 

A topic that evokes interest across all four age groups is 
that of news about local events and information regarding the 
local environment.  They like to check local information 
through mobile devices on their way to commute in the 
public transportation, or in their spare time, because they 
think only local (specific to one city) information is most 
relevant to their daily lives. 

 

 
 

Figure 6. Interest in Different Information Categories Across Different 
Age Groups. 
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D. Local Information Needs-Checked with Mobile Devices 

Frequently  

Figure 7 shows the top categories of information that 
surveyed mobile Internet users indicated what they wanted to 
know regarding their local community. As the chart 
illustrates, information related to saving money, such as 
discounts and sales, is clearly a high priority. 

 Users also like to utilize their mobile devices for quick 
access to daily local news and events happening in the 
neighborhood.  They believe that the things happening 
around them are more meaningful to their lives.   

Finally, many users also express equal interest in issues 
regarding livelihood, such as job openings and the price of 
gas and electricity. News regarding education also appears to 
be of considerate interest.  

 
 

 

 
Figure 7. Local Information Needs. 

 

IV. CONCLUSION 

 

It can be concluded that mobile Internet users in China 

demonstrate information needs that are mostly on 

physiological, safety needs and love/belonging, and leaning 

towards the needs of safety and love/belongs.  The mobile 

Internet users’ information needs are the same as those on 

the Internet, and thus, also follow the egg theory by Yang 

[3].   By looking overall at Figures 5 and 6, the top 

categories of information that all mobile Internet users are 

concerned about as a whole are related to price comparison, 

food and nutrition safety, and career planning. Figure 7 also 

reinforces this observation. Categories that fall under 

physiological needs are that of price comparison. The 

mobile Internet introduced a quick access to people for 

online shopping and browsing.   Categories that fall under 

safety needs are that of career planning, job search and self 

improvement, food safety, and health and lifestyle, which 

the users are more concerned with.  Categories that full 

under the love/belonging are that of communication with 

friends and family, and child education, which have drastic 

use in the mobile Internet era. 

Within the two categories of needs that mobile Internet 

users most focused on, safety and love/belong, which 

specific information do they care about the most?   Analysis 

of Figures 5 and 6 reveals that the two most popular topics 

surveyed mobile Internet users were interested in are food 

safety, and career planning which all fall under the safety 

level of needs. The communal interest on information 

regarding the safety of food may be a result of the numerous 

reports of food poisoning or false products.  Users may wish 

to go online through their mobile devices and check 

references or other customers’ reviews of nearby 

restaurants’ reputation and history before choosing those 

restaurants.   

 Here we elaborate more on how people’s need relate to 

the level of love/belonging.  The users communicate with 

their friends and family through cell phone calls, instant 

messaging, text, or wechat, which already has more than 

200 million users, either to talk, share popular news/topics, 

or send personal pictures. Since a mobile phone’s basic 

function is to communicate, the drastic increase in sales for 

mobile phones in China is due to a greater demand for 

faster, more accessible communication by the people. Many 

of these new mobile phone users are from the large amount 

of immigration of workers into the city from the 

countryside. In addition, college graduates often find jobs in 

bigger, well-developed cities than their home towns. This 

distance from their families contributes to these users’ 

dependence on mobile phones to quickly connect with their 

families. The mobility within the cities also cause people to 

rely more on mobile phones than landlines because it is 

harder to keep a permanent landline number. Some people 

even have two or three phone numbers to reduce the cost of 

communication. 

Finally, the demographical difference may cause different 

user behavior for the mobile Internet use.  For example, as a 

result of the developing global economy, many job 

opportunities and career options have surfaced; therefore, 

many people are eager to acquire career information and 

counseling. This trend is especially prevalent in the female 

subset of surveyed subjects. This may be because women 

tend to want to find a job close to home in order to avoid 

traffic and to easily take care of their families.  From a 

different perspective, the rankings given by people born in 

the 1960s show they are less concerned compared to the 

younger age groups regarding career planning and job 

search. As an overall trend, some of the older age groups 

tend to focus more attention towards information that fall 

under the safety category.  

Human needs are a powerful resource of explanation of 

human behavior and social interactions [5, 6]. In the mobile 

Internet era, human needs have overall moved towards a 

higher level in the Maslow Hierarchy of Need [3].  People 
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are more concerned with things relating to the scope of 

safety and love/belonging.  Between these two categories, 

different age groups of mobile Internet users have different 

methods of using the mobile Internet, as well as distinctive 

focused interests and objectives.  There are several possible 

reasons that may contribute the variance, such as society 

development, influence of popular applications in the 

market during different times, education levels, amount of 

time spent on the Internet and mobile Internet, and many 

others.  

The study of user behavior on the mobile Internet also 

reveals the extent by which mobile Internet is fusing into 

users’ life.  The closer mobile Internet is to its users’ daily 

life, the more popular mobile applications will be. The next 

study will focus more on how users interact with the 

different types of mobile devices (phone/pad) on iOS, 

Andorid, and Win Mobile.    
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Abstract— Recently in HCI research, emotion recognition is 

one of the core processes to implement emotional intelligence. 

There are many studies using physiological signals in order to 

recognize human emotions. The purpose of this study is to 

recognize emotions using autonomic nervous system responses 

induced by three different emotions (boredom, pain and 

surprise). Three different emotional states are evoked by 

emotional stimuli, physiological signals (EDA, ECG, PPG and 

SKT) for the induced emotions are measured as the reactions 

of stimuli, and 27 features are extracted from their 

physiological signals for emotion recognition. The stimuli are 

used to provoke emotions and tested their appropriateness and 

effectiveness. Audio-visual film clips used as stimuli are 

captured originally from movies, documentary, and TV shows 

with the appropriateness of 86%, 97.3% and 94.1% for 

boredom, pain and surprise, respectively, and the effectiveness 

of 5.23 for happiness, 4.96 for pain and 6.12 for surprise (7 

point Likert scale). Also, for the three emotion recognition, we 

propose a Fuzzy c-means clustering based neural networks 

using the physiological signals. The proposed model consists of 

three layers, namely, input, hidden and output layers. Here, 

fuzzy c-means clustering method, two types of polynomial and 

linear combination function are used as a kernel function in 

the input layer, the hidden layer and the output layer of neural 

networks, respectively. To evaluate the performance of 

emotion recognition of the proposed model, we use the 10-fold 

cross validation and a comparative analysis shows that the 

proposed model exhibit higher accuracy when compared with 

some other models that exist in the literature. 

Keywords-emotion; recognition; stimuli; physiological 

signal; autonomic nervous system responses; neural networks. 

I.  INTRODUCTION 

Emotion recognition in human-computer interaction 
(HCI) studies is the one of topic that researcher are most 
interested in. To recognize human's emotions and feelings, 
various physiological signals have been widely used to 
classify emotion [1] because signal acquisition by non-
invasive sensors is relatively simple and physiological 
responses induced by emotion are less sensitive in social and 
cultural difference [2]. Physiological signal may happen to 
artifact due to motion, and have difficulty mapping emotion-
specific responses pattern, but this has some advantages 

which are less affected by environment than any other 
modalities as well as possible to observe user’s state in real 
time. In addition, they also can be acquired spontaneous 
emotional responses and not caused by responses to social 
masking or factitious emotion expressions. Finally, 
measurements of emotional responses by multi-channel 
physiological signals offer more information for emotion 
recognition, because physiological responses are related to 
emotional state [3]. Various physiological signals offer a 
great potential for the recognition of emotions in computer 
systems, in order to fully exploit the advantages of 
physiological measures, standardizations of experimental 
methods have to be established on the emotional model, 
stimulus used for the identification of physiological patterns, 
physiological measures, parameters for analysis, and model 
for pattern recognition and classification [4]. 

The objective of this study is to achieve emotion dataset 
including physiological signals for three emotions (boredom, 
pain and surprise) induced by emotional stimuli and to 
develop a recognizer based on neural networks, namely, 
fuzzy c-means clustering based neural networks. 

To induce boredom, pain and surprise emotions, we use 
audio-visual film clip captured originally from movies, 
documentary, and TV shows. Electrodermal activity (EDA), 
skin temperature (SKT), electrocardiac activity (ECG) and 
photoplethysmography (PPG) are recorded from 200 
undergraduate students; during they are exposed to visual-
acoustic emotional stimuli. And participants classified their 
present emotion and assessed its intensity on the emotion 
assessment scale. As the results of emotional stimulus 
evaluation, emotional stimuli were shown to mean 92.5% of 
appropriateness and 5.43 of effectiveness; this means that 
each emotional stimulus caused its own emotion quite 
effectively. Also, 27 features are extracted from their 
physiological signals for emotion recognition. 

In order to recognize three emotions, we propose a fuzzy 
c-means clustering based neural networks (FNN) with 
polynomial function as a new methodology of emotion 
recognizer. Neural networks (NNs) have been widely used to 
deal with pattern recognition problems. It has been shown 
that the NNs can be trained to approximate complex 
discriminant functions [5]. NN classifiers can deal with 
numerous multivariable nonlinear problems for which an 
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Figure 1.  Example of emotional stimuli 

accurate analytical solution is difficult to derive or does not 
exist [6]. It is found however, that the quality and 
effectiveness of NN classifiers depend on several essential 
parameters whose values are crucial to the accurate 
predictions of the properties being sought. The appropriate 
NN architecture, the number of hidden layers and the 
number of neurons in each hidden layer are the important 
design issues that can immediately affect the accuracy of the 
prediction. Unfortunately, there is no direct method to 
identify these factors as they need to be determined on an 
experimental basis [6]. In addition, it is difficult to 
understand and interpret the resulting NNs. These difficulties 
increase once the number of variables and the size of the 
networks start to increase [7][8]. To alleviate the problems 
highlighted above, we propose to consider fuzzy c-means 
clustering based neural networks (FNN) with polynomial 
function exploiting a direct usage of Fuzzy C-Means 
clustering and involving polynomials in the description of 
relationships of the models. The proposed FNN model 
consists of three layers, namely, input, hidden and output 
layers. A neuron in input layer employs fuzzy c-means 
clustering method as a kernel function, namely, this layer 
relates to the partition function of input space using FCM 
clustering. Two types of polynomial and linear combination 
of input signals are used as a kernel function of a neuron in 
the hidden layer and the output layer of neural networks, 
respectively. Using two types of polynomial functions can 
help to improve the characteristic of basic neural networks 
recognizer and caries out the presentation of a partitioned 
local space. The proposed FNN recognizer generates a 
nonlinear discernment function in the output space and has 
the better performance of emotion recognition. The proposed 
recognizer is applied to the obtained emotional physiological 
signals with 27 features and its results are compared with 
performance of C4.5, SOM (Self-organizing map), Naïve 
Bayes and SVM (support vector machines) [9]-[13]. The 
study is organized as follows. In Section II, we discuss 
emotion stimuli and measurements of physiological signals 
obtained as autonomic nervous system responses by three 
emotions. A structure of the proposed FNN is presented with 
an overall description of a detailed design methodology in 
Section III. In Section IV, we report on results of emotion 
recognition for the proposed FNN and conventional models. 
Finally, concluding remarks are covered in Section V. 

II. EMOTIONS AND AUTONOMIC NERVOUS SYSTEM 

RESPONSES 

This section reports a presentation of emotional stimuli 
and the measurements of physiological signals of autonomic 
nervous system responses for boredom, pain and surprise 
emotions 

A. Subjects 

In this experiment, 200 college students (mean age: 21.7 
± 2.3 years) have participated. They have reported no history 
of medical illness due to heart disease, respiration, or central 
nervous system disorder or psychotropic medication. They 
were introduced to the experiment protocols and filled out a 
written consent before the beginning of experiment. Also, 

they were paid $30 USD per session to compensate for their 
participation. 

B. Emotional Stimuli 

For the three emotions, emotional stimuli are selected the 
2-4 min long audio-visual film clips, which are captured 
originally from movies and TV shows, and provoking pain. 
Figure 1 is the example of emotional stimuli using audio-
visual film clips. The stimulus, which provokes pain, is that 
it’s the more pressure an experimenter put on it after wearing 
a blood pressure cuff on subjects’ arm during 1 minute. The 
boring stimulus is the combination a presentation of “+” 
symbol on screen and a repetitive sound of number from 1 to 
10 during 3 minutes. The surprise provoking stimulus is the 
sudden presentation of above images and hog-caller, sound 
of breaking glass, and thunder during concentration on task 
during 1 minute. Audio-visual film clips have widely used 
because these have the desirable properties of being readily 
standardized, involving no deception, and being dynamic 
rather than static. They also have a relatively high degree of 
ecological validity, in so far as emotions are often evoked by 
dynamic visual and auditory stimuli that are external to the 
individual [14]-[17]. 

The audio-visual film clips have been used to provoke 
emotion and tested their appropriateness and effectiveness. 
The appropriateness of emotional stimuli means a 
consistency between the intended emotion by experimenter 
and the participants’ experienced emotion. The effectiveness 
is an intensity of emotions that participants rated on a 1 to 7 
point Likert-type scale, that is, 1 being “least boring” and 7 
being “most boring”. The appropriateness and effectiveness 
of these stimuli were as follows; appropriateness and 
effectiveness of boredom were 86.0% and 5.23±1.36, in pain 
97.3% appropriateness and 4.96±1.34 effectiveness and 
94.1% appropriateness and 6.12±1.14 effectiveness in 
surprise. 

C. Measurements of Physisological Signals and Feature 

extraction 

To collect physiological signals for three emotions, the 

laboratory is a room with 5mⅹ2.5m size having a sound-

proof (lower than 35dB) of the noise level where any outside 
noise or artifact are completely blocked. A comfortable chair 
is placed in the middle of the laboratory and 38 inch TV 
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Figure 2.  Physiological signals and feature extraction 
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Figure 3.  General structure of neural networks 

monitor set for presentation of film clips is placed in front of 
the chair. An intercommunication device is placed to the 
right side of chair for subjects to communicate with an 
experimenter. A CCTV is installed on the top of the monitor 
set to observe participant’s behaviors and their behaviors are 
storage through the monitor and a video cassette recorder 
outside the laboratory. 

Prior to the experiment, subjects are introduced to detail 
experiment procedures and have an adaptation time to feel 
comfortable in the laboratory setting. Then they are attached 
electrodes on their wrist, finger, and ankle for measurement 
of physiological signals. Physiological signals are measured 
for 60 sec prior to the film clip presentation (baseline) and 
for 2 to 4 min during the presentation of the film clips 
(emotional state), then for 60 sec after presentation of the 
film clips as recovery term. Subjects rate the emotion that 
they experienced during presentation of the film clip on the 
emotion assessment scale. 

The dataset of physiological signals such as skin 
temperature (SKT), electrodermal activity (EDA), 
photoplethysmography (PPG), and electrocardiogram (ECG) 
are collected by MP150 Biopac system Inc. (USA). SKT 
electrodes are attached on the first joint of non-dominant ring 
finger and on the first joint of the non-dominant thumb for 
PPG. EDA is measured with the use of 8 mm AgCl 
electrodes placed on the volar surface of the distal phalanges 
of the index and middle fingers of the non-dominant hand. 
Electrodes are filled with a 0.05 molar isotonic NaCl paste to 
provide a continuous connection between the electrodes and 
the skin. ECG electrodes are placed on both wrists and one 

left ankle with two kinds of electrodes, sputtered and AgCl 
ones. The left-ankle electrode is used as a reference.  

The signals are acquired for 1 minute long baseline state 
prior to presentation of emotional stimuli and 1-2 minutes 
long emotional states during presentation of the stimuli as 
emotional state. To extract features, the obtained signals are 
analyzed for 30 seconds from the baseline and the emotional 
state by AcqKnowledge (Ver. 3.8.1) software (USA) as 
shown in Fig. 2. 27 features, namely, bSCL, bSCR, eSCL, 
eSCR, dSCL, and dSCR features from EDA signal, 
BmeanSKT, EmeanSKT and DmeanSKT from SKT, bHR, 
bLF, bHF, bHRV, eHR, eLF, eHF, eHRV, dHR, dLF, dHF  
and dHRV from ECG, and bBVP, bPPT, eBVP, ePPT, 
dBVP and  dPPT from PPG are extracted from the obtained 
emotional physiological signals. These are the features that 
are commonly used in physiological signal analysis. 

III. STRUCTURE AND DEVELOPMENT OF FUZZY C-MEANS 

CLUSTERING BASED NEURAL NETWORKS 

Neural Network (NN) is a computational intelligence 
model inspired by the structure and functional aspects of 
biological neurons [11]. NN has been widely used to deal 
with pattern recognition problems. The generic topology of 
NN consists of three layers as shown in Fig. 1. A neuron in 
the input layer is connected to a layer of hidden neuron, 
which is connected to output neuron. The activity of the 
input neurons represents the raw information that is fed into 
the network, the activity of each hidden neuron is determined 
by the activities of the input neuron and the weights on the 
connections between the input and the hidden, and the 
behavior of the output depends on the activity of the hidden 
neurons and connection weights between the hidden and the 
output layer. 

The proposed Fuzzy c-means clustering based neural 
networks (FNN) exhibit a similar topology as the one 
encountered in simple neural network. However the 
functionality and the associated design process exhibit some 
evident differences. In particular, the kernel fields of neurons 
do not assume any explicit functional form (say, Gaussian, 
ellipsoidal, etc.), but are directly reflective of the nature of 
the data and come as the results of fuzzy clustering in input 
layer, polynomials in hidden layer and linear combination of 
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activation signals in output layer. These networks results as a 
synergy between two other general constructs such as fuzzy 
c-means clustering [18][19] and neural networks [11]. 

In input layer, considering the prototypes v1, v2, …, vc 
formed by the fuzzy c-means (FCM) clustering method, the 
kernel of a neuron is expressed in the following way 
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The FCM clustering method comes as a standard 
mechanism aimed at the formation of ‘c’ fuzzy sets. The 
objective function Q guiding this clustering is expressed as a 
sum of the distances of individual data from the prototypes 
v1, v2, …, and vc, 

 
 


c

i

N

k
ik

m

ik
uQ

1 1

2

vx  

Here, || || denotes a certain distance function; ‘m’ stands 
for a fuzzification factor (coefficient), m=2.0. N is the 
number of patterns. The resulting partition matrix is denoted 
by U=[uik], i=1, 2,…,c; k=1, 2, …, N. While there is a 
substantial diversity as far as distance functions are 
concerned, here we adhere to a weighted Euclidean distance 
taking on the following form 
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with σj being a standard deviation of the j-th variable. While 
not being computationally demanding, this type of distance 
is still quite flexible and because of that commonly used.  

The minimization of Q is realized in successive iterations 
by adjusting both the prototypes and entries of the partition 
matrix, that is min Q(U, v1, v2, …, vc). The resulting partition 
matrix becomes output signals of kernel function in input 
layer, namely, U=IK. 

In addition, the kernel functions of hidden layer come in 
the product of polynomials of inputs and activation signals 
which are output signals of input layer. 
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Here, fi(x) is a certain polynomial coming from the 
following family of relationships 
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These functions are activated by partition matrix and lead 
to local regression models. The proposed FNNs governed by 
(5) are furnished with a great deal of degrees of freedom 

which may result with improved their emotion recognition 
rates when contrasted with conventional models. 

The neuron located at the output layer completes a linear 
combination of the activation levels of the hidden layer. 
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y is a representation of FNNs as a discriminant function. 

IV. RESULTS OF EMOTION RECOGNITION 

Our objective is to quantify the performance of the 
proposed FNNs recognizer and to compare it with the 
performance of some other recognizer reported in the 
literature. In the assessment of the performance of the 
recognizer, we use the recognition accuracy for three 
emotions. The experiments completed in this study are 
reported for the 10 fold cross-validation for assessing how 
the results of a statistical analysis will generalize to an 
independent dataset. 

For the recognition of boredom, pain and surprise 
emotions, Table I contrasts the recognition accuracy (%) of 
the proposed FNNs with other well-known methods (C4.5, 
SOM, Naïve Bayes and SVM) studied in the literatures [9]-
[14]. The experimental results reveal that the proposed 
approach and the resulting model outperform the existing 
methods in terms of better prediction capabilities on feature 
space. 

C4.5 developed by R. Quinlan is one of statistical 
classifier algorithms and builds decision trees from a set of 
training data. C4.5 starts with large sets of cases belonging to 
known classes. The cases, described by any mixture of 
nominal and numeric properties, are scrutinized for patterns 
that allow the classes to be reliably discriminated. These 
patterns are then expressed as models, in the form of 
decision trees or sets of if-then rules, which can be used to 
classify new cases, with emphasis on making the models 
understandable as well as accurate.  

SOM (self-organizing map), called Kohonen map, is a 
type of artificial neural networks in the unsupervised 
learning category and generally present a simplified, 
relational view of a highly complex data set. This is called a 
topology-preserving map because there is a topological 
structure imposed on the nodes in the network. A topological 
map is simply a mapping that preserves neighbourhood 
relations. The goal of training is that the “winning” unit in 
the target space is adjusted so that it is more like the 
particular pattern. Others in the neighbourhood of output are 
also adjusted so that their weights more nearly match that of 
the input pattern. 

The Naïve Bayes algorithm is a classification algorithm 
based on Bayes rule and particularly suited when the 
dimensionality of the inputs is high. When the dependency 
relationships among the features used by a classifier are 
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unknown, we generally proceed by taking the simplest 
assumption, namely, that the feature are conditionally 
independent given the category, that is,  
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This so-called naïve Bayes rule often works quite well in 
practice, and it can be expressed by a very simple belief net. 

SVM (support vector machine) finds a hyperplane based 
on support vector to analyze data and recognize patterns. The 
complexity of the resulting recognizer is characterized by the 
number of support vectors rather than the dimensionality of 
the transformed space. The goal in training SVM is to find 
the separating hyperplane with the largest margin. We expect 
that the larger the margin, the better generalization of the 
recognizer. 

The more detail results of emotion recognition accuracy 
by each algorithm are like from Table II to VIII. In analysis 
of C4.5, accuracy of each emotion has range of 42% to 74%. 
Boredom is recognized by C4.5 with 73.9%, pain 42.0%, and 
surprise 58.9% as shown in Table II. In Table III and IV, the 
results of Naïve Bayes and SVM are shown for three 
emotions, respectively. Naïve Bayes provides accuracy of 
71.88 % when it recognized all emotions. In boredom, 
accuracy of 73.9% is achieved, 71.6% in pain, 66.7% in 
surprise. The results of emotion recognition using SVM 
show recognition accuracy of 67%, 62.1%, and 57.3% 
according to orders of boredom, pain, and surprise. For the 
supervised and unsupervised SOM, 61.45% and 59.22% are 
obtained, respectively, as recognition accuracy for three 
emotions. For the each emotion, boredom, pain and surprise, 
69.3%, 52.7% and 62% are obtained in supervised SOM and 
68.2%, 56.8%, and 53.1% are resulted from unsupervised 
SOM. Finally, the recognition accuracy of the proposed FNN 
with constant and linear has 70.2% and 74.49%, respectively 
for three emotion recognition. In case of constant, each 
emotion is recognized by FNN with 79% of boredom, 61.5% 
of pain and 69.8% of surprise. 72.2%, 74.6% and 76.6% are 
shown as results of emotion recognition by FNN with linear 
for boredom, pain and surprise, respectively. 

C4.5 and Naïve Bayes were coming from the 
Classification Toolbox of MATLAB. For SVM, we have 
used Duda’s Toolbox (www.yom-tov.info/toolbox.html). 
SOM toolbox available in MATLAB has offered SOM 
algorithms, see www.cis.hut.fi/projects/somtoolbox/. 

TABLE I.  RESULT OF EMOTION RECOGNITION 

Models Accuracy (%) 

C4.5 58.47 

Naïve Bayes 71.88 

SVM 62.01 

SOM 
Supervised 61.45 

Unsupervised 59.22 

Proposed FNNs 
Constant 70.2 

Linear 74.49 

TABLE II.  RESULT OF EMOTION RECOGNITION BY C4.5 

 Boredom Pain Surprise 

Boredom 73.9 2.3 23.9 

Pain 22.5 42 35.5 

Surprise 28.6 12.5 58.9 

TABLE III.  RESULT OF EMOTION RECOGNITION BY NAÏVE BAYES 

 Boredom Pain Surprise 

Boredom 77.8 2.3 19.3 

Pain 8.3 71.6 19.5 

Surprise 16.1 16.7 66.7 

TABLE IV.  RESULT OF EMOTION RECOGNITION BY SVM 

 Boredom Pain Surprise 

Boredom 67 8 25 

Pain 5.9 62.1 32 

Surprise 14.1 28.6 57.3 

TABLE V.  RESULT OF EMOTION RECOGNITION BY SUPERVISED SOM 

 Boredom Pain Surprise 

Boredom 69.3 10.2 20.5 

Pain 3 52.7 44.4 

Surprise 7.8 30.2 62 

TABLE VI.  RESULT OF EMOTION RECOGNITION BY UNSUPERVISED SOM 

 Boredom Pain Surprise 

Boredom 68.2 7.4 19.9 

Pain 8.9 56.8 32.5 

Surprise 14.1 30.7 53.1 

TABLE VII.  RESULT OF EMOTION RECOGNITION BY FNN WITH 

CONSTANT 

 Boredom Pain Surprise 

Boredom 79 4.5 16.5 

Pain 4.1 61.5 34.3 

Surprise 9.4 20.8 69.8 

TABLE VIII.  RESULT OF EMOTION RECOGNITION BY FNN WITH LINEAR 

 Boredom Pain Surprise 

Boredom 72.2 4 23.9 

Pain 3 74.6 22.5 

Surprise 4.2 19.3 76.6 

 

V. CONCLUSION 

In this study, we have discussed the acquisition of 
emotional physiology signals using emotion stimuli and the 
design of an emotion recognition methodology for boredom, 
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pain and surprise emotions. The emotion stimuli used to 
induce a participant’s emotion were evaluated for their 
suitability and effectiveness. The result showed that 
emotional stimuli have the appropriateness of 92.5% and the 
effectiveness of 5.4 point (7 point Likert scale) on average. 
Twenty seven features have been extracted by means of the 
statistical and the geometric approaches in time and 
frequency domain from physiological signals such as EDA, 
SKT, PPG and ECG. These signals have been induced by 
emotional stimuli. In order to recognize the three emotions 
with physiological signals, we have proposed fuzzy c-means 
clustering based neural networks (FNNs) with three layers. 
Fuzzy c-means clustering method as a kernel function has 
used in a neuron in input layer. A kernel function of a neuron 
in the hidden layer used two types of polynomial functions 
and the linear combination of input signals were used in 
output layer of the proposed networks. Using two types of 
polynomial functions helped to improve the characteristic of 
a recognizer and carried out the presentation of a partitioned 
local space. The proposed FNN recognizer generates a 
nonlinear discernment function in the output space and has 
the better performance of emotion recognition. As shown in 
results, the proposed FNN with linear function has 
recognition accuracy 74.49% for the three emotions.  The 
proposed recognizer will lead to better chance to recognize 
human emotions by using physiological signals in the 
emotional interaction between man and machine. 

ACKNOWLEDGMENT 

This research was supported by the Converging Research 
Center Program funded by the Ministry of Education, 
Science and Technology (No. 2012K001330 &  
2012K001339). 

 

REFERENCES 

[1] J.Wagner, J. Kim, and E. Andre, “From physiological signals 
to emotions: Implementing and comparing selected methods 
for feature extraction and classification,” IEEE International 
Conference on Multimedia and Expo, pp. 940-943, 2005. 

[2] N. Sebe, I. Cohen, and T.S. Huang, Multimodal emotion 
recognition, in Handbook of Pattern Recognition and 
Computer Vision, Amsterdam: Publications of the 
Universiteit van Amsterdam, 2005, PP. 1-23. 

[3] P.D. Drummond, and S.-H. Quah, “The effect of expressing 
anger on cardiovascular reactivity and facial blood flow in 

Chinese and Caucasians,” Psychophysiology, pp. 190-196, 
2001. 

[4] R.O. Picard, E. Vyzas, and J. Healey, “Toward machine 
emotional intelligence: Analysis of affective physiological 
state,” IEEE Transaction on Pattern Analysis and Machine 
Intelligence, pp. 1175-1191, 2001. 

[5] R. P. Lippman, “An introduction to computing with neural 
nets,” IEEE ASSP Magazine, vol. 4, no. 2, pp. 4-22, 1981. 

[6] Y. Al-Assaf, and H. El Kadi, “Fatigue life prediction of 
composite materials using polynomial classifiers and 
recurrent neural networks,” Composite Structures, vol. 77, pp. 
561-569, 2007. 

[7] F. Ros, M. Pintore, and J.R. Chretien, “Automatic design of 
growing radial basis function neural networks based on 
neighborhood concepts,” Chemometrics and Intelligent 
Laboratory Systems, vol. 87, pp. 231-240, 2007. 

[8] C. Zhang, J. Jiang and M. Kamel, “Intrusion detection using 
hierarchical neural networks,” Pattern Recognition Letters, 
vol. 26, pp. 779-791, 2005. 

[9] J.R. Quinlan, C4.5 Programs for Machine Learning, San 
Mateo, CA: Morgan Kaufmann, 1992. 

[10]  C. Lim, and J.-H. Chang, “Adaptive Kernel Function of SVM 
for Improving Speech/Music Classification of 3GPP2 SMV”, 
ETRI Journal, vol. 33, no. 6, pp.871-879, 2011. 

[11] R.O. Duda, P.E. Hart, and D.G. Stork, Pattern classification, 
2nd ed. Wiley-Interscience, New York, 2000. 

[12] D. Wasserman, Advanced Methods in Neural Computing, 
New York, Van Nostrand Reinhold, 1993 pp. 35–55. 

[13] T. Kohonen, “Self-Organizing Maps,” Proceedings of the 
IEEE, vol. 79, pp. 1464-1480, 1990. 

[14] J.J. Gross, and R.W. Levenson, “Emotion elicitation using 
films,” Cognition and Emotion, vol. 9, pp. 87-108, 1995. 

[15] R.S. Lazarus, J.C. Speisman, A.M. Mordkoff, and L.A. 
Davidson, “A Laboratory study of psychological stress 
produced by an emotion picture film,” Psychological 
Monographs, vol. 76, pp. 553, 1962. 

[16] M.H. Davis, J.G. Hull, R.D. Young, and G.G. Warren, 
“Emotional reactions to dramatic film stimuli: the influence of 
cognitive and emotional empathy,” Journal of personality and 
social psychology, vol. 52, pp. 126-133, 1987. 

[17] D. Palomba, M. Sarlo, A. Angrilli, A. Mini, and L. Stegagno, 
“Cardiac responses associated with affective processing of 
unpleasant film stimuli,” International Journal of 
Psychophysiology, vol. 36, pp. 45-57, 2000. 

[18] A. Aiyer, K. Pyun, Y.Z. Huang, D.B. O’Brien and R.M. Gray, 
“Lloyd clustering of Gauss mixture models for image 
compression and classification,” Signal Processing: Image 
Communication, vol. 20 pp. 459-485, 2005. 

[19] J.C. Bezdek, Pattern Recognition with Fuzzy Objective 
Function Algorithms, Plenum Press, New York, 1981. 

 

 

394Copyright (c) IARIA, 2013.     ISBN:  978-1-61208-250-9

ACHI 2013 : The Sixth International Conference on Advances in Computer-Human Interactions

                         409 / 510



Classification of Human Emotions from Physiological signals using Machine 

Learning Algorithms 

Recognition of Pain, Boredom, and Surprise Emotions 

 

Eun-Hye Jang, Byoung-Jun Park, Sang-Hyeob Kim, 

Myoung-Ae Chung 

BioHeath IT Convergence Research Department, IT 

Convergence Services Future Technology Research 

Department 

Electronics and Telecommunications Research Institute 

Daejeon, S. Korea 

cleta4u@etri.re.kr; bj_park@etri.re.kr; shk1028@etri.re.kr; 

machung@etri.re.kr 

Mi-Sook Park, Jin-Hun Sohn 

Department of Psychology/Brain Research Institute 

Chungnam National University 

Daejeon, S. Korea 

peaceful1011@nate.com ; jhsohn@cnu.ac.kr 

 

 

 

 
Abstract—Emotion recognition is one of the key steps towards 

emotional intelligence in advanced human-machine interaction. 

Recently, emotion recognition using physiological signals has 

been performed by various machine learning algorithms as 

physiological signals are important for emotion recognition 

abilities of human-computer systems. The purpose of this study 

is to classify three different emotional states (boredom, pain, 

and surprise) from physiological signals using several machine 

learning algorithms and to identify the optimal algorithms 

being able to classify these emotions. 217 subjects participated 

in this experiment. The emotional stimuli designed to induce 

three emotions (boredom, pain, and surprise) were presented 

to subjects and physiological signals were measured for 1 

minute as baseline and for 1-1.5 minutes during emotional 

states. The obtained signals were analyzed for 30 seconds from 

the baseline and the emotional state and 27 parameters were 

extracted from these signals. For classification of three 

different emotions, machine learning algorithms of Decision 

tree, k-NN (k-nearest neighbor algorithm), LDA (linear 

discriminant analysis), and SVM (support vector machine) 

were done by using the difference values of signal parameters 

subtracting baseline from the emotional state. Classification 

accuracy using LDA was 74.9% and the result of emotion 

recognition using Decision Tree showed that accuracy to 

recognize all emotions was 67.8%. In analysis of k-NN and 

SVM, classification accuracy was 62.0%. The result of emotion 

recognition shows that LDA is the best algorithm being able to 

classify pain, surprise, and boredom emotions. This led to 

better chance to recognize other emotions except human basic 

emotions and to assist more accurate and greater 

understanding on emotional interactions between man and 

machine based on physiological signals. 

Keywords-emotion; pain; surprise; boredom; physiological 

signals; machine learning algorithm 

I.  INTRODUCTION 

Recently, in an attempt to categorize and understand 

human emotions, psychologists and engineers have tried to 

analyze various modalities such as facial expressions, voices, 

gestures, and physiological signals [1]. In particular, various 

physiological signals have been widely used to recognize 

human emotions for the following advantages. Although 

physiological signal may happen to artifact due to motion or 

other environmental factors, its signal acquisition by non-

invasive sensors is relatively simple and it is possible to 

observe user’s state in real time. Also, physiological 

responses can be acquired spontaneous emotional responses 

not by responses to social masking or factitious emotion 

expressions and are less sensitive in social and cultural 

difference [2]. Finally, various physiological signals offer 

more information for emotion recognition, because 

physiological responses are related to emotional state [3] and  

are considered a great potential for emotion recognition in 

computer systems.  

Many emotion researches have studied physiological 

signals induced by basic emotions [4-12] and recently, 

emotion recognition based on physiological signals was 

performed by various algorithms. Studies on emotion 

classification from physiological responses using machine 

learning algorithms (e.g., Fisher projection, k-nearest 

neighbor algorithm, and support vector machines, etc.) have 

mainly focused on responses induced by basic emotions such 

as happiness, sadness, anger, fear, and disgust [13-17]. On 

the other hand, other emotions such as boredom, pain etc. 

have been least investigated and there are little results of 

emotion classification on these emotions. Although these 

emotions aren’t basic emotion, they are emotion that human 

have often experienced in real life and it is needed to classify 

them from multi-channel physiological signals using 

machine learning algorithms.  

The purposes of this study are to classify three different 

emotions (pain, boredom, and surprise) using multi-channel 

physiological signals (ECG, EDA, PPG, and SKT) and to 

identify the optimal algorithms being able to recognize them. 

We have operationally defined that surprise emotion is 

‘startle’ response to a sudden unexpected stimulus such as a 
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flash of light, a loud noise, or a quick movement near the 

face [17-18]. For emotion classification, there are used 

Decision Tree (which is a decision support tool that uses a 

tree-like graph or model of decisions and their possible 

consequences), k-NN (k-nearest neighbor algorithm, which 

is a method for classifying objects based on closest training 

examples in the feature space), LDA (linear discriminant 

analysis, which is a method used in statistics, pattern 

recognition and machine learning to find a linear 

combination of features which characterizes or separates two 

or more classes of objects or events), and SVM (support 

vector machine, supervised learning models with associated 

learning algorithms that analyze data and recognize patterns, 

used for classification and regression analysis). 

II. EXPERIMENTAL METHODS 

A. Subjects 

129 college students (60 males, 69 females, ages 22.0±
2.2 years) and 88 high school students (37 males, 51 females, 

ages 16±1.3 years) participated in this experiment. They 

were normal persons who reported no history of medical 

illness due to heart disease, respiration, or central nervous 

system disorder. They were introduced to the experiment 

protocols and filled out a written consent before the 

beginning of experiment. Also, they were paid $30 USD per 

session to compensate for their participation.  

B. Emotional Stimuli 

The emotional stimuli used in experiment, which are the 

1-3 min long audio-visual stimuli and stimulus provoking 

pain, had been demonstrated their appropriateness and 

effectiveness by preliminary psychometric experiment. The 

appropriateness of emotional stimuli means a consistency 

between the intended emotion by experimenter and the 

participants’ experienced emotion. The effectiveness is an 

intensity of emotions that participants rated on a 1 to 7 point 

Likert-type scale (e.g.., 1 being “least boring” and 7 being 

“most boring”). The apporiateness and effectiveness of these 

stimuli were as follows; appropriateness and effectiveness of 

pain were 97.3% appropriateness and 4.96 ± 1.34 

effectiveness, in boredom were 86.0% and 5.23±1.36, and 

94.1% appropriateness and 6.12±1.14 effectivess in surprise.  

The example of each emotion stimulus is like Table I. 

The pain provoking stimulus is that it’s the more pressure an 

experimenter put on it after wearing a blood pressure cuff on 

subjects’ arm during 1 minute. The boring stimulus is the 

combination a presentation of “+” symbol on screen and a 

repetitive sound of number from 1 to 10 during 3 minutes. 

The surprise provoking stimulus is the sudden presentation 

of above images and hog-caller, sound of breaking glass, and 

thunder during concentration on task during 1 minute. 

C. Experimental Settings and Procedures 

The laboratory is a room with 5mⅹ2.5m size having a 

sound-proof (lower than 35dB) of the noise level where any 

outside artifact are completely blocked. A comfortable chair 

is placed in the middle of the laboratory and TV monitor set 

for presentation of film clips is placed in front of the chair. 

An intercommunication device is placed to the right side of 

chair for subjects to communicate with an experimenter. A 

CCTV is installed on the top of the monitor set to observe 

participant’s behaviors and their behaviors are storage 

through the monitor and a video cassette recorder outside the 

laboratory.  

TABLE I.  THE EXAMPLE OF EMOTION STUMULI 

Emotion Stimulus 

pain 
 

Induction of pain using blood pressure cuff 

(1 min) 

boredom 
 

Repetitive sounds of number from 1 to 10 (3 min) 

surprise 
 

Sudden presentation of above images and hog-

caller, sound of breaking glass, and thunder during 

concentration on task (1 min) 

 

Prior to the experiment, subjects are introduced to detail 

experiment procedures and have an adaptation time to feel 

comfortable in the laboratory setting. Then they are attached 

electrodes on their wrist, finger, and ankle for measurement 

of physiological signals. Physiological signals are measured 

for 1 minute prior to the emotional stimuli (baseline) and for 

1 to 3 minnutes during the presentation of stimuli (emotional 

state), then for 1 minute after presentation of the emotional 

stimuli as recovery term. Subjects rated the own emotion that 

they experienced during emotional state (Fig. 1). 
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Figure 1.  Experimental procedure. 

D. Measuremets of Physisological Signals and Feature 

extraction 

The dataset of physiological signals, electrocardiogram 

(ECG), electrodermal activity (EDA), skin temperature 

(SKT), and photoplethysmography (PPG) were collected by 

MP150 Biopac system Inc. (USA). For measurement of ECG, 

ECG electrodes were placed on both wrists and one left 

ankle with two kinds of electrodes, sputtered and AgCl ones. 

The electrode on left-ankle was used as a reference. EDA 

was measured with the use of 8 mm AgCl electrodes placed 

on the volar surface of the distal phalanges of the index and 

middle fingers of the non-dominant hand. The electrodes 

were filled with a 0.05 molar isotonic NaCl paste to provide 

a continuous connection between the electrodes and the skin. 

SKT electrode was attached on the first joint of the non-

dominant ring finger and on the first joint of the non-

dominant thumb for PPG. These signals were sampled with 

sampling rate 250Hz, and appropriate amplification and 

band-pass filtering were performed. 

The signals are acquired for 1 minute long baseline state 

prior to presentation of emotional stimuli and 1-3 minutes 

long emotional states during presentation of the stimuli as 

emotional state. To extract features, the obtained signals are 

analyzed for 30 seconds from the baseline and the emotional 

state by AcqKnowledge (Ver. 3.8.1) software (USA) as 

shown in Fig. 2. 27 features are extracted and analyzed from 

the obtained physiological signals (Table II). 

 

 

 
Figure 2.  The example of acquired physiological signals. 

TABLE II.  THE EXTRACTED PHYSIOLOGICAL FEATURES 

Signals Features 

EDA 
b_SCL, b_SCR, e_SCL, e_SCR, d_SCL,  

d_SCR 

SKT b_meanSKT, e_meanSKT, d_meanSKT 

PPG 
b_BVP, b_PPT, e_BVP, e_PPT, d_BVP, 

d_PPT 

ECG 
b_HR, b_LF, b_HF, b_HRV, e_HR, e_LF, 

e_HF, e_HRV, d_HR, d_LF, d_HF, d_HRV 

b_: baseline 

e_: emotional state 

d_: ‘e_’ – ‘b_’ 

 

E. Machine Learning Algorithms for Emotion Recognition 

For three different emotion classification, 4 machine 

learning algorithms, Dicision tree, k-NN, LDA, and SVM 

were applicated by using the extracted features. Decision tree 

is a hierarchy based classifier in which each branch node 

represents an option between a number of alternatives, and 

each leaf node represents a decision and a decision support 
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tool that uses a tree-like graph or model of decisions and 

their possible consequences[19]. It can select from among a 

large number of variables those and their interactions that 

are most important in determining the outcome variable to 

be explained. Given the data represented at a node, either 

declare that node to be a leaf (and state what category to 

assign to it), or find another property to use to split the data 

into subsets. Decision trees have various advantages: it is 

possible to validate a model using statistical tests and 

performs well with large data in a short time. But, decision 

tree learners can create over-complex trees that do not 

generalise the data well. 

K-NN is a method for classifying objects based on 

closest training examples in the feature space. It is a method 

for classifying objects based on closest training examples in 

the feature space and is a simple and efficient classifier, so it 

is proper to apply KNN to emotion recognition. The k-

nearest neighbor classifier assigns an utterance to an 

emotional state according to the emotional state of the k 

utterances that are closest to uξ in the measurement space. 

It’s a method for classifying patterns based on closest 

training datasets without probability arguments in the 

feature space. K-NN decision rule provides a simple 

nonparametric procedure for the assignment of a class label 

to the input pattern based on the class labels represented by 

the k-closest neighbors of the vector. However, the 

disadvantages of k-NN is that systematic methods for 

selecting the optimum number of the closest neigh bors and 

the most suitable distance measure are hard to find. 

LDA which is one of the linear models is a method used 

in statistics, pattern recognition and machine learning to find 

a linear combination of features which characterizes or 

separates two or more classes of objects or events. LDA 

finds the direction to project data on so that between-class 

variance in maximized and within-class variance in 

minimized, and then offers a linear transformation of 

predictor variables which provides a more accurate 

discrimination [20]. In LDA, the measurement space is 

transformed so that the separability between the emotional 

states is maximized. The separability between the emotional 

states can be expressed by several criteria.  

SVM is non-linear model, which are used the well-

known emotion algorithms and support vector classifier 

separates the emotional states with a maximal margin. The 

advantage of support vector classifier is that it can be 

extended to nonlinear boundaries by the kernel trick. SVM 

supervised learning models with associated learning 

algorithms that analyze data and recognize patterns, used for 

classification and regression analysis. SVM is designed for 

two class classification by finding the optimal hyperplane 

where the expected classification error of test samples is 

minimized and has utilized as a pattern classifier to 

overcome the difficulty in pattern classification due to the 

large amount of within-class variation of features and the 

overlap between classes, although the features are carefully 

extracted [20]. The goal in training SVM is to find the 

separating hyperplane with the largest margin. We expect 

that the larger the margin, the better generalization of the 

recognizer [21]. 

In the next section, we will discuss the compartive 

results of emotion classification by the four  algorithms as 

the mentioned above. These algorithms are well-known 

general methods studied in lots of literatures. We have used 

the Classification Toolbox of MATLAB for Decision tree 

and Duda’s Toolbox, see www.yom-tov.info/toolbox.html, 

for k-NN, LDA and SVM. We used feature normalization  

and the related parameters of  algorithms used default values, 

which have offered with toolbox. 

III. RESULTS 

The purpose of this study is to compare the performance 

of each classifier and we used the recognition accuracy as the 

performance of a classifier for three emotions, i.e., pain, 

boredom, and surprise. The performance of each classifier 

was evaluated by 10 fold cross-validation for the overfitting 

problem and the results of this study are reported for those. 

For the recognition of three emotions, Table III contrasts the 

recognition accuracy (%) of the used algorithms. Our result 

showed that the optimal algorithm being able to recognize 

three emotions was LDA (74.9%).  

The more detail results of emotion recognition accuracy 

by each algorithm are like from Table IV to VII. Decision 

tree provided accuracy of 67.8% when it recognized all 

emotions and accuracy of each emotion had range of 58.9% 

to 76.1%. Pain was recognized by Decision tree with 69.8%, 

boredom 76.1%, and surprise 58.9% as shown in Table IV. 

In analysis of k-NN, the accuracy of all emotions was 62.0% 

and accuracy of each emotion showed that accuracy of 

61.5% was achieved in pain, 68.2% in boredom, and 56.8% 

in surprise. LDA had recognition accuracy of 74.9% in all 

emotions as shown in Table III. LDA showed recognition 

accuracy of 76.3%, 75.6%, and 72.9% according to orders of 

pain, boredom, and surprise. Finally, as can be seen in Table 

VII, the result of the SVM was 62.0% in all emotions and 

this algorithm successfully recognized pain (62.1%), 

boredom (67.0%), and surprise (57.3%). 

TABLE III.  RESULT OF EMOTION CLASSIFICATION BY MACHINE 

LEARNING ALGORITHMS 

Algorithm Accuracy (%) Features (N) 

Decision tree 67.8 27 

k-NN 62.0 27 

LDA 74.9 27 

SVM 62.0 27 
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TABLE IV.  RESULT OF EMOTION CLASSIFICATION BY DECISION 

TREE 

 Pain Boredom Surprise 

Pain 69.2 6.5 24.3 

Boredom 6.8 76.1 17.0 

Surprise 21.9 19.3 58.9 

TABLE V.  RESULT OF EMOTION CLASSIFICATION BY K-NN 

 Pain Boredom Surprise 

Pain 61.5 7.7 30.8 

Boredom 8.0 68.2 23.9 

Surprise 27.6 15.6 56.8 

TABLE VI.  RESULT OF EMOTION CLASSIFICATION BY LDA 

 Pain Boredom Surprise 

Pain 76.3 1.8 21.9 

Boredom 5.7 75.6 18.8 

Surprise 20.8 6.3 72.9 

TABLE VII.  RESULT OF EMOTION CLASSIFICATION BY SVM 

 Pain Boredom Surprise 

Pain 62.1 5.9 32.0 

Boredom 8.0 67.0 25.0 

Surprise 28.6 14.1 57.3 

IV. CONCLUSION 

We identified that three different emotions (pain, 

boredom, and surprise) were classified by machine learning 

algorithms from various physiological features. For this, 

twenty seven features were extracted by means of the 

statistical and the geometric approaches in time and 

frequency domain from physiological signals i.e., ECG, 

EDA, SKT, and PPG and these signals were induced by 

emotional stimuli.  

Also, we recognized three emotions by 4 machine 

learning algorithms of Decision tree, k-NN, LDF, and SVM. 

Our result showed that LDA is the best algorithm being able 

to classify these emotions. The LDA algorithm offers many 

advantages in other pattern recognition tasks such as face 

recognition or speech recognition etc. LDA finds the vectors 

in the underlying space that best discriminate among classes. 

LDA method tries to maximize the between-class differences 

and minimize the within-class ones. LDA method is good at 

discriminating different classes because it is a surveillance 

method. But LDA always suffers from a small sample size 

problem. The problem will happen when the number of 

training samples is less than the total number of 

physiological features. Although LDA method has some 

problems, we think that our result is reliable and stable 

because it is based on sufficient sample size of 227 subjects’ 

data and 27 features. 

The result of this study could help emotion recognition 

studies lead to better chance to recognize various human 

emotions by using physiological signals. Also, this result can 

be useful in developing an emotion theory, or profiling 

emotion-specific physiological responses, as well as 

establishing the basis for emotion recognition system in 

human-computer interaction. Physiological signals offer a 

great potential for the recognition of emotions in computer 

systems. But, in order to fully exploit the advantages of 

physiological measures, standardization needs to be 

established on the emotional model, stimulus used for the 

identification of physiological patterns, physiological 

measures, parameters for analysis, and model for pattern 

recognition and classification [22]. 

Future studies are needed to obtain additional signals 

from other modalities such as facial expression, face 

temperature, or voice to improve classification rate. And 

more research is needed to obtain stability and reliability of 

this result compare with accuracy of emotion classification 

using other algorithms. 
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Abstract—Programming activities are performed not only by
programmers but also by end-users in order to support their
primary goals in different domains and applications. End-users
do not have formal training in programming, so interaction
environment and systems are needed, which could account
for user skills. The objective of our work is to fill the gap
between the user skills and the goals they want to achieve
using driving simulators. This paper presents the results of
a research in which we have proposed a solution for the
primary users of the driving simulator to design and implement
experimental protocol. We have used the user-centered design
(UCD) technique, conducted a user survey, and proposed a
solution, in which we have categorized the Interface of the
driving simulator into three sub-interfaces based on the skills
of the users. These interfaces are Experiment Builder (Non-
technical persons), Template builder (for technical persons)
and Experiment Interface (for any user to run as experiment).
A prototype based on this concept is developed and some
feedback were collected from end-users. Our results indicate
that, users can implement an experimental protocol without
having programming skills using our proposed design.

Keywords-Experimental protocol; User-Centered Design;
HCI Techniques; Scenario modeling; Driving simulators

I. INTRODUCTION

Nowadays, programs are not only written by software
engineers, but also by the people (end-users) who are not
expert in programming, but they do programming in order
to support their primary goals. e.g. scientist write program
for analysis, teachers and accountant use spreadsheets for
their support, and children can use them for games and sim-
ulation. What makes these end-user programmers different
from professional software developers are their goals [1].
End-users usually do not have the time to be proficient in
programming so they need processes, methods and tools
with immediate feedback and results, which could account
for the competencies they lack to achieve their goals using
programming. One of the reasons why it is difficult, that
programs are abstracts [2]. It is difficult for the end-users
without a programming background to think in an abstract
manner to implement the specific situation compared to
thinking about the same situation in the real world. So

abstraction is one of the barriers, especially for novice users.
It is a common observation that, the more complex the
situation, the more abstraction is required in the program.
Also, programming languages have not been designed by
addressing the human-computer interaction issues [3]. Ac-
cording to John et al. [4], user interface is one of the factors
besides many other factors, because it provides an interaction
between the end-user and computer. So there is a need
to develop a user-centered interactive environment, which
could support end-users to achieve their goals.

Driving Simulator is a useful research tool for behavioral
researchers to study drivers behaviors, to analyze road safety
features, and for drivers training without any safety risk.
They are also used to evaluate ADAS (Advance Driv-
ing Assistance Systems). ADAS are the systems to help
drivers during the driving process. They are designed with
the purpose of increasing the road safety. The examples
of these systems include ACC (Adaptive Cruise Control),
Lane Change Warning (LCW), Automatic parking etc. In
order to retrieve the data (to be analyzed), researchers
have to design and implement experimental protocols on
their driving simulator. Designing experiments is a quite
critical component in any research [5]. It requires careful
consideration and controlled environment (depending on
the research objectives) to achieve the desired goal of the
experiment. Implementation of the experimental protocol
includes the specification of subject vehicle, autonomous
traffic, simulation environment, and the critical events or
scenario modeling. Besides traffic and weather specification,
scenario modeling is one of the steps while implementing
an experimental protocol, which requires extensive program-
ming, so end-users (behavioral researchers) need specific
technical and programming skills for which they are not
formally trained.

Modeling scenarios on a driving simulator is a complex
and difficult task for the behavioral researchers, because of
their complex and technical nature. In most of the cases,
end-users are not equipped with the skills to manage these
tasks. Also, in most of the existing driving simulators, the
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scenario editors do not take into account the skills of the
primary users (behavioral researchers) of driving simulator.
They have to depend on the technical persons in their
respective organization, who model scenarios. This is a time-
consuming task for them because of dependency on the other
persons. It is a time-consuming task for technical persons
as well. In the case of scenario programming on driving
simulators, the key challenge is to make events happen at
the right time and at the right place in a non-conspicuous
way, which is because of two main factors [6]. First, driving
behavior is complicated and not well-understood; so it is
difficult to create realistic as well as controllable traffic.
Second factor is the variability of human driving behavior, as
they change their speed, lane position and tactical decisions
with the time during the simulation trial, which leads to
variance in drivers behavior to be studied. For example,
imagine you want to create an accident situation, where
a car overtakes the participant car and stops in front of
the participants vehicle. To implement this situation us-
ing a modeling language, there are many parameters to
control and consider including speed and position of the
overtaking vehicle, speed of the participant vehicle and
the distance to stop from the participant vehicle. Every
driving simulator provides a scripting environment, where
behavioral researchers can model scenarios, by using triggers
and actions or some event-driven mechanism. Besides the
main issue of programming the critical situation without
having enough skills, the interaction environment provided
by these driving simulators does not help the user to account
for the skills they lack in order to perform a task using
the driving simulators. So, the objective of our work is fill
the gap between the user skills and the goals they want
to achieve using driving simulators .In this paper we focus
on the analysis of the users, their activities and propose a
solution to help them to achieve their goals while not being
expert in programming.

The remainder of the paper is organized as follows. The
next section describes the related work. Next, the third
section introduces, our approach along with the theoretical
framework Then, the fourth section provides a description
of the evaluation of our approach by the end-users, which
is followed by the discussion, conclusion and future work.

II. RELATED WORK

Significant work has been done on End-User development.
End-user activities take user-centered approach to develop
tools and systems which can vary from, customization or
parameterization, where user can set the parameters to
extend or change the system functionality or presentation of
the data [7] e.g. Programmorphosis [8], to the modification
or the development of computing artifact from scratch e.g.
Visual programming, Programming by example [9] etc.

In the rest of the section, we discuss briefly about different
flavors of interaction environment for scenario modeling

systems and the methodology used by the driving simulators
for modeling scenarios. The purpose of our discussion is
to highlight the scenario modeling approaches being used
in different softwares and not to compare these softwares.
We also do not discuss the details of these systems or their
software components, because this is not the focus of the
paper, we discuss briefly about the User Interface of some
of these simulators i.e. how to place scenario objects in the
scenario, and how to manipulate the scenario events.

SCANeR software [10], developed by OKTAL SA and
Renault has a Graphical User Interface (GUI) for imple-
menting the experiment protocol and to model scenarios.
The scenario objects (vehicles, traffic signals..) are placed
on the map using mouse. The ambient traffic is generated
by placing the sources on the map or by placing individual
vehicle in the map. To construct critical situations, it uses
GUI for defining condition-action pair (If-else statements).

ARCHISIM [11] developed by IFSTTAR has a textual
interface to define an experimental protocol and to model
scenarios. The scenario objects are specified in the text
files by specifying the location on the road. Ambient traffic
is created manually using text files. To construct critical
situations, it uses a simple text editor like notepad. In the
notepad, the user can specify the condition action pair for
different events.

STISIM [12] is developed by System technology, Inc.
It has a textual interface for scenario modeling process.
SDL (Scenario Definition Language) is a scripting language
developed to define the scenario event. The scenario objects
are placed in the scenario by the route traveled by the driver
using SDL statements. As the participant drive in the world,
the objects (buildings, traffic signals...), critical events and
ambient traffic is defined using SDL.

Besides the above mentioned interfaces to model scenar-
ios, some other simulators use different methods for scenario
modeling. Wasshink et al.,[13] has proposed a movie set
metaphor to generate scenarios dynamically based on Green
Dino Virtual Realities Dutch Driving Simulator. They have
proposed the movie set as a driving simulator, where actors
(vehicles, pedestrians etc) come at the scene and play certain
set of roles, which are assigned to them in the script. They
have also emphasized on the problem of users to model
scenarios using a scripting language. A tile-based approach
is also used to specify scene and scenario elements in the
driving simulator. The whole world (Terrain/Map where
participant drive the car) is divided into different tiles, which
are configured, assembled and then loaded into the driving
simulator during the experimental trial. A Tile is a section of
the route on which contains the elements like roads, traffic
signals, buildings, trees and scenario objects. These tiles
are then grouped together and loaded using an interface
or by specifying the sequence of the tiles. The scenario
events are then created on the map. In some systems, tiles
are static and may not be altered or moved during the
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experiment run [14], while there are some systems in which
tiles as well as data on the tiles (Scene objects, scenario
objects) can be altered dynamically during the experiment
run [15]. Sometimes it is required to generate a script
dynamically during the simulation. Some driving simulators
provide this functionality, and some use other means to
fulfill this requirement. All these systems and methods have
not been designed and developed by keeping in mind the
skills of the primary users (behavioral researchers) of the
driving simulators. Also, interaction environment of these
systems is not so user-friendly that they could account for
user skills. So there is a need for a user-centered interaction
environment, which could enable users to program scenarios
without having extensive programming skills.

III. METHOD

In this section, we present the methodology that we have
followed to achieve our goals. As we are following the UCD
approach. we have involved the users at the very start, and
conducted a survey of primary users of driving simulators.
After that, we have proposed and designed the solution and
took initial feedback from the users.

A. User Survey

A user survey was conducted to get to know about the
users problems and ideas to model scenarios on driving
simulators. We interviewed 19 driving simulator users with
various backgrounds using different simulators. Most of the
users we interviewed were using ARCHISIM and SCANeR
softwares. The focus of the interviews was to discuss about
their problem, needs and requirement while modeling sce-
narios on driving simulator. For detailed methodology and
results see [16]. In this survey, users have explained their
problems and have given ideas about the interface of driving
simulator which could fill the gap between their skills and
the goal they want to achieve, regardless of any software.

1) Main problems identified:
1) Controlling the ambient traffic around the participant

during the critical event.
2) Tuning or optimizing the critical events.
3) Finding relevant functions in the scripting language to

perform a task.
4) Optimizing and debugging the script.
5) Selection of triggers (time or distance) to model a

critical event.
2) Main ideas proposed:
1) Drag and drop the critical events/situations using the

mouse. These critical events should be editable at low-
level using the low-level scripting language of the
driving simulator.

2) Interaction of the users with the map. Users want to
interact with the map while modeling the scenarios.

3) Preview of the activity they are performing to design
a complete experimental protocol.

In our survey, 7 out of 19 users had no programming
experience at all, and they had never programmed scenarios
by themselves while implementing an experimental protocol.
9 out of 19 users had very little programming knowledge.
So they have to take total or partial help from the technical
persons while modeling scenarios. The users had an average
2 years experience of working on driving simulators.

B. Proposed Approach

Every existing scenario modeling system provides a mean
to interact with the scenario modeling software, which is
textual or GUI. But these interfaces still do not fill the gap
of user skills and goals. Based on the discussions with end-
users during the survey, we identified the following steps
which end-users undertake while designing and implement-
ing an experimental protocol.

1) Terrain selection
2) Configure participant/subject (Initial position, ADAS,

speed and other platform dependent parameters).
3) Configure the ambient traffic (Number of vehicles per

hour, their configuration i.e. speed, itinerary...).
4) Configure the environment (weather condition, light..).
5) Set the dependent variables to be collected.
6) Construct critical events using scripting.
7) Experiment execution and data collection (variables).
We propose a new User Interface (UI) and experiment

development approach based on the problems raised and
the ideas proposed by the users during the survey and
the aforementioned steps. Traditionally, in order to imple-
ment an experimental protocol, a user (technical person or
researcher) uses the same interface for implementing an
experiment protocol, regardless of level of their technical
and programming skills.

In the proposed design we split the scenario modeling
activity into 3 sub-interfaces depending on the roles they
have to perform while modeling scenarios and the set of
skills they have. The 3 roles ”Researcher” as ”R1” (Low
or no programming skills), ”Technical Person” as ”R2”
(Good programming/technical skills) and Operator as ”R3”
(No technical skills required) correspond to the Experiment
Builder, Template Builder and Experiment Interface, respec-
tively.

We explain this new approach and interface with the help
of an example. Our example scenario contains two events.

• Accident Event: A vehicle overtakes the participant
vehicle by increasing its speed and changes its lane to
the lane of the participant vehicle and then brakes.

• Pedestrian cross event: A pedestrian walks and then
crosses the road as the participant vehicle approaches.

1) Template Builder: This sub-interface will be used by
technical persons performing role R1 having good pro-
gramming and technical skills. R1 will design the GUI-
based templates of the scenario events. The template builder
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will let R1 use existing functions offered by the scenario-
modeling environments of the driving simulator to model
scenario events. In our example, at the back-end, for the
template ”Accident”, the ”Template Builder” will let R1
program a vehicle around the participant vehicle to accel-
erate, change position, and brake at some distance from
the subject vehicle. For the event ”Pedestrian crossing”, the
”Template Builder” will let R1 program a pedestrian to walk
and cross the road as the participant vehicle approaches the
intersection. At the front end of the template, there would be
different text fields to specify the parameters for the events
”Accident” and ”Pedestrian crossing”. These parameters will
be filled by the Researcher in the ”Experiment Builder” sub-
interface, if he or she wants to modify the default values.
The templates developed by R2 will be stored in a template
library, so that researchers could access the templates in the
’Experiment Builder’ interface as described in Figure 1.

2) Experiment Builder: This sub-interface will be used by
researchers/trainers performing role R2 and possibly have
low or no programming skills. R2 will define the whole
experiment using a user-friendly and intuitive GUI which
includes specifying experiment condition, environment, am-
bient traffic, and data to be collected. To specify the critical
events or situations to be studied, R2 will access the template
library developed by technical persons in the ’Template
Builder’ and will place them in the scenario editor using
drag and drop and proceeded by a user-defined trigger. If
needed, R2 will fill the parameters of the template.
In our example, end-user will specify the position and actors
involved in the templates ”Accident” and ”Pedestrian cross-
ing” besides the template parameters, if needed. There will
always be default appropriate values for all the parameters
of the template.

3) Experiment Interface: The experiment interface will
be used by user (researcher or the person who will exe-
cute the experiment, depending on the organization culture)
performing role R3. Using this sub-interface, R3 will load
and execute the scenarios in the driving simulator, devel-
oped with the ”Experiment Builder”. R3 can change the
parameters of the scenario or template (if needed), during the
experiment trial and finally will collect the data to be studied.
We will be focusing more on sub-interface ”Experiment
builder”, because researchers are our focused users, who do
not usually have programming skills. So in the next section
we will be talk about our prototype building experience of
”Experiment Builder”.

C. Prototype development

A prototype based on this concept is developed. In this pa-
per, we are focusing on the Experiment builder sub-interface,
which will be used by researchers. We do not discuss the
solution in detail because of the space constraints, but we
try to present the transformation of user requirements into
feature to fill the skills gap of the researchers, which is

Figure 1. Scenario Modeling Process

Figure 2. R2 specifying Autonomous traffic

the focus of this article. The prototype is based on the
problems identified, user suggestions and the steps that are
identified from the user survey. The prototype is built using
”Justinmind Protyper” [17], a tool to develop rich interactive
wire frames. It is difficult to explain all the steps because of
space constraints, but we explain the main steps proposing
solution to user problems. The user is guided using the
Breadcrumb navigation [18] during the experiment building
process, as you can see in Figures 2, 3 and 4. Targeting
problem 1 in User survey section, the end-user can specify
the autonomous traffic at higher level by specifying and
configuring the traffic zone, rather than scripting individual
vehicle as specified in the Figure 2. Targeting problems 2, 3,
4 and 5, a user can create critical events as specified in the
Figure 3.The user will just drag and drop the template in the
scripting area and customize the template. By customization,
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Figure 3. Top: 2D representation of map and resources.
Bottom: R2 Speciying critical events using drag and drop

Figure 4. Top: 2D representation of map and resources.
Bottom: Temporal and Spatial representation of the experiment

users can easily optimize and tune the critical events. We
have also tried to incorporate the user ideas of interacting
with the map, i.e. during the creation of environment zone
in the environment step, during the creation of traffic zones
in the autonomous traffic step and at the last step, where
the user creates the critical events. So users can drag the
templates from the template library and drop them on the
map or in the scripting area. The light blue templates on the
map indicate that they are configured based on position of
the participant vehicle, and the pink one’s indicate that they
are configured based on simulation time (See Figure 3).

The division of experimental protocol in different steps
enables user to create the experiment in the way they
imagine, because traditionally, they have to perform all the
steps of experimental protocol at one place, which is fuzzy to
tackle, if the scenario is long and complex. In order to keep
the scripting process transparent for the users, the whole
experiment can be viewed as temporal/spatial representation
as specified in the Figure 4.

D. Prototype Evaluation and Results

Feedback was collected from users about our prototype.
It was qualitative evaluation, as it was the initial phase of
the design, and we were interested to discuss the issues in
detail for a subjective evaluation. Nine users were involved
in this evaluation. These users were the primary users
of the driving simulators who design and implement the
experimental protocols on driving simulators and have low
or no programming skills. The approach was explained to
the user and then they performed a small exercise on the
prototype. Users were observed during the exercise and
interviewed later on. The interviews were not recorded and
average time for a user was 30-40 minutes with 5-7 minutes
for explanation, 15-20 minutes for the exercise and 10-20
minutes for the interviews. In the interviews, users were
asked about their feedback with respect to the new approach,
division of experiment protocol steps, the difficulties during
the exercise i.e. which step was difficult to comprehend,
and they were also asked that, is there anything that needs
to be improved. The questions were not limited to what
we have specified or prepared. We discussed in details, if
users had raised any issue. In the exercise, the users created
a small scenario, in which first, they had to create a lead
vehicle to follow, which was followed by a critical situation
in which they had to enable a vehicle to cut-in the participant
vehicle. After this event, there was another event, in which
the vehicle being followed brakes. And in the last there was
another cut-in situation as shown in the Figure 3.

The structure of UI and the steps to create the exper-
imental protocol were quite clear to all the users. They
all gave a quite positive feedback about the approach for
creating scenarios/events by using templates. There were
some minor problems, for example, 4 users told that creating
a zone for autonomous traffic was not very intuitive and
a bit uncomfortable, and that was observed for 2 more
users. Three users also suggested that, in order to create
events based on position, they should be able to drop the
template on the map. Before they had to drop the template
in the scripting area and later they were able to change the
position of the template by dragging it on the map. Five users
attempted to do that as well. During the interviews, they
felt easy and intuitive to configure the templates, rather than
doing the low-level coding, and they were also interacting
with the map, so they were aware of the simulation activity
that where and what is going to happen.

IV. DISCUSSION AND CONCLUSION

We have discussed in detail about the user-centered design
to develop experimental protocols on driving simulators.
In this paper, we have focused on one class of end-users
(behavioral researchers), who are the primary users of the
driving simulators. The objective is to fill the gap between
user skills and the goals they want to achieve in an effective
way using driving simulators. We have separated the role
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of technical person, who will implement the core logic of
the critical events in an abstract way in the form of event
templates using low-level language provided by the driving
simulator. In this way, end-users will not have to go through
a typical programming process. All they have to do is just to
drag and drop the templates from the template library and
configure them. It will reduce their time in programming
and also the dependency on the technical persons. If the
researchers have enough skills and want to develop complex
situations by themselves, they can change their role into
technical persons and use the Template Builder sub-interface
to edit a template or create a new template by themselves.
During the user survey, users specified that, making some
changes in an existing scenario would be easier for them
than writing the complete scenario from scratch.

Another aspect of our solution is the division of the
implementation task of experimental protocol procedure into
meaningful subtasks. In existing systems, users have to use
low-level languages to configure each step in the scripting
environment. So it is difficult to tackle complex and long
scenarios, even if some users have good programming skills.
We have split the whole experimental protocol development
procedure into different steps, and have provided support to
the users during each step by keeping in mind the skills
of the users, which make our approach different from the
existing approaches.

Now, we have evaluated the concept and design at its ini-
tial phase, We also plan to conduct a controlled experiment
to evaluate the solution in detail. After the user evaluation,
we have improved the user-interface, and now we are im-
plementing the complete system. As driving simulators vary
based on their execution platform, so we need to generalize
this solution for different platforms, and we are also working
on that at the moment.
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Pointe-à-Pitre, France

audrey.robinel@univ-ag.fr

Didier PUZENAT
LAMIA,
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Abstract—We instrumented a car simulator by gathering
low level data and fed it to an artificial neural network in
order to perform blood alcohol content (BAC) estimations.
The results depend on the quality of the data extraction and
processing, and also on the selected inputs. We explain our data
extraction and processing methodology, and how we used it to
generate reliable and comparable features. At last, we describe
the performances of individual features and how they combine.
In the end, the prototype was able to accurately estimate the
BAC value of a subject after being trained with driving samples
of this subject with various BAC values.

Keywords-Blood Alcohol Content; Driving; Interface; Artifi-
cial Neural Networks; Intelligent systems; Machine learning;
Instrumentation; Interface; Regression; Classification; Feature
Selection; Car; Simulator;

I. INTRODUCTION

A. Problematic

Drunk driving is a major cause of accidents on the road.
Alcohol alters people behaviour and ability to drive properly
in many ways that are well known. We are working on a
way to determine whether an user is in condition for driving
or not, and estimate this user’s blood alcohol content. The
most common device for such a task is the breathalyzer. We
however proposed a method for doing so without using a
breathalyzer or any invasive device, by only monitoring how
the user performs in ordinary tasks (the general methodology
was described in [1]). In the current case, we monitor a car
simulator controls and any available data from the embedded
calculators, and analyze the driver’s behaviour (we first
presented the method for ”car” monitoring in [2] with a
racing game, and later with a car simulator in [3]). In order
to do so, we had to train an artificial neural network (ANN)
in order to make it capable of patterns detection within
monitored data in real time. In this paper, we will discuss
the methodology for data extraction and processing in order
to perform this task. We will also discuss the issues that
can impair the results, and present the monitored data. We
will then describe some of the obtained features, along with
results showing the performances of the network for each
feature.

Figure 1. Our realistic car simulator (left) and its “force feedback” steering
wheel with pedals (right).

B. Methodology summary

We will now provide a quick summary of the methodol-
ogy (more on this in [1], [2] and [3]).
Our subject did consume an amount of alcohol, and then
drove in our realistic car simulator (“Stars AF 2011”, pre-
sented in [3] and provided by “ApportMédia”) on a highway
scenario with a countryside road at the end (Fig. 2). The
simulator runs on a personal computer equipped with a
Logitech G25 force feedback steering wheel with pedals
(depicted in Fig. 1)

While the subject was driving, numerous low level data
related to the controls and other parameters have been
monitored. Before driving, the blood alcohol content value
had been measured with a consumer class breathalyzer. We
thereby obtained a set of monitored data associated with
a BAC value. The subject repeated the operation (we call
that a run) multiple times in order to provide examples with
various BAC values so that we could create an example base.

Our final goal was to estimate the BAC value of the
driver by feeding the monitored data to an ANN (a classical
multilayer perceptron with back-propagation learning based
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on the FANN library [5]). Whereas we could monitor
many low level data, not all were suitable for our task.
Furthermore, among the compatible data, we had to make
some processing in order to be able to feed it to the ANN.
We will at first describe how we gathered the low level data
from the simulator. Thereafter, we will discuss how it had
to be processed to produce features (potential ANN inputs),
and afterwards present some of the obtained features. At
last, we will present some results and discuss the impact of
features selection on the ANN results.

C. On the realistic aspect of the simulator

When we use the term “realistic”, we don’t mean that the
prototype used could replace a real car. Visually, we consider
it realistic because it represents what an user would see in a
car. It is not photo-realistic, but the cars are modelled after
real cars, and so are the roads and environment. The software
is considered realistic enough to be used for learning drivers
in driving schools in France and Europe. However, in no
mean we expect neither our prototype nor the software to
replace real cars experimentation. Indeed, the user sees the
virtual world through a screen that lacks the peripheral vision
accessible in a car, and in this version, the controls are
different from a real car controls (this point will howbeit
be addressed in the next experiment, since we will be using
real car controls in a hardware simulator with the same
software). Furthermore, motion sensations are lacking, and
various details too. Nevertheless, our prototype is realistic
enough to analyze driving behaviour alterations caused by
alcohol, and to validate our methodology and hypothesis.

Figure 2. The simulator software features ”realistic” graphics.

II. INSTRUMENTATION OF THE SIMULATOR AND
MONITORING OF THE CONTROLS.

A. low level data collection

The first task was to monitor low level data by instru-
menting the simulator. Our simulator uses a script language
that enabled us to read data from the physics engine (ac-
celeration, speed ...) of the simulator, the position of objects
(distance between cars, position on the road ...), and the state
of all user controls (steering wheel, pedals, etc.). However,
we can only read the instant value of those data at a given
time. In order to be able to analyze the driver’s behaviour, we
have to be able to work on the evolution of the values of the
variables. Since we had no way of knowing what data may
or may not be useful before running the ANN, we decided

to gather all the accessible values as often as possible. The
simulator refreshes the values 50 times per second (one
computation cycle per frame displayed on screen, and the
frame rate isfixed at 50 per second), and all our variable can
be read at each frame. We thereby obtain a vector of 28
values each 20ms. Gathering data at a constant time interval
is important, since it enables us to compute the variation in
time of each value easily.

B. collected data

An exhaustive list of the 28 variables instrumented is
presented in Table I. The first column indicates the id of
the variable, and the second gives a description of the
value monitored. Although most are self-explanatory, we
will detail those who are not. The ”range” column indicates
the interval of values than can be expected, completed by the
type in the next column to describe the ensemble of possible
values.

The variables 22 to 25 describe the surface under each
wheel. In our scenario, it can be either 1 for road, or 2
for off-road. Other values are used for snow and other
environments that was not present in our scenario.

We also gather the position of all vehicles, including the
user’s, but it is unused for now (other than for computing
the distance to the closest vehicle in variable 14). Obviously,
not all measures are meaningful in each experiment : here
we decided to use an automatic gearbox car in the simulator,
which explains why we don’t use the clutch pedal readings.

C. Creation of suitable inputs from low level data

When the subject has finished driving on a scenario, we
obtain a matrix of data that must be processed in order to be
usable by the ANN. As we are not using a time based ANN
model, we must generate suitable potential inputs (features)
for the ANN. The simplest way to obtain a feature that reflect
the behaviour of the subject on an interval of time is to use
a statistical indicator, such as the average of the value. For
some variable, such as vehicle speed, it provides a suitable
feature whereas for other data (such as variable 20), it would
not provide meaningful or comparable data . Therefore, we
must for each variable study how it can be exploited and
generate the corresponding features.

D. On normalization of features

Since the duration of the monitored run can vary, we had
to ensure that the features used would be comparable. On
the one hand, some features give the number of occurrences
of an event, and must then be divided by the duration of
the run. This provides us the frequency of the considered
event, which does not depend on time (of course, in order
to remain a significant parameter, the duration has to be long
enough). On the other hand, other features were generated
using averaged values, or similar computation. In this case,
there is no need to divide the feature by time, as they are
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Table I
LOW LEVEL MEASURES INSTRUMENTED FROM THE SIMULATOR

ID Name Range Type Notes
0 Accelerator pedal position 0;1 float
1 Brake pedal position 0;1 float
2 Clutch pedal position 0;1 float unused in this experiment
3 Steering wheel position -1;-1 float
4 Vehicle speed 0;60 float
5 Vehicle roll -1;1 float
6 Vehicle pitch -1;1 float
7 Vehicle engine RPM 0-8000 int unused.
8 Instantaneous fuel consumption 0+ float unused.
9 Instantaneous CO2 production 0+ float unused.
10 Instantaneous CO production 0+ float unused.
11 Instantaneous HC production 0+ float unused.
12 Instantaneous PM production 0+ float unused.
13 Instantaneous NOX production 0+ float unused.
14 Distance to closest vehicle 0+ float
15 Front wheel sleep angle -1;1 float
16 Rear wheels sleep angle -1;1 float
17 Vehicle acceleration on ~X axis -1;1 float
18 Vehicle acceleration on ~Y axis -1;1 float
19 Vehicle acceleration on ~Z axis -1;1 float
20 Engine gear ratio {0,1,2,3,4,5,6} int 0=no gear engaged, and 6=back. Unused.
21 Lights state {0,1,2,3} int unused
22 Surface under front left wheel {0,1,2,3,4,5} int 1=road, 3=offroad
23 Surface under front right wheel {0,1,2,3,4,5} int 1=road, 3=offroad
24 Surface under rear left wheel {0,1,2,3,4,5} int 1=road, 3=offroad
25 Surface under rear right wheel {0,1,2,3,4,5} int 1=road, 3=offroad
26 Left indicator state 0 or 1 bool unused
27 Right indicator state 0 or 1 bool unused

already comparable. When needed, we used time as our
divider. But we also could have used the number of measures
used for the considered feature. Some features can have
quite different ranges, so in the end, all values should be
normalized relatively to each other to use the same range
(in our case 0 to 1 or -1 to 1). We did so, and we often
noted an improvement of experimental results when doing
it.

E. How much pre-processing should be done on the data?

We made a design choice of not introducing human
intelligence in the analysis of data (or as few as possible).
We could indeed probably have simplified the problem for
the ANN by constructing more complex, and higher level
features that would be very specific to the problem of blood
alcohol content. It may thus reduce the amount of work
necessary for ANN optimization. However, doing so would
also make our device dedicated to our current problem,
whereas we wanted it to be usable for a wider class of
problems related to drivers. We still have to provide results
on other problems, but the designed prototype will be usable
with no further modification.

Overall, we tried to create generic and and simple features
in order avoid being specific.

III. PRECISION OF THE MEASURES

Precise measurement is important in order to create an
example base. Indeed, the more precise are the measures,
the less loss of accuracy we can expect on the trained ANN.

A. On instrumented variables

For the instrumented variables, in our case, we had no
problem with the accuracy of the variables instrumented,
as we use a simulated environment. The measures was
therefore completely exact whereas when instrumenting a
real device, the accuracy of the measurements must be taken
into account. However, if we can have access to numerous
variables, it becomes possible to select the most accurate
for features generation. Furthermore, the combination of
multiple features may compensate inaccurate measures.

B. Breathalyzer accuracy issues

The other part of the problem is the measurement of the
BAC of the subject (or the expected output of the network,
in a general case). We conducted tests on several subjects,
and found that our breathalyzer can provide noisy measures,
as shown in Fig. 3. In the first case, the BAC value increases
of +0.11g.l−1 in 7 minutes before and after a decrease. In
the second case, it decreases by −0.09g.l−1 in 5 minutes in
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the second case. The decrease of BAC value in the second
case is 6 times bigger than the average alcohol elimination
value of human beings, and in the first case, the variation is
quite unstable. We can conclude that the variations shown
here depicts an important noise in measures, thus degrading
our device accuracy. In the first case such an increase is not
a problem, however we should have a constant variation,
and not an increase preceded and followed by decreases,
considering that the subject did not consume any alcohol
for 20 minutes. For this subject, we think that an important
part of the variation is noise. This is not the case for all
subjects, but in this experiment, we could not have more
reliable measures with a consumer class device. In the worst
cases presented here, the noise could be up to 0.1g.l−1,
which degrades the accuracy that we can obtain.

Ideally, we should have used a law enforcement class
breathalyzer, but the costs for such a device is considerably
higher than ours. Furthermore, obtaining such a device may
be difficult due to the fact that they are not meant to be sold
to regular citizens.
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Figure 3. Evolution of BAC over time for two subjects.

When excluding some subjects that had excessive varia-
tions, we increased the accuracy of the prototype. However,
we decided to keep as many subjects as possible in order to
have more generalist results.

IV. OBTAINED FEATURES

After processing the low level data collected, we gener-
ated 25 features, that are presented in Table II.

For each feature obtained, we have an identifier (F0 to
F24), and a descriptive name. Most are self explanatory, but
we will describe those who are not. The third row indicates
if this feature is already normalized or not. Then the ”from”
row tells what low level data from the Table I was used to
generate the feature.

For the following rows, we present results that will be
detailed later on. The idea is that we created a training base
using only one feature, trained the network, and then tested

it in generalization. We present regression results (Rx) that
will be detailed in section V.

As mentioned earlier, we did not use the gear controls in
this experiment. We however plan to use the clutch pedal and
gearbox selector in future experiments. It must be noted that
we can generate other features from the car’s controls, but
we decided to start with a few and then expand the list. We
can thus consider the use of sub-features such as the average
variation of a pedal when increasing the pressure, and when
decreasing the pressure, or the duration of an action on the
controls (average brake use duration, average duration of
acceleration pedal increase time, decrease time...)

For now, we will explain some the used features. Many
are related to the steering wheel, and steering wheel actions.
We define a steering wheel action as a sequence of measures
that starts when the steering wheel leaves the neutral (centre)
position, and ends when it comes back to this neutral
position. F0 gives the average duration of those actions.
F6 is a variation in which we consider only the part of
the action where the user turns the wheel in a constant
direction. We stop the timer when he reverts the rotation of
the wheel. F5 gives the count of direction changes operated
on the steering wheel. F3 monitors how often the user was
turning to one side before moving the steering wheel in the
opposite side (e.g. the wheel was turned left, then reverts
to neutral before going into the right half). For F1 and F4,
we use ”proximity alerts”, which means that the distance to
the closest vehicle goes below a fixed value. F1 gives the
amount of measures where it occurred, while F4 counts the
number of sequences where it happened (a sequence begins
when the subject drives below the safety distance and ends
when he goes farther. The set of measures is counted as one
proximity alert sequence).

V. RESULTS

A. Measurement of the ANN success rate in generalization

Using K-Fold cross validation, we test our network in
generalization. When we perform classification tasks, if the
output of the ANN corresponds to the expected class, we
count a valid response, and otherwise we count an error. In
the end, we divide the number of valid responses by the
number of examples tested in generalization.

For regression purposes, we had to introduce a maximal
tolerated error, ε. For each value returned by the ANN,
we compute the distance between this value (N) and the
expected value (E) : dist = |E − N |. If it is below a
fixed epsilon, we count a success. Otherwise, we count a
failure. We then compute the success rate of the ANN in
generalization.

B. Analysis of the individual features results

The subject performed a total of 28 runs, which corre-
sponds to approximately one hour and a half of driving in
the simulator. Due to the fact that most of the examples had
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Table II
FEATURES EXTRACTED FROM LOW LEVEL MEASURES.

The ”source” row gives the corresponding measure used from table I. R1 gives individual success rates for ε = 0.2,
and R2 for ε = 0.1. Both are expressed in percent. ”Avg error” gives the average error of the network in g.l−1.

ID Name Normalized Source R1:ε = 0.2 R2:ε = 0.1 Avg error
F0 Average steering wheel action duration yes 3 75 50 0.126
F1 # of proximity alert measures no 14 92 46 0.124
F2 # of steering wheel actions no 3 92 53 0.108
F3 # of car direction changes no 3 78 50 0.106
F4 # of proximity alert sequences no 14 75 46 0.106
F5 # of changes of rotation direction of steering wheel no 3 89 50 0.122
F6 Avg duration of constant direction steering wheel actions yes 3 78 50 0.124
F7 # of measures with a wheel out of the road no 22-25 78 53 0.108
F8 # of measures with any wheel out of the road no 22-25 85 53 0.117
F9 Average vehicle speed yes 4 85 53 0.118

F10 Average steering wheel shift from neutral pos. yes 3 96 46 0.109
F11 Average roll of the car yes 5 85 53 0.111
F12 Average pitch of the car yes 6 82 50 0.112
F13 Front wheels avg sleep angle yes 15 85 50 0.118
F14 Rear wheels avg sleep angle yes 16 82 46 0.123
F15 Average accelerator pedal position yes 0 85 46 0.119
F16 Average brake pedal position yes 1 82 46 0.119
F17 Average steering wheel position yes 2 82 42 0.113
F18 Average vehicle acceleration on ~X axis yes 17 96 53 0.116
F19 Average vehicle acceleration on ~Y axis yes 18 96 53 0.111
F20 Average vehicle acceleration on ~Z axis yes 19 82 50 0.120
F21 Average accelerator pedal variation yes 0 85 46 0.116
F22 Average brake pedal variation yes 1 78 46 0.120
F23 Average steering wheel variation yes 3 100 50 0.108
F24 Average vehicle speed variation yes 4 50 50 0.121

BAC values below 0.5g.l−1, we could not create an unbiased
classification base, and then only present regression results.
In the R1 column, we present the features individual success
rates for ε = 0.2 and in R2 for ε = 0.1. When looking at the
results of R1 (ε = 0.2), we note important variations, with
a results ranging from 50% for F24 to 100% for F23. Some
features seem to be much more discriminant than other. As
one feature reaches up to 100% of success rate, there is no
point in combining inputs. We therefore decreased ε to 0.1.
In that case, individual results are much lower(42 to 53%),
and little variation exists between most features. It is hard
do discriminate the best features, and we can see that the
best features in R1 are not always the best features in R2.

C. Combining features

Now we will combine features in order to see how the
network performs. When using the 4 best features, according
to the results of R1 (F10,F18,F19,F23), we obtain a 75%
success rate, with an average error of 0.089764 for ε = 0.1
(do note that R1 results are for ε = 0.2). With only one
feature, we obtained at best 53%, and combining features
improved significantly the results.

We will now combine features according to R2. How-
ever, the results of the features are close, so we can have
multiple configuration of 4 of the best features. When

using F2,F7,F8,F9, we reach a 71.43% success rate and
an average error of 0.091848. With another configuration,
F2,F7,F11,F18, we reach 78.57% and an error of 0.080105.
In both cases, we kept an ε of 0.1.

When we use the 4 best features according to the average
error (F2, F3, F4, F23), we obtain a 78.57% success rate, and
an average error of 0.077460. This configuration reaches the
best success rate until now, and obtains the lowest average
error.

We tried to combine various features, without considering
if they are among the ”best” or not, but rather by using fea-
tures related to varied controls or data. A good combination
was F2 F7 F13 and F18, with a 82% success rate and an
average error of 0.085317. Using various sources provided
to offer good results, so we tried with more inputs (F2 F8
F13 F18 F19 F22) and reached 85.71% with an average error
of 0.088704.

VI. CONCLUSIONS

Our prototype showed that it could reliably estimate the
BAC of a subject. We were able to obtain success rates up
to 85% in generalization, when training the device with less
than one hour and a half of driving. If integrated in a real
car, it means that we could quickly gather data to create a
learning base. Of course, for blood alcohol content estima-
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tion, there would be some practical complications for the
creation of the base. For all that, the described methodology
can be applied to many physiological parameters estimation.

When a simple and cheap solution is available, it may not
be interesting to use our method. However, some physiolog-
ical parameters of a subject are quite complex to acquire,
requiring invasive, pricy or long procedures. In such cases,
our method could prove to be quite useful : the cost of
the device in both time and money only has to be spent
once to create a large enough example base, and won’t
require invasive procedures when used in real life situation.
Furthermore, on contrary to some methods that provides a
measure with a delay, we can provide estimations in a short
time, and continuously, so that the variation of the monitored
parameters could be considered.

The main downside of this method is that it may require a
long search for the most suitable features. The quality of the
features used must also be ensured : whereas the ANN won’t
use bad features, including those makes the selection of good
inputs longer. Creating the system can be quite complex, but
it should provide a reliable, transparent, fast, non-invasive
and economic way of estimating user parameters. Of course,
the more precise are the measures, the more accurate the
prototype should be. This implies that increasing the initial
investment in both cost of used measurement hardware and
number of examples monitored should provide an improved
device while maintaining exploitation costs at constant level.

The selection of features can’t be done by only using
the individual success rates of features for a fixed ε. As
a matter of fact, the best features changed from a ε to
another. When combining the best features according to the
individual average error, we obtained the lowest average
error, but not the best success rate. It seems hardly feasible
to obtain a simple metric to establish the performance of a
feature, considering that individual scores may not reflect the
potential effectiveness of combined features. A more com-
plex solution could be to use something like the saliency of
Optimal Brain Damage [6] : after having trained the network
with all features, we could study how the suppression of an
input cell corresponding to a feature impacts the network’s
performances. This value could provide a good metric.

VII. PERSPECTIVES

In this paper, we presented the results of a single user
example base, but we will try to create multi-user bases in
order to determine if the system could learn from multiple
subjects so that it could estimate the BAC of an unknown
subject. Although it was not the scope of this paper, it will
be interesting to see how multi-user bases impacts the results
presented here.

Our next goal will be to proceed with experimentation on
tiredness and attention using the same software, but in an
hardware simulator, with realistic car controls. Instrumenting
will be done on the same basis, but with more available

data (such as gear ratio, pedal...). The use of the simulator
hardware should provide a driving experience closer to real
cars, and enable us to collect more accurate data. We are also
considering the use of data related to events rather than the
average behaviour of the subject, like variation of various
parameters when specific events occur (e.g. an accident, a
dangerous situation, a change of the driving conditions...).

In the long term, we are looking forward to conduct
similar experiments into real cars or trucks. However, we
need to keep improving our prototype in the simulator in
order reduce the number of experimentation needed in real
cars, so that we can reduce the potential cost of development.

We are also looking forward to determine whether or not
a subject is able to drive, and if not, what impairs his skills
up to the point that he or she should not drive. This will
be much more complex and require a collaboration with
researchers in medical science. It should however be a good
illustration of a complex to establish diagnostic about the
subject that can’t yet be done automatically.

Overall, we want to be able to detect various causes that
alters the ability to drive of a subject.
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Abstract—Human attention is a fundamental but limited
resource. Especially when performing safety critical tasks a
suitable distribution of attention is essential for safe operation.
E.g., changes in task relevant information have to be recognized
in time in order to react adequately. This paper presents the
Adaptive Information Expectancy (AIE) model, which simu-
lates the scheduling of attention within cognitive architectures.
It can be used for model-based evaluations of interactive
human-machine systems. Results of a first evaluation study
are shown based on a simple laboratory monitoring task. An
overview on the AIE model is given and it is shown how it
was integrated in the Cognitive Architecture for Safety Critical
Task Simulation (CASCaS). A formal model for the laboratory
task was developed and then simulated using CASCaS. Several
aspects of the AIE model are evaluated on the basis of the
simulations of this agent in two main steps. The first step of
the evaluation compares the agent behavior with results from
the studies conducted by Senders. In this step two alternative
AIE model variants are compared to participants’ behavior.
The second evaluation step explores parameter sensitivity and
the convergence behavior of the model.

Keywords-Event expectancy; cognitive model; attention allo-
cation; monitoring behavior;

I. I NTRODUCTION

Detailed knowledge about human attention allocation is
vital for designers of human-machine interaction, e.g., in
cars or aircrafts. It has been acknowledged by many re-
searchers that executable cognitive models have the potential
to capture such knowledge and to make it readily available to
designers (e.g., [1][2][3]). This paper presents the Adaptive
Information Expectancy (AIE) model which is an extension
of the seminal SEEV model introduced by Wickens et al. [4].

How humans distribute their attention depends on several
factors. The SEEV model is a predictive model of attention
distribution that relates the amount of attention allocated
to a specific information source to four influencing factors.
The abbreviations of these factors form the acronym SEEV:
Saliency of information events, Effort required to perceive
the information, Expectancy of new information events and
Value of the task, that requires the information. The SEEV
model can easily be applied to estimate percentage dwell
times (PDTs) – the percentage of time a human operator

spends looking at an information source, e.g., of a human-
computer interface.

The AIE model is based on the two knowledge driven
factors Expectancy and Value. Although it does not consider
Saliency and Effort, it extends the SEEV model in two
ways. (1) It relates the attention distribution to an executable
task model, which can be simulated, e.g., in a cognitive
architecture. Based on the simulation further measures like
gaze frequencies or link values can be estimated, besides the
mere prediction of PDTs as provided by the SEEV model.
(2) The second extension is related to the operationalization
of Expectancy. The SEEV model requires a system designer
or Human Factors Expert (HFE) who applies the model
to give an estimate of each of the influencing factors for
all considered information sources. For this, Wickens et
al. [4] propose a lowest ordinal algorithm as an easy to
use method, that orders the influencing factors by small
integers according to their rank. Although this method has
been proven simple and effective, it is only a very rough
operationalization that is dependent on the subjective rating
of the HFE. The AIE model strives to replace this by de-
riving the expectancy factor dynamically from a simulation
of the task model in a dynamic environment. It is thus
able to adapt its attention distribution automatically to the
current situation, which is an enhancement over the SEEV
model. It furthermore provides a much more detailed view
because it integrates the simulation of task performance and
the simulation of attention control in a tightly coupled way.
The long term goal of this research is to use the AIE model
to predict the allocation of attention dependent on design
characteristics of human-machine interfaces and associated
tasks in complex and safety critical environments.

The following shows results of a preparatory study that
was used to evaluate the AIE model on the basis of a labora-
tory monitoring task, which was developed by John Senders
in the 1960s [5]. The paper starts with an overview on the
AIE model and its integration in the Cognitive Architecture
for Safety Critical Task Simulation (CASCaS) [6][7]. Then
an overview on Senders’ task and the derived task formal-
ization is given in Section III and IV. Section V is dedicated
to the detailed evaluation of the AIE model.
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II. A DAPTIVE INFORMATION EXPECTANCY MODEL

The AIE model and its integration into CASCaS will be
described here briefly on an abstract level to provide a basic
understanding. For a more elaborated description see [7].

Cognitive architectures can be understood as engines that
are intended to execute formal models of tasks in a psycho-
logical plausible way. CASCaS is a modular architecture
consisting of components for perceptual, memory, knowl-
edge processing and motor processes. The AIE model is a
general model of attention allocation and thus is integrated
in CASCaS as part of a general model of human cognition.
In contrast, task models describe task specific aspects of
human behavior. The interpretation of a task model by
the cognitive architecture eventually simulates human-like
behavior. In the following the term(cognitive) agentrefers
to the combination of task model and cognitive architecture.

A. Control of Attention

While the SEEV model is typically used to predict the
visual attention allocation to multiple information sources,
the AIE model intends to predict to which task an agent
mentally attends. However there is typically a very strong
relationship between visual and mental attention, which
Just and Carpenter [8] named the eye-mind-assumptions.
This assumption was adopted for the AIE model evaluation
presented in Section V, where the gaze behavior of the
participants in Senders’ study is compared with the gaze
behavior of the cognitive agent.

An assumption of the AIE model is, that human behavior
is goal oriented and every task serves to achieve one specific
goal. The AIE model is applicable to situations where
multiple tasks have to be performed in parallel in a time-
shared fashion, like e.g., a pilot that has to monitor a set of
displays, while controlling the aircraft and communicating
with the pilot non flying. Attention is a limited resource and
often only one of the tasks can be processed consciously.
Although in real situations it is often possible to execute
some parts of tasks really in parallel, this aspect will not be
discussed in this paper.

To instantiate a cognitive agent CASCaS loads a hierar-
chical task model. Each task seek to achieve a goal and
is modeled by a set of rules. These rules represent the
knowledge of the human operator about the task. For a driver
model, for example, they describe how the driver interacts
with the car and the surrounding traffic. The rule language
is based on the well-known GOMS notation [9]. All rules
consist of a left-hand side (IF) and a right-hand side (THEN).
The left-hand side names the goal to be achieved and a
Boolean condition that defines in which situations the rule
shall be applied. The right-hand side defines the actions that
are executed when applying the rule.

Multitasking situations in the task model have been han-
dled in the past by a very simple mechanism that treats
every task as equal and repetitively executes every task for

a certain but short amount of time in a fixed sequence. This
mechanism is now replaced by the AIE model. The AIE
model assigns a weight to each goalgi of all active tasks:

w(gi) = U ·
ugi∑

gj∈G

ugj

+ V ·
vgi∑

gj∈G

vgj
(1)

In the above equationG is the set of goals for all active
tasks,ugi is the expectancy coefficient that describes how
much the agent expects new information for the task of goal
gi and vgi is the value or importance of goalgi. Thus the
weight w(gi) depends on the relative importance of a task
compared to the importance of all tasks and the relative
information expectancy of a task compared to all tasks. The
factorsU andV are used to adjust the overall influence of
task importance and information expectancy.

CASCaS now selects the next goal to be executed in a
probabilistic way. The probability of selecting goalgi is
defined by the relation of all weights:

P (gi) =
w(gi)∑

gj∈G

w(gj)
(2)

In Equation 1 the value and expectancy factors are linked
by addition. However in applications of the SEEV model ad-
ditive combinations (e.g., [10]) as well as multiplicativeones
(e.g., [11]) can be found. Arguments can be found for both
variants. This was discussed by Wickens et al. [12]. They
achieved a better model fit with the additive formulation. But
still there is no consensus about this issue. To shed further
light on this matter, the AIE model was implemented in both
variants. To explicitly distinguish between both variantsthe
symbol AIE+ is used for the additive formulation and AIE∗

for the multiplicative formulation.

B. Event functions

To use the AIE model the coefficients in equation 1 have
to be defined for each task. For the value coefficientsvgi it
is suggested to employ the lowest ordinal algorithm that is
typically used for the coefficients of the SEEV model [4].
But for the expectancy coefficientsugi an automatic opera-
tionalization is proposed.

Wickens et al. describe the expectancy factor as an
”information-related measure of event expectancy (e.g.,
bandwidth, event rate; [...])”[4, p.3]. This view is adopted
by the AIE model. The expectancy coefficients are opera-
tionalized on the basis of information events. An event is
defined as follows:

If at time t information, which is relevant for a goalg is
used to achieveg, thene = (g, t) is called an event at time
t for goal g. Let E be the set of all events that occurred
during a simulation, thenEg ⊆ E is denoted to be the set
of all events for goalg. Events can be ordered and indexed
by their time of arrival. Witheg,i the i-th event inEg is
denoted.
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The identification of events in CASCaS is straight for-
ward. CASCaS processes tasks using a rule engine similar
to other rule based architectures like e.g., ACT-R. It pro-
vides four different rule types: regular, percept, waitingand
reactive rules. When a task gets actively processed by a rule
engine the process is typically as follows. If the task needs
some information appropriate percept rules are executed that
instruct CASCaS to direct its gaze to an information source,
which provides the information. After the information has
been perceived, it can be used by regular rules to achieve the
task goal. If the perceived information is of no use for the
agent, a waiting rule is fired, which signalizes, that another
task should be executed. Hence the execution of a regular
rule corresponds to the recognition of an information event
for the goal, which is supported by that rule.

During the simulation of the task model CASCaS records
the events of all goals and develops for each a cumulative
frequency distribution functionHg of the distances between
consecutive eventseg,i and eg,i+1. The valueHg(∆t) can
answer the question, how often an event occurred not later
than ∆t time units after the previous event. This is used
to describe whether the agent can expect new events for a
specific goal and thus the expectancy coefficients are defined
by ug = Hg(t − tg,n)/dg, with t being the current time,
n being the index of the last event forg and dg being the
amount of time that the agent was working ong. Thusug is a
time dependent function which is called the event function of
g. One effect of this operationalization is that the expectancy
of new events continuously increases since the last event was
observed.

Another effect is that the behavior of the agent changes
over time. At the beginning of the simulation it has no
knowledge about event distance. But the more events the
agent detects the more stable the event functions get. Thus
the behavior should change less the more time passes.
The learning speed of the agent should correspond to the
convergence speed of the event functions. According to the
Berry-Esseen theorem [13] the pointwise convergence speed
should be bounded byO(n− 1

2 ), with n being the number of
events which are recorded inHg. If the distribution of event
distances does not change over time, having a fixed average
event rate, this can be expressed in a time-dependent way by
O(t−

1

2 ). Unfortunately the assumption that the distributions
do not change over time is false, because there is always
a feedback within the cognitive agent when using the AIE
model: The event functions influence the selection of goals;
the selection of goals determine, where the model looks
at; where the model looks at influences the perception of
events distances; finally, the perception of event distances
influence the event functions. But assuming, that the effect
of this feedback loop is small, at least a similar learning
speed should be obtained. This was considered during model
evaluation and will be addressed in Section V.

Table I
BANDWIDTHS OF THE GAUGES FOR THE THREE EXPERIMENT

CONFIGURATIONS.

Configuration Partici- Signal bandwidths per gauge (Hz.)
pants 1 2 3 4 5 6

C1 5 0.08 0.16 0.32 0.64 - -
C2 3 0.03 0.05 0.12 0.20 0.32 0.48
C3 2 0.02 0.04 0.08 0.16 0.32 0.64

III. SENDERS’ M ONITORING TASK

For a first evaluation of the AIE model a simple laboratory
task was selected. It is the monitoring task developed by
Senders [5]. A cognitive agent was developed that relies on
the AIE model and is able to interact with this task. The
model is evaluated in section V against data that Senders
obtained in his studies on this task. In this section a short
overview on the task and the setup he used in his studies is
given. For more details see the original work [5].

In the Senders Task participants had to observe a set
of gauges that displayed dynamic values of currents for
fictitious devices. Every time one of the displayed signals
fell below -45µA or above 45µA participants had to push a
button. Senders investigated how bandwidths of the signals
influence the gaze distribution of the participants. He used
five different tasks configurations. Three of these are used
for the evaluation and are denoted by C1, C2 and C3.
The signal bandwidths of each configuration are listed in
Table I. It must be said, that the configuration C1 belongs
to a different study than configurations C2 and C3. It was
conducted before the study involving C2 and C3.

C1 investigates the gaze behavior while monitoring four
gauges. Five participants executed this task for 1 h per day
over 30 days . Gaze behavior of the last three minutes of
each day have been analyzed.

C2 was similar to C1, but six instead of four gauges were
used. Participants executed the task for 1 h per day over 10
days. Gaze behavior of the last 11 minutes of the last day
have been analyzed. This configuration is shown in Figure 1,
which shows the geometrical layout of the six gauges (left
side) and the viewing distance of the observer (right side).

C3 was similar to C2, but signal generation was changed,
which resulted in a different set of signal bandwidths.
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Figure 1. Task configuration with six gauges (reconstructedfrom [5]).
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Figure 2. State diagram of the cognitive agent’s task model. The states
observegauge5 and observegauge6 are only active for C2 and C3.

IV. COGNITIVE AGENT

Senders Task was modeled using the rule based language
of CASCaS. Figure 2 shows the semantics of these rules
in the form of a state chart. The overall goal is to observe
all gauges. This is decomposed into one subgoal for the
observation of each gauge. This results in four subgoals for
C1 and six subgoals for C2 and C3. These subgoals are
represented in Figure 2 by the top-level states. The task that
is executed to achieve each goal is depicted within the top-
level states by the process steps that have been mentioned
in Section II-B. At the beginning of the task processing the
agent executes a percept rule, which instructs CASCaS to
look at the information source that provides information for
the task. This is in this case the gauge for the specific task. If
the perceived information demands a reaction of the agent a
regular rule is fired. For Senders’ task it happens when the
signal is in the alarm region (|x| ≥ 45µA). The response
button is pressed as reaction by the execution of a regular
rule. If the signal is not in the alarm region no reaction is
required, the agent fires a waiting rule and the task is finished
at least for the moment. In the condition that the signal is in
the alarm region, the agent uses the perceived information
to trigger an action by executing a regular rule. Thus these
situations are the events for this task.

The AIE model comes into play at the decision point
marked with aD in the figure. Here the agent selects which
subgoal it will process next. According to the AIE model the
agent will select to observe a gauge, where it highly expects
an alarm, in order to detect as much alarms as possible.
The expectancy coefficientsui will be derived during the
simulation. The task valuesvi have to be assigned by the
model developer. Because all tasks have the same priority,
these coefficients have been selected to be 1 for each task.
Expectancy and Value factors are weighted equally (U =
V = 1).

Figure 3. Glance frequencies of participants and AIE+ agent for each
gauge in each configuration.

V. EVALUATION

To evaluate the AIE model CASCaS was connected to a
simulation of the three configurations of Senders Task. The
cognitive agent described in the last section was instantiated
in CASCaS. CASCaS itself was connected to a simulation
of the three configurations of Senders Task.

A. Additive Variant: AIE+

The evaluation starts with an analysis about the model
fit of the AIE+ model to Senders’ data. The agent was
simulated 10 times for 3 h of simulation time in each of the
three configurations. To avoid that the results are affectedby
learning effects, only the last 1 h from every 3 h simulation
run was analyzed.

In [5] Senders presented the glance frequencies of the
participants to each gauge. In Figure 3 this data is shown
together with the glance frequencies that have been observed
in the simulation of the AIE+ agent. The figure shows, that
the agent’s behavior well matches the experimental data for
C2 and C3 with very high trend correlation ofR2 = 0.996
for C2 andR2 = 0.984 for C3. Also the absolute deviations
measured by the root-mean-square error (RMSE) are small
with RMSE = 0.04 Hz for C2 and RMSE = 0.09 Hz for C3.
The situation is different for C1. Although the agent shows
the general trend (R2 = 0.851), the absolute deviation is quite
high (RMSE = 1.1 Hz). Especially the overall frequency for
C1 is with 3.1 Hz considerably greater than for C2 (2.0 Hz)
and C3 (2.1 Hz). The cognitive agent is not able to reach
the high glance frequencies in C1, because the model that
is part of CASCaS and calculates the duration of saccades
and fixations does not permit such small gaze durations,
which are required to simulate these high gaze frequencies.
For details on this model see [14]. The reason for the high
frequencies in C1 compared to C2 and C3 are not known.
It might be due to the additional 20 days of practice that
participants had for C1, or just due to differences in the eye
data processing, which was done by a frame-by-frame rating
for videos of participants’ eye movements.

However, Senders also calculated link values for C1.
The link value probability according to ISO 15007-1:2002
describes for two information sources the relative frequency
of gaze transitions between these information sources com-
pared to all observed gaze transitions. The link values
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Figure 4. Correlation of link value probabilities for configuration C1. A
data point i↔j represents the link value probability between gauge i and
gauge j.

obtained during the simulation of the AIE+ agent correlate
well with the ones observed by Senders for C1 (R2 = 0.87)
as can be seen in Figure 4.

B. Sensitivity Analysis

In equation 1 it can be seen, that there are quite a lot
of coefficients that have to be determined before using the
model. Compared to the SEEV model the AIE model already
eliminates the need to define the expectancy coefficientsui

by expert knowledge.
But still the value coefficientsvi and the general weights

U and V remain. A high number of parameters bears
the danger that it allows, in principal, to fit the model
predictions to any kind of data. Wickens addresses this issue
by proposing the lowest ordinal algorithms to restrict the
choice of coefficient for the application of the SEEV model.
This approach is also proposed for the value coefficients of
the AIE model. However, for the monitoring task discussed
in this paper this is meaningless, because Senders did not
instruct the participants to prioritize any of the gauges.
Therefore the value coefficients are all equal and thus are
not free parameters at least for this agent.

In applications of the SEEV model the issue of weighting
the influence factors Expectancy and Value differently is
typically not addressed and the factors are weighted equally.
The same was done for the weights of the AIE+ agent
presented in the previous section (U =V = 1), which led to
very good results for C2 and C3. Nevertheless these are
free parameters, which have only the weak restriction that
usually they are chosen equally. Although it seems thatU
and V are two parameters, it is effectively one parameter.
Inserting equation 1 into equation 2 leads to:

P (gi) =

U
V
·

ugi∑

gj∈G

ugj

+
vgi∑

gj∈G

vgj

U
V
+ 1

(3)

Note that this conversion is only valid forV 6= 0. As can be
seen nowU andV only occur asU/V and thus this is only

Figure 5. RMSE and R2 values obtained from simulating the AIE+ agent
with different values ofU/V .

one free parameter. A sensitivity analysis was conducted to
estimate the effect of the relationU/V on the model fit. A
set of selected relations were analyzed:

0/1, 1/5, 1/4, 1/3, 1/2, 2/3, 3/4, 4/5, 1/1, 5/4, 4/3, 3/2, 2/1, 3/1, 4/1, 5/1, ∞
For each relation 10 simulations with a duration of 3 h

have been executed like described in Section V-A. The
obtained RMSE and R2 values are displayed in Figure 5.
The highest correlation values have been obtained in the
range from 0.2 to 2.0 with R2 > 0.98, while the lowest
absolute deviations have been found in the range between
1.0 and 1.5 with a RMSE< 0.04 Hz. So the popular choice
of U = V = 1 was obviously also for this task an adequate
one, although a slightly better fit has been observed with
a slightly higher value ofU . This is a satisfactory result.
According to Pitt et al. [15] a model should be stable around
a reasonable region of parameters. As an equal weighting
of expectancy and value is a usual assumption, this property
seems to be well met by the cognitive agent.

It should be noted that the considerations made in this
section are only valid for the presented task model. For
a more general view on the AIE model this work has to
be repeated for a set of different task models in different
application domains.

C. Multiplicative Variant: AIE∗

In Section II it was mentioned, that there is no consensus
about how expectancy and value are linked. In the following
the simulation results are shown using the AIE∗ agent. In
the multiplicative variant of equation 1 the weighting factors
U an V are eliminated when the fraction in equation 2
is reduced. Thus there is no free parameter. Executing the
simulation again in the way described in Section V-A using
the AIE∗ formulation produces the glance frequencies shown
in Figure 6.

It can be seen, that the model fit is worse than for
the AIE+ agent. The differences are clearly visible for C2
and C3 for which the AIE+ agent showed a very good
model fit. Here the AIE∗ agent especially underestimates
the frequencies to the gauges with low signal bandwidths.
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Figure 6. Glance frequencies of participants and AIE∗ agent for each
gauge in each configuration.

Giving the data a closer look reveals that the obtained
frequencies are almost identical to the frequencies of the
AIE+ agent using weightsU = 1 and V = 0. And both
models are in fact identical. The value coefficients of the
AIE∗ model disappear when reducing equation 2, because
they are all equal. This is equivalent to disabling the value
factors in the AIE+ model (V = 0).

D. Learning Convergence

In Section II-B it was assumed that the learning speed
should be bound byO(t−

1

2 ) if feedback effects can be
neglected. To investigate this the same agent as in Sec-
tion V-A was used. But now 20 simulation for C2, each
with a duration of 9 h were made. Every 5 minutes the event
functions of all 20 simulations were pairwise compared
using the difference measureV from Kuiper’s test, which
describes the similarity of two frequency distributionsu1

and u2. The symbolV k is used to avoid a mix-up with
the weight of the value factors. According to [16]V k is
calculated by:

V k = max
0<∆t<∞

(u1(∆t)− u2(∆t))

+ max
0<∆t<∞

(u2(∆t)− u1(∆t)) (4)

This resulted in 190 comparisons every 5 minutes. It was
expected that the event functions are getting more and more
similar over time and thus the averageV k should converge

Figure 7. Convergence of event functions. Differences between event
functions of different simulation runs measured byV k are displayed on a
log-log plot and asymptotically approach 0.

Gauge a c

1 -0.082 0.216
2 -0.072 0.233
3 -0.035 0.292
4 0.006 0.354
5 0.058 0.429
6 0.081 0.475

b 0.682

Figure 8. Learning effect on glance frequencies. Frequencies over time
are fitted to functions of the forma · tb + c. Fitted parameters are listed
on the right side.

towards 0. The averageV k values are plotted on a log-
log graph in Figure 7. It can be seen, that these values
form straight lines for the event functions of each task. This
strongly supports the initial assumption, that the learning
speed can be expressed by a function of the forma · tb. It
also supports the assumption that the event functions always
converge against the same function.

In the same way the consequences of the learning process
on the glance frequencies of the cognitive agent were
analyzed. It turned out, that these reflect the learning process.
They develop according to functions of the forma · tb + c.
This knowledge now allows to fit the simulation data to
such functions, and to estimate their asymptotical value.
In Figure 8 this can be seen for C2. In the left graph the
average glance frequencies are plotted over time by dotted
lines. With solid lines functions of the forma · tb + c are
plotted that were fitted to the data using the method of least
squares. In the table on the right side the fitted coefficient are
listed. Thec-coefficient is the estimation of the asymptotical
glance frequency value. This graph helps to identify how
much simulation time should be dedicated to learning the
event distance distributions. For the AIE+ agent a learning
phase of at least 30-50 minutes should be used. After this
time there is only little change in the glance frequencies.

The same analysis was conducted for the AIE∗ agent. It
required a much longer learning time. The parameterb that
determines the learning speed for the glance frequencies is
for the AIE∗ agent only atb = 0.432.

VI. CONCLUSION AND FUTURE WORK

The AIE model supports the simulation of task models
within the cognitive architecture CASCaS, by providing a
model of attention control. It was shown how the AIE model
automatically derives expectancy for information events and
uses this to guide its attention. A good model fit was
achieved between the agents glance frequencies and results
taken from studies conducted by Senders [5]. The issue of
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combining the Expectancy and Value factors additively or
multiplicatively was addressed by evaluating both variants.
The additive variant provided a better model fit. A sensitivity
analysis for the free parameter revealed that the agents
behavior is stable within a reasonable parameter region. It
was analyzed how fast the agent is able to recognize the
distribution of events. The hypothesized speed functiona ·tb

was successfully fitted against the observed simulation data.
The AIE model is strongly related to the SEEV model

and extends it in some ways. However, it is more an
alternative for the SEEV model than a replacement. The
SEEV model provides a simple and fast way to estimate the
distribution of attention. But its static way of application
does not provide a detailed insight in the situation under
investigation. This is provided by the AIE model, as it is
integrated in a cognitive architecture as basic simulation
framework. The AIE model additionally benefits from the
simulation, because it dynamically derives expectancy values
during simulation, which in contrast has to be done by
human factors experts for the SEEV model. Thus from an
application point of view the AIE model trades off simplicity
for richness of detail.

It should although be noted, that the results presented in
this paper are only valid for the investigated monitoring
task and the transferability as well as scalability remains
to be investigated. There are some aspects that reduce the
representativeness of the study. Senders did not manipulate
the information value for the gauges. Thus changes in the
value coefficients are not addressed. However the expectancy
coefficients are the main focus of the AIE model. In addition,
the participants did not influence the displayed signals,
which is unrealistic for most human-machine systems. This
application served as a first evaluation step for the model.
More and richer applications are required to ground the
findings of this study. A subsequent step to this study is
the application of the AIE model to a cognitive car driver
model. In the long term, this work shall lead to a general
evaluation method for human machine interaction that is
based on virtual human-in-the-loop simulation.
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Abstract— Due to technological innovations, there is a shift 

from linear anthropometric measures to surface model. This is 

essential since body surface information is needed in medical, 

archaeological, forensic and many other disciplines. As a 

result, there is a need to shift from linear anthropometry tables 

to surface anthropometry databases. This study provides a 

general modelling technique, to convert linear anthropometry 

to complex surface anthropometry using recursive regression 

equations technique (RRET) and scaling technique. In order to 

build the model, scanned data of a 3D body part for a selected 

population is needed. After scanning, the parts are aligned 

along a reference axis before extracting cross-sections 

perpendicular to the reference axis. Using the cross sections, a 

‘standard’ part is computed based on an averaging method. 

The ‘standard’ part provides the shape information of a given 

population and thus it can be stored in a database for shape 

prediction. Using the recursive regression equations technique, 

regression equations are constructed based on selected 

anthropometric measures of each cross section. During 3D part 

shape prediction, only few anthropometric measures are used 

and the anthropometric measures of all the other cross sections 

are predicted recursively using the equations developed from 

RRET. Eventually, the predicted measures are used to scale 

the ‘standard’ part in order to generate a predicted 3D shape 

of the selected part. Previous studies published by our team on 

foot shape modelling have given accurate results of about 

2mm. Thus, depending on different applications, this technique 

can be applied to generate 3D shape from anthropometry and 

can be applied to reconstructive surgery, forensic, 
anthropology, design, psychology and other fields. 

Keywords-anthropometric; surface antropometry; recursive 

regression equation. 

I.  INTRODUCTION  

According to the World Health Organization [1], 
anthropometry, a method to assess the size, proportions and 
compositions of the human body using simple equipments, is 
universally applicable, inexpensive and non-invasive. 
Anthropometry, even though dating back to Renaissance [2], 
emerged in the nineteenth century largely by German 
investigators in the physical anthropology discipline, while 
they needed to study the quantitative description of the 
human body reliably [3, 4]. The basic anthropometric 

techniques were developed during that time and they are still 
used today [3]. The different anthropometric measures are 
represented in percentile values in anthropometric tables [2, 
5] and since the values are statistical values, they cannot be 
combined to create a single human body [6]. The 
anthropometric percentage values are generally used to 
compare different populations and to design for a given 
population. Anthropometric data has been widely used in 
fields ranging from engineering to arts. It has been used in 
equipment and workplace design [6, 7], forensic 
investigation [8, 9], growth and nutrition evaluation [4, 10], 
medicine [11-13], archaeology and cultural studies [14-16], 
and sports science and fitness evaluation [17-19]. 
Anthropometric studies have been widely carried out 
because of its non-invasiveness [1], inexpensiveness [4], 
simplicity [1], portability [20] and reliability [21]. 
Furthermore, as the anthropometric dimensions vary among 
different groups of population, anthropometric tables have 
been developed based on age, race, region, and occupation 
[2]. Even though, there are many studies on anthropometry, 
most of the tables have only linear anthropometric data. 
Since surface geometry is required in many applications, 
more research is required to enhance the existing data on 
linear anthropometry. 

 
Surface anthropometry describe the size and shape as 

well as the 3D surface geometry of the human body [22]. It 
is possible to combine surface scan data and internal 
measurements [23], thus anthropometric techniques can be 
used to find the size, shape and proportion of the external as 
well as internal structures of the body. Thus in this modern 
world, data collected from Magnetic Resonance Imaging 
(MRI), Computed Tomography (CT) or Computed Aided 
Tomography (CAT), sound, optical (laser or structured light) 
or any scanning devices can be used to create surface 
anthropometry of the external as well as the internal 
structures of the body. Since surface anthropometry provides 
information on the complex surfaces of the human parts, in 
addition to the common linear anthropometry measures, it 
can be used for many applications such as planning and 
assessment of facial surgery, design and manufacture of 
implants and prostheses, facial reconstruction in forensic 
applications, archaeology, psychology, genetics, and 
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comparative and evolutionary anatomy [24]. In addition, 
there are growing uses of synthesize 3D digital animated 
images of human models in science fiction movies and 3D 
digital dummies for equipment testing [25]. Although 
surface anthropometry seems to be very useful, it has several 
disadvantages. Surface scanning equipment is relatively 
expensive and is not widely available. It is relatively difficult 
to operate and require special skilled technicians to capture 
the dynamic and complex body shape. Furthermore, the data 
obtained from the scanning equipment requires additional 
processing and statistical data analyses are not trivial 
resulting in only few large-scale studies. Still, surface 

anthropometry is very useful for different applications and 
there is a need to simplify the method to acquire surface 
anthropometry, reduce the cost of equipments and develop 
surface anthropometry databases. In this study, a method to 
predict accurately the surface anthropometry by using 
simple, reliable and non-invasive linear anthropometry 
measurement techniques are proposed. As a result, the use of 
expensive surface scanning devices is minimized to model 
building and simple cost effective linear anthropometry 
measures can be used for surface anthropometry prediction.  

 

  

 
Figure 1.  Flowchart of the prediction model. 

 

3D Scanning 

 

Alignment 

 

Sectioning and 

Sampling 

 

Sampled data 

‘True’ 

part shape 

 

Data 
preprocessing 

Accuracy 

check 

Acceptable 

Not 

Acceptable 

Model 
Generation 

‘standard’ 

part 

Parameterization 

Recursive regression 

equations Model 
Validation 

Predicted parameters  

 ‘Seed’ section  Parameters of ‘seed’ 

section 

Scaling of ‘standard’ part  

Prediction part  

Prediction accuracy 

421Copyright (c) IARIA, 2013.     ISBN:  978-1-61208-250-9

ACHI 2013 : The Sixth International Conference on Advances in Computer-Human Interactions

                         436 / 510



Surface anthropometry prediction involves spline curve 
and surface fitting [26], recursive regression equations [27, 
28] and scaling techniques [27]. Luximon and Goonetilleke 
[28] have used the RRET technique and proportional scaling 
to predict the feet of Hong Kong Chinese to an accuracy of 
less than 2.5 mm, while using only four anthropometric 
parameters and a ‘standard’ foot. Since RRET and scaling 
techniques seems to provide an accurate method for shape 
prediction, in this study, a general prediction model with 
several variations is provided so that more body parts can be 
predicted using this simple method. The flow chart for the 
development and validation of the prediction model is shown 
in Figure 1. The main parts are data pre-processing, model 
generation and model validation. Data pre-processing 
includes scanning, and alignment and sampling. Model 
generation includes creation of a standard shape, section 
parametization, and generation of regression equations 
between the parameters. Validation includes checking of 
accuracy based on a different data set. These are discussed in 
details in the following sections. 

II. DATA PRE-PROCESSING 

A. 3D scanning  

For 3D scanning, any type of scanner to capture the 
external shape of the body (Figure 2) or any specific part can 
be used. Since a general method to build the prediction 
model has been proposed, some changes may be required to 
adopt for specific parts. It is assumed that Ns number of 
participants is used for the model development. In this 
formulation, left and right sides of the parts are not 
distinguished, but during the formation of a specific part, the 
differences between left and right sides can be included as in 
Luximon and Goonetilleke [28]. For the i

th participant the 
scanned part has Pi number of points. The points are pik 
(where i = 1,...,Ns; k = 1,...,Pi). The coordinates of the point 
pik is (xik, yik, zik). 

 
Figure 2.  Laser scanned data 

B. Alignment and sampling 

Since all the scanned part might not be aligned in the 
same reference axis, all the parts have to be aligned on a 
consistent axis. The axis of alignment can be based on some 
anthropometric landmarks, commonly used axis or based on 
mathematical and statistical methods (such as principle 
component methods). For example, for the case of the human 
foot, heel centre line is commonly used [27-29]. For the arm, 
leg and body principal component can be used. For head 
data, eye location can be used for alignment. After 
alignment, the coordinates of point apik is (axik, ayik, azik) as 
shown in figure 3. The part is aligned to have the axis with 
the highest variation along the Z-axis. 

 
Once the part has been aligned, cross sections are 

extracted perpendicular to the Z-axis, called the ‘main’ axis. 
The length of the aligned part along the main axis is Li 
(where i = 1,...,Ns). Cross-sections perpendicular to the main 

axis at δj (where j = 1,...,Nsec) of Li are extracted, where Nsec 

is the total number of cross-sections extracted (Figure 4). δj 
is monotonically increasing with j. The separation between 
the sampled cross sections need not be uniform, but it has to 
be consistent between the different participants. The 
extracted sections are Sij (where i = 1,...,Ns; j = 1,..., Nsec) and 
the z-value for the sections are given by (1). Then, for each 
section, a fixed number of points are extracted using 
different sampling methods [28]. The number of points for 
section Sij is sNj. For participant I, the number of points is 
same. The points after sampling are spijk , where i = 1,...,Ns; j 
= 1,..., Nsec; j = 1,..., sNj.  

 

szij  = δj * Li    (1) 
 

 
Figure 3.  Alignment method 
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Figure 4.  Sectioning and sampling 

III. MODEL GENERATION 

A. ‘Standard part’ 

Some of the part shape data can be used to generate the 
model, while other shape data can be used for model 
validation [28]. Assuming that the "standard" part is 
generated using part shape data of Nm subjects where Nm < 
Ns. The coordinates of the point used to generate the standard 
part are (sxijk, syijk, syijk) where where i = 1,...,Nm; j = 1,..., Nsec; 
j = 1,..., sNj. The ‘Standard’ part is the representation of the 
given part for a given population. There can be several 
methods to generate the ‘standard’ part, based on different 
statistical methods such as geometric mean, arithmetic mean, 
mode, median, etc. Equations (2), (3), and (4) show the x, y, 
and z coordinates of the ‘standard’ part when arithmetic 
mean is used. The standard foot shape has Nsec number of 
sections. 

 

B. Parametization 

  (2) 

  (3) 

   (4) 
 
The ‘standard’ part represents the shape of a given 

population and it can be stored in a database. While the 
‘standard’ part is being developed, parameters can be 
extracted from the cross sections of the aligned part.  

Each cross section can be parameterized using several 
anthropometric variables [27]. Figure 5 shows some of the 
parameters that can be used, such as maximum y deviation 

(H+), minimum y deviation (H-), maximum x deviation (W+), 
minimum x deviation (W-), height (H), width (W) and radius 

(Rθ) at θ degrees and circumference (C). The number of 
parameterization will determine the accuracy and complexity 
of the model. Furthermore, anthropometric studies are 
needed to determine the importance of the different 
parameters. Goonetilleke et al. [30] and Luximon and 
Goonetilleke [31] have used principle component and factor 
analysis to find the relative importance of different foot 
related parameters. 

 

 
Figure 5.  Anthropoemtric parametization 

C. Reccursive regression equation 

The purpose of the recursive regression equation is to 
find the relationship of the anthropometric dimensions of all 
the sections of the part given the anthropometric dimension 
of one section. For example, one regression equation is build 
from anthropometric measure height (H) at section i and 
height at section j. The R2 values are also recorded. If we 
have Na anthropometric measures and Nsec sections, we can 
generate Na x (Nsec - 1) equations if we consider consecutive 
sections. Using these regressions equations, knowledge of 
one set of values for Na anthropometric measures (‘seed 
section), we will be able to predict all the Na x Nsec 

anthropometric measure values. There are a number of ways 
to find the best ‘seed’ section and build the regression 
equations. Luximon and Goonetilleke [28] developed linear 
regression equations between the anthropometric measures 
of adjacent sections. The best ‘seed’ section was found by 
using different ‘seed’ section to predict the anthropometric 
measures and choosing section that provided the highest 
correlation between the original set of anthropometric 
measures. For complex models Na x (Nsec -1) x (Nsec -2) 
equations may be needed. This problem can be solved using 
travelling salesman method [32]. 
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IV. MODEL VALIDATION 

The model can be validated using 3D scanned data of a 
different set of Nv participants where Nv < Ns and Nv + Nm = 
Ns. The model validation involves measurement or extraction 
of parameters of the ‘seed’ section, prediction of parameters 
of all the section based on the ‘seed’ section, scaling of the 
‘standard’ part. Once the shape is predicted, the prediction 
error can be calculated when we compare it with the original 
data.  

Once we have the predicted parameters of the sections, 
the standard part has to be scaled. There can be different 
scaling methods based on the different parameters. Luximon 
and Goonetilleke [28] have discussed proportional scaling. If 
the parameters are orthogonal (such as width and height) 
then the sections can be scaled independently (figure 6). 
However, if the parameters are not orthogonal different 
scaling methods need to be developed. After scaling the 
predicted shape has coordinates (pxij, pyij, pzij). 

For participant i the original shape after alignment has 
coordinates (axik, ayik, azik) where k = 1,...,Pi. The coordinates 
of the predicted foot is (pxij, pyij, pzij) where i = 1,...,Nm; j = 
1,..., Nsec; j = 1,..., sNj. The error is computed based on the 
shortest distance from the predicted foot to the real foot [33]. 
Different statistics can easily be calculated to compare 
prediction accuracy. Error plots are also useful to show the 
error distribution at different regions [28]. 
 

 
Figure 6.  Scaling 

  

V. DISCUSSION 

Anthropometric measures are widely used and due to 
recent advances, there are many types of equipment (3D 
scanners) to capture surface anthropometry. However, 3D 
scanners are relatively expensive and are available at few 
labs. It requires qualified personnel to operate and provides 
huge number of data points that are sometime difficult to 
manage. On the other hand, linear anthropometrics have 
existed for centuries and it is relatively very easy to measure 

linear anthropometric dimensions. For instance, if we want 
to buy custom-made shoes through the internet, it is much 
easier to provide few anthropometric measures (such as 
length, width, height, heel width, etc) than to scan the foot 
and provide thousands of points on the surface of the foot. 
As a result, methods need to be developed to capture the 
advantages of linear anthropometry as well as surface 
anthropometry. In this study, a general model was proposed 
to generate surface anthropometry from linear 
anthropometry and standard shape. The standard shape can 
be stored in databases based on age, sex, race and gender. 
When there is a need to reproduce a 3D shape of a part, 
there is no need to scan the part. Instead, few anthropometric 
measures of the part can be used to modify the standard to 
create accurate 3D shape of a part without the need for 
expensive scanning. The method has been validated for foot 
modelling [27, 28] and thus it can be applied to other parts 
of the body. The model can be modified for specific 
applications. Results from past studies [28] have shown that 
recursive regression equations technique (RRET) is a useful 
technique. The technique has been used for foot shape 
prediction.  

VI. CONCLUSION AND FUTURE WORK 

As there are more and more technological innovations, 
there is a shift from linear anthropometric measures to 
surface anthropometric data in order to satisfy the ever-
changing needs of the society. People are constantly looking 
for comfortable and ‘proper’ fitting wearable that not only 
match the linear anthropometric dimensions but also 
accommodate the complex surface of the body. In addition, 
more surface information is needed in medical, 
archaeological and forensic disciplines. As a result, the linear 
anthropometric table even though useful is not able to satisfy 
with the current needs. Thus, in order to have accurate 
information on body dimensions, surface anthropometry 
database has to be developed. Since data for linear 
anthropometric is widely available based on age, race, 
region, and occupation and methods to capture linear 
anthropometry are non-invasive, inexpensive, simple, 
portable and reliable, it is wise to use linear anthropometry to 
generate surface anthropometry. This study provided a 
general modelling technique, to convert linear anthropometry 
to the complex surface anthropometry. Simple recursive 
regression equations technique and scaling technique were 
used to build the prediction model. Model building involved 
data collection, alignment, cross sectioning, point sampling, 
averaging and regression equations development. Once the 
model has been built, given few anthropometric measures, 
the ‘standard’ part can be scaled to generate a predicted 3D 
shape. Studies in foot modelling have shown that this 

method can predict the foot shape accurately (≈ 2 mm) using 
only 4 parameters [27, 28] including length, width, height 
and curvature. The accuracy of the predicted shape will 
generally be better if many anthropometric measures are 
used. The model parameters can be adjusted to obtain the 
required accuracy depending on different applications.  

Future plan for this study includes modelling different 
body parts at based on different accuracy level and 
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improvement of this technique by including selected 
sections. The application of this study is in reconstructive 
surgery, forensic, anthropology, design, psychology, and 
other fields involving digital human models.  
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Abstract – This paper presents an intersection of human-like 
appearance, product design, and information design in order 
to systematically manipulate a robot’s conceptual user interface 
design. The social robot ‘Flobi’ appears as an iconic cartoon-like 
character to mediate between users and application scenarios. 
Flobi’s interface design consist of three visual dimensions to 
choreograph user expectations of the robot’s capabilities, traits, 
and competences. First, the robot has dynamic facial features 
to display various emotional expressions. Second, the structural 
head design consist of exchangeable modular parts which are 
magnetically connected. Through the modular design the visual 
features of Flobi (e.g., hairstyle, facial features) can be altered 
easily in order to create various characters. Third, different 
clothing will prospectively be used to trigger the robot’s social 
roles. All three dimensions of visual features are highly likely to 
have an effect on the evaluation of Flobi’s traits and capabilities.

Keywords – Social Robots, Industrial Design, Human Factors

I. INTRODUCTION

To date, social robots are mainly designed to engage in social 
scenarios which are familiar to users. Specifically, robots mainly 
have to provide a social communicative functionality that the 
interaction feels natural and intuitive to those who interact with 
the robot. In this respect, a social robot is generally a specific 
kind of interface metaphor in order to provide human-like 
interaction patterns [1]. 

Roboticists usually design robots to appear lifelike in order 
to represent natural (i.e., familiar) behaviors. On the one hand, 
some social robots strongly appear human-like, because the 
goal is to create android surrogates of existing persons. On 
the other hand, many social robots appear rather zoomorphic, 
caricatured, or technical [2]. But even if social robots vary 
greatly in terms of appearance their aesthetic form is primary 
intended to follow a specific familiar function, because this 
likely enhances the machines’ comprehensibility to guarantee an 
intuitive usage. To illustrate, a social robot acting in a kitchen 
might be designed like a kitchen aid whereby a robotic learning 
aid might rather be shaped to appear like a teacher in order to 
mediate a certain degree of expertise. 

One possibility of displaying different functionalities by a 
robot’s appearance is to consider exchangeable visual features 
which represent aspects of a specific expertise. Regarding the 

industrial design of the robot Flobi, exchangeable visual features 
have been conceptualized and implemented [3]. As depicted in 
Figure 1, Flobi generally appears human-like due to its facial 
features. These features were implemented because previous 
research has demonstrated that a certain degree of human-
likeness in appearance is necessary to produce facial expressions 
that are intuitively understandable. In addition, human-like 
appearance increases likely a robot’s predictability in terms of 
human-like behaviors. 

Taken together, the design of Flobi consists of three 
dimensions: First, the implementation of unambiguously 
recognizable facial expressions. Second, a modular surface-
design makes it possible to quickly alter Flobi’s visual character. 
Third, dress codes are considered to signify the robot’s social 
roles in order to increase the predictability of the its expertise.

After outlining related research in Section II, I present the 
key aspects of Flobi’s visual conceptualization in Section III. 
Section IV discuess the visual conceptualization and concludes 
this article.

II. RELATED WORK

In this chapter, I introduce into research on the appearance of 
social robots and related effects of such visual representations. 
Moreover, I give a short introduction into relevant principles of 
iconic communication with regard to information design. These 
principles illustrate how specific information can visually be 
implement into objects as well as interfaces.

Figure 1: The social robot Flobi
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2.1 Appearance of Social Robots
Originally, the meaning of the term ‘automaton’ implies 
autonomous beings having the ability to move on their own. 
For instance, Vausanson’s flute and tabor player and Wolfgang 
von Kemepelen’s famous chess player, ‘The Turk’, designed 
in the mid 1700s, are early encounters between lifelike forms 
and machines. Both machines invoked on people’s projections 
and expectations due to the behavior displayed by their lifelike 
form. Even today, social roboticists connect form and function 
in an attempt to develop lifelike social robots [4]. Thus, one 
general objective of social robotics research is to create robots 
that engage in social scenarios which are familiar to users. Given 
this objective, robots have to provide a social communicative 
functionality that is natural and intuitive to those who interact 
with the robot.

Social robots vary greatly in terms of appearance to indicate 
specific behaviors or applications. Some social robots appear 
highly anthropomorphic while others appear rather zoomorphic, 
caricatured, or functional. According to [2] an anthropomorphic 
appearance is recommended to support meaningful interactions 
[5] with users because many aspects of nonverbal communication 
are only understandable if expressed in similarity to a human-
like body. For instance, emotional displays are highly iconic 
to emotional displays of human beings. Zoomorphic robots 
are intended to look like their animal counterparts to support 
the idea that an observer expects the robot to behave like an 
animal. In some cases this might be helpful to communicate the 
functional limitations of a social robot. To illustrate, a dog only 
partially understands human speech, but maybe this represents 
today’s recognition rates of current speech recognition software 
[6]. Robots with a caricatured appearance are mainly designed 
both to not elicit any expectations based on familiarity and to 
focus on specific attributes like mouth (i.e., speeking) or eyes 
(i.e., seeing). Finally, functional shaped robots are designed in a 
technical manner to illustrate their ultimate technical functions. 
This functional approach corresponds in a certain respect to the 
claim by Sullivan [7] that ‘form ever follows function’. In this 
case, the robot-designer expects that the user is able to understand 
capabilities of the robot by looking at its technical features.

Nevertheless, an human-like appearance matches probably 
best with the idea to implement artificial human-like behaviors 
to support intuitive interaction patterns. But in how far does an 
anthropomorphic appearance of robots affect the assessment 
of them? Specifically, recent research has shown that human-
likeness of agents relates highly to  the phenomenon of 
anthropomorphism.

2.1.1 Anthropomorphism
Anthropomorphism entails attributing human-like characteristics, 
properties, or mental states to real as well as imagined non-human 
agents and objects [8]. According to the familiarity hypothesis 
[9], people draw anthropomorphic inferences, because it allows 
us to explain things we do not understand in terms that we do 
understand – and we best understand ourselves as human beings.
However, the ‘Three-Factor Theory of Anthropomorphism’ 
[8] claims that the extent to which people anthropomorphize 
is determined by three general factors: First, Effectance 

Motivation describes the need to interact effectively with one’s 
environment. Attributing human characteristics and motivations 
to non-human agents increases the ability to make sense of an 
agent’s actions and consequently reduces uncertainty. Second, 
Sociality Motivation describes the need and desire to establish 
social connections. To illsutrate, when people feel lack of social 
connection they anthropomorphize objects more strongly. They 
do so to satisfy their need for affiliation. Finally, Elicited Agent 
Knowledge serves as a basis for induction primarily because 
such knowledge is acquired earlier and is more detailed than 
knowledge about non-human agents or objects. As a result, the 
more human-like an object appears, the more do people probably 
use themselves as a source of induction when judging non-
human agents.

The key role of human-likeness in appearance has been 
demonstrated in an experiment by [10]. These authors conducted 
an fMRI study with three different robot targets which differed 
in their degree of human-like appearance. Participants’ brain 
activity was measured during playing an interactive game (.i.e., 
Prisoners' Dilemma) with these robots. The results showed that 
the degree of human-likeness had significant effects on the 
participants’ cortical activities associated with Theory of Mind 
(ToM) and their judgments of the different robots. Summing up, 
the more human-like an interaction partner appears, the more 
do participants speculate implicitly about the robot’s intentions.
Moreover, it has been shown that the quantity of facial features 
implemented in a robot affect perceptions of human-likeness 
[11]. But in addition, faces imply various qualities which have 
effects on judgements. Specifically, due to the fact that a face 
continuously conveys information especially poor designed 
faces may cause negative attitudes towards an artificial agent or 
a robot [12]. 

2.1.2 Qualities of Facial Appearance
A vast body of research has shown that people attribute more 
positive traits to attractive people than to unattractive ones. 
[13-16]. To illustrate, attractive humans are commonly judged 
as warmer, kinder, stronger, more sensitive, interesting, poised, 
modest, sociable, and outgoing [13]. Moreoever, even babies 
prefer playing with attractive puppets [17]. Importantly, [18] 
suggested that an attractiveness bias is also applicable to objects. 
Further, there is evidence that unattractive objects can elicit 
uneaseness. This phenomenon is wellknown as the ‘uncanny 
valley’ hypothesis [19]. Such attributions are particularly true for 
faces with abnormal facial features (e.g., with regard to a bigger 
eye size of 150%). This suggests that the human visual system 
is particularly sensitive to cues indicating human-likeness [20].

However, not only does attractiveness or human-
likeness of a face influence social perceptions. This is also 
true for babyfacedness. People with babyfaced facial features 
(e.g., curved forehead, large eyes, small nose and chin) are 
characterized as warmer, more naive, submissive, less dominant, 
and less competent than mature-faced counterparts [21]. 
Regarding Flobi’s appearance, we designed the head babyfaced 
in order to both facilitate human-robot interactions and display 
the limitations regarding the robot’s limited skills. Additionally, 
a modular design has been realized in order to modify the users’ 
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evaluations of the robot’s capabilities. The concept of how to 
systematically implement modular parts was mainly inspired by 
principles of information design and iconic communication. 

2.2. Iconic Communication
To date, iconic communication systems often become valuable as 
new information systems call for designs that cut across language 
barriers. Therefore, iconic communication is an interesting 
source of inspiration when designing novel electronic interfaces 
such as social robots. Principles of iconic communication are 
universal and they are almost not tied to unique features of a 
particular language or culture [22].

Generally, any information is mediated by signs and the 
concept of signs is essential to understand iconic communication: 
“A sign... [in the form of a representamen] is something which 
stands to somebody for something in some respect or capacity. 
It addresses somebody, that is, creates in the mind of that person 
an equivalent sign, or perhaps a more developed sign. That 
sign which it creates I call the interpretant of the first sign. The 
sign stands for something, its object. It stands for that object, 
not in all respects, but in reference to a sort of idea, which I 
have sometimes called the ground of the representamen” [23] 
(see Figure 2). Furthermore, Peirce distinguished three general 
types of representamen: First, indexical signs denote their 
objects by virtue of an actual (physical) connection involving 
them (e.g., footsteps are connected to a living creature, smoke is 
connected to fire). Second, symbolic signs are connected to the 
represented objects by convention (e.g., words or language in 
general). Third, iconic signs represent objects by their similarity 
(e.g., photograph, natural drawing). Furthermore, Peirce then 
again divided icons into three subtypes: images, diagrams, 
and metaphors. Evidently, icons are naturally related to visual 
communication.

By using the term ‘iconic communication system’ I refer 
to a systematical combination of several icons to derive more 
specific meanings. To illustrate, I introduce into one specific 
aspect of the ‘International System Of TYpographic Picture 
Education (ISOTYPE). 

ISOTYPE [24] was basically invented in the 1920s by 
the sociologist Otto Neurath and the designer Gerd Arntz to 
visualize social and economical facts particularly with regard to 
facilitate the understanding of complex data for less educated 
people. Beyond that, ISOTYPE was intended to support foreign 
people having intuitively access to specific knowledge. To 
illustrate, icons at airports are richly implemented to help foreign 

people finding luggage, toilets, exits etc. With the invention 
of ISOTYPE there has been established new standards for 
presenting data and it fundamentally influenced several topics 
in the field of information design and interface design as well.

Neurath and Arntz created a limited number of icons for 
international use that should be readable without using further 
descriptions. At a first glance, an icon created ISOTYPE displays 
only the most important details of the represented object – in a 
way that it is just identifiable. At a second glance, visual attributes 
are used to elicit specific meanings of the object. To demonstrate, 
in Figure 3 there are circles representing human heads and, most 
importantly, different hats representing ethnic groups.

Such combined icons can be used to signify their relations 
in order to initiate more specific meanings. To illustrate, in 
Figure 4 a visual combination of ‘shoe’ and ‘factory’ simply 
is a ‘shoe factory’. Such combined icons are frequently used 
in the field of interface design. For instance, Susan Kare, 
who created the interface of the Macintosh Operating System 
[25], differentiated on a first dimension between a general 
icon representing ‘documents’ and a prictograph representing 
‘applications’ (see Figure 5). On another second dimension she 
connected additional ‘task-icons’ (e.g., text, draw, paint) to the 
documents and applications to categorize specific types of them. 
This schema supports users to quickly recognize the interface’s 
objects. According to these concepts of combined icons, three 
dimensions of exchangeable visual parts were implemented to 
implicitly choreograph the users’ perceived capabilities of the 
robot.

III. VISUALIZATION OF FLOBI

According to previous research [11], the extent to which a face is 
perceived human-like depends on the quantity of facial features. 
To realize a high degree of human-likeness, Flobi’s facial features 
include eyes, eyelids, lips, ears, eyebrows. However, with regard 
to qualities of these features, Flobi appears cartoon-like with 
a certain similarity to humans to trigger natural interactions. 
Additionally, the robot appears babyfaced that people potentially 

Figure 3: In ISOTYPE ethnic groups are demonstrated 
systematically by various iconic head types

Figure 4: In ISOTYPE a combination of the visual items 
‘shoe’ and ‘factory’ means a ‘shoe factory’

+

Figure 2: Sign relations according to Peirce. The  dotted line
 means that there does not have to be any direct 

relation between the form of the sign and what it stands for

OBJECT
(what the sign represents)

INTERPRETANT
(the sense made of the sign)

REPRESENTAMEN
(the sign vehicle)

Figure 5: Icons of the first Apple Macintosh System  
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judge the robot to be submissive, more naive, and social warmer. 
Consequently, Flobi has relatively large eyes, a small chin, 
small lips, a small nose, and a round head shape similar to a 
baby’s head [21]. Moreover, no technical junctions are visible 
in order to have a consistent character design and to avoid the 
aforementioned ‘uncanny valley’ [20].

Additionally, the size of the facial features is meant to signify 
a match between form and the product’s actual function: The 
user shall infer Flobi’s capabilities from its appearance. To give 
a visual indication of the robot’s functional capabilities, Flobi 
has emphasized large eyes due to comparatively good visual 
capabilities, normal ears due to available hearing capabilities, 
and a small nose to indicate that Flobi does not have any olfactory 
capabilities. Furthermore, characters in computer games often 
have large eyes to improve the readability of attention – the 
direction of large eyes compared to small eyes is more likely to 
be recognized [26].

One of the signifi cant issues that arises when we want 
to match the users’ expectations with regard to different 
application scenarios is the conceptualization of exchangeable 
visual cues which can be altered dynamically. Specifi cally, 
Flobi has principally been developed to engage within various 
scenarios. Currently the robot is used in an emotional scenario 
[27] and in a sports scenario to support astronauts performing 
their daily physical training [28]. In order to use the robot in 
further scenarios, an iconic system of three dimensions was 
conceptualized (see Figure 6): First, the robot has the capability 
to dynamically display various facial expressions. Second, all 
perceivable parts of Flobi’s head design are easily exchangeable. 
Finally, visual cues of dress codes will be used to initiate 
schemata of expertise.

3.1 Dimension 1: Displaying Facial Expressions
Altogether, Flobi has 18 degrees of freedom to display facial 
expressions, such as basic emotions like happiness, sadness, fear, 
surprise, and anger. Four actuators move the upper and lower 
eyelids, two actuators rotate the eyebrows, three actuators move 
the eyes, three actuators move the neck, and fi nally, six actuators 

were implemented to animate the robot’s lips. Furthermore, by 
means of four LEDs, red or white light can be projected onto 
Flobi’s cheek surfaces in order to prospectively indicate either 
shame or healthiness. Displaying shame is an interesting feature, 
because it signifi es a uniquely human emotion and has not yet 
been investigated deeply in robotics.

Because product design requires covering technical 
conjunctions, we developed a ‘hole-free’ robot head. It was 
particularly challenging to meet this requirement with regard to 
Flobi’s lip movements. In few robots LED technology is used to 
project lips onto the face. Nevertheless, we decided against LED 
technology to display the robot’s lips because of the unnatural 
appeal of LEDs. Instead, Flobi’s upper and lower lips consist of 
neodymium magnets that can be actuated separately. Behind the 
robot’s mask, coupled magnets are actuated on sliding axes, with 
the motion range overlapping between upper and lower lips. The 
large and overlapping motion range makes it possible to realize 
a relatively natural facial expression, because the corners of 
Flobi’s mouth are not fi xed. Flobi differs from some prominent 
social robots in this regard (e.g., the Philips iCat [29]), because 
in these robots, the corners of the mouth are commonly fi xed. 
Flobi’s lip actuators can lift the corners of the mouth to form 
natural smile without exposing holes or hardware. 

In a fi rst study regarding the readability of emotional 
displays, it has been shown that participants are able to 
distinguish a set of signifi ed facial expressions. The face with 
its actuated features makes it possible to display basic emotions 
as happiness, sadness, fear, surprise and anger (see Figure 7). 
However, are users able to classify these distinct emotional states 
correctly? This was tested in an online survey [31] with 259 
participants (160 female, 90 male) who evaluated the emotional 

   Dynamic facial expressions 
6 actuators upper and lower lips up and down
3 actuators moving neck
2 actuators rotating eyebrows
3 actuators eyes left/right &eyes up/down
4 actuators move 4 eyelids each up and down
2 LEDs  blushing cheeks

  Structural head design
hair  male/female types in 5 different colors
skin  5 different tones
eyebrows 3 types of eyebrows in 5 different colors
lips  4 types in 5 different colors
...  ...

  Clothing
collar  female/male type
dress codes indicating expertise
...  ...

}
}
}

expressions

characters

social roles

Figure 6: Iconic Communication with three dimensions of dynamic features

1

2

3

Dimension

Figure 7: Emotional displays of Flobi. From left to right: 
neutral, happiness, sadness, anger, surprise, and fear
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displays of Flobi. The participants were ranging in age from 17 
to 67 years, with a mean age of 27.7. Conceptually replicating 
[30], participants were presented with five images of the robot 
in a randomized order. The images depicted five basic emotions 
displayed by the robot. Subsequently, participants had to indicate 
which of the emotions would be portrayed by the robots. 

The results demonstrated that Flobi’s displays were almost 
readable: The participants were able to classify displays of 
sadness (99,2%), happiness (83,3%), anger (81,2%) and surprise 
(54,5%) relatively correct. The display of fear (33,5%), however, 
was recognized less well, because obviously, many participants 
mistook surprise for fear (51,2%). Moreover, it is likely that 
these displays will be even more readable when they are 
presented in a certain context. Taken together, by means of this 
18 mechanically actuated features Flobi is capable of displaying 
a variety of meaningful expressions that represent the product's 
communicative states and intentions.

3.2 Dimension 2: Modular Head Features
Psychological research has shown that even subtle visual cues 
can lead to a target’s categorization, for example, in terms of 
the person’s age, race, or gender. This categorization occurs 
automatically within individuals and activates knowledge 
structures such as stereotypes or social roles. Specifically, 
stereotypes and social roles imply certain sets of behaviors that 
are expected of a person [32]. For this reason, Flobi’s consist of 
exchangeable modular parts (see Figure 8). Because the modular 
approach makes it possible to alter Flobi’s appearance quickly 
and flexibly, this robot can theoretically be used as research 
platform to study HRI in a wide range of different contexts.

By means of the modular conceptualization of Flobi’s 
head, it is possible select specific features to manipulate users’ 
expectations and perceptions of the robot. Practically, all 
modules of the robot head can be combined as needed. This is 
possible because most of the head’s features are attached to the 
core by means of neodymium magnets. To build one specific 
character a set of ten parts in total is required. 

Two main parts, a front head and a front neck, are screwed 
onto the technical core (see Figure 8-6). The face and the back 
part of the head are connected to the front head part using 
neodymium magnets. Flobi’s back neck is connected to its front 
neck part using magnets as well. All these parts are available in 
human-like skin tones of varying shades (see Figure 8-2). The 
hair parts as well as the upper and lower lips are connected to the 
head using magnets, too. Flobi’s eyebrows can be plugged into 
an actuator behind the face mask. 

In a preliminary study [33] regarding the variable modules, 
we found that different hair types affect stereotypically knowledge 
structures in subjects. 60 participants were tested, ranging in age 
from 19 to 38 years. We used two different hair modules to create a 
long-haired ‘feminine robot’ and a short-haired ‘masculine robot’ 
(see Figure 9). As predicted, the long-haired ‘female’ version 
of Flobi was perceived as more feminine than the short-haired 
one. The participants were then asked to evaluate the ‘gendered’ 
robots in terms of gender-stereotypical traits and the robot’s 
suitability for typically female vs. male tasks. In this manner, the 
participants rated the robot on a 7-point Likert scale with regard 

to six stereotypically female traits (e.g., friendly, trusting, polite) 
and six stereotypically male traits (e.g., authoritative, aggressive, 
dominant). The results showed that the male robot was perceived 
as possessing more stereotypically masculine traits than the 
female robot whereas the female robot was perceived as slightly 
warmer than the male robot. 

Furthermore, the participants evaluated the robots’ suitability 
for pretested typically female tasks (childcare, household 
maintenance, after-school tutoring, patient care, preparing meals 
and elderly care ) and typically male tasks (transporting goods, 
repairing technical equiptment, guarding a house, steering 
machines, handcrafting and servicing equiptment). The results 
show that typically female tasks were perceived as more suitable 
for the feminine robot relative to the masculine target – and 
vice versa. Participants perceived the female robot as being 
more suitable for stereotypically ‘female tasks’ than the male 
robot. Vice versa, the male robot was perceived as being more 
suitable for ‘male tasks’ [more detailed information regarding 
this experiment in 33]. Taken together, due to the modular design 
(in this case a hair module), we are able to create distinct robot 
characters whose gendered appearance affect the participants’ 
expectations about the robots’ personality and expertise.

3.3 Dimension 3: Dress Codes
According to Goffman [34] life in society is a sort of ‘theater’. 
That is, there is a connection between the kinds of acts that 
people put on in their daily life and theatrical performances. 
In daily interactions as well as in theatrical performances the 
‘actors’ (individuals) are on ‘stage’ in front of their audiences. 
However, people display their social roles not only behavioral, 
in addition they automatically use cues such as dress codes by 
which other people (audiences) are able to identify their specific 

Figure 8: Exchangeanble parts of the robot’s head: 
(1) female Flobi combined with red hair, (2) skin tones,  

(3) a set of different head parts, (4) technical corpus
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Figure 9: Flobi with female (1) and male (2) hair module
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social roles. Commonly, people wear a certain set of clothes that 
signify their social role. This has been evolved due to different 
requirements of specific domains. To illustrate, most sports 
and physical activities are practiced wearing specific clothing, 
for practical, for comfort, or for safety reasons. In addition, 
clothing performs a range of social and cultural functions, 
such as individual, occupational and sexual differentiation, 
and social status. Probably, in almost all societies, dress codes 
reflect standards of modesty, religion, gender, and social status. 
Dress codes may additionally function as a sort of adornment 
and an expression of personal taste or style. However, triggering 
role-specific information is likely possible by considering role-
specific dress codes. 

Role specific information such as clothing codes have 
already been applied to virtual agents in order to alter a user’s 
expectations. Virtual agents wearing role-specific clothing 
were expected to behave appropriate in terms of that roles [35]. 
Therefore, it is highly likely that context-specific dresses in social 
robotics also have an effect regarding the assessment of robots as 
well. To investigate effects of dress codes in robotics, we drew 
a set of sketches (examples in Figure 10) which will be tested 
experimentally in order to have knowledge how to choreograph 
the perceived expertise of a robot by using such codes. 

IV. DISCUSSION & CONCLUSION

Flobi is a cartoon-like social robot with a certain degree of 
human-likeness. In order to activate natural interaction patterns, 
one essential feature of Flobi is that it is capable of displaying 
distinctive meaningful facial expressions. Participants in a pilot 
study were intuitively able to almost distinguish among five 
displays of basic emotions. Furthermore, according to principles 
of information design Flobi’s head consists of exchangeable 
modular parts to instantly arrange different characters. This 
set of characters was conceptualized to initiate expectations 
in terms of stereotypes. Regarding the modularity, it has been 
shown by means of statistical analysis that even minimal hair 
cues led people to judge the robot differently. An expansion of 
another head parts including additional visual attributes is work 
in progress. In addition to exchangeable modules, different 
clothings are conceptualized to indicate Flobi’s social role with 
regard to the its expertise. 

Taken together, there currently exist three visual dimensions 
of dynamic features to modify Flobi’s appearance: (a) movable 
facial expressions, (b) modular head parts, and (c) exchangeable 
clothings. 

Fundamentally, this concept of exchangeable visuals is not 
a novel one since it has successfully been implemented in many 
products such as cell phones (e.g., different skins of preference), 
cars, and toys (e.g., Playmobil® figures consist of different 

clothings as well as facial features to indicate specific scenarios 
of play). In contrast to today´s commercial products, this concept 
has never been applied to robotic products with the ability of 
social interaction before – even though it is an interesting feature 
due to the fact that there is probably an open field of various 
unknown application scenarios.

The option to exchange visual features enables us to 
systematically do research on the appearance of robots. Most 
of today’s social robots have a fixed appearance that allows 
researchers only to investigate explicitly one specific character. 
By contrast, the modular design makes it possible to investigate 
dozens of differently created characters in order to understand 
the effects of appearance in this field of robotics.

Moreover, a modular robotic design involves potential users 
into the process of design and enables them to arange their own 
characters of aesthetical preference. It is likely that people have 
a bias towards specific characters. To illustrate, some people 
generally prefer to have female agents while others might prefer 
male ones. This way, the method of modularity is a first step 
towards giving the people the ability to build their own enjoyable 
robotic characters. 

The conceptualization of the modular design was mainly 
realized to indicate familiar knowledge structures in order to 
choreograph people’s mental models with regard to the robot’s 
apparently capabilities. To illustrate, a social robot whose job 
is to support technical maintenance will probably be perceived 
as having more expertise if the robot has typically a male 
appearance wearing a repairman’s clothing. This suggestion is 
supported by our first findings that even the exchange of minimal 
hair cues affect the user’s perception. However, regarding the 
modular concept there are three open questions: First, the results 
of our experiment are currently limited to first impressions of 
the robot. Accordingly, it might be possible that individuals 
change their attitudes toward robots due to iterative interactions. 
Additionally, we are not able to predict how the robot’s actual 
behavior affects the expectations people have due to their first 
impressions. Second, with regard to dress codes we first have 
to conduct experiments whether people ascribe or not specific 
capabilities due to such codes. Third, the presented studies in 
this article are limited to the evaluation of images displaying 
robots. The embodiment of a product might have an effect on the 
perception and the judgement of social robots as well.

Unfortunately, from an engineering point of view, Flobi 
is currently far away from being a commercial product. Up to 
now, two hardware prototypes have been realized mainly to test 
the functional issues in terms of technical capabilities – a third 
prototype is work in progress. Therefore, it has not been tested 
to which extent the aesthetical modularity of robots might be 
effective in the field of commercial entertainment robots as well. 
Therefore, a vast body of additional research is needed to draw 
further conclusions with regard to the engineering, aesthetical, 
and practical aspects of the modularity concept. 
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Figure 10: Examples of dress codes applied to Flobi
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Abstract— This paper proposes a method to analyze 

the automatic detection and discrimination of eyeblinks for use 

with a human-computer interface. When eyeblinks are 

detected, the eyeblink waveform is also acquired from a change 

in the eye aperture area of the subject by giving a sound signal. 

We compared voluntary and spontaneous blink parameters 

obtained by experiments, and we found that the trends of 

the subjects for important feature parameters could be sorted 

into three types. As a result, the realization of automatic 

discrimination of voluntary and spontaneous eye blinking can 

be expected. 

 Keywords— computer interface; automatic discrimination; 

voluntary eye blink; spontaneous eye blink 

I.  INTRODUCTION 

The relation between eyeblinks and cognitive states has 
been pointed out by psychological experiments [1][2]. 
Realization of automatic discrimination of spontaneous and 
voluntary eyeblinks is desired. However, it is difficult to 
automate the detection of eyeblinks or the discrimination of 
kinds of eyeblinks, because the generation of eyeblinks has 
large variations between individuals. Therefore, until now, 
the detection or discrimination of eyeblinks has been carried 
out manually in most cases. Now, researchers are advancing 
their studies by aiming at automation of the detection and 
discrimination of eyeblinks while bearing a computer 
interface in mind. 

A technique using the electro-oculogram (EOG) has been 
proposed as an automatic detection method for voluntary 
eyeblinks [3][4]. The EOG method consists of sticking 
an electrode on the skin near the eyeball and detecting 
changes in cornea-retina potential. However, adopting 
the EOG method as a common interface is accompanied with 
the difficulty of directly equipping the skin with an electrode 
and exclusively using a special machine. 

In this research, the videotape recording (VTR) method is 
adopted, whereby eyeblinks are measured from a video 
image. Until recently, automatic blink detection using 
the VTR method was difficult, because the accuracy was 
lowered by a shortage of sampling points. Then, a technique 
for using an interlaced picture was incorporated, which 
divided the field that others had proposed. Hence, even if we 
use an ordinary NTSC video camera, we can obtain twice as 
much time resolution as with natural NTSC video. In this 

research, we tried to detect a blink waveform by analyzing 
interlaced pictures taken with an ordinary NTSC video 
camera and then conducting a discrimination experiment on 
spontaneous eyeblinks and voluntary eyeblinks. In this 
experiment, we performed an estimation experiment on 
automatic detection of eyeblinks and extraction experiments 
on the shape feature parameters of eyeblink waveforms (two-
pattern condition). The results are reported herein.  

 

II. AUTOMATIC DETECTION OF EYEBLINK WAVEFORM 

BY VTR METHOD 

If the time evolution of the eyeblink process is correctly 
measurable, it is possible to express an eyeblink as 
a waveform (a so-called eyeblink waveform). In order to 
identify the kind of eyeblink that has occurred, sampling 
the eyeblink waveform is first necessary. The typical 
techniques for sampling eyeblink waveforms are the EOG 
method and the VTR method. The former technique involves 
sticking an electrode on the skin near the eyeball, and it 
acquires the eyeblink waveform by recording the changes in 
cornea-retina potential. Until now, this has been 
the technique proposed for automatic methods to detect 
voluntary eyeblinks. However, the EOG method needs an 
exclusive apparatus, and the skin must be directly equipped 
with an electrode. For that reason, it is unsuitable for 
a simple interface. Moreover, there exists the disadvantage of 
easily mixing in noise from a living body. 

On the other hand, the VTR method is suitable for a 
computer interface because it is a non-contact technique and 
has great flexibility. However, the process of change is 
difficult for a typical NTSC video camera to capture, because 
an eyeblink is a high-speed operation. Therefore, analysis 
using a high-speed camera has been attempted [5]. Computer 
interfaces using eyeblinks have been proposed in several 
papers [6][7][8]. Eyeblink switches were devised by using 
two different types of hard instructions in these techniques. 
For example, in [7], a subject closed an eye for a blink time 
of over 200 ms but, in [8], double-blinking was used for 
a mouth clicking switch. We aimed for a method to lower 
the stress of the subject. Eyeblink waveforms exhibit large 
individual variations, so automatic detection with multiple 
persons as the target is difficult. However, we have 
developed an algorithm such as that described below.  
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The first step is to analyze video images of the near-eye 

area to obtain the changes in eye aperture area (Fig. 1). 
The data include the eyeblink waveform. This step 
incorporates an algorithm used in previous research [9]. This 
technique shows that we can detect a change in eye aperture 
area while sampling at 1/60 s by using interlaced NTSC 
video images divided into field images. 

 The next step is to differentiate the area data obtained. 
We smooth the derivative of the aperture area, and then we 
take the absolute value. The coordinates of the maximums 
are determined by using a second differentiation. Fig. 2 
shows the coordinates of these maximums. Here, 
the eyeblink operation (namely, the closing and opening 
phases) corresponds to maximums with large values. 
However, the result of this step contains much noise. In other 
words, the maximums due to small changes in 
the coordinates are from noise. Therefore, we needed to 
remove the noise by using the k-means method for optimal 
partition clustering. We set the number of clusters to two, 
because the purpose was separation of the required data part 
from the noise part. We applied the evaluation function 
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 where Jb represents the objective function, C is the dataset, 
x is a data value, and c is the cluster centroid. The k-means 
process is repeated until Jb is minimized, and then we  

 
 
terminate the clustering process. Fig. 3 shows the clustering 
result. Of the clusters obtained, the lower cluster is the noise 
cluster, and the upper cluster is the required data cluster. We 
then plotted the coordinates of the retrieved maximums on 
the diagram that records the changes of eye aperture area 
(Fig. 4). 

There are times when a strange movement of the eyes is 
noted in the middle of a blink and maximums are recorded in 
more than three places. Then, if a clustering process is 
performed, it will not be able to remove superfluous points 
and will not be able to pick up the eyeblink waveform 
normally. Hence, we need to remove the superfluous points. 
We solve this problem by removing as noise the points that 
were recorded later, if the recording was continuous over 
a short period of time. 

As a result of these processes, we obtain maximums in 
the middle of the eyeblink waveform. We can distinguish 
closing and opening by evaluating the derivative of the eye 
aperture area at that point. In other words, if the derivative at 
the point is negative, the point exists in the closing phase. 
Conversely, if the derivative is positive, the point exists in 
the opening phase. We can determine the eyeblink starting 
point and the eye closing point based on this. Moreover, we 
can determine the duration of a single eyeblink waveform. 
 

 
 

Figure 1. Changes of opening eye aperture area. 

Figure 2. Coordinates of speed maximums. 

 
 

 

Figure 3. Result of clustering. 

Figure 4. Coordinates of retrieved speed maximums an diagram that 

records. 
hanges of eye aperture area. 
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III. SHAPE FEATURE PARAMETERS OF VOLUNTARY 

EYEBLINK 

Blinking can be categorized as voluntary, reflex, or 
spontaneous [10]. A voluntary eyeblink occurs consciously 
and is performed at the order of the experimenter. A reflex 
eyeblink occurs due to external stimulation such as photic 
stimulation or auditory stimulation. A blink that occurs 
unconsciously is called a spontaneous eyeblink. In this paper, 
we intend to discriminate between voluntary and 
spontaneous blinks. Spontaneous eyeblink waveforms have 
various amplitude patterns and greater individual unevenness 
than other kinds of eyeblink waveforms. Nevertheless, 
a voluntary eyeblink causes the eyelids to close almost 
completely. Moreover, there is relatively little variation in 
the recorded eyeblink waveforms of the same person. Thus, 
based on the literature [11], we focused on the parameters of 
two types of eye blinking. The parameters are the amplitudes 
in the closing and opening phases as well as the duration. 
Fig. 5 models a single blink. In this figure, the amplitude of 
the closing phase (Acl) is measured from the blink start 
point (Ps) to the eye aperture area minimum (Pmin) between 
the closing phase end point (Psb) and the opening phase start 
point (Peb). The eyeblink duration (Dur) is the number of 
samples from the blink start point (Ps) to the blink end 
point (Pe). 

 

IV. EXPERIMENTS 

A. System Outline 

The hardware for our experimental system includes one 
digital camcorder, which acquires pictures near the eye, and 
a personal computer, which conducts image analysis and 
eyeblink waveform analysis. Although the camera can also 
take high-definition (HD) pictures, the standard-definition 
(SD) picture was used for the experiment. In addition to 
ordinary indoor lighting (incandescent lighting), 
the experiment used LED lighting (LPL: LED VL-300C 
L26811).  
 

 

TABLE I.  RESULTS OF AUTOMATIC DETECTION OF EYEBLINKS. 

 
Eyeblinks 
[number] 

Error [number] Agreement 
rate [%] oversight misdetection 

Subject 1 12 0 0 100.0 

Subject 2 4 0 0 100.0 

Subject 3 4 2 0 50.0 

Subject 4 2 0 0 100.0 

Subject 5 4 0 0 100.0 

Total 26 2 0 92.3 

 
 
Incandescent lighting was set when taking the moving 

images. Then, LED lighting was installed at a distance of 
about 60 cm from the front of the subject’s face. Subjects 
would sit on a chair at a distance of about 20 cm from 
the video camcorder, and the back of the head was lightly 
supported with a device to prevent the head from shaking. 
The video camera was placed in front of and below 
the subject`s head. Then, the camera magnified and took 
pictures around the subject’s left eye. The image format is 
SD video, so the resolution is 720 pixels by 480 lines with 
16:9 aspect ratio and the refresh rate is 30 frames per second 
(NTSC). These experiments were performed on the naked 
eye, so eye glasses were not allowed during the filming in 
the experiments. 

 

B. Automatic Detection of Eyeblink Waveform 

We conducted an evaluative experiment for the automatic 
detection of the eyeblink waveform by using the algorithm 
described in Section II. This experiment was used for 
preprocessing purposes and to extract the shape feature 
parameters of the eyeblink waveform. Five people were 
included in this experiment: four men in their twenties and 
one man in his thirties. 

1) Method: Before the experiment, the subjects were 

first instructed to “pay attention to the mark that was 

installed on the upper part of the camcorder” and told “you 

do not have to resist the unconscious urge to blink.”  

Rest time was provided for about 1 min prior to beginning 

the experiment. Once the experiment began, moving images 

were taken for 10 s. Changes in the eye aperture area were 

obtained from this moving picture by image analysis, and 

automatic detection of eyeblink waveforms was achieved by 

using the proposed algorithm. 

In this experiment, the obtained waveforms mixed some 

voluntary eyeblinks with many spontaneous eyeblinks, 

because the subjects were not instructed to blink. In addition, 

the instances of automatic detection were validated by 

comparing the data with those of real blinks observed 

visually. 

 

 

Figure 5.  Shape feature parameters of eyeblink. 
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TABLE 2.  RESULTS OF SHAPE FEATURE PARAMETER EXTRACTION 1 

(SPONTANEOUS EYEBLINKS). 

 

Blinks 

[number] 

Amplitude 

(Closing) 

[pixels] 

Amplitude 

(Opening) 

[pixels] 

Duration 

[ms] 

Subject A 19 14589 14964 335.83 

Subject B 25 13024 12076 490.67 

Subject C 27 15830 15190 356.67 

Subject D 3 15562 12635 422.17 

Subject E 30 5043 2962 197.67 

Subject F 15 10138 10453 556.67 

Subject G 3 9397 9352 394.3 

Subject H 2 11006 10720 358.3 

Subject I 21 11799 10474 506.3 

Subject J 16 10039 10318 534.3 

 

 

TABLE 4.  RESULTS OF SHAPE FEATURE PARAMETER EXTRACTION 2 

(SPONTANEOUS EYEBLINKS). 

 Blinks 

[number] 

Amplitude 

(Closing) 

[pixels] 

Amplitude 

(Opening) 

[pixels] 

Duration 

[ms] 

Subject K 16 12276 12353 346.9 

Subject L 13 10077 9909 371.8 

Subject M 10 7503 6506 370.0 

Subject N 13 7366 5859 421.8 

Subject O 19 11775 8085 384.2 

 

 

2) Result: Table 1 shows the number of automatic 

detections and the number of confirmed eyeblinks for each 

of the subjects. The overall agreement rate of these blink 

numbers is 92.3%. This result was satisfactory enough for 

preprocessing. Subject 3 produced a low detection rate; 

however, a factor in this result is the number of oversights 

in detection. This factor makes little difference, because 

the problem can be solved by promoting re-input if 

the algorithm is implemented as the interface. 
 
 
 

TABLE 3.  RESULTS OF SHAPE FEATURE PARAMETER EXTRACTION 1 

(VOLUNTARY EYEBLINKS). 

 Blinks 

[number] 

Amplitude 

(Closing) 

[pixels] 

Amplitude 

(Opening) 

[pixels] 

Duration 

[ms] 

Subject A 8 19249 23379 545.8 

Subject B 9 14016 13281 1238 

Subject C 9 16354 15908 396.1 

Subject D 9 16581 15155 762.8 

Subject E 9 8712 5320 214.6 

Subject F 9 12482 11434 737.0 

Subject G 9 12370 12688 474.0 

Subject H 9 10459 11045 785.2 

Subject I 9 19724 17667 588.8 

Subject J 9 13581 12741 498.2 

 

 

TABLE 5.  RESULTS OF SHAPE FEATURE PARAMETER EXTRACTION 2 

(VOLUNTARY EYEBLINKS). 

 

Blinks 

[number] 

Amplitude 

(Closing) 

[pixels] 

Amplitude 

(Opening) 

[pixels] 

Duration 

[ms] 

Subject K 9 14196 14388 353.7 

Subject L 9 12227 12070 381.6 

Subject M 9 13044 12396 787.0 

Subject N 9 19737 19397 653.7 

Subject O 9 12316 11288 807.4 

 
 

 

C. Shape Feature Parameter Extraction 1 (Experiment 1) 

Based on the results of the evaluative experiment of 
Section IV-B, we performed an experiment to extract 
the shape feature parameters described in Section III for 
eyeblink waveforms. Ten people were included in this 
experiment: nine men and one woman in their twenties.  
These subjects were all different persons from those in 
the abovementioned preprocessing experiment. 
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1) Method: As in the experiment described above, 

the subjects were instructed before the experiment to “pay 

attention to the mark that was installed on the upper part of 

the camcorder” and told “you do not have to resist 

the unconscious urge to blink.” In addition, the subjects in 

this experiment were told, “you must always blink when 

you hear the signal.” This instruction makes it possible to 

distinguish voluntary eyeblinks from spontaneous eyeblinks. 

The signal was sounded randomly at intervals of from 4 s to 

8 s by using a digital timer. A rest time of about 1 min was 

provided prior to the task. Once the experiment began, 

moving images were taken for approximately 1 min. 

2) Result: Fig. 6 shows an example of the acquired 

waveforms (changes in eye aperture area). Moreover, 

Tables 2 and 3 list the shape feature parameters that were 

obtained in this experiment. Those for spontaneous 

eyeblinks are listed in Table 2, and those for voluntary 

eyeblinks are listed in Table 3. The value of each parameter 

is the mean for the detected blinks.  

D. Shape Feature Parameter Extraction 2 (Experiment 2) 

In addition to the experiment described in Section IV-C, 
an experiment was carried out in another room. Five of 
the subjects who generated the data presented in this section 
differed from those who participated in the experiments of 
Sections IV-B and IV-C (four men and one woman in their 
twenties). 

1) Method: Basically, the experimental method was 

the same as that described in Section IV-C-1. However, 

there were two differences. The light of the sun was not 

evident in the room, and the camcorder was moved to 

a position directly in front of the subject’s face. 

2) Result: Tables 4 and 5 list the shape feature 

parameters that were obtained in this experiment. Like 

Tables 2 and 3, these tables each list statistics for 

spontaneous or voluntary eyeblinks, respectively. The value 

of each parameter is the mean for detected blinks. 
 
 
 

 

 

 

 

 

 

V. DISCUSSION 

First, we were able to obtain waveform data regardless of 
the influence of sunlight, because we compared the data of 
Experiment 1 with that of Experiment 2 and there was no 
great difference between the two sets of data. 

We discuss the results on the basis of the assumption 
mentioned above. Fig. 6 shows an example of the acquired 
waveforms (changes in eye aperture area). In addition, 
Figs. 7–9 show the patterns of waveform pairs for three types 
of subject. To enable comparisons between a pair of eyeblink 
waveform patterns, these plots were normalized using the 
pixels of the eye aperture area at the first sampling point of 
the first field image. When we reviewed the average values 
in Tables 2–5, the shape feature parameters of the voluntary 
eyeblinks recorded were nearly all greater than those of the 
spontaneous ones. This was a common trait found with all 
subjects. Admittedly, the recorded amplitude of the closing 
phase for Subject H in Experiment 1 was an exception, 
because so few spontaneous eyeblinks were found during 
the experiment. However, this voluntary parameter is greater 
than the spontaneous one if the length of time taken for 
the experiment is added. Hence, it is difficult for 
discrimination methods to use the rate of amplitude change 
because there is an absence of variety in the patterns. 

A significant difference existed in the blink durations of 
the majority of subjects. In particular, Subjects B and H of 
Experiment 1 had values recorded for voluntary blinks that 
were twice those recorded for spontaneous blinks. Subject E 
had a small difference in duration but large differences in 
the amplitudes of the opening and closing phases. Subject J 
had a duration for spontaneous blinks that was longer than 
that for voluntary ones. The reasons are as follows: Subject J 
was observed to produce many blinks with larger ocular 
movements than the other subjects. When we accumulated 
the numbers of blinks, a voluntary eyeblink was counted 
whenever the subject responded to the signal heard. 
Consequently, it is thought that among the spontaneous 
eyeblinks were included some voluntary eyeblinks. 
Moreover, the change of eye aperture area by ocular 
movement is a factor that extends the duration. 

 
 
 
 
 
 

Figure 6.  Example of eyeblink waveform. 
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Figure 7. Waveforms recorded for the type of subject with a large 
difference in duration between voluntary and spontaneous blinks. 

 
 

Next, we classified the subjects on the basis of three 
patterns in the shape feature parameters (Figs. 7–9): 
1) subjects with a large difference in duration between 
voluntary and spontaneous blinks (e.g., Subjects B and D), 
2) subjects with a large difference in amplitude between 
voluntary and spontaneous blinks (e.g., Subjects A and I), 
and 3) subjects with both characteristics mentioned above 
(e.g., Subject M). There are meaningful differences between 
these patterns in parameters that reveal each large difference. 

Hence, we expect that automatic discrimination of 
voluntary eyeblinks can be realized by using a machine that 
has learned to weight the parameters that exhibit large 
differences. In addition, we think that classifying patterns 
would become more accurate if the velocities of the eye 
opening and closing phases were included among 
the parameters.  
 

VI. CONCLUSION 

We examined automatic discrimination of voluntary and 
spontaneous eyeblinks, which is a problem that has been 
awaiting solutions in various kinds of blink research. So far, 
eyeblink detections have needed to use the EOG method or 
a high-speed camera. However, this paper has proposed 
a detection algorithm by using ordinary interlaced NTSC 
video images divided into field images. This algorithm can 
automatically pick up every eyeblink waveform from 
the changes in the eye aperture area, which were obtained 
from an SD moving image by means of image analysis. In 
our experiments to evaluate this algorithm, the average rate 
of detection was 92.3%. 

Further, we conducted experiments on shape feature 
parameter extraction using an audio signal and our proposed 
algorithm. In this experiment, we instructed the subjects to 
blink voluntarily in order to yield an eyeblink waveform of 
both voluntary and spontaneous blinks. We instructed 
the subjects by saying, “you must always blink when you 
hear a signal.”  

 
 
 

Figure 8.  Waveforms recorded for the type of subject with a large difference 
in amplitude between voluntary and spontaneous blinks. 

Figure 9. Waveforms recorded for the type of subject with both 
characteristics mentioned above. 

 
 
After that, we analyzed the tendencies of the shape 

feature parameters, and three facts became known. First, 
the parameters of voluntary eyeblinks are greater than those 
of spontaneous ones. Second, a large difference in the blink 
duration is usually observed, even apart from these 
parameters. Third, a different tendency for large feature 
parameters is observed with every subject. However, we 
knew that the rate of amplitude change would be difficult to 
use as a shape feature parameter. 

In particular, we newly observed subjects who exhibited 
both of the different patterns found in Experiment 2. In other 
words, we understood that we could classify subjects using 
three types; namely, 1) subjects with a large difference in 
duration between voluntary and spontaneous blinks, 
2) subjects with a large difference in amplitude between 
voluntary and spontaneous blinks, and 3) subjects with both 
characteristics mentioned above.  

From the above results, we showed the possibility of 
discriminating voluntary eyeblinks from spontaneous 
eyeblinks by using shape feature parameters such as 
the eyeblink duration and the amplitudes of the opening and 
closing phases. Moreover, we confirmed the ability to 
process these parameters in a uniform manner, because we 
could obtain some tendencies from the parameters even 
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when the environmental conditions, such as the lighting or 
the subjects, were changed. 

We now wish not only to classify more accurately using 
other parameters such as velocity but also to classify subjects 
automatically using the three patterns. We are aiming for 
real-time discrimination of voluntary eyeblinks and 
spontaneous eyeblinks. 
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Abstract—We analyzed cursor control trace with respect to 
three cursor control methods: eye-gaze, hand, and eye-hand. 
First, we look into the mechanism that allows users to control 
cursor positions by hands and/or eyes. Second, we conducted 
an experiment in which subjects perform a searching, pointing 
and selection task in three different conditions (eye-only, hand-
only, and eye-hand). Third, we further studied the cursor trace 
and analyzed the moments when users switch between eye-
gaze-control and hand-control. Although different from a 
simpler Fitt’s pointing task, our results mostly corroborate 
previous work. In addition, the cursor traces analysis further 
shows why eye-hand is more efficient, and how users progress 
from an inefficient pointing behavior to an optimal one.   

Keywords; pointing; accuracy; gaze; eye; tracking 

I.  INTRODUCTION 
Hands move slower than eyes. Therefore having eye 

tracking instead of manual input as an interaction mechanism 
in digital devices can make interactions faster. However, the 
eye trackers developed so far have numerous drawbacks. 
First, current eye trackers are not precise enough to 
accomplish common tasks on applications or websites. Next, 
these systems have a delay in processing gaze position and 
calibration. A third problem is the 'Midas touch', a problem 
identified by Jacob in 1991, that occurs because it is 
challenging to distinguish a selection task (for example, a 
click) from the search task, using a purely eye-gaze approach 
[2]. Eye pointing is also typically associated with fixation 
(dwell) but this action is not stable and shows jitter. 

In order to address these issues, in 1999 Zhai et al. 
presented Mouse and Gaze Input Cascaded (MAGIC), a 
technique that uses a combination of gaze and manual input 
[8]. First, the user uses gaze to dynamically redefine the 
position of the cursor. After the cursor position is redefined 
the user then makes a small manual input action to select the 
target. 

The advantages of MAGIC are that it reduces manual 
stress and fatigue. In addition, MAGIC pointing is faster than 
just manual pointing. It must be noted however, that because 
the cursor movement is faster while controlled by the eye, 
the user may perceive all action to be faster even when it is 
not. For example the manual selection time might take 

longer, so overall the tasks might not be accomplished faster 
although the user may perceive them to be so.  

MAGIC has two approaches. In the first approach, 
referred to as the liberal approach, the cursor moves directly 
over (in front of) the target that the users looks at. In the 
second approach, the conservative approach, the cursor 
moves to the boundaries of the target. 

Zhai et al conducted experimental validations of the 
MAGIC technique. These experiments were conducted with 
a miniature isometric pointing stick [8]. The experimental 
task was basically a Fitts' pointing task. The factors 
manipulated in the experiment were: target size, target 
distance, and direction. Each subject performed the task with 
3 techniques: no gaze, liberal, and conservative. The liberal 
technique was found to be faster and preferred by users. 

While the MAGIC technique addresses some of the 
problems of preceding gaze input mechanisms, it is not 
without its drawbacks. For example, with MAGIC's liberal 
technique the cursor movement can be overactive, which 
could be distracting when reading. With MAGIC's 
conservative technique the user might tend to activate the 
cursor manually. 

Our broad research goal is to improve input techniques. 
In this work, our contribution adds to previous work by 
analyzing the trace before, during, and after that manual 
activation, and we try to find patterns in these traces. 

II. RELATED WORK 
In 2000 Salvucci and Anderson presented their intelligent 

gaze-added interfaces [6]. They addressed accuracy 
problems that we also face. In their work, any target 
positioned where the users' eye gaze is, is a highlighted 
target. Then a gaze key gives the user the chance to trigger 
the action. The system uses a probabilistic algorithm to try to 
guess the targets the user will look at. 

In 2003 McGuffin and Balakrishnan showed that 
expanding targets facilitates the pointing task [4]. Their 
results show that working with expanding targets can be 
accurately modeled by Fitts' law. They have also shown that 
targets that expand just as the user is about to reach them can 
be acquired approximately as fast as targets that are always 
in an expanded state. They specifically found strong 
evidence that the user performance is consistently aided by 
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the target expansion. Similar to how we hypothesize for our 
work, they found that the performance is dependent on the 
final target size. 

In 2005 Miniotas and Spakov used an expansion of 
targets visible to the users [5]. To facilitate pointing they 
used dynamic target expansion for fixing the calibration of 
the eye tracker. This technique has 91% accuracy, a result 
not expected in our work. The drawback of this technique is 
an increase in selection time. 

In 2005 Ashmore and Duchowsky refined a fisheye lens 
to support eye pointing [1]. They simply hid the lens during 
visual search and obtained improvements in speed and 
accuracy. Fisheye interaction was evaluated by a visual 
search, and a Fitts’ pointing. Unlike MAGIC pointing, where 
the cursor was rapidly moved to the vicinity of one's gaze 
prior to mouse movement, here the lens is directly slaved to 
gaze position. Important to our work is their finding that in 
combined tasks it is impossible to distinguish the precise 
amount of time that search consumed prior to selection.  

In 2007 Kumar et. al presented EyePoint. EyePoint uses 
expansions of interactive targets, and uses a key for input [3]. 
When the key is pressed the gaze area is enlarged. When the 
key is released the selections are made according to where 
the eye gaze is. Similar as we hypothesize for our work, they 
found that it is possible to divide appropriate interaction 
techniques that use gaze without overloading the visual 
channel.   

III. METHOD 

A. Participants 
The experiment was performed on 10 participants with 

normal or corrected-to-normal vision. All participants were 
regular computer and mouse users. All participants had used 
track pads. 

B. Tasks 
Three conditions (eye-only, hand-only, and eye-hand) 

were presented that required searching and selecting one 
target. In the hand-only condition the participant used the 
track-pad to move the cursor until it was over the target. In 
the eye-only condition the participant used eye-gaze to move 
the cursor until it was over the target. In the eye-hand 
condition the participant used eye-gaze and the track-pad to 
move the cursor until it was over the target. The target 
consisted of a white vertical rectangle with a plus signal in 
its center. This rectangle could alternate in size (2% or 4% of 
the screen width), and distance to the center along the 
screen’s horizontal central axis (45% or 90% of half of the 
screen width), giving a total of four different possibilities. 
The target also alternated between sides of the screen. Each 
trial had one distractor with the same characteristics as the 
target without the plus signal.  All trails started with the 
cursor located at the center of the screen as in Fig. 1 and Fig. 
2. All trails finished with the participants pressing the space 
key while the cursor was over the target. Each trial had a 
maximum amount of time, 5 seconds, and if this expired 
without pressing space while on the target, the task failed.  

C. Apparatus 
Participants used a track-pad to complete the task (Apple 

Magic Trackpad). 
The experimental computer ran Mac OS X version 10.7.4 

and was connected to Tobii TX300 Eye-tracker. The system 
allowed for unconstrained head motion by seating 
participants approximately 65 cm (adjusted by Tobii studio 
running on a PC) in front of the Eye-tracker 23 inch screen 
(resolution 1920 x 1080 pixel). With this system the sample 
rate was 300 Hz. 

Figure 1.  Initial display of a trial that has the target (right side) with the 
biggest size at the farthest distance. 

 

Figure 2.  Initial display of a trial that has the target with the smallest size 
at the closest distance. 

 

Figure 3.  A zoom in of the initial display of a trial that has the target with 
the biggest size at the closest distance. 
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Figure 4.  One trial of one task presented to the users.  In this case the 
target is small and is farther from the cursor’s original point. 

D. Procedure 
The user was first asked to sit in a non-mobile chair. 

Then the distance of the eyes to the screen was adjusted and 
the user was asked not to make large movements with his 
head and torso. After this, it was necessary to calibrate the 
user’s gaze to the system. This calibration was made by 
having the user looking each time for 3 seconds to a dot that 
appeared in 9 different pre-selected positions of the screen. 
Before data collection, the conditions and task were 
explained, and unlimited time to practice with the 3 
conditions was given. The data collection started with the 
conditions ordered randomly. Each participant then carried 
out 80 trials for each condition. Each experimental session 
lasted around 45 minutes including pauses between 
conditions.  

IV. RESULTS 
Our results show that Eye-only is significantly faster than 

Hand-only solely when the target has the largest size and is 
at the farthest distance. The variance of the response time is 
always higher in Eye-only. Eye-only has a hit on target rate 
of 72%. That is, participants successfully accomplished the 
task within the limit of 5 seconds in only 72% of the trials in 
the Eye-only condition. These hits on target were lower in 
the smallest size and farthest distance condition. 

The results also show that Eye-with-Hand is the 
significantly fastest solely when the target has the largest 
size and is at the closest distance. The variance of the 
response time in Eye-with-Hand is higher than in Hand-only 
and lower than in Eye-only, as Figure 4 shows. Eye-with-
Hand has a hit on target rate of 99.50%. This is similar to 
Hand-only that had a hit on target rate of 99.75%. 

Our results also show the trace of each trial for Eye-with-
Hand. In Figure 5 we can see an early trial trace. This user is 

not yet sufficiently familiarized with eye-gaze control. The 
target is situated in the right side of the screen, that is 0.9 on 
the vertical axis. The user first briefly looked to the left and 
immediately changed direction to the right and changed it 
again to the left all way. Then the user changed control to the 
hand bringing the cursor to slightly right of the center. The 
users’ finger then reached the right extremity of the track 
pad, so the user released the finger, passing automatically to 
the control of the eyes. The user subsequently acquired 
control with the track pad bringing the cursor to the extreme 
right of the screen. Then the users’ finger reached the right 
extremity of the track pad, so the user released the finger 
passing automatically to the control of the eyes. The user 
then looked to the center and had to repeat the process twice, 
failing to press space while the cursor was on top of the 
target, and not completing the task in the defined time.  

In the trial in Figure 6, the user started looking to the left 
and then looked to the right. 1 second after the beginning, the 
user started controlling the cursor with the hand and moved 
the cursor to the target and at 2.1 seconds pressed space. 

In Figure 7, the user started looking to the left and then 
looked further to the left, then looked back to center, and 
back to the left again. 1.4 seconds after the beginning the 
user started controlling the cursor with the hand, moved the 
cursor to the target and at 2.4 seconds pressed space. 

 

Figure 5.  Eye control and Hand control shown over Time as a function of 
Distance. Early trial. 

 
 

 
 
 
 

Figure 6.  Eye and Hand control over Time as a function of Distance. 
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Figure 7.  Eye control and Hand control shown over Time as a function of 
Distance. 

 

V. CONCLUSION & FUTURE WORK 
We show support for MAGIC by stating with confidence 

that in at least in one condition, the Eye-with-Hand 
condition, the performance was faster. An explanation for 
this could be that this system had a more optimized transfer 
function for the movements. Another factor contributing to 
this could be the more optimized parameters in the gaze 
system's filter. In addition, we used a more recent eye-tracker 
as compared with those used in previous work and is 
therefore expected to be more accurate. 

Eye-gaze control is a novelty for users. Users’ lack of 
experience with eye-gaze can introduce delays in the control 
action. It is expected that with the dissemination of eye-
tracker these delays can diminish. However, controlling the 
cursor with Eye-gaze can give the user a sense of speed. 

The results help to further understand how people 
progress to master controlling cursor using the combination 
of the eye-gaze and mouse. 

We foresee that having a relatively short constant time 
for hand control will decrease the time taken to reach the 
target. More distance will be traveled during the fastest 
control, which is the control by the eye. We foresee that 
both, eye and hand control conditions are governed by Fitt's 
Law. We intend to perform more experiments in order to 
confirm this. 

Some users considered having the cursor in the gaze 
position distracting. While in MAGIC’s conservative 
approach the cursor stays in the boundaries of the target, this 

can still be a distraction. One potential solution for this 
problem might be to decrease the cursor's opacity. 

In a pointing task, having the cursor in the eye-gaze 
might not be so distracting. In a selecting task this distraction 
can be higher. However, it is during reading that we expect 
to find the cursor in the eye-gaze to be most distracting. In 
future work, we intend to perform further experiments in 
order to confirm these hypotheses. 
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Abstract—In this paper a method for enhanced natural 
interaction in Augmented Reality (AR) applications is 
presented. AR applications are interactive applications, 
designed to facilitate the handling of virtual objects, 
represented by a physical proxy object. Ideally, interaction 
should be natural, in that the user should not notice its 
technical realization. Interaction capability relies on tracking 
technology, which enables spatial registration of virtual objects 
in 3D. Markers are a common solution for this. However, the 
marker must stay in line of sight of a video camera. In highly 
interactive applications, the user’s hands regularly cover the 
markers. Thus, the virtual object disappears. This paper 
describes a hybrid tracking solution, which incorporates 
marker-based tracking and optical flow-based tracking. The 
optical flow-based tracking supports the marker-based 
tracking: it seeks corners of the marker to keep track of them. 
If no markers are visible, the optical flow tracking extrapolates 
the position of the object to track. Thus, the virtual object 
remains visible. A prototype implementation and example 
application show the feasibility of the solution.  

Keywords- augmented reality; hybrid tracking; interaction 

I.  INTRODUCTION  
Augmented Reality (AR) technology is a type of human-

computer interaction that superimposes the natural visual 
perception of a human user with computer-generated 
information (i.e., 3D models, annotation, and text) [1]. AR 
presents this information in a context-sensitive way that is 
appropriate for a specific task, and typically, relative to the 
users physical location. Special viewing devices are 
necessary to use AR. A common viewing device is the so-
called head mounted display (HMD), a device similar to 
eyeglasses that use small displays instead of lenses. 

AR applications are designed to facilitate natural 
interaction. In general, an interface is described as natural 
when its technical realization is effectively veiled from the 
user [2]; i.e., the user should not consider how the interaction 
is working.  

Spatial tracking is a key factor of AR and the interaction 
within an AR application. The term tracking denotes the 
continuous determination of the position and the orientation 
of a physical item (i.e., the user, a video camera, etc.). 
Marker-based tracking is a commonly used tracking 
technique in the field of AR. It is based on fiducial markers, 
which incorporate a defined geometry for position and 

orientation estimation and a unique pattern for identification. 
A video camera captures an image of a maker and a 
computer vision algorithm locates and identifies the marker 
in the image and estimates the spatial relationship between 
the marker and camera. The pose of that marker is thus 
known and a 3D model can be rendered and composited with 
the video image with correct alignment to the user. Usually 
markers need to be attached on the body of a physical object 
to track it. Marker-based tracking is popular, because 
applications are easy to deploy, the technique is convenient 
to use, and the algorithms are mostly free. The ARToolkit, 
for instance, is a common tracking system that works this 
way [3]. 

However, marker-based tracking technology can hinder 
the naturalness of the AR user interface. Marker tracking 
requires a free line of sight between camera and marker [4]. 
Today solutions suffer performance degradation due to the 
hands of the user that partially covers the markers. For 
example, in a highly interactive application, e.g., an 
assembly training application, the user’s hands regularly 
cover the marker. An assembly training application displays 
assembly instructions as 3D models and text annotations 
spatially registered to physical objects. The user needs to 
grasp these objects in order to assemble them. While doing 
so the user’s hands cover a large area of the scene often 
occluding the marker from the video camera’s field of view. 
The consequence is, the virtual information disappears. This 
problem occurs in many highly interactive applications.  

To address this problem, this paper describes a hybrid 
marker-based tracking system. The tracking system uses 
multiple video cameras. The marker information of all 
cameras is merged to one so-called marker object model. 
Thus, the probability of losing the marker is reduced. In 
addition, the marker and physical object movement is 
analyzed using optical flow. When no marker is in the line of 
sight of a video camera, its position and orientation 
propagation can be estimated using a Kalman Filter-like 
approach. Thus, all markers can be hidden for a short time. 

The paper is structured as follows. In the next section 
related work is introduced. Section 3 describes the hybrid 
tracking system, which is the basis for the enhanced natural 
feature tracking. Section 4 demonstrates the advantages of 
this approach for enhanced natural interaction. An assembly 
application is used as an example. The paper closes with a 
summary and an outlook for future research. 
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II. RELATED WORK 
The related work addresses two areas: fiducial marker 

tracking systems and hybrid tracking systems. The first 
subsection presents existing maker based solutions. The 
second subsection introduces approaches that increase 
tracking stability and improve the interaction capabilities. It 
concludes with a summary that explains the gap.   

A. Fiducal marker tracking 
Kato et al. [4] presented the ARToolKit marker tracking, 

which is the basis for this work. The ARToolkit uses 
template markers that consist of a black border with a unique 
image embedded. The ARToolkit uses the image to identify 
the marker and the black border to calculate the position and 
orientation of the marker with respect to a video camera. It is 
easy to use and an application is easy to deploy. However, 
the tracking quality depends on the lighting conditions, and 
tracking is impossible when a marker is partially covered.  

Fiala [5] introduced ARTag, a fiducial marker tracking 
system that uses and id-enhanced marker. An id marker uses 
a binary pattern that represents a digital code. The ARTag is 
more robust than the ARToolkit: a marker can be partially 
covered without loss of tracking.  

Wagner et al. [6] introduced a grid dot marker. They 
draw a grid of dots on a common map to combine a fiducial 
marker system (grid of dots) with a feature-based marker 
system. Thus, the marker can also be partially covered.  

Wagner et al. [7] also developed the ARToolkit Plus. It is 
an enhancement of Kato’s ARToolkit that is specialized for 
mobile devices.  

Naimark et al. [8] developed data matrix marker. That is 
a fiducial marker tracking system with a 2D barcode 
surrounded by a black frame. The barcode incorporates a set 
of black and white areas. The pattern of black and white 
corresponds to a marker ID.  

Recently, Uchiyama et al. [9] presented random dot 
markers. A random dot marker is a set of distributed points 
on a limited area. This random set of points acts as a 
template that facilitates the identification of the marker.  

In summary, fiducial marker tracking systems work well 
and are widely used in academic research. However, they 
have different limitations. For instance, the robustness of the 
tracking system depends on the image quality and the light 
conditions in the surrounding environment. If the tracking 
system retrieves a video image that contains noise, it can 
cause jitter of the calculated pose. In addition, the tracking 
algorithm utilizes computer vision, whose feasibility depends 
on the lighting conditions. If the image processing does not 
comply with the lighting conditions, it can also causes jitter. 

B. Hybrid Tracking 
Hybrid tracking systems are developed to address the 

limitations of a single tracking technology. Usually they 
merge the tracking data of two or more tracking systems to 
facilitate robust and jitter-free tracking of a physical object.  

Seo et al. [10] developed a hybrid tracking system that 
solves jitter and occlusion problems of common fiducial 
markers. They use a fiducial tracking system and enhance 
the tracking with a corner tracking system. They use 

Kanade-Lucas-Tomasi Feature Tracker to detect and track 
additional key points of a marker. This data is merged with 
the pose calculated by the marker tracking system to 
facilitate a robust tracking.  

Marimon et al. [11] developed a hybrid tracking system 
that incorporates a marker tracking system and a particle 
filter-based tracking system. The particle filter searches for 
feature points of the marker and estimates a 3D pose. The 
feature points are described as a 2D back-projection of the 
3D corners.  

The tracking systems presented in [10] and [11] work 
similar to the approach taken in this research. However, both 
systems require a corner model of the marker, which 
facilitates a continuous tracking of the marker. In addition, 
the systems have been tested with one fiducial marker only. 
Thus, it is unclear, if they work with multiple markers. 
Finally, they have not been tested in a realistic application 
scenario like virtual assembly training.  

Piekarski et al. [12] combined a marker tracking system 
with a GPS (global positioning system) tracking system to 
facilitate indoor and outdoor tracking with a single system. 
They attached large-sized markers on the walls and the 
ceiling of a room and tracked them with multiple cameras. 
The estimated pose is merged with the GPS position. 
However, their tracking system facilitates indoor tracking 
and is not designed to track objects with which a user 
interacts.   

Kalkusch et al. [13] incorporates marker tracking and 
inertial tracking to facilitate robust indoor tracking. Their 
system requires markers on the wall of a building to track the 
position of the user. The inertial tracking acts as a backup 
system for the marker tracking. The system is also not 
designed to track objects.  

Yang et al. [14] proposed a camera tracking approach 
that combines inertial sensor tracking and marker-based 
tracking. They use the data retrieved from the inertial sensor 
to reduce jitter. Yang et al. [15] combines a marker-based 
tracking system and a feature-based tracking system to 
realize a robust tracking for their AR book. They use small-
sized marker (2cm x 1.3cm) to identify the pages of the book 
and combine it with a random tree, a machine learning 
computer vision method to describe and detect feature 
points. The pose retrieved from the marker tracking is used 
as the initial position for the feature tracking. Thus, 
enhancing accuracy.  

Fischer et al. [16] presents a hybrid tracking approach 
that incorporates tracking data from an infrared tracking 
system and a computer vision-based tracking system. The 
infrared tracking system tracks rigid objects. A computer 
vision algorithm tracks distinct points on the subject to track. 
The data of both systems is merged to reduce noise.  

The research summarized above is only part of all 
relevant works. Further approaches can be found in [17], 
[18], and [19]. In general, most of the approaches are similar: 
they incorporate two or more tracking technologies to 
address the limitations of a single technology.  

However, the hybrid tracking systems do not generally 
consider the interaction of the user. If an object to be tracked 
must also be grasped by the user, markers are occasionally 
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covered. Thus, the marker tracking is limited. Robust 
tracking in this scenario remains a challenge.  

In addition, the tracking systems presented generally use 
two equivalent tracking systems and merge data from both. 
In contrast, in the approach taken in this research, only a 
backup system is necessary that becomes active when the 
main tracking system is not able to track the fiducial marker.  
The advantage of this approach is robustness and 
computational efficiency. 

III. HYBRID TRACKING 
This section presents the hybrid tracking. First, an 

overview of the tracking setup and the tracking process is 
presented. Secondly, the hybrid tracking approach is 
described in detail, including the mathematical foundations 
and logic during tracking.   

A. Overview 
Figure 1 shows an overview of the hardware setup for the 

hybrid tracking solution. This implementation employs a 
monitor-based AR application setup in which the resulting 
superimposed video stream is shown on a monitor, with 
screen oriented face-to-face with the user. The system is 
designed for a single user. However, since it is a monitor-
based AR application more persons can see the output video 
image. 

 

 
Figure 1.  The hardware setup for the hybrid tracking solution. 

The user works with a physical object that is located on 
the table-top work area. It is the object to be tracked. 
Therefore, one or more fiducial markers are attached on the 
body of this object. Two cameras are used to retrieve video 
images for tracking. The cameras must be arranged at 
different positions around the working area. After 
calibration, they must remain at their position and cannot be 
moved. The working area is roughly 1m in square and 
depends on the resolution of the camera and the size of the 
marker. This setup is a common setup for industrial 
applications like virtual assembly training or maintenance 
training. It is inexpensive, works with common computer 
hardware, and is easy to deploy.  

The approach taken for hybrid tracking in this research is 
to use the marker tracking as the primary source for tracking 

and to back it up with optical flow tracking. It works similar 
to a Kalman Filter with measurement and prediction 
components.  

Figure 2 shows an overview of the hybrid tracking 
method. The starting point are two images that are retrieved 
from the video cameras. The left side (green boxes) of the 
figure depicts the common marker tracking that is extended 
by a position estimation function. Using a Kalman Filter 
analogy, this part of the system acts as the measurement. The 
right side (blue boxes) of the image shows the optical flow 
tracking. It estimates the movement of an object. Thus, it can 
be considered analogous to the prediction part of a Kalman 
Filter. However, it is an extrapolation only. The result is a 
matrix in homogenous coordinates that describes the pose of 
the tracked object and is used as transformation data for 
virtual objects.  

 

 
Figure 2.  Overview of the hybrid tracking method. 

The marker tracking module tracks the fiducial markers 
that are attached on the body of a physical object. In contrast 
to the common approaches, multiple cameras are used to 
track markers. Each module is related to one camera. A 
module identifies and tracks the markers separately, without 
information about the other tracking module. It provides a 
matrix in homogenous coordinates that keeps the position 
and orientation information of the marker with respect to a 
global coordinate system, regardless of whether a single 
marker or a multi marker (a set of multiple single markers 
that act similar to a single marker) is used. In addition, the 
module provides a confidence value c for each single 
marker. This confidence value describes how certain the 
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module is that the provided information belongs to a marker 
[3].  

The position estimation module gets the information of 
both marker tracking modules and estimates a position and 
orientation of the marker (and the tracked object) with 
respect to a global coordinate system. Figure 2 shows two 
marker tracking modules, but theoretically, the position 
estimation facilitates the estimation on the basis of an 
arbitrary number of tracking modules. The estimated 
position is denoted as Tout,es. 

The optical flowtracking module tracks corners of the 
markers. The movement of each corner is tracked frame by 
frame. The tracking data is merged, and the propagation of 
the position p and orientation ϕ is calculated. 

The position extrapolation module uses the data of the 
optical flow tracking to extrapolate the locomotion of the 
physical object position and orientation. In addition, it gets 
access to a pose history of the markers. The outgoing data is 
denoted as Tout,ex, 

Following a Kalman Filter-like approach, the marker 
tracking data Tout,es is used when at least one marker tracking 
module is able to track a marker. The extrapolated position 
and orientation data Tout,ex is used when no marker tracking 
module provides tracking information. Finally, the data 
provides the transformation information Tout,x (with x 
denoting either ex or es) for spatial registration of a 3D 
model. 

In the following, the marker tracking module and its pose 
estimation is explained. Then the optical flow tracking and 
the pose extrapolation is described. In the description the 
tracking is described for one marker only in order to simplify 
the presentation. The method can track more than one 
marker or multi marker.  

B. Marker Tracking 
The objective of the marker tracking modules is to 

estimate the position and orientation of a single marker or 
multi marker with respect to a global coordinate system. 
Figure 3 shows the relationships between marker 
coordinates, camera coordinates, and the global coordinate 
system.  

The desired position and orientation of the marker is 
denoted by Ti., where i is the number of the camera. It is the 
global position, calculated by one tracking module and 
camera i. It is calculated by: 

 (1) 

Ti,c->m is the relation between the camera and the marker 
in the camera coordinate system of each camera. The 
ARToolkit is used for marker tracking [3], which provides 
the relation Ti,c->m.  

The position and orientation of each camera Ti,w->c is 
calculated during an initial calibration procedure. Therefore, 
a calibration marker is used. All cameras must see this 
marker at the same time. Thus, the marker coordinate system 
can be assumed as the global coordinate system. All cameras 
must remain at their position after its global position has 
been specified.  

The result of the marker tracking is a matrix with the 
global pose Ti of each tracking module i, in homogenous 
coordinates. In addition, a confidence value cfi is provided. 
The ARToolkit provides it for each marker.  

 

 
 

Figure 3.  Relationships between the cameras, the marker coordinate 
system, and the global coordinate system. 

C. Pose Estimation 
The objective of the pose estimation is to calculate the 

global position of the marker Tout,es with respect to the world 
coordinate system (Figure 3). Therefore, a linear 
combination merges all pose data into one resulting value, 
considering the confidence value of each marker: 

 
(2) 

with Ti, the value of the single marker and ci, its confidence 
value, and n, the amount of used marker tracking modules. 
The value cn is the sum of all values ci: 

 
(3) 

Thus, the ratio ci/cn rates the quality of the marker tracking. 
When a multi marker pattern is used, all single markers 

provide their own confidence value. In this case the value ci 
is the arithmetic average value of all single markers’ 
confidence values.  

In addition to the linear combination, two further 
improvements can be used: a priority of the cameras and a 
threshold value. The priority of the cameras allows it to 
specify one camera as a primary tracking camera. This is 
helpful when it is known in advance that one camera has an 
uncovered view to the markers most of the time. The priority 
for a camera, in this case for camera j, can be modeled using 
the confidence value: 

 (4) 

and 
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 (5) 

with cthreshold, the minimum accepted confidence value, and 
cj, the confidence value obtained from camera j. This acts as 
a switch. As long cj exceeds cthreshold, the marker data are 
used. Otherwise, the next best marker data are used for 
tracking. 

The result of this module is a value that describes the 
pose of the marker Tout,es with respect to a global coordinate 
system. 

D. Optical flow tracking 
The objective of optical flow tracking is to determine the 

movement of the physical marker. A commonly used optical 
flow tracker, the Lukas Kanade-Tracker [20], is adapted for 
this application. Figure 4 shows the six-step procedure of the 
optical flow tracking approach. In the first step, a region of 
interest (ROI) is calculated. The ROI describes an area in the 
image in which the optical flow tracking can probably find a 
marker. The ROI is located at the last known position of the 
marker. Its size correlates to the marker size scaled by the 
factor 1.3 to ensure that all significant points will be inside 
the ROI. 

 

 
Figure 4.  Concept of the optical flow tracking 

In the second step, the optical flow tracker searches for 
corners inside the ROI frame. The Lukas Kanade-Tracker 
utilizes Shi Tomasi-Corners [21]. Each identified corner P is 
represented as a two-dimensional point pk (xs, ys) in screen 
coordinates. The corners have to be strong corners according 
to Harris and Stephens [22]. All corners that are used for 
tracking have to meet the criteria: 

 (6) 

with ROI, the region of interest function, e, the eigenvalue of 
the corner and ethreshold, the minimum allowed eigenvalue.  

In the third step, the set P1 is compared with a predefined 
set of corners. The predefined set of corners P0 describes the 
geometry of the pattern. It is defined during an initialization 
step. For this comparison the Lucas Kanade-optical flow 
method is used [21]. It provides all points of the set P1 that 
are also part of the set P0: 

 (6) 

Next the movement of each corresponding point is 
calculated and summed (Step 5) to one movement vector by: 

 
(7) 

with p1,k the corner of the set P0 and p1,k, the corners of 
set P1, and k, the corner index. The result of this step is Δp, 
the movement of the marker between two frames in frame 
coordinates. In addition, the value Δϕ, is calculated, which 
describes the orientation change of the vector Δp. 

Finally in step six, the new corner points Pfinal are stored. 
These steps are continuously repeated.  

Figure 5 shows a test application for the optical flow 
tracking. The main image shows the output image (taken 
from a video) and contains one marker. A blue box is 
rendered on top of this marker. The black box on the bottom 
of the image is a miniaturized window of the main image. 
The white area shows the region of interest. The window on 
the lower right corner is a debug window for optical flow 
tracking. The red dots are the corner points and the red lines 
depict the movement of the pattern between two frames. 

 

 
Figure 5.  Optical Flow tracking test application 
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E. Pose Extrapolation 
The objective of pose extrapolation is to extrapolate the 

movement of the recognized pattern and to describe it in a 
special coordinate system. Therefore, a Kalman Filter-like 
method is used. In general, a Kalman Filter is a mathematical 
method that uses measurements of a system observed over 
time and a prediction model to estimate the current state of a 
system [23]. Usually, the prediction model is based on a 
physical model, which describes the behavior of the physical 
system under observation. The solution developed here 
works similar to a Kalman Filter in principle. However, the 
Kalman Filter uses a model to predict the next value. Our 
approach uses a second measurement and an estimation to 
predict a next value.  

Figure 6 shows an overview of the pose extrapolation 
process. Input data for this process is the output of the optical 
flow measurement and the previous, as well as, the current 
marker tracking data.  

 

 
Figure 6.  Overview of the position extrapolation 

The observed measurement, in the sense of a Kalman 
Filter, is the marker-based object tracking and estimation 
process. The prediction process is a position extrapolation, 
which is based on optical flow tracking. The position Tout,ex is 
extrapolated by a linear approximation of the movement of 
the physical object:  

Tout,ex = Tout,es,t−1 + (K ×Δp)+ (K ×Δϕ )  (8) 

with Tout,ex,t-1, the previous tracking data, Δp, the movement 
of the pattern, and Δϕ, the orientation of this vector. K is a 
camera projection matrix, which projects the 2D values of 
the optical flow from pixel coordinates to 3D coordinates. A 
common camera projection is used according to the camera 
calibration according to Tsai [24].  

To determine the output for the next step, the marker 
tracking data and the position extrapolation data are 
compared. Two error values are used that act as a probability 
value for both measurements. The probability value for the 
marker tracking is the confidence value c, which the 
ARToolkit provides. The probability value cp for the position 
extrapolation is a time and distance dependent value that is 

based on the time of the last update of Tout,es. and the moving 
distance Δp: 

 
(9) 

with Δp, the movement of the pattern between two frames, t, 
the current time, and t0, the time of the last update of the 
values Tout,es. Because the position extrapolation is based on 
the pattern position and orientation, it is assumed that its 
quality and accuracy decrease with time. Thus, the function 
is time dependent. In addition, it depends on the movement 
distance. Short movements are assumed because they can be 
estimated with a higher accuracy than long movements. This 
assumption is considered by the vector Δps, which is a scaled 
version of Δp. 

The final position Tout is determined by: 

 
(10) 

with cp,threshold, a threshold value (specified empirically) that 
limits the minimum acceptable value cp. If no value is 
sufficient, the output is set to 0, and the 3D model 
disappears. This is necessary because a user may intend to 
remove a marker and the object from the working surface. 
Thus, the 3D model must disappear.   

IV. INTERACTION ADVANTAGES 
In this section the advantages for interaction gained by 

the hybrid tracking solution are explained. Two tests were 
conducted to demonstrate these advantages. The section 
starts with an introduction of the utilized hardware and 
software. Next, the first test is presented that shows the 
advantages. The second test results in a set of quantitative 
measurements, which underpin the results of the first test.  

The application example is an AR assembly support 
application, which presents an assembly sequence as a set of 
3D models superimposed on the parts to be assembled. The 
user handles the parts to be tracked and regularly covers the 
markers.  

A. Application setup 
The application runs on a Windows 7 PC with Intel Xeon 

3.6 GHz Processor and 6GB RAM. The graphics card uses a 
NVIDIA Quadro 5500 processor. Two Creative LiveCam 
Chat HD video cameras are implemented for tracking with a 
resolution of 1024 x 768 pixels at 30 fps. The cameras were 
arranged on the left and right position of the working area. 
The average distance between working area and both video 
cameras was 80cm. 

Figure 7 shows an image of the application main 
window. WorldViz Vizard 4.02 (http://www.worldviz.com) 
was used as the development platform with the 
ARToolworks ARToolkit multi marker tracking for marker 
tracking (http://www.artoolworks.com/).  

Vizard is a platform that facilitates the development of 
virtual reality applications. It uses Python as its 
programming language. ARToolworks is a plug-in for 
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Vizard. It provides functions for AR applications like image 
capturing, tracking, and spatially correct rendering. The 
optical flow tracking has been implemented with OpenCV 
2.3 (http://opencv.willowgarage.com/wiki/), an open source 
computer vision library. It is written in C++ and provides 
functions to realize optical flow tracking. The optical flow 
tracking algorithm described above was developed as plug-in 
for Vizard in order to integrate this functionality with the AR 
application.  

 

 
Figure 7.  Main view of the AR application 

B. Interaction test 
The objective of this test was to assess the performance 

of the hybrid tracking in comparison to the common 
ARToolkit tracking. In the following, the term single-camera 
tracking refers to common ARToolkit tracking, i.e., the 
tracking of all markers using one camera only.  

The question addressed by this test is: does the hybrid 
tracking facilitate manual interaction with an object to track? 
Hybrid tracking is assumed to be more robust than single-
camera tracking: the physical object should be tracked 
continuously even when the markers are out of view of one 
camera or partially covered.  

The physical object shown in Figure 7 (upper right 
corner) was used as a test object. Three ARToolkit markers 
were attached on the body of this object. Each marker has a 
size of 50mm in square. The AR application superimposes a 
video image with a 3D model of the assembly of that object.  

Figure 8 shows images of the video sequences of the test. 
The images show the virtual object superimposed by a 3D 
model. The user rotates the objects in order to inspect it. A 
90-second video sequence was used for this test. The video 
ensures equal input data for hybrid tracking and single-
camera tracking.  

During the test a user interacts with this object. The user 
grasps it with two hands, turns it, and inspects it from 
different orientations. Thus, the object changes its orientation 
to the camera continuously. While doing so the three 
markers are partially covered by the hands of the user.  

 

 

 
Figure 8.  Image sequence retrieved from the test video 

In Figure 8h) marker visibility to one video camera is 
partially covered by one hand of the user, however the 3D 
model was always visible and in its expected position. 

To measure the robustness of the hybrid tracking and the 
single-camera tracking the confidence value cn (Eq. 3) was 
recorded. Figure 9 shows a diagram with the results. The 
abscissa displays the number of frames, the ordinate the 
confidence value cn. The upper graph depicts the results of 
the hybrid tracking, the lower graph the results of the single-
camera tracking. The horizontal sectioning of the charts 
shows the threshold values, thus, it shows the mode of 
operations according to Eq. 10. 
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Figure 9.  Confidence value of the a hybrid tracking test and a single-

camera test. 

For the hybrid tracking: the AR application switches 
between a position estimation mode (upper area), the 
position extrapolation mode (middle area), and an off mode 
when the confidence value declines beneath the given 
threshold. For the tests, a threshold of cp = 0.7 and cp,threshold = 
0.4 were used. Below a value of 0.4 the AR application hides 
the 3D model. For the single-camera tracking: the threshold 
also was cp = 0.4. 

The results show, the hybrid tracking can continuously 
track the physical object and show the 3D model. The 
confidence value moves within a range of 0.5 and 0.9. Thus, 
the AR application switches between the position estimation 
mode and the position extrapolation mode multiple times, 
but it never declines below the threshold value cp,threshold. 
Thus, the 3D model never disappears during this test.   
In comparison, the single-camera tracking is not able to track 
the physical object continuously. The graph shows that the 
confidence value occasionally declines below the threshold 
value cp. In this case the AR application hides the 3D model.   

C. Optical Flow Test 
The objective of this test was to assess the performance 

and the advantages of the optical flow tracking. The optical 
flow tracking should be able to track the marker even if the 

marker is partially covered and the ARToolkit is not able to 
detect the 3D model. For this test a single ARToolkit marker 
was used that showed a semi-transparent 3D cube (Figure 
10). The edges of the cube are aligned to the edges of the 3D 
model. Thus, an incorrectly calculated position and 
orientation of the cube can be observed. 
 

 
Figure 10.  The optical flow tracking backs-up the ARToolkit marker 

tracking. Thus, partially covered markers could be tracked.   

Initially, the position and orientation of the marker was 
calculated by the ARToolkit tracking. It was disabled after 
an initial transformation matrix was calculated. During the 
test a user covers the ARToolkit marker partially using a red 
ribbon. When doing this, the 3D cube must remain at its 
position (Figure 10). In addition, the camera was moved in 
one test (Figure 10 b-d). The images indicate that, in general, 
the tracking is able to estimate the position and orientation of 
the marker and to keep the 3D model at the expected 
position. 

D. Discussion 
The results of both tests are a strong indication of the 

interaction advantages gained by the hybrid tracking 
solution: it facilitates more natural interaction. The objective 
of an AR application is to allow natural interaction meaning, 
the user does not need to consider the technical solution of 
an interaction technology. In marker-based AR applications, 
interaction relies on the quality of tracking. Thus, for  natural 
interaction, the user should not be asked to consider markers 
during interacting. The common marker-based solution does 
not allow that. The results presented in Figure 9, Single-
camera tracking, indicates that the 3D model disappears 
when the user handles the physical object; the confidence 
value, which is the parameter responsible for switching 
between extrapolation and estimation, declines below the 
threshold value cp,threshold. In general, it is also well known 
that the user must keep the marker in the line of sight of the 
video camera in order to keep the virtual information visible. 
In contrast, the hybrid tracking makes the interaction more 
natural. The 3D model does not disappear regardless of the 
interaction of the user (Figure 9, Hybrid tracking); the 
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confidence value never drops below the critical threshold 
value. Thus, the user does not need to consider the optical 
markers while working with a physical component.  

The results of the second test show that it is possible to 
estimate the correct position for at least one second. Thus, 
the optical flow tracking is able to backup the ARToolkit 
when pattern recognition is not possible. 

However, some limitations must be pointed out. First, the 
tests do not cover all possible situations and settings. Only 
one video with one parameter set has been tested. While this 
demonstrates the feasibility of the hybrid tracking, the 
reliability has not been demonstrated. However, experience 
with the ARToolkit alone in the demonstrated use case, 
indicates that hybrid tracking is a suitable solution for virtual 
assembly training.  

Secondly, the optical flow tracking is a backup and 
works for a few frames only. It cannot be used as a second 
fully functional tracking system that replaces the ARToolkit. 
In addition, the quality of the tracking results decrease with 
time. This results in incorrect alignment and position of the 
3D model. The entire approach works only when the 
movement of the marker between each frame is small. The 
optical flow tracking provides a linear approximation of the 
movement in a spatial coordinate system. The simplicity of 
the solution is an advantage at this point.  

Thirdly, only three markers of one size were used to track 
a physical object. Thus, the results of hybrid tracking are 
limited to this setup. More markers can cause more 
disturbances because the software has to merge more data.   

V. RESUMEE AND OUTLOOK 
In this paper a hybrid tracking solution is presented that 

facilitates natural interaction in marker-based AR 
applications. Usually, interaction in marker-based AR 
applications relies on the handling of physical markers. 
Therefore, an unobstructed view between a video camera and 
the marker is mandatory. Tracking, and thus interaction, is 
impossible, if a user, his/her hands, or anything else covers 
the maker. In virtual training applications this regularly 
happens, because a user interacts with the physical objects 
that are subject to tracking. The hybrid tracking system 
developed uses two video cameras as input devices and 
combines the determined tracking data to one position and 
orientation estimation. In addition, an optical flow tracking 
approach is used to estimate the movement of a physical 
object when an ARToolkit marker is partially covered.  

Thus, this paper makes two contributions: First, is a 
tracking solution that facilitates tracking of objects with 
which the user interacts. Hybrid tracking facilitates natural 
interaction with marker-based AR applicaitons.  

Secondly, the optical flow tracking and a position 
estimation technique presented can act as a tracking backup 
for several seconds. The approach is simple from a technical 
point of view, compared with other tracking solutions, and 
tests indicate that it is feasible and necessary for virtual 
training applications.  

Future work will address displacement problems and 
subassembly tracking. As mentioned above, the optical flow 
tracking and the switch between the position estimation and 

position extrapolation mode causes a displacement of the 3D 
model. Since the optical flow tracking becomes inaccurate 
with the time, this cannot be avoided. The goal is to replace 
the switch by a soft fade. Thus, the visual effect of the 
displacement will be reduced and it will be less significant 
for the user.  

Assembly training also necessitates tracking of 
subassemblies. At this time only one physical part is tracked. 
To track subassemblies, ARToolkit markers may also be 
attached to each subassembly. To do this, several markers 
may be hidden. The hybrid tracking system must be 
enhanced to not consider this as an error.  
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Abstract—Moving object selection is a frequently occurring 

interaction task in expert video analysis. State-of-the-art, video 

analysts use the mouse as input device. As the selection of 

moving objects is more complex than the selection of static 

objects, particularly when objects move fast and 

unpredictable, using the mouse is less efficient than usual and 

induces more manual stress. In this contribution, multi-modal 

gaze-based interaction is proposed as an alternative interaction 

technique for moving object selection. In an experiment using 

an abstract moving circle scenario, the two gaze-based 

interaction techniques gaze + key press and liberal MAGIC 

pointing are compared to mouse interaction. Evaluation of 

both user performance and user satisfaction shows that at least 

the gaze + key press technique might be a promising 

interaction alternative for moving objects selection.  

Keywords-moving object selection; eye gaze interaction; 

multi-modal interaction; experiment; video analysis  

I. INTRODUCTION 

The selection operation is one of the basic interaction 
tasks in human-computer interaction for desktop computer 
systems with graphical user interfaces (GUI). To perform a 
selection task, most users use the mouse as an input device 
because it provides an intuitive and effective interaction 
technique for the selection of typical GUI elements of 
different sizes as, e.g., windows, icons, or buttons. However, 
there are applications that also require the selection of 
moving objects. E.g., in live-video analysis for security 
applications moving object selection is a frequently 
occurring interaction task.  

A. Moving object selection in video analysis  

Basically, video analysis is a visual search task aiming to 
detect and analyze objects and situations for conspicuous 
events, and to report them to the authorities concerned with 
the response actions. Therefore, video analysts are equipped 
with video exploitation systems providing a large 
representation of the scene currently by the video sensor. 
Figure 1 shows, as an example, the ABUL user interface [1]. 
Typically, analysts use the visualization in the large window 
in the center to perform their search task by continuously 
scanning it for conspicuous events. When detecting an event, 
the analysts have to mark it in the video stream and send the 

labeled video clip to the concerned authorities for further 
investigation/examination.   

But, due to motion of the video sensor all objects 
including static ones like buildings move, too. Hence, object 
selection using mouse interaction can be rather challenging. 
The reason for this can be revealed easily considering the 
selection process for pointer-based input devices like mouse, 
consisting of the three parts:  

 
1. Picking the object to be selected (by gaze) 
2. Pointing at the object by moving the selection 

device onto the object (by motor action to position 
the mouse pointer) 

3. Actuating the selection (by motor action to perform 
a mouse button click) 
 

 
 

Figure 1. ABUL user interface tailored for moving object selection. 

 
If a static object has to be selected the three parts are each 

performed once. If a moving object has to be selected it 
might be necessary to perform at least part two more than 
once, as the object might move away from the mouse pointer 
position before the user is able to perform the mouse click. 
There may be even a number of pick-point-click-loops 
necessary before the user finally is able to accomplish the 
moving object selection. This can happen, e.g., if due to high 
wind the video sensor, and accordingly the video image is 
shaking. Additionally, as well due to video sensor motion, 
objects are visible on the screen only for a limited time span, 
and accordingly selectable only for a short time. Thus, the 
analyst has to perform the moving object selection very fast, 
especially, if an object moves in addition to the sensor 
motion, as for example driving vehicles do.  
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However, as a missed object selection in security 
applications might result in severe consequences, it is 
important that the analyst is able to reliably select the 
moving objects. As a consequence, the load for the hand and 
arm motor systems is rather high. According to statements 
made by expert video analysts, their working time often lasts 
for several hours. Hence, mouse interaction often induces 
repetitive strain injury. For these reasons it is worth 
developing an alternative interaction concept which allows 
moving object selection, on the one hand, in a more efficient 
way, and, on the other hand, with reduced manual stress. 

B. Proposing eye gaze interaction for moving object 

selection 

The alternative which is proposed in this contribution is 
eye gaze interaction. Technically, eye gaze interaction is 
facilitated by an eye tracking device which provides 
continuously the current gaze position of the user on the 
screen. Over the years, a lot of different eye gaze interaction 
variants have been proposed [2,3,4,5]. They can be 
subdivided into unimodal and multimodal interaction 
techniques. While with the unimodal techniques the whole 
selection process described above is performed using eye 
gaze input, multi-modal eye gaze interaction techniques use 
at least one other input modality.  

However, both unimodal and multimodal techniques 
have in common that they use eye gaze position for pointing. 
As a result, parts 1 and 2 of the mouse selection process 
described above are performed together, at the same time. 
This property is well suitable for moving object selection in 
video analysis. As introduced before, video analysis is 
basically a visual search task and displayed objects might be 
visible and selectable only for a short time. Therefore it is 
essential to ensure that the analysts can keep their visual 
focus of attention continuously on the object during the 
selection process. This is possible using eye gaze interaction. 
But it is not for mouse interaction where the visual attention 
has to be focused onto the mouse pointer when looking for it 
and repositioning it. Besides the advantage of not having to 
divide the visual focus of attention between object and 
pointing device, to perform parts 1 and 2 together should 
result in an overall shorter selection time. This could be 
beneficial if an object is visible in the video only for a short 
time or if its position changes quickly and unpredictably. 
Furthermore, as the user has no longer to move the pointing 
device by hand-motor action the user’s manual stress is 
reduced, which could contribute to a decrease of hand motor 
complaints. 

What makes the eye gaze interaction techniques different 
is the way part 3, the equivalent to the mouse click 
equivalent, is performed. Examples of uni-modal eye gaze 
interaction techniques use, e. g., a certain eye gaze dwell 
time on the object, or an eye blink [3]. Examples of multi-
modal eye gaze interaction techniques use, e.g., a button 
press on a keyboard [2,6,7], manual pointing [4], or even 
speech [8].  All of them have their advantages, but as our 
goal is to provide an interaction concept for a, both mentally 
and physically, stressful working task, techniques that would 
add additional load are not appropriate.  

For this reason, both dwell time and eye blink are not 
appropriate as both require unnatural eye movement. 
Furthermore, as stated, e.g., in [4], one should be careful to 
load gaze with a motor control task as it has been evolved for 
visual perception. Hence, performing a motor control task by 
eye gaze would result in additional mental load. Besides, to 
overload the eye normally used for information input with an 
information output task results in the so called “Midas 
Touch” Effect. As the eyes are an always-on device it is 
necessary to ensure by appropriate interaction design to 
make eye movements for perception distinguishable from 
eye movements for pointing or selection [3,5]. Therefore, for 
our concept eye gaze shall not be used for the final selection 
actuation.  

As the multi-modal interaction techniques use an input 
modality for selection actuation different from eye gaze they 
do all avoid the Midas Touch effect [7]. Furthermore, both 
hand and speech are natural means for object selection. As 
state-of-the-art video exploitation systems not necessarily 
comprise a speech recognition system we did not consider 
speech as input modality at this time. The button press on a 
keyboard being referred to as “hardware button” [2], “Gaze 
and Keyboard” [5], “Eye tracking with manual click” [7], or 
“Eye + Spacebar” [6], has been reported by these (and other) 
authors to be a rather fast, easy-to-use, and effortless 
interaction technique. In addition to this, several times it was 
reported to be the favorite technique of subjects for selection 
tasks in experiments [5,6]. Because of these good 
assessments for static object selection, this technique was 
selected to be one of the appropriate candidates for 
performing moving object selection and was therefore 
evaluated in our experiment. From now on, we will refer to it 
as the “gaze + key press” technique (GK). 

However, there is one major drawback of techniques 
using eye gaze for pointing. On the one hand, due to eye 
tracking inaccuracy and, on the other hand, due to anatomic 
and physiological properties of the eye, it is not possible to 
determine the exact gaze position on the screen.  Eye tracker 
manufacturers often specify an accuracy of 0.5°. This means, 
whatever gaze position is estimated by the eye tracker, the 
true position might be located within a circle of 1° of visual 
angle around the estimated position. Furthermore, as the 
region of sharp vision, the fovea, covers 1° to 2° of visual 
angle, and as it jitters continuously to keep the visual 
stimulus on the retina alive it represents a “region of 
uncertainty” for the eye tracker [9]. To get higher accuracy, 
in [4] a gaze-based interaction technique called MAGI 
pointing, combining eye gaze and manual interaction, was 
proposed. The concept is to use eye gaze for coarse pointing, 
and a pointer-based interaction technique performed by hand 
for fine pointing and selection actuation. As one of the 
MAGIC pointing approaches, the so called liberal MAGIC 
pointing, performed faster than mouse interaction in a static 
object selection task, it was also considered to be an 
appropriate candidate for performing moving object 
selection and was therefore evaluated in our experiment. 
From now on we will refer to it as the “MAGIC liberal” 
technique (MAGIC-lib). 
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II. RELATED WORK  

The challenge of moving object selection using mouse 
interaction has been addressed before by several authors. A 
comprehensive survey on the issue is provided by [10], 
including considerations on moving object selection in 
videos. Discussed techniques for adaption and improvement 
of mouse interaction can be categorized as techniques that 
extend the activation area of the mouse pointer according to 
object size [11] and techniques that extend the activation 
area of the object itself [10], both being reported to provide 
improved moving object selection using mouse.  

Selection with eye gaze has been widely examined for 
static objects. As stated in the introduction, the GK technique 
was part of many evaluations [2,5,6,7] and found to be faster 
than mouse, intuitive, easy-to-use, and manually little 
stressful. However, selection accuracy was much lower than 
mouse, resulting in higher selection error rates. The MAGIC 
pointing paradigm was also evaluated in various variants by 
several authors and reported to be a good mouse alternative 
[4,12]. 

Contributions comprising gaze-based moving object 
selection are available for computer gaming applications. In 
[13] a survey is presented proving taxonomy of game genres 
and eye gaze interaction applicability. Two genres, shoot-
them-up games and first-person shooter games, comprised 
moving object selection (shooting). When gaze was used as 
an input for first-person shooters (gaze being used for 
crosshair control, mouse click for triggering the weapon fire) 
studies showed that gaze input could not beat mouse input 
[13,14]. Targeting the objects with gaze provided much 
lower accuracy than the mouse. Another study used gaze as 
an input device for a chicken shoot game [13]. After a few 
practice trials, the participants were able to perform much 
faster with eye controlled shooting (combination of 
controlling the cross-hair by gaze position and triggering 
weapon fire by mouse click) than with mouse and keyboard.  

III. EXPERIMENT  

To examine whether, for moving object selection, the 
gaze-based interaction techniques gaze + key press (GK) or 
liberal MAGIC pointing (MAGIC-lib) would provide a 
promising alternative to mouse interaction an experiment 
was designed. To compare the three interaction techniques, a 
simple moving object selection task was designed simulating 
the real moving object selection in video analysis as 
described in the introduction. For every interaction 
technique, performance was measured by determining 
selection completion times and selection error rates. 
Satisfaction was evaluated using a questionnaire asking to 
rate selection accuracy, selection speed, task adequacy, and 
user friendliness. In addition, participants were asked for 
their favorite interaction technique for moving object 
selection. 

A. Interaction Techniques 

Object selection by mouse interaction used the typical point-
and-click-procedure with a left mouse button click. With the 
GK interaction technique, object selection required to look at 

the object and to actuate the selection by pressing the 
ENTER-key while fixating the object.  MAGIC pointing was 
implemented using the liberal approach. The pointer was 
continuously visualized at the currently measured fixation 
position using the I-DT fixation algorithm [15]. For 
selection, the mouse had to be moved over the object, and 
the left mouse button had to be clicked, just in the standard 
mouse interaction. The change of pointer control between 
eye tracker (gaze) and mouse (hand) worked as follows. By 
default, the control of the pointer lay with the eye tracker. In 
case of mouse movement, the pointer control was transferred 
immediately to the mouse. Pointer control was transferred 
back to the eye tracker only after the mouse had not been 
moved for 100 ms.  

B. Apparatus 

To capture the gaze data, a table-mounted Tobii 1750 
remote eye tracker was used. It is a video-based eye tracker 
using pupil-center and corneal-reflection for gaze 
measurement. The eye-tracking hardware (video cameras 
and near infrared LEDs) is integrated with the display frame 
of a 17-inch TFT display with a 1280x1024 resolution. 
According to manufacturer information, the Tobii 1750 
features an accuracy of 0.5°, and a spatial resolution of 
0.25°. Gaze position is sampled at 50 Hz.  

Participants sat at a distance of 60 cm from the monitor 
which according to the manufacturer allows a freedom of 
head-movement of 30 x 16 x 20 cm (W x H x D). Therefore, 
no chin-rest was used in order to let participants use the eye 
tracker with the same freedom of movement that would be 
required for video analysts at work.  

Mouse input for mouse interaction and MAGIC-lib 
interaction was performed using a standard optical mouse. 
To perform the key press for the GK interaction, a standard 
keyboard’s ENTER-key was used.  

 
 
 

 
 

Figure 2. Screenshot of the experimental task. The arrow shows the moving 

direction. 
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C. Experimental Task 

The moving object selection task was designed referring 
to movements of persons or vehicles in real world 
surveillance videos. Figure 2 shows a screen shot of the task. 
The objects were represented by white circles. All had the 
same size of a diameter of 24 pixels (corresponding to 0.63 
cm on the used monitor, and 0.66° of visual angle). The 
objects moved over the screen from left to right on a black 
background. Each object moved with one of three constant 
speeds resulting in a visibility on the screen of about 7 to 9 
seconds. While moving over the screen, some prior to the 
start of the experiment randomly chosen objects were 
highlighted in red for one second. In total, 294 objects 
moved over the screen, 91 of them were highlighted. To 
induce some of the time pressure and stress video analysts 
are faced with, the number of objects on the screen steadily 
grew during the task. In total, to perform the test task once 
lasted for about 180 seconds. The task was to select the 
highlighted objects. However, all objects were selectable. 
After being selected, an object changed its color into green 
as a visual feedback for the user.  

As pointing based on gaze position can provide only 
limited accuracy, particularly, when allowing some head 
movement, a radius of acceptance of 80 pixels was assigned 
to the objects. Thus, the visible size of the circles was 24 
pixels, while their selectable size had a diameter of 160 
pixels (3.97° of visual angle). This approach is related to the 
object magnifications proposed, e. g, by [10] to improve 
mouse interaction. However, in contrast to their suggestions, 
our approach uses an invisible object magnification. This is 
more suitable for video analysis applications as they usually 
do not allow any part of the video to be covered by artificial 
visualizations. Regarding real applications, our radius of 
acceptance approach would require information about the 
position coordinates of the objects. This requirement is met 
as state-of-the-art video exploitation systems like ABUL [1] 
feature automatic target recognition algorithms which are 
able to preprocess the video material and to provide 
exploitation results like object position coordinates.  

D. Participants 

20 participants volunteered for this study. All of them 
were university students or members of our department and 
were therefore experienced users of desktop computer and 
mouse. Two of them could not complete the tasks due to 
calibration problems and were therefore excluded from the 
data analysis. The age of the remaining 18 participants (16 
male, 2 female) ranged from 18 to 54 years (mean = 28.6 
years). All participants had normal or corrected to normal 
vision, two of them wore glasses, three used contact lenses. 
Nine participants had already used the Tobii 1750 eye 
tracker once before.  

E. Procedure 

For the study, a within-subjects design was used. Each 
participant performed the selection task three times, each 
time using a different interaction technique. To control 
fatigue and training effects the participants were divided into 
6 groups, each group performing the experiment with a 

different order of techniques, thus following a complete, 
counterbalanced design. 

The experiment started with an explanation of the 
moving object selection task using a short practice task of 
about 50 moving circles. Participants were told to perform 
selections as fast as possible and with the least possible 
number of mistakes. In case of performing one of the two 
gaze-based interaction techniques, the participants completed 
the standard Tobii 1750 calibration using a grid of 9 
calibration points before practicing. Participants were 
allowed to repeat the practice task until they felt to be 
familiar with the interaction technique. After that, in case of 
a gaze-based interaction technique a recalibration had to be 
completed, again using the 9-point-calibaration-procedure. 
Then, the test task of 294 circles was performed. Finally, the 
participants rated rate selection accuracy, selection speed, 
task adequacy, and user friendliness on a 5-point scale (1: 
best rating, 5: worst rating) and reported their favorite 
interaction technique for moving object selection. 

IV. RESULTS 

Figure 3 shows the results for the selection completion 
time (SCT). SCT was measured by the difference between 
the time of selection and the time of highlighting. A 
repeated-measures analysis of variance (ANOVA) shows 
that the participants’ performance significantly varied with 
techniques (F(2;50) = 510.7; p<0.001). A post-hoc analysis 
with Bonferroni correction shows high significant 
differences in SCT between GK and both of the other 
techniques (p<0.001), and reveals a significant result 
between the SCT of mouse and MAGIC-lib (p<0.01). With 
an average SCT of 786 ms the GK technique was 
considerably faster as the mouse interaction technique with 
an average SCT of 1422 ms. Participants performed slowest 
with MAGIC-lib (average SCT = 1681 ms).  

 

 
Figure 3: Selection completion time as a function of interaction technique. 

 
Figure 4 shows the results for the selection error rate 

((number of wrong selections / 294) * 100). It varies 
significantly with techniques as well (F(2;50) = 17.41; p< 
0.001). Bonferroni-corrected comparisons show that the 
error rate for the MAGIC-lib technique is significantly 
higher than for GK and mouse (p<0.0001). The difference 
between GK and mouse is not significant. Participants 
performed with an average error rate of 3.3 % using mouse, 
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with an average error rate of 3.9 % using GK, and with an 
average error rate of 8.3 % using MAGIC-lib. Error rates 
were similar for mouse and GK, whereas they were about 
double for MAGIC-lib. 

 

 
Figure 4. Selection error rate as a function of interaction technique. 

 
Analyzing the errors in more detail, Figure 5 shows the 

percentage of missed objects (highlighted objects that could 
not be selected) and the percentage of false alarms (non-
highlighted objects that were selected by mistake). An 
ANOVA of the number of missed objects shows a significant 
result (F(2;50) = 21.55; p<0.001). The Bonferroni post-hoc 
correction reveals significant differences between missed 
objects of MAGIC-lib and both GK and mouse (p<0.001). 
There is no significance between GK and mouse. In absolute 
numbers, participants missed with mouse on average 8.4 
objects (out of 91), with GK 7.5 objects, and with MAGIC-
lib 22.0 objects. Again, participants performed similar using 
mouse and GK   and using MAGIC-lib considerably worse. 

 
Figure 5: Misses and false alarms as a function of error rates. 

 
An ANOVA of the number of false alarms shows a 

significant result as well (F(2;50) = 11.02; p < 0.001). 
Significant differences of false alarms between mouse and 
GK (p<0.001) are revealed by the post-hoc analysis with 
Bonferroni correction. At a p = 0.05 level a significant result 
is shown between mouse and MAGIC-lib. No significance is 
given between GK and MAGIC-lib (p=0.153). In absolute 
numbers, using mouse there were on average 1.3 (out of 203) 
objects selected by mistake, using GK it were 3.9  objects, 
and using MAGIC-lib it were 2.4 objects. 

Figure 6 shows the results of the ratings of user 
satisfaction from the questionnaire. For all categories, 
MAGIC-lib got the worst ratings. For selection accuracy, the 
participants rated mouse and GK almost equally good. For 
selection speed, task adequacy, and user friendliness, GK 
was rated best, followed by mouse and MAGIC-lib. 

Finally, asked for their favorite interaction technique for 
moving object selection, 16 out of the 18 participants voted 
for GK, the other two for mouse interaction. 

 

 
Figure 6. Subjective ratings for user satisfaction. 

V. DISCUSSION 

As shown for the selection of static objects [2,5,6,7], the 
GK technique also provides a very fast technique for the 
selection of moving objects. In the experiment presented 
here, participants were able to perform much faster than with 
mouse interaction. While the liberal MAGIC pointing 
approach provided a little faster object selection for static 
objects as mouse [4], this was not the case for moving object 
selection. Only one participant was able to select faster with 
MAGIC-lib than with the mouse. On the other hand, 
MAGIC pointing is a technique which is close to mouse 
interaction – usually at its end at least a small mouse 
interaction is completed. It is clear that it is rather 
challenging for the participants, both mentally and due to 
slightly different hand motor action, to use a technique that is 
almost like the one they are used to. Due to this fact, as 
already mentioned in the description of the procedure of the 
experiment, participants were allowed to repeat the practice 
task with each technique as often as they wanted. But, of 
course, even practicing for several minutes cannot 
compensate years of mouse experience. Moreover, some 
participants felt distracted by the permanent visibility of the 
mouse cursor. This could, of course, also have increased the 
selection completion time. The subjective estimations for 
selection speed in the questionnaire confirm the results of the 
performance measurement. All participants rated GK being 
the fastest selection technique. After all, 3 participants rated 
MAGIC pointing to be faster than mouse. 

Considering the selection error rate, mouse and achieve 
an equally good error rate. Of course, this is due to the rather 
generous radius of acceptance which surrounded the circles. 
For static objects, it has been reported that for a size of 2 cm 
and larger [7], GK provides rather good selection accuracy. 
On the other hand, in video analysis it might in many cases 
be sufficient to select an object within a radius of 
uncertainty. Again, participants performed worst using 
MAGIC pointing. But again, this might be due to its 
complexity and its closeness to mouse interaction. After all, 
at least two participants were able to perform with the fewest 
number of selection errors using MAGIC pointing. As for 
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selection speed, the ratings from the questionnaire for 
selection accuracy meet the results from the performance 
measurement. However, considering the error rate in more 
detail shows that there is at least one parameter that refers to 
the uncertainty of eye gaze pointing as use in the GK 
technique: the false alarm rate is, even if rather low for all 
the techniques, highest for GK. The result for the misses is in 
line with the results of the total error rate. 

The ratings for task adequacy and user friendliness were 
also best for GK which make it the most comfortable 
technique to use. Regarding mouse interaction, some 
participants noted that even within the short time of the 
experiment the selection of moving objects was very 
fatiguing using mouse.  

VI. CONCLUSION AND FUTURE WORK 

The experiment showed that for moving object selection 
gaze-based interaction can provide advantages. Overall, the 
GK technique holds the largest number of positive 
characteristics. It is fast and, as a consequence, few objects 
are missed. It is easy-to-learn, requires only little manual 
effort – an important characteristic for video analysts 
working for several hours –, and easy-to-use which all in all 
made the participants to prefer it for moving object selection. 
Considering the work of a video analyst, particularly a short 
selection completion time is important. The less time the 
analyst needs to select an object the earlier they can draw 
their attention to the next object. However, the accuracy of 
GK was so well due to the acceptance radius around the 
circles. Hence, there is a need to confirm selection accuracy 
similar to mouse accuracy for moving object selection using 
real scenarios, including unpleasant selection situations like 
close objects, small objects, or shaking videos. In this case, 
using a large radius of acceptance could result in an overlap 
of selection regions of objects. This would prohibit to 
reliably select a certain object unambiguously. The 
performance of the standard input technique, the mouse 
interaction, was not as fast as GK interaction. But, at least 
mouse interaction was fast enough to catch almost as much 
highlighted objects as the very fast GK technique. However, 
only after the short experiment, participants noted that 
moving object selection using mouse interaction is very 
fatiguing. Regarding MAGIC pointing, the participants did 
not get along with this technique as good as with mouse or 
GK. However, there were persons performing fast and 
accurate using this technique. Bearing in mind the distraction 
of some participants due to the permanent display of the 
pointer using MAGIC pointing it could be interesting to 
investigate other variants like the conservative approach or 
MAGIC touch [12] for moving object selection.  
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Abstract—This paper discusses some challenges in use of 
touch–based screens by elderly adults. We are focusing 
primarily on touch-based interactions with personal artifacts 
such as smart phones and tablets or touch-screens embedded 
in the home environment. We have conducted several small 
studies as a prequel to a larger study of “smart home” package 
designed and employed in “care residences” for elderly. We 
report here on findings from these studies and extend them 
into more general discussion on the use of touch interfaces by 
elderly. We discuss challenges related to diversity of elderly as 
a user group, progressive changes due to aging and their 
effects on the use of touch-screens. How to use technology to 
support mastering of daily life tasks and at the same time easy 
to use, touch-based solutions that support mastery (usually 
requiring some level of skills)? How to select other modes of 
interaction when the touch is not enough? Elderly people 
constitute a challenging and vulnerable user group that we 
want to strengthen and empower in the spirit of participatory 
design.  

Keywords—Touch Interfaces; Design Method; Elderly 
Users; Multimodal Interactions. 

I. INTRODUCTION  
We are experiencing dramatic trends in the diffusion of 

information and communication technology (ICT). A 
persistent increase in the ageing population is seen as both a 
challenge and an opportunity for ICT. Elderly adults are a 
diverse group, diversity further augmented by the nature of 
ageing. Gradual decline in visual and auditory perceptions, 
motor skills and cognitive abilities make elderly into a highly 
non-homogeneous user group in terms of physical and 
cognitive abilities. This has implications for interface design 
[7, 15].  

Changes associated with ageing make elderly adults, as 
an ICT user group, more challenging and vulnerable than 
younger adults. The term ‘vulnerable’ indicates that they 
may experience difficulties in raising their voice or getting 
their voice heard. The term ‘challenging’ refers to the 
difficulties for designers to empathize with their experience 
of the world [11] given their gradual decline in physical 
ability.  

A. Coming of Age 
An important aspect of ageing is the process of losing 

physical and cognitive abilities over time. The process starts 
early (in the 20ies), but it is not until too much of the ability 

is lost that we see it as a problem. Progressive changes, in 
many cases, lead to increased need for care and loss of 
independence in later years. Most elderly prefer to live 
independently in their own homes as long as possible and 
postpone moving to senior communities or care centers [10]. 
The main indicators for having to move to a care unit are 
fall accidents, cognitive decline and loneliness [12]. 
Maintaining everyday physical and cognitive activities are 
crucial for not losing them and for counteracting these three 
problem areas. Technologies can replace or enhance lost 
abilities e.g. by smart home technologies (safety alarms, fall 
sensors, stove alarms) and by easy-to-use communication 
devices (video calls (skype or similar), easy-to-use phones 
such as the one shown in Fig. 1).  

European Union has a large research initiative on 
Ambient Assisted Living [1]. Many national research-
funding agencies all over the world invest into similar 
projects concerned with various aspects of designing 
technological solutions for and with elderly that are 
intended to provide assistance in their daily lives, increase 
the quality of life and prolong their stay at home (see [2, 3, 
5, 8, 10, 13, 20]). 

 

                    
Figure 1.  The phone designed for elderly, DoroS1, popular with elderly. 

B. Touch Interfaces 
There is a common perception that touch interfaces are 

intuitive, natural and easy to use, even for elderly [23, 28]. 
Smart phones, tablets and large multitouch surfaces are now 
commonplace and affordable. Thus, they are often the 
interface of choice for assisted living research and design. 
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However, there is very little systematic research 
undertaken on if and how these interfaces may enable and 
help elderly in interacting with their technology rich home 
environments [2]. On the other hand, there is an increasing 
amount of literature on principles and frameworks for touch 
interaction in general. Hornecker and Buur [14] present a 
framework emphasizing the interweaving of the material/ 
physical and the social, contributing to understanding social 
user experiences of tangible interaction. Similarly, Challis 
[4] discusses tactile interaction and its general principles. 
Wang and Quek discuss [28] how touch screens enable 
(intimate) contact and communication, and encourage 
exploration. 

C. Do Touch Screens Fit Elderly Users? 
In a newly started project: ‘technology@home’, we aim 

at studying and designing for elderly people living in their 
own apartments in a “care residence” (offering some services 
like a 24/7 reception desk, a restaurant, a gym to the 
inhabitants). The care residence offers a basic ‘smart home’ 
package to its inhabitants and we will study how the 
technology solutions are used and how they can be improved 
or enhanced through participatory design (PD). One of the 
apartments is reserved as a ‘living lab’ where inhabitants, 
relatives, carers and health care workers can get information, 
try out and learn about available technologies. In addition, 
the ‘living lab’ is an arena for PD experiments for new 
technical solutions.  

We have used touch interfaces in earlier research with 
“challenging” users [6]. The ‘smart home’ package we will 
work with includes a touch screen that can be hung on the 
wall or be taken down and used as a tablet pc. Since there 
already are a number of apps for health care on tablets, we 
see a potential in evaluating relevant apps as a part of the 
process of designing new apps.  

We are committed to work, starting in January 2013, on 
development of novel interfaces and services utilizing touch 
screens and tangibles, with users’ mastery as a key design 
principle [3]. Elderly users (and their relatives and carers) 
will be recruited for collaboration and engagement in the 
(PD) design activities and evaluation sessions aimed at novel 
products and services (see [16, 19, 20]).  

In this paper, we report from a set of small studies 
concerning the use of touch interfaces by elderly. These 
studies were carried out in preparation for the larger study 
described above, technology@home. The studies aimed to 
identify challenges and opportunities of touch technology for 
elderly people, as a basis for designing usable systems for 
and with this vulnerable user group. 

II. OUR STUDIES WITH ELDERLY AND TOUCH-SCREENS  
This section presents our short studies of use and design 

on touch –based platforms with and for elderly people. The 
first example is a small study testing touch screen-based 
phones on a small set of elderly users. The three remaining 
examples are all semester long student projects [18, 25, 30], 
illustrating important challenges: how to balance simplicity 
and mastery, and how to make a good choice of interface 

when touch alone is not enough and multimodal interfaces 
may be called for. 

A. Smart Phone Experience 
For this experimental study we contacted a small sample 

of elderly with the aim to discuss and, if possible, observe 
their use of touch interfaces.  Surprisingly, none of our 
participants have used touch interfaces, not even on a smart 
phone. Most of the elderly were using phones like the one 
shown in Fig. 1, designed with large buttons and 
straightforward functions. Friends and family often 
recommend the phone to them. It is sold in specialized stores 
targeting people with special needs.  

None of the elderly we talked with liked this phone. The 
phone is bulky and heavy. Elderly, just like youngsters, like 
certain kinds of technology. Their tastes may be more along 
side of practical, but they do retain the sense of what is cool 
as a piece of technology and what is certainly not. However, 
they were familiar with them and liked the simplicity of use. 

In order for them to become familiar with the new 
technology, they received touch-based phones and got some 
instructions for using them (see Fig. 2).  

 

           
Figure 2.  An elderly learning how to use a smart phone. 

At the follow up meeting, the SIM card from one of the 
smart phones was back in the old phone. The elderly woman 
was very proud that she has managed to take it out of the 
new phone and place back into the old one. The explanation 
was that she does not need all the fancy stuff, she only uses 
the call functionality, does not feel like having Internet 
access, or any other features. When asked if the interface was 
too complicated on the new phone, the answer was that it 
was not difficult, it was easy and intuitive, but at the same 
time the smart phone was not needed. She was used to her 
old phone and attached to it emotionally, but had rational 
reasons for continued use.  She argued that her old phone 
was smaller and lighter then the smart phone she got to try 
(android based one). The two functions that she uses, call 
and receive call, were very simple to use. She does not use 
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the SMS feature. At first it was because there were three 
letters per small button, thus hard. She now does not wish to 
learn how to do it on the touch phone. If she did, SMS could 
become a new communication channel for her friends and 
family and she did not want to engage in that.  

This example illustrates how important it is to listen to 
the users’ reasons for using the technology or not (see also 
[17, 21, 23]). The use practices and habits are very important 
to consider when designing with elderly, and may be hard to 
break even when new solutions are easy, fun and intuitive. 
The design challenge is to provide space for users to keep the 
technology they use and like, but offering at the same time 
the possibility to master new devices and encourage an 
organic change of the established habits enabling them to 
master tasks and do things in easier ways.  

Similar to the attachment to the old phone, many elderly 
still enjoy walking to the bank to pay their bills. Learning 
how to do it online may become a necessity at some point, as 
many banks already have only net-based solutions. 

B. TV control on the iPad 
Our next example is a student project [18] that studied 

how elderly people use their regular TV remote control, and 
aimed to design a touch-based solution based on knowledge 
about use practices. Four elderly people were involved in the 
project, but interesting challenges were encountered even 
within such a small sample. 

The design team quickly found out that the remote 
control was used to a minimal extent. The elderly people had 
a choice of 21 basic channels that they could watch; 
however, all four of them were regularly watching 4 
channels or less. Apart from that, only the ‘on button’ was 
regularly used. The volume button was used occasionally. 
The first design suggestion for this user group was to make a 
very simple interface, with just a few (four) choices for 
channels, an ‘on/off button’ and a ‘volume button.’ Here, the 
affordances would be very clear, but so would the 
limitations. The question that presented a challenge was how 
to take the step from the ease of use towards actual mastery 
of an interface that could open for more possibilities if 
needed. The suggested design is shown on Fig. 3, where the 
possibility to choose more channels (the ‘Flere kanaler 
button’ on the bottom right) or to perform some basic system 
functions (the ‘Innstillinger button’, bottom left). A display 
of the time was also added.  

Testing this new prototype brought another challenge: 
one of the participants had hand tremors and it was difficult 
for the participant to touch only the desired area since the 
buttons were too small. Adding some physics, so that more 
pressure needed to be applied by this participant than by 
other users on their interfaces was a way to resolve this 
challenge for the purposes of the project.  

This is, however, not an easy task [13, 26, 28, 29]. A 
light, accidental touch should not activate a wrong channel. 
There are many ways to solve this problem, e.g., combining 
the touch with tangibles and/or sound. 

Since the variation in the elderly population is so vast, a 
possible approach to a more general design solution could be 
through multimodality, configurability and personalization. 

 

 
Figure 3.  The second prototype implemented on an iPad [18]. 

C. Video conferencing on the iPad. 
Our last two examples are student projects [30, 25] both 

focusing on the feeling of being alone, which is so common 
among elderly [12]. Both projects were concerned with 
providing easy access to video conferencing, in order to 
enable easy access to friends, family of caretakers. The 
solutions were developed on the iPad, using open source 
software whenever possible. The focus was on the closer 
understanding of touch functionality for elderly. Therefore, 
in case of the project [30], Fig. 4, a heat map was developed 
to show how wide is the range of places where elderly apply 
touch, while trying to press the green phone icon. This is 
contrasted to the heat map showing a group of students who 
had the same task. It is easy to see that, while the students 
are always on the target icon, the elderly touch everywhere, 
including empty spaces. 

 

  
Figure 4.  A heat map showing where elderly touch the screen  when 

trying to reach the call button (left) vs. students (right) [31]. 

In [25], the students have focused on providing a large 
area where the touch may be applied; combining this with 
large icons similar to those of phone in Fig. 1; see Fig. 5. 
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Figure 5.  Simple interface for calls [25]. 

III. CHALLENGES IN DESIGN FOR AND WITH ELDERLY 
We face three major kinds of design challenges in the 

‘technology@home’ project. The first is concerned with our 
choice of PD as design approach, the second stems from the 
loss of abilities that elderly people experience as they grow 
older, and the third is our focus on touch interaction. 

A. Participatory Design Challenges  
A challenge specific for PD with vulnerable users is how 

well they can represent themselves and have a say in the 
design process. Vulnerable users’ interests (e.g., children, 
disabled or elderly people) are often represented by those 
whose task is to work with and for them (case handlers, 
nurses, teachers, etc.) potentially leading to conflict where 
the two have differing interests.  It is therefore of interest 
also in design of touch interfaces to explore ways in which 
less articulate groups of users can be given a stronger 
position as a PD participant. Thus, the first design challenge 
is concerned with arranging the participatory design process 
in ways that accounts for potential vulnerabilities and 
challenges that participants are meeting and at the same time 
enable active and creative engagement in the design process 
[3,16, 19, 20]. 

B. Challenges from Loss of Abilities  
An important set of challenges in design for and with 

elderly people stems from their loss of physical and 
cognitive abilities. Such impairments often do not originate 
from one source only. In design, it is important to see how 
the elderly people themselves perceive their impairments and 
how these affect their everyday life [5]. For example, 
reduced vision and dementia are both frequent among those 
over 70 years. Clearly, both may affect a significant 
percentage of elderly population. But each elderly individual 
see him/herself differently and the way these two 
impairments play out in a person’s life would most likely 
differ from one person to another. It is understandable that 
because of the complexity of issues, designers often choose 
participants with only one impairment, such as dementia 
[20]. In-depth studies of the more complex composition of 

health issues normally present for elderly people suggests 
that technical solutions must be seen as parts of a system – 
an evolving system – and fit together. A basic infrastructure 
(like the ‘smart home’ package) can be a first step in the 
design of a set of technology tools that can be combined as 
needs change and appear. 

C.  Touch Interface Challenges  
The third challenge concerns touch interaction and how 

this kind of interaction addresses bodily changes stemming 
from old age. Hornecker and Buur [14] introduce a 
conceptual framework for characterizing tangible interaction 
with four themes: 1) tangible manipulation, 2) spatial 
interaction, 3) embodied facilitation, and 4) expressive 
representation (Fig. 6). All four themes introduce limitations 
and possibilities based on the challenges posed by elderly 
users. For themes 1 and 2 the loss of abilities will directly 
limit the technical solutions, while new technologies offer 
new possibilities for themes 3 and 4.  

 

 
Figure 6.  Tangible interaction framework [14, p. 440]. 

The tangible interaction theme introduces challenges 
concerned with haptic direct manipulation, where age-related 
changes constitute challenges of touch and grip. We need to 
explore whether the interpretation of lightweight interaction 
and isomorph effects is consistent for different age groups. 
Isomorph effects may turn out to be very important for 
people with cognitive impairment. The second theme, spatial 
interaction, seems particularly relevant for the home 
environment where the technical things should be integrated 
and fit in. Many elderly people arrange their home space in 
order to help them remember things (letters by the door, bills 
on the fridge, etc. [22]). The three remaining elements of this 
theme (non-fragmented visibility, full-body interaction and 
performative action) seem to not be particular for elderly 
users. The theme embodied facilitation concern how we 
move in space. Here, we focus on how the physical 
arrangement ease or delimit activities – and where the 
particular needs of elderly people are important to address. 
We are concerned with tailoring the representations to this 
particular user group and to offer multiple access points. The 
fourth theme concerns expressive representations: how the 
digital functions and data are represented physically. Here, 
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we focus on the representational significance [24] conveying 
the state of the system to the user, the externalization as well 
as the perceived coupling between the physical object and 
the digital representation it embodies.  

The ‘technology@home’ will explore these themes from 
the perspective of the elderly user.  Possibilities for tailoring 
the technology to the needs of each individual seems to be 
necessary for supporting elderly in their (technology-filled) 
homes. However, this is not possible to do neither 
practically nor economically. We will explore ways of 
customizing or individualizing a general solution as a easy-
to-do part of the solution itself. 

D. Implications for Design  
Design grounded in the characteristics of elderly users 

may have to reconsider some design issues. One important 
issue is ethics. Ethical considerations concern the PD process 
and how the research and development is carried out [16] as 
well as the technical solutions resulting from the process [9]. 
Connected to the question about ethics is the announced aim 
to “improve quality of life” through technology – an aim that 
makes sense if we see technology as a support for and 
replacement of lost abilities. Mastery and autonomy of their 
own life is a basic element of social and emotional well-
being. Home automation should be designed as something 
complementary to human care, not as a replacement. 
Interestingly, there are many initiatives to solve social 
problems and fear of loneliness with another series of 
technological solution falling under the category empathic 
design [2, 25, 31]. 

The major implication for design is that current touch 
screen designs rest on some assumptions that are often not 
present for elderly users: they are sometimes not able to see 
what to do on a small screen, nor are they able to push a 
small area in a way which is not too hard or soft, or too long 
or short. The elderly users’ abilities are different from person 
to person and they change over time. It therefore seems 
necessary to include in the design an automatic 
customization procedure where the system gets to know the 
particular user and her/his particular way of touching the 
screen.  

IV. CONCLUDING REMARKS 
Designing with and for elderly carries a complex set of 

issues ranging from ethical considerations and 
methodological challenges to the choice of interaction styles 
and modalities. Many challenges are related to their 
vulnerability, decline in physical and cognitive abilities and 
diversity in manifestation of this decline among elderly. A 
smart home can be viewed as ecology of devices, potentially 
interacting with each other and/or with the outside world. If 
the elderly are to be supported by these devices, they need to 
be willing to, and know how to use them for their own well-
being. Everything they use needs to be customizable for 
them, as well as adaptable to their changing abilities. 
Mastery and autonomy are among basic ingredients needed 
for the feeling of well-being. If the technology can help 
elderly to accomplish greater degree of independence 

through mastery and autonomy, its promise and opportunity 
is fulfilled. To approach that goal, we believe PD is a good 
methodological approach for evaluation of use of existing 
solutions and designing new solutions for elderly. When it 
comes to the naturalness and ease of touch-screens for 
elderly, we cannot conclude that they are an optimal choice. 
However, with customization and adaptation strategies, they 
may become a better match. This is also a direction for our 
future research. 
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Abstract— Final purpose in this research is to contribute to 

developing of assistive robot and apparatus. Recently, there is 

a pressing need to develop a new system which assists and acts 

for car driving and wheelchair for the elderly as the population 

grows older. In terms of developing a new system, it is thought 

that it is important to examine behaviors as well as spatial 

recognition. Therefore, experiments have been performed for 

an examination of human spatial perceptions, especially right 

and left recognition, during car driving using NIRS. In 

previous research, it has been documented that there were 

significant differences at dorsolateral prefrontal cortex at left 

hemisphere during virtual driving task and actual driving.                                                                                               

In this paper, brain activity during car driving was measured 

and detailed analysis was performed by segmental brain 

activity during car driving on the basis of subjects’ motion. So, 

we report the relationship between brain activity and 

movement concerned with perception during driving in this 

paper.  

Keywords-brain information processing during driving task; 

spatial cognitive task;determining direction; NIRS. 

I.  INTRODUCTION 

Human movements change relative to his environment. 
Nevertheless, he/she recognizes a new location and decides 
what behavior to take. It is important to analyze the human 
spatial perception for developing autonomous robots or 
automatic driving. 

The relation of the theta brain waves to the human spatial 
perception was discussed in [1][2]. When humans perceive 
space, for example, try to decide the next action in a maze, 
the theta brain waves saliently appear. This means we have a 
searching behavior to find a goal at an unknown maze. From 
the side of human navigation Maguire et al. measured the 
brain activations using complex virtual reality town [3]. But 
every task is notional and the particulars about the 
mechanism that enables humans to perceive space and 
direction are yet unknown. Also, Brain activities concerned 
with cognitive tasks during car driving have been examined. 
For example, there was a report about brain activity when 
disturbances were given to subjects who manipulated driving 
simulator. Also, power spectrums increased in beta and theta 
bands [4]. However, there is little report on the relationship 
among right and left perception and driving task. 
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So, we performed experiments in which perception tasks 
were required during virtual car driving using NIRS(Near 
Infrared Spectroscopy). From experimental results, there 
were significant differences at dorsolateral prefrontal cortex 
in left hemisphere via one-sample t-test when subjects 
watched driving movie and moving their hand in circles as if 
handling a steering wheel [5].  

In addition, we conducted experiments in real space, 
which were performed by taking f-NIRS in the car, and 
measured the brain activity during actual driving. A purpose 
in this experiment was to measure and analyze the brain 
activity during actual driving to compare results between 
virtual and actual results. As a result, there were significant 
differences at similar region [6][7]. In addition, we measured 
the brain activity of frontal lobe, which is related to 
behavioral decision-making, during car driving in different 
experimental design from previous one to verify previous 
results [8][9]. 

It is well known that higher order processing is done such 
as memory, judgment, reasoning, etc in the frontal lobe [10]. 
We tried to grasp the mechanism of information processing 
of the brain by analyzing data about human brain activity 
during car driving.  Also, the goal of this study is to find a 
way to apply this result to new assist system.  

So, with the aim of increasing number of subjects and 
examining more closely the brain activity  concerned with 
spatial perception and direction determination during car 
driving, we performed additional experiments.   

In this time, the brain activity of same lobe with human 
spatial perception and direction determination was discussed 
on the basis on changing direction of the gaze and starting to 
turn the steering wheel.  Furthermore, we examined the 
mechanism of information processing of the brain and 
human spatial perception during car driving. 

II. EXPERIMENT 

A. Brain activity on virtual driving 

1) Brain activity on driving movie is shown 
The subjects for this experiment were eight males who 

were right handed. They were asked to read and sign an 
informed consent regarding the experiment. 

An NIRS (Hitachi Medical Corp ETG-100) with 24 
channels (sampling frequency 10 Hz) was used to record the 
density of oxygenated hemoglobin (oxy hemoglobin) and 
deoxygenated hemoglobin (de-oxy hemoglobin) in the 
frontal cortex area. 

The movie is included two scenes at a T-junction in 
which it must be decided either to turn to the right or left. In 
the second scene, there is a road sign with directions. We 
used nine kinds of movies in about one minutes.Before 
showing the movie, subjects were given directions to turn to 
the right or left at the first T-junction. They were also taught 
the place which was on the road sign at the second T-
Junction. They had to decide the direction when they looked  

 

 
Fig. 1. Recorded movie during measurement 

 
at the road sign. They were asked to push a button when they 
realized the direction in which they were to turn. 

2) Brain activity on handling motion 
In this experiment, measuring was performed by f-

NIRS(Functional Near Infrared Spectroscopy ), made by 
SHIMADZU Co. Ltd with 44ch. Five subjects were healthy 
males in their 20s, right handed with a good driving history. 
They were asked to read and sign an informed consent 
regarding the experiment. 

The subject was asked to perform simulated car driving, 
moving their hand in circles as if using a steering wheel. A 
PC mouse on the table was used to simulate handling a 
wheel, and NIRS (near-infrared spectroscopy) to monitor 
oxygen content change in the subjects’ brain. NIRS 
irradiation was performed to measure brain activities when 
the subject sitting on a chair make a drawing circle line of 
the right/left hand 1) clockwise, and 2) counterclockwise. 
The part of measurement was the frontal lobe. The subject 
was asked to draw on the table a circle 30 cm in diameter 
five times consecutively, spending four seconds per a circle. 
The time design was rest (10 seconds at least) – task (20 
seconds) – rest (10 seconds) - close rest. 

B. Brain activity during actual car driving 

1) Brain activity during actual car driving 
In general roads, experiments were performed by taking 

f-NIRS in the car, and measuring the brain activity when car 
driven by subjects was went through two different 
intersections. Six subjects were a healthy male in their 20s, 
right handed with a good driving history. They were asked to 
read and sign an informed consent regarding the experiment. 
In all experiments, measuring was performed by f-NIRS 
(Functional Near Infrared Spectroscopy), made by 
SHIMADZU Co. Ltd [11]. 

Subjects took a rest during 10 seconds at least with their 
eye close before driving task and they drove a car during 
about 600 seconds. Finally, subject closed their eyes for 10 
seconds again after task. Then, the brain activity was 
recorded from the first eyes-closed rest to the last eyes 

Subjects were given directions to turn to the right or left 
at the first T-junction during driving task. They were also 
taught the place which was on the road sign at the second T-
junction. And, they were given the place where they have to  

467Copyright (c) IARIA, 2013.     ISBN:  978-1-61208-250-9

ACHI 2013 : The Sixth International Conference on Advances in Computer-Human Interactions

                         482 / 510



 
Fig. 2. Sample of first T-Junction 

 

 
Fig. 3. Sample of second T-Junction 

 
go to. So, they had to decide the direction when they looked 
at the road sign. 

A trigger pulse was emitted on stop lines at T-Junctions 
to use as a measuring stick for the analysis. Also, we 
recorded movie during the experiment from a car with a 
video camera aimed toward the direction of movement (Fig. 
1). Recorded movies were used to exempt measurement 
result including disturbances, such as foot passengers and 
oncoming cars, from analysis. Figure.2 and figure.3 shows 
one sample of T-junction. 

2) Verification Experiment 
To conduct verification for experimental results in 

previous experiment, we performed additional experiment 
which was achieved in a similar way.  

In this experiment, experimental course was different 
from previous one. While previous one was included two T-
junctions in which there was road sign at second one and not 
at first one per a measurement, there were multiple T-
junctions. Three were 5 T-junction without road sign and 4 
T-junctions with road sing.  

Subjects were twelve males who were all right-handed. 
They drove a car during about 20 minutes after a rest during 
10 seconds at least with their eyes close. Subjects were 
enlightened about turning direction and the place on which 
road signs was at T-junction during measurement. And, they 
arbitrarily decided the direction to turn when they confirmed 
road signs. Also, a trigger pulse was emitted in the same way. 

3) Detailed analysis based on driving behavior 

In this analysis, movies aimed toward the direction of 
movement as well as ones aimed subject movement like 
ocular motion and arm movement were recorded.  This is to 
analyze brain activity using ocular motion in looking at road 
signs as a trigger. In previous research we performed, stop 
line at T-junction was used as a trigger. But, brain activity in 
T-junction involved movement task such as turning steering 
wheel, changing neck direction, hitting the brake. So, it is 
thought that brain activity derived from cognitive tasks was 
overwritten with brain activity due to movement tasks. 
Therefore, we tried to analyze brain activity on the basis of 
ocular motions to examine significant differences with 
cognitive tasks. 

III. EXPERIMENTAL RESULT 

A. Brain activity on virtual driving 

1) Brain activity on driving movie is shown 
On the whole, the variation in de-oxy hemoglobin was 

smaller than in the oxy hemoglobin. However, there was a 
great increase in channel 18(around #10 area of the 
dorsolateral prefrontal cortex of the right hemisphere). This 
might be the variation based on the spatial perceptions  

Next, differences were investigated concerning the 
subject’s brain activity. As the first case, it was when the 
vision was directed after having been told the direction. As 
the Second, it was when the vision was directed after having 
been decided the direction under the road sign. 

Here, d1 and d2 were defined to analyze measurement 
data. d1 is the variation of hemoglobin turning of one second 
at the first T-junction. And d2 is variation of hemoglobin at 
the second one. From the measurement result, d1 and d2, all 
of the 269 times of each subject, there were significant 
differences in oxy hemoglobin 3ch. (p<0.02: paired t test) 
and 20ch. (p<0.03) using NIRS. These regions were 
corresponded to around #46 area of the dorsolateral 
prefrontal cortex of the left hemisphere and around #10 area 
of the dorsolateral prefrontal cortex of the right hemisphere, 
respectively. 

 

 
Fig. 4. Brain activity (clockwise) 
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Subjects pushed a button before turning at the second T-

junction, so it influenced brain activities. The possibility of a 
correlation between d2 and the time until the movie was 
turned at the second T-junction after each subject pushed a 
button was investigated. Each correlation coefficient of 
hemoglobin channel was calculated. There was significant 
difference at only de-oxy hemoglobin 10ch(around #10 area 
of the dorsolateral prefrontal cortex of the right hemisphere) 
using paired t test. In only this result, the relationship 
between pushing a button and d2 cannot be judged. 

2) Brain activity on handling motion 
During the motion, the increase of oxy hemoglobin 

density of the brain was found in all subjects. The different 
regions of the brain were observed to be active, depending 
on the individual. The subjects were to be observed 1) on 
starting, and 2) 3-5 seconds after starting moving their 3) 
right hand 4) left hand 5)clockwise 6)counterclockwise. 
Although some individual variation existed, the result 
showed the significant differences and some characteristic 
patterns. The obtained patterns are shown as follows. 
Regardless of 1), 2), 3) and 4) above, the change in the oxy 
hemoglobin density of the brain was seen within the 
significant difference level 5% or less in the three individuals  
out of all five subjects. The part was the adjacent part both of 
left pre-motor area and of left prefrontal cortex. Especially, 
in the adjacent part of prefrontal cortex a number of 
significant differences were seen among in four out of five 
subjects. Next more emphasis was put on the rotation 
direction: 5) clockwise or 6) counterclockwise. No large 
density change was found in the brain with all the subjects 
employing 6). But, the significant difference was seen in four 
out of five subjects employing 5) (Fig.4). It is well known 
that in the outside prefrontal cortex higher order processing 
is done such as of behavior control. It is inferred that the pre-
motor area was activated when the subjects moved the hand 
in the way stated above because the pre-motor area is 
responsible for behavior control, for transforming visual 
information, and for generating neural impulses controlling. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

 
 

 

 
 
 
 
 
 
 
 

 
 
 
 
 
 

Fig. 6 Significant differences at the turn left 

 
 

 
 

 
 
 
 
 
 
 
 
 

 
 
 
 
 
 

Fig. 7. Significant differences at the turn right 

 

 

Fig. 5 Analysis method 
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B. Brain activity during actual car driving 

1) Brain activity during actual car driving 
At the first, Hb-oxy was increased in overall frontal lobe 

after start of operation. This tendency was common among 
subjects. After that, Hb-oxy was decreased as subjects 
adjusted to driving the car. This meant that the brain activity 
changed from collective to local activities.  

In this experiment, being considered time as zero when 
experimental vehicle reached stop line at T-junction. The 
analysis was performed one-sample t-test using a and b 
within the significant difference level 5% or less between 
zero and about four seconds (Fig.5). Here, a is the variation 
of hemoglobin turning of one second at the first T-junction. 
And b is variation of hemoglobin at the second one. As the 
results, there were significant differences around  #46 area of 
the dorsolateral prefrontal cortex and the premotor area of 
the left hemisphere brain  in turning left(Fig. 6:red). Also,   
there were significant differences #9 of the dorsolateral 
prefrontal cortex of the left hemisphere brain at the turn right 
(Fig. 7: red). 

2) Verification Experiment 
Various tendencies among individuals were observed in 

comparison with results in B. However, there were tendency 
that oxy-Hb was increased when car turned left or right at T-
junctions and oxy-Hb was decreased during going straight 

Analysis method was the same as previous one. Though 
Gaps were shown regions at which there were significant 
differences, there were significant differences in common 
region, too (Fig. 6,7: black). In the analysis, measurement 
results including disturbance at T-junctions were excluded as 
analysis object. 

3) Detailed analysis based on driving behavior 
The analysis was performed one-sample t-test within the 

significant difference level 5% or less between brain activity 
before and after looking at road sign.  Each of sample data 
for analysis was 1 second.  Also, analysis was performed 
with respect to each direction which subject had to go at next 
T-junction. As a consequence of analysis, there were 
significant differences at interior front gyrus of flontal lobe 
of left  hemisphere without reference of direction (Fig. 8 and 
Fig. 9). 

IV. CONCLUSION AND FUTURE WORK 

The hemoglobin density change of the human subjects’ 
frontal lobe was partly observed in the experiments we 
designed, where three kinds of tasks were performed to 
analyze human brain activity from the view point of spatial 
perception. 

The NIRS measures of hemoglobin variation in the 
channels suggested that human behavioral decision-making 
of different types could cause different brain activities as we 
saw in the tasks:  1)  taking a given direction at the first T-
junction,  2) taking a self-chosen direction on a road sign at 
the second T-junction and 3) turning the wheel or not. Some 
significant differences (paired t test) on NIRS’s oxy-
hemoglobin and less interrelated results between “pushing a 
button” and brain activity at the second T-junction are 
obtained.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 8. Significant difference at left direction of road sign 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 9. Significant difference at right direction of road sign 

 
 
Furthermore, experimental results indicated that with the 

subjects moving their hand in circle, regardless of right or 
left, 1) the same response was observed in the prefrontal 
cortex and premotor area, and 2) different patterns of brain 
activities generated by moving either hand clockwise or 
counterclockwise.  

The regions observed were only those with the 5% and 
less significance level. Possible extensions could be applied 
to other regions with the 10% and less significance level for 
the future study. With a larger number of subjects, brain 
activity patterns need to be made clear. In addition, it is 
thought to take particular note of participation concerning 
working memory when car is driven.  

Furthermore, it was found that there were significant 
differences around #44-45 area. It is well known that this 
region is corresponding to language area. So, it is thought 
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that subjects look at road map to determine direction that 
they have to go according to word described in road sign. 

From results of these experiments, there was significant 
difference around working memory. So, experiments 
focusing on relationship turning wheel and working memory 
will be performed. On the other hand, experiments as to 
actual driving were required a broad range of perception and 
information processing. Especially, subjects had to determine  
behaves depending on various information at T-junctions, 
that is, the color of the traffic light, presence or absence foot 
passengers and so on. And so, we plan to perform more static 
experiments. we attention to differences on the basis of 
turning direction and dominant hand. In addition, we will 
conduct the experiments in which subjects were narrowed 
down to left-handedness. Furthermore, researches into other 
human brain activities than spatial perception are to be 
necessary with accumulated data from fMRI (functional 
magnetic resonance imaging), EEG (Electroencephalogram), 
etc. 

When compared virtual result to actual ones, there were 
significant differences around #46 area in both experiments, 
which were performed in virtual and actual condition, as a 
common result. It is thought that this result is due to 
activities of working memory because subjects must to recall 
memories of movements required for car driving and turning 
steering wheel. Conversely, there were significant 
differences around #10 in virtual experiments and around 
premotor area in actual driving, respectively.  In the virtual 
case, it is thought to result from inhabitation of task without 
movement. In the actual case, subjects had to perceive space 
information in real time. So, it is considered that there were 
significant differences around premotor area because they 
always ready up to manipulate steering wheel. 

As a future plan, we aim to apply these results to 
assistive human interface. As a matter of course, we plan to 
performed additional experiments including the verification 
of these results. And final purpose is to develop a new 
system for manipulating wheelchair and information 
presentation system to assist recognition of information 
including spatial one during car driving. 
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Abstract— A steering operation interface has been designed for 
disabled people that uses gesture operation. It incorporates both 
non-linear and semi-automatic steering control. Experiments 
using a gyro sensor and a driving simulator demonstrated that 
the driving operation is close to that achieved with conventional 
steering wheel operation. Sufficient practice in using the 
proposed interface should therefore enable a user to achieve 
steering control closer to that achieved with a steering wheel. 

Keywords-automobile driving interface; disabled people; gyro 
sensor; gesture operation; body part operation 

I.  INTRODUCTION 
 Disabled people generally want to stand on their own two 

feet, and achieving mobility is an important step in doing this. 
One way to enhance mobility is through the use of an 
automobile to which a driving-assistance device has been 
attached. However, there has been a lack of development of                                                                                             
auxiliary devices and systems that would enable disabled 
people, especially people with arm and wrist disabilities, to 
drive a car. For example, the first such system, the original of 
Honda’s Franz system [1], was developed in the 1960s. With 
this system, a car is operated with only the feet. Since the 
steering wheel is turned by pumping the pedals, its operation is 
not intuitive. 

With the system developed by Wada and Kameda, the 
steering wheel is controlled with a joystick, and the brake and 
accelerator are controlled with another joystick [2][3]. This 
system has aided many disabled people, but strength is needed 
to operate the joysticks. Moreover, the levers onto which the 
joysticks are fixed have to be customized for the hand positions 
of each user.  

In any case, mechanical devices such as these lack 
flexibility and have to be customized for the user. Hence, they 
are inherently expensive.  

The on-going shift from hydraulic to electronic driving 
interface systems (steering, braking, etc.) means that systems 
combining computer chips with sensors can now be used to 
easily control these driving interfaces. Candidate sensors 

include the KINECT sensor, a gyro sensor and so on. 

We have designed a steering operation interface for 
disabled people that is operated by gestures, developed a 
prototype control device that uses a gyro sensor, and evaluated 
it by using a driving simulator as the initial stage of our 
research. 

After discussing related work in Section II, we describe the 
gestures, i.e., body-part movements assigned to the various 
functions in Section III, the driving simulator we developed to 
evaluate our proposed driving interface in Section IV, and the 
experimental evaluation we conducted in Section V. The key 
points are summarized and future work is mentioned in Section 
VI. 

II. RELATED WORKS 

A. Driving Interface for Disabled people 
The Franz system used by Honda was aimed at people who 

have difficulty moving their arms and/or hands. The user 
operates a car using only his or her feet [1]. It was originally 
implemented in the Honda Civic in 1982, creating the first 

Funding for this work was received from the Iwate Strategic Research 
Foundation. 

(1) Steering pedal
(2) Steering box
(3) Brake lock button

(4) Selection bar for feet
(5) Side brake for knee
(6) Sub‐brake for exercise

Wiper lever for  left knee Winker lever for  right knee

Combination switch es

Figure 1. Honda’s Franz system 
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vehicle for disabled people in Japan. It has now been 
implemented in the Honda Fit. 

The steering wheel is turned right or left by pumping a 
steering pedal (see Fig. 1). The transmission is shifted into 
drive by lifting the selection bar, into reverse by pushing it 
down, and into park by pushing it further down. The turn 
signals and windshield wipers are operated by turning levers 
using the right and left knees. Power windows, lights, and so 
on are controlled by flipping switches up or down using the 
right foot or knee. 

Wada and Kameda developed a joystick car driving 
interface for wheelchair users. In the initial version [2][3], the 
steering, braking, and acceleration were controlled with one 
joystick. In the latest version, two joysticks are used, as shown 
in Fig. 2. The right joystick controls the steering, and the left 
one controls the acceleration and braking. The relationship 
between the angle of the steering wheel and the angle of the 
joystick is a polyline, as shown in Fig. 3. This means that a 
driver can sensitively control the steering wheel around the 
neutral position and can turn the wheel quickly when making a 
wide turn. People who can freely move their hands can drive an 
automobile using this device. 

In any case, such mechanical devices must be customized 
to fit the user’s disability and physical form. 

B. Sensors for gesturing 
Several driving interfaces using the KINECT sensor have 

been developed. With the “Air Driving” interface developed by 
Forum8, a user can drive a virtual car in a simulated world by 
moving his or her hands and feet in front of the sensor [4]. 
Since there must be at least 50 cm between the sensor and the 
gesturing body part, it cannot be used in an actual car. Rahman 
et al. developed a car audio operation interface that uses a 
KINECT sensor [5]. Although this interface has been 
demonstrated in an actual car, its use as a driving interface 
(steering, braking, etc.) has not been examined.  

Döring et al. developed a multi-touch steering wheel that 
can control not only the steering but also the car audio [6]. 
However, users with an arm disability have trouble operating it. 

Other examples of using an acceleration sensor and/or a 
gyro sensor as a gesture operation interface include video 
games and home appliance remote controls [7]. 

III. GESTURES (BODY-PART MOVEMENTS) FOR OPERATION 

A. Operating functions 
Door open/close, window open/close, wiper on/off, and 

turn signal on/off functions are needed to drive an automobile 
in addition to the basic operations of steering, braking and 
accelerating. Moreover, since automobiles typically have an 
audio system, a navigation system, and a climate control 
system, a driver should be able to operate these systems as well. 
Other than for the basic operating functions, a fine degree of 
control is not needed for the operating functions—they can 
generally be controlled by flipping a switch, as in Honda’s 
Franz system. Moreover, voice-command control systems like 
that used for Samsung’s SMART TV [8] could also be used. 

Of the basic operations requiring a fine degree of real-time 
control (steering, braking and accelerating), we focused on 
steering, which requires the finest degree of control. Our 
research results should be easily transferable to braking and 
accelerating. 

B. Steering operation requirements 
Steering an automobile by moving a body part should 

produce the same results as steering by turning the wheel by 
hand. Given this basic requirement, we derived several specific 
requirements. 

1) The automobile should be steerable within ± several ten 
degrees from the neutral position. 

- There should be a fine degree of steering control 
around the neutral position. 

- Steering should be quick when making a wide turn. 

2) The driver should be able to keep the vehicle within the 
lane on both straightaways and curves of various radii 
at a normal driving speed. 

 
Figure 2. Wada and Kameda’s joystick driving interface 
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Figure 3. Relationship between angle of joystick and angle of steering 
wheel 
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3) The driver should be able to drive stably, not zigzag, on 
straightaways  

4) The driver should be able to traverse a curve while 
keeping the steering wheel at a position fixed 
immediately before entering the curve and then exit the 
curve into a straightaway by gradually returning the 
steering wheel to the neutral position. 

C. Candidate sensors or devices 
We considered four types of sensors or devices for 

controlling steering. 

- KINECT sensor 

- Video camera 

- Rotary encoder 

- Gyro sensor 

Using a KINECT sensor or video camera is problematic 
because the unit has to be attached to the car, and the locations 
for possible attachment are limited. Moreover, as mentioned 
above, there must be at least 50 cm between a KINECT sensor 
and the gesturing body part, which greatly limits the possible 
attachment locations. 

A rotary encoder requires the use of a mechanical adapter 
to measure the joint angle of a finger, an elbow, an ankle, and 
so on. 

Since a gyro sensor is affected by not only the joint angle 
but also the vehicle motion, it must be attached to the vehicle to 
eliminate this effect. Moreover, a gyro sensor has a drift error 
that increases cumulatively. Since it is very difficult to remove 
the cumulative error completely, the measurement angle has to 
be reset using reliable data measured by another means. 

A strain gauge does not have a drift error and is not affected 
by vehicle motion, so it should be better suited for measuring 
joint angles than a gyro sensor. We plan to investigate its 
usefulness in future work. 

In this work, we investigated the use of a gyro sensor (ATR 
Promotion WAA-010) as well as a joint angle such as a finger, 
an elbow, or an ankle for driving a car. 

D. Steering control 
The steering wheel in an actual automobile can be turned 

about three complete revolutions from wheel lock to wheel 
lock (about 1080°). In contrast, the movable angle of a joint 
angle is about 20–90°, much less than that of a steering wheel. 
Hence, it is impossible to control the steering with a joint angle 
the same as is done with a steering wheel. 

We thus introduce non-linear steering control and semi-
automatic steering control. The direct operation angle and 
automatic steering angle are determined as shown in Fig. 4, 
which illustrates steering control using a foot and ankle. A 
driver operates the steering using the non-linear steering 
control within the direct operation angle. Whereas Wada and 
Kameda used a polyline function for their joystick steering 
control, we use a non-linear function (y = xn). We set n = 3 on 
the basis of our experimental results, which are described in 

Section V. The steering angle increases automatically when it 
is beyond the direct operation angle. The rate of increase 
depends on the speed of the car: the faster the car, the lower the 
rate. The driver can stop a further increase in the steering angle 
by lifting his or her toes (about 20° for the case illustrated in 
Fig. 4). The driver can return the steering angle to the neutral 
position by lowering his or her toes. The drift error is canceled 
by performing this operation while the car is running straight.  

 

E. Sensor attachment and actions 
We measured the car control characteristics for several 

actions: rolling the ankle, moving the forefinger, moving the 
wrist, rolling the lower arm, moving the lower arm backward 
and forward, and moving the upper arm backward and forward. 
The position of the sensor and the motion of each body part are 
as follows. 

[Rolling the ankle] 

We considered using knee turning and knee movement for 
moving the gyro sensor. However, these movements produce a 
narrow movable angle, so we used rolling the ankle. The sensor 
is placed on top of the feet, as shown in Fig. 4. The sensor 
moves when the foot is pivoted right or left on the heel. 

[Moving the forefinger] 

The sensor is placed on the top portion of the top joint of 
the forefinger and is moved as shown in Fig. 5. 

[Moving the wrist] 

The sensor is placed on the back of the hand and is moved 
as shown in Fig. 6. 

[Rolling the lower arm] 

The sensor is placed on the lower arm and is rolled as 
shown in Fig. 7. 

[Moving the lower arm backward and forward] 

The sensor is placed on the back of the lower arm and is 
moved as shown in Fig. 7. 

[Moving the upper arm backward and forward] 

The sensor is placed on the upper arm and is moved as 
shown in Fig. 8. 

 

 

Direct operation
angle

Automatic
steering range

Automatic
steering angle

Sensor

20°

Figure 4. Example of controlling the steering by foot 
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IV. DRIVING SIMULATOR 
We evaluated our driving interface by using a driving 

simulator. We used OpenGL [9] as the 3D program interface 
and developed the program using the “glut”, “sdl” [10], “glew”, 
and “OpenAL” tools [11]. The simulated car was operated by 
using a gyro sensor as the steering controller, the brake pedal, 
and the acceleration pedal.  

A. Driving course 
Our ultimate aim is to help disabled people obtain a driver’s 

license, so we designed the driving course on the basis of a 
typical driving school course (Fig. 9). It comprised a 
rectangular outer course, two crank-shaped courses, two S-
shaped courses, and two parallel parking courses. The outer 
course was 300 × 120 m and had a corner radius of 20 m. A 
3.3-m-wide driving lane ran in each direction.   

 
Figure 9. Driving course for simulation 

B. Motions 
Two motions were simulated: gyration and acceleration 

[13]. 

1) Gyration 
A steady gyrating motion was applied to the car under the 

following assumptions. 

- The movement of the car was the broadside motion of 
a rigid body. That is, the car was rigid and free of 
distortion. 

- The speed was constant throughout each curve. 

- The characteristics of the right-side tires were the same 
as those of the left-side tires. 

The radius of the gyrating movement is given by the following 
equation in which V is the running speed and δ is the steering 
angle. 

δ
1)1( 2CVR +=    (1) 

The C is given by the following equation, in which the mass of 
the car is m, the cornering force on the front tires is Kf, that on 
the rear tires is Kr, the wheel base is l, and the distances 
between the car’s center of gravity and the front and rear axles 
are lf and lr. 

rf

rrff

KK
KlKl

l
mC

−
−= 22

  (2) 

Each parameter was set to produce driving characteristics 
similar to those of an actual car. The cornering force was 
controlled by adjusting the radius of the gyrating movement: 
the larger the radius, the stronger the cornering force. 
 

2) Acceleration 
The acceleration Ac of an actual car depends on the engine 

torque, the transmission gear ratio, the tire radius, the vehicle 
weight, and the engine speed. The engine speed depends on the 
degree to which the accelerator pedal is pressed. 

Air resistance Ra and rolling resistance Rr are considered to 
be the total running resistance. 

2

2
1 SVCR da ρ=    (3) 

Sensor
 

Figure 5. Moving the forefinger 
 

Sensor

 
Figure 6. Moving the wrist 

 

Sensor

Moving forth 
and back

Rolling right and left

 
Figure 7. Rolling and moving the lower arm 

 

Sensor

 
Figure 8. Moving the upper arm 
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where Cd is the aerodynamic coefficient, ρ is the fluid density 
of the air, and S is the gross surface area of the car.  
 

mgCR rrr =     (4) 
 

where m is the mass of the car, Crr is the rolling coefficient, 
and g is the gravitational acceleration. Resultant acceleration A 
is given by 
 

)( rac RRAA +−=    (5) 
 

C. Simulation display 
An example view through the windshield is shown in Fig. 

10. The upper right portion shows the position of the car on the 
course. The operation monitoring tool we developed to 
facilitate operation is shown in Fig. 11. It helps the driver 
recognize the angle of the sensor as the angle of the steering 
wheel and the angle of the toes. It also displays the degree to 
which the accelerator or brake pedal has been pushed.   

 
D. Measured data 

Nine data items were measured. 

1) Steering angle 
2) Running speed 
3) Distance driven and driving time 
4) Position of car on course 
5) Distance between left side of car and left-side lane 

marker line 
6) Distance between right side of car and right-side  lane 

marker line 
7) Degree to which accelerator pedal was pushed 

8) Depth to which brake pedal was pushed 
9) Angle of car relative to driving direction  

V. EVALUATION 

A. Steering control 
To analyze performance against the 2nd and 3rd steering 

operation requirements described in Section III-B, we 
calculated the ratio of lane departure (RLD) and the standard 
deviation of the driving gap (SDDG). 

- As illustrated in Fig. 12(a), lane departure means that 
one or more of the tires run on or across a lane marker 
line. RLD is the ratio between the distance driven and 
the distance during which the car departed the lane. 

- As illustrated in Fig. 12(b), the driving gap is the 
distance between the lane center and the car’s center 
line. A value of zero means that the car is centered in 
the lane. SDDG was calculated using the values 
obtained for the car running on a straight portion of the 
course. 

Figure 12. Lane departure and driving gap 
 
Since the first objective of this research is to develop a 

driving interface for arm and finger disabled people, we 
focused on foot-controlled steering, as illustrated in Fig. 4. 

A non-linear function (y = xn) was used to control the 
steering within the direct operation angle. We measured the 
position of car on course and calculated the RLD and SDDG 
for n=1 – 4 in y = xn. We also measured and calculated the 
same data using a steering-wheel-type game controller for 
comparison. The measured and calculated data used for the 
non-linear function are listed in Table I for one of the four 
participants, a person with much experience driving a car using 
his foot with the proposed driving interface. Since the details of 
the experiment by Wada and Kameda were not published, we 
did not compare the performance of our control function with 
theirs. 

We initially thought that a driver could easily operate the 
car by using semi-automatic steering control. However, the 
RLD and SDDG were much worse than with the game 
controller when the direct operation angle was ±15° and the 
corresponding steering wheel angle was ±30°. We observed 
that it was very difficult to drive the car using semi-automatic 
steering control during typical driving maneuvers. As 
illustrated in Fig. 13, neither of the two participants in this 
experiment negotiated the corners of the rectangular outer 

Figure 10. Example view through front window 
 

(Operation monitor)
(Steering wheel)

(Sensor output)

(Brake/Acceration)

Figure 11. Operation monitoring tool 

Departure

No departure

Lane line Lane line

Car is on the lane line
or over the lane line

+－ 0
Center of lane

Driving gap

 
(a) Lane departure                                   (b) Driving gap 
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course smoothly under those conditions. We concluded that 
semi-automatic steering control is suitable only for parking and 
traversing a crank-shaped course and that non-linear steering 
control is better for typical driving maneuvers. As shown in 
Table I, RLD and SDDG were the smallest for n = 1. But, the 
difference in values between n = 1 and n = 3 is negligible. RLD 
was the smallest for n = 3 during the latter laps, as shown in 
Fig. 14. This means that a driver tends to continue to drive 
longer when n = 3.  

We measured and calculated the same data for three other 
participants (students) for y = x3 (DOA=±20°, SWA±180°) for 
comparison with y = x1 (DOA=±15°, SWA±30°) to see 
whether other drivers showed the same tendencies as 
participant Y. There were four participants in total, but not all 
of them participated in each experiment. The measured and 
calculated data are listed in Table II. The values for “Other” are 
the averages for the other participants. 

TABLE I.  MEASURED AND CALCULATED DATA FOR NON-LINEAR 
CONTROL FUNCTION 

 y=x y=x2 y=x3 y=x4 y=x Game str. 
wheel Operating 

body part 
Left feet 

DOA* ±20° ±15°  
SWA** ±180° ±30°  

Distance 
driven (m) 

 
791.3 

 
790.9 

 
790.9

 
790.9 795.4 790.0 

Ave.  speed 
(km/h) 

26.6 26.3 25.5 27.3 14.3 30.4 

RLD (%) 0.15 0.38 0.24 0.91 9.8 0 
SDDG (m) 0.21 0.24 0.27 0.29 0.15 0.11 
*DOA: Direct operation angle 
**SWA: Corresponding steering wheel angle 

TABLE II.  MEASURED AND CALCULATED DATA FOR MULTIPLE 
PARTICIPANTS 

 y = x1 y = x3 Game str. wheel 

Participant Y Other Y Other Y Other

Operating 
body part 

Left foot Hand 

DOA ±15° ±20° — 
SWA ±30° ±180° — 

Distance driven 
(m) 

795.4 807.0 794.3 791.9 790.0 794.5

Ave.  speed 
(km/h) 

14.3 18.3 28.1 27.8 30.4 33.5 

RLD (%) 9.8 52.3 3.3 12.5 0 2.3 
SDDG (m) 0.15 1.31 0.35 0.46  0.11 0.21 

 

Each participant’s RLD and SDDG for y = x3 (DOA=±20°, 
SWA±180°) was better than for y = x1 (DOA=±15°, 
SWA±30°). Example cornering performances for two of the 
participants are shown in Fig. 13. Although every participant 
smoothly traversed the corners when y = x3 (DOA=±20°, 
SWA±180°), none of them achieved driving operation 
comparable to that achieved with a steering wheel. However, it 
should be possible to eliminate the difference and achieve 
operation closer to that with a steering wheel through more 
practice and experience. 

 We calculated the RLD for the crank- and S-shaped 
courses for four participants as well. The measured and 
calculated data are listed in Table III. The values are the 
averages for them. Traversing the crank- and S-shaped course 
was more difficult than traversing the rectangular course. The 
driver had to use both non-linear and semi-automatic steering 
control. Driving performance for these two courses differed 
greatly. As shown in Figs. 15 and 16, the performance of 
participant D was very close to that with the game steering 
wheel while that of participant C substantially diverged from it. 
This indicates that performance with the proposed steering 
operation interface should approach that with a steering wheel 
as the amount of practice and experience increases. 

TABLE III.  MEASURED AND CALCULATED DATA FOR CRANK- AND S-
SHAPED COURSE 

 Crank-shaped course S-shaped course 

Operation device Game 
wheel 

Sensor Game 
wheel 

Sensor 

DOA ±20° 
SWA ±180° 

Cont. function y = n3 and semi-automatic steering control 

Distance driven (m) 79.9 78.2 123.6 125.8 
Ave. speed 

(km/h) 
9.7 8.3 15.0 12.9 

RLD-Ave. (%) 17.2 22.9 8.9 16.8 
RLD-Max. (%) 26.6 42.8 21.2 40.8 
RLD-Min. (%) 6.6 8.5 0 1.2 

 

y = x1
(DOA=±15°, SWA±30°)

y = x3
(DOA=±20°, SWA±180°)

Participant
A

Participant
B

 
Figure 13. Cornering performance for participants A and B 
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Figure 14. RLD against no. of laps 
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B. Results by body part 
To examine the applicability of the proposed driving 

interface to various types of disabilities, we measured and 
calculated the RLD and SDDG for steering control using the 
forefinger, the wrist, the lower arm, the upper arm, and the 
foot. The data measured for participant Y are listed in Table 
IV. The movements are illustrated in Figs. 5–8. The RLDs and 
the SDDGs for each body part were roughly the same except 
for the upper arm. The data for the upper arm was the worst 
because it is difficult to precisely move the upper arm (and 
shoulder). Although the forefinger had the largest DOA, its 
RLD was worse than that for the foot. The reason is that it is 
too easy to move the finger. An adapter might be useful in 
achieving steady forefinger movement. 

 

TABLE IV.  MEASURED AND CALCULATED DATA BY BODY PART 

 Fore-

finger 

Wrist Lower 
arm 1*

Lower 
arm 2* 

Upper 
arm 

Foot 

DOA ±70° ±50° ±40° ±40° ±40° ±20° 
SWA ±180° 

Cont. function y = n3 

Distance 
driven (m) 

791.0 791.3 791.3 792.0 796.0 794.3

Ave.  speed 
(km/h) 

26.3 26.0 26.0 28.4 24.8 28.1 

RLD (%) 3.8 3.2 4.7 4.2 17.6 3.3 
SDDG (m) 0.35 0.26 0.26 0.26  0.33 0.35 

*Lower arm 1: Moving lower arm forward and backward 
*Lower arm 2: Rolling lower arm right and left. 

 

VI. CONCLUSION 
Our proposed steering operation interface for disabled 

people uses gesture operation. It incorporates both non-linear 
and semi-automatic steering control. Simulation experiments 
using foot control and a gyro sensor showed that semi-
automatic steering control is suitable only for parking and 
traversing a crank- or s-shaped course and that non-linear 
steering control is better for typical driving maneuvers. The 
driving operation for each body part except for the upper arm 
was close to that achieved with a steering wheel. More practice 
in using the proposed interface should enable a user to achieve 
steering control closer to that with a steering wheel. 

We plan to develop a prototype control device using a 
strain gauge instead of a gyro sensor and evaluate its driving 
operation for many participants. We also plan to evaluate our 
proposed interface in an actual car. 
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Abstract—MobileSage  is  an  AAL  project  with  the  goal  to 
provide  particularly  elderly  people  with  relevant  and useful 
multimodal  guidance  on demand,  depending on the context, 
and in a personalized, adaptive, accessible, and usable manner. 
The  project  aims  to  increase  the  independence of elderly 
people  in  particular  in  the  home  environment  and  during 
travel.  This  work  presents  the  project  and  its  two  main 
deliverables,  discusses  related  research,  summarizes 
preliminary results, and gives an outlook of anticipated results.

Keywords—AAL,  mobile,  application,  assistance,  help  on  
demand,  personalization,  adaptive,  accessible,  usable,  
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I.  INTRODUCTION

Today’s society is flooded with a plethora of new tech
nological devices. Although easy to use for newer genera
tions, they are often unfamiliar to and can pose severe diffi
culties for the elderly. This is why many senior citizens meet 
these ICT based solutions (Information and Communication 
Technology),  such  as  automated  ticketing  machines,  with 
anxiety.

At the same time, modern elderly live longer, they  are 
healthier, more active, mobile, independent, and more de
manding customers than ever before  [1]. They are  increas
ingly looking for useful, user friendly and personalized ICT 
services that add value to their active and mobile life, and 
that can help them to stay active despite various impair
ments. Here, MobileSage provides a timely approach and so
lution. The project was started in July 2011 and ends by Jan
uary 2014.

This article provides an update for a previous workin
progress paper [2] and is organized as follows: After the Eu
ropean AAL Joint Programme has been introduced, related 
projects  and research  is  discussed,  before  the  MobileSage 
Project is presented together with its two main service deliv
erables. After that, preliminary results are discussed, an over
view of the way ahead is given, and finally the conclusion is 
drawn.

II. THE EUROPEAN AAL PROGRAMME

The European Ambient Assisted Living Joint Programme 
(AAL JP) provides the settings for this ICT based innovation 
project  targeting elderly individuals  [3].  The main goal of 
AAL is to improve “the quality of life, autonomy, participa
tion in social life, skills, and employability of older people”, 

while service delivery enhancement and care costs reduction 
are secondary targets. MobileSage targets the program's third 
call, named ICTbased Solutions for Advancement of Older  
Persons’ Independence and Participation in the “SelfServe  
Society” [4]. The Call considers both primary endusers (el
derly individuals),  secondary users  (family members,  care 
givers),  and  tertiary endusers  (NGOs,  public  authorities, 
companies, vendors).

III. RELATED WORK

Before the development in MobileSage started, a litera
ture study was carried out to get an update about state of the 
art in the field. The study revealed that there are few, if any, 
existing solutions witch the same scope as the project. Espe
cially rare are related projects and solutions of this particular 
kind directed towards elderly and impaired users. However, 
the study showed that there are a number of recent and ongo
ing international projects related in various ways to the top
ics  addressed  by  MobileSage;  they  are  discussed  subse
quently.

A number of international projects fall within the same 
scope. The APSIS4ALL Project is dealing with personaliz
ing public digital  terminals such as ATMs and ticket  ma
chines [5], where an adaptive interface and personalized in
teraction is achieved by the human communicating with the 
terminal  through  a  smartphone.  In  the  ASKIT Project,  a 
framework has been developed that employs personalized in
telligent agents for service provision and search for suitable 
semantics [6]. The MyUI Project is addressing specific user 
needs towards ICT products in general through adaptive per
sonalized interfaces, and by recording user behavior and con
text information in realtime [7]. GUIDE is a project to de
sign tools and aids for developers to efficiently integrate per
sonalization, user friendly interaction, and accessibility fea
tures  into applications  [8].  In  the DIADEM Project,  elec
tronic/online  forms  were  made  adaptable  to  the  cognitive 
skills of the user by monitoring user actions and tailoring the 
user interface based on these data  [9]. The GPII Project is 
building a framework that allows to store universal user pro
files in the cloud [10]. Later, the profile can be accessed to 
adapt the user interface of any device to a user's needs and 
preferences.

The  following  research  projects  are  related  to  Mo
bileSage with regard to  user interface matters. The aim of 
SNAPI was to develop a data format for the storage of user 
profiles, with a focus on smartcards and public digital termi
nals [11]. In the GoldUI Project, elderly are offered a num
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ber of cloud services which are deemed useful in the every
day life [12]. The goal then is that these services can be ac
cessed through a variety of platforms, including telephone, 
smartphone, tablet PC, TV, and radio.

The following research projects consider transportation.  
WayFiS is addressing the topic of travel challenges [13], in 
terms of a web based preplanning service and a mobile ap
plication, with route calculations, taking into account an indi
vidual's desired physical activity, nutrition needs, necessary 
facilities along the route, and disease restrictions, while try
ing to avoid inaccessible places. In Mediate, a number of cri
teria and tools have been developed to measure accessibility 
in public transport, including accessible ticketing and infor
mation  systems,  and  accessibility  information  of  public 
transport system in Europe [14]. In the Access2all Project, a 
number of guidelines, recommendations, roadmaps, and new 
research initiatives have been worked on [15]. The Ambien
Net Project has developed an indoor location system based 
on intelligent infrastructure and a sensor network [16].

The  following  projects  concern  multimodality.  In  the 
HAPTIMAP Project, a crossplatform toolkit for the design 
of user interfaces incorporating haptics, audio, and video in
put and output is being developed for retrieval, storing, and 
manipulation of geographic data [17].  In the course of the 
MAPPED Project, a mobile application has been developed 
that provides accessibility information on buildings, travel
ing means like buses, trains, etc., combined with localization 
techniques  [18].  Finally,  the  HearMeFeelMe  Project  [19] 
was aiming at replacing visual and textual information with 
audio, combined with touchbased interfaces for information 
access, all integrated in a mobile application employing near
field technology to gather information about items to buy, 
such as food and medication [20].

IV. OVERVIEW OF MOBILESAGE

The idea of MobileSage is to provide elderly with a per
sonalized contextsensitive tool which provides relevant, ac
cessible, usable, and multimodal assistance for  carrying out 
and solving everyday tasks and problems in the selfserve 
society whenever and wherever they occur, just in time, or, 
on demand [21], [22]. As such, the system acts like a facilita
tor of knowledge. The project addresses all the areas of inter
est of the 3rd AAL Call, and it also accounts for the three 
aforementioned user groups.  MobileSage consists basically 
of two services, which are the main two deliverables of the 
project. They are called HelponDemand (HoD) Service and 
Content  Management  (CM)  Service.  Figure  1 shows  the 
overall architecture and the major building blocks.

The content itself is fetched from the CM Service. There 
are no limitations regarding what kind of content can be fa
cilitated,  including manuals,  usage  instructions,  and  travel 
descriptions.  It  is  anticipated  that  mainly  secondary  users 
will upload content to the CM Service as they are likely to 
have a direct interest in helping the primary users. However, 
it is expected that also tertiary users provide content. For in
stance,  a  manufacture  might  regard  it  as  advantageous  to 
provide manuals for their ticket machines, or the railway op
erator that runs these machines might do so. Even a munici
pality might be interested in producing such help content as a 
special service for their citizens. Of course, there is nothing 
that prevents literate primary users from producing and mak

ing help content available themselves through the CM Ser
vice.

A. HelponDemand Service

The HelponDemand (HoD) Service is a thickclient ap
plication,  a  personal  agent,  running  on  a  smartphone.  Its 
main building blocks are built up in a service oriented man
ner, see Figure 1. The user interacts with the Dialog Manager 
through the User Interface. The Dialog Manager utilizes the 
functionality  provided by the  Profile  Service,  which  takes 
care of the user profile. Besides the user's personal prefer
ences also the use pattern is stored there. The behavior of the 
user and actions in the User Interface are logged and ana
lyzed by the Personalization Service which is responsible for 
adjusting the user profile accordingly.

Besides utilizing services provided as cloud services, the 
Dialog Manager is further in contact with the Reasoning Ser
vice with the task to make an educated guess of the user's 
context. In order to do so, the Reasoning Service itself makes 
use of network services such as Media Service, Search Ser
vice, Content Service, etc. The most important factor for de
termining the user context is the current location. The Rea
soning Service therefore gets help from the Localization Ser
vice which has the responsibility to determine the user's loca
tion with highest  possible accuracy, based on technologies 
like AGPS, WLAN, GSM/GPRS, and NFC, and triangula
tion methods.

B. Content Management Service 

The Content Management (CM) Service is organized as a 
cloud service and runs on a web server. A user who wants to 
produce  multimodal  content  uses  a  User  Agent  like  a 
browser to gain access to the service. The user interacts with 
the service's Dialog Manager, which in turn controls the User 
Interface. The main logic for handling the multimodal con
tent lies in the Content Manager, which has a modular design 
to be able to add additional modalities in a simple way. Mo
bileSage  includes  the  modules  Video,  Audio/Speech,  and 
Text,  including  Subtitles.  The fabricated  content  is  finally 
stored by the Content Service. It is also possible, though, to 
refer to content which is located elsewhere.

V. CURRENT STATE AND PRELIMINARY RESULTS

Beta versions of the smartphone application and the web 
service have recently been released for evaluation purposes 
to complete the first development iteration. Currently, field 
trials with relevant user  groups are being carried out in the 
three countries Spain, Romania, and Norway. The trials com
prise mostly qualitative studies where the user has to solve a 
particular task, such as operating a coffee machine.

Another scenario involves a travel situation: A user has 
to find a ticket machine at a subway station, pay for a ticket, 
and find the right  subway  platform. Appropriate content is 
found by means of NFC tags or QR codes placed out in the 
field,  or  by  a  user  issued  search  with  a  particular  search 
phrase. Both methods will initiate a geographically limited 
database  search for relevant content in the user's  preferred 
languages and modalities.  Available results are presented in 
the smartphone app for the user who can then in turn pick the 
one he/she thinks suits the context best, be it text, formatted 
text, audio, video, captioned video, images, etc.
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Results from these trials are going to be published in 
2013.  Concerning other publications,  the  following project 
results have been published so far:

A. Deliverable D2.1: User Needs Analysis

At the start  of the project,  user focus group work was 
conducted  in  the  three  countries  Norway,  Romania,  and 
Spain to cover the needs of primary users [23]. The in total 
39 participants of the focus groups were selected to represent 
a broad range of parameters, including age (48 to 96), gender 
(24 female vs. 15 male), dis/abilities (sensory and cognitive 
impairments), nationality (4 foreigners), and ICT experience 
and usage. The participants were given the description of 2 
scenarios. One scenario dealt with a travel situation, where a 
user  was  traveling  in  a  foreign  country,  encountered  lan
guage problem, and had to cope with reduced vision. The 
other scenario comprised a challenge occurring in the home 
environment, where an elderly user faced the problem of un
derstanding the technical manual of an electric household ap
pliance.

The results from the focus group work show that the tar
get group “elderly persons” indeed is a very heterogeneous 
group with a wide range of – partly opposite – needs and 
wishes. This applies also to the users' familiarity with ICT in 
general  and mobile technology in particular,  which ranges 
from none to professional users.

An indebth discussion of the results is available in the 
respective deliverable [23].

B. Deliverable D2.2: User Requirements Specification

The results from the user needs analysis were collected 
and formulated as user requirements [24]. The roughly 50 re
quirements  address  the  expectations  of  primary  users  to
wards HoD and CM. An example of a user requirement is 
“The HoD Service shall have measures for privacy protected  
audio output”. The user requirements served as input to the 
process of formulating the first draft of the system require
ments for the two main deliverables of MobileSage.

C. Deliverable 2.3: System Requirements Specification for  
the HelponDemand System

This specification addresses the requirements towards the 
HoD application regarding the user interface, system func
tionality, and input/output matters. Its informal parts also in
clude user interface mockups [25]. An example of a system 
requirement is “An emergency button shall be shown on any  
screen of  the application if  the value for this  feature has  
been set to 'on' in the user profile”. This deliverable serves as 
a set of instructions for the system development and integra
tion.

D. Deliverable 2.4: System Requirements Specification for  
the Content Management System

This specification addresses the requirements towards the 
CM Service regarding the user interface to the database, sys
tem  functionality,  and  input/output  matters,  including  the 
data exchange with HoD and user interface mockups [26].

E. HoD and CM software prototypes

As already mentioned, beta versions of the smartphone 
application and the web service have been released.

F. Deliverable D 5.3: Market Analysis & SocioEconomic 
Impact and Potential 

This document gives an indebth analysis of the market 
segments that are relevant for the HoD application, stake
holders, and possible business models [27]. It also discusses 
similar products which already are on the market, and related 
projects.

VI. OUTLOOK

The development process in MobileSage foresees multi
ple iterations for the HoD and CM services, where one itera
tion consists of the steps specification work, risk analysis, 
development and integration, and evaluation. The develop
ment  is  user  centric,  meaning  that  users  from  the  target 

Figure 1: System architecture for Help on Demand Service (left) and Content Management Service (right) with the network in between
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groups are involved in each evaluation step, and that the de
velopment starts with an analysis of the user needs. The idea 
is that the user requirements, which are a direct consequence 
of the user needs analysis, are “translated” to system require
ments, and that the specification of those is refined in each 
development iteration based on the results from the previous 
user evaluation. Thus, deliverables  D2.3 and D2.4 are ex
pected to undergo several new revisions, as will the software 
prototypes. For an updated schedule and timeline, please re
fer to the project's web site [21].

VII. CONCLUSION

In this article, the AAL project MobileSage has been in
troduced by presenting its two main service deliverables, as 
well as status and preliminary results, and an outlook on the 
road ahead. The work also briefly mentioned the AAL Pro
gramme and discussed related projects and research.

The objective of MobileSage is to increase digital partici
pation  and  involvement  by  providing  particularly  elderly 
people with relevant and useful multimodal guidance on de

mand, depending on the context, and in a personalized, adap
tive, accessible, and usable manner. As such, it addresses all 
of AAL's areas of interest. The project's overall goal is to sig
nificantly increase the independence of elderly people in the 
home environment and during travel. It aims at stimulating 
people  to  help  themselves  and  easing  the  production  and 
availability of help content for just about anything. A first 
beta version of the services has already been released and is 
undergoing testing  in  Q4 2012,  while  the  project  itself  is 
planned to last throughout 2013.
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Abstract—The Human-Computer Interaction is challenging the 

use of many modalities to interact with an application. The e-

Learning environments interfaces are been exposed to this 

diversity of modalities, but they are designed to be used with a 

limited set. The impact is that users have interaction problems 

caused by the cross modality. The e-Learning environments 

need to evolve allowing users to interact with a more broadly 

interaction styles. One solution is adopt Multimodal 

Interaction concepts, improving the usability and accessibility 

of the e-Learning environment and make possible to embrace 

better learning contexts, property that we define as 

learnability. 

Keywords-Human-Computer Interaction; Interaction Styles; 

Multimodal Interaction; Electronic Learning Environment. 

I.  INTRODUCTION 

The Human-Computer Interaction is challenging the 
replacement of the mouse and actual interfaces for interfaces 
that works with natural interaction, non-tactile interfaces, 
speech recognition, facial and movement recognition and 
gestures [1][2]. So, there are many ways to interact with 
digital artifacts and applications, like keyboards, mouse, 
small, medium and big displays, voice, touch and gestures. 
Many hardware components are available supporting 
different interaction styles. 

The Multimodal Interaction is a solution to possibility the 
use of an application in this diversity of interaction styles, 
allowing users interact with computers by many input 
modalities (e.g., speech, gesture, eye tracking) and output 
channels (e.g., text, graphics, audio) [3]. Multimodal 
Interaction is proposed to turn the human-computer 
interaction more natural, i.e., more close to the human-
human interaction. The main benefices are the increase of 
application's usability, accessibility, flexibility and 
convenience [3]. But, building a multimodal interaction 
system is not a trivial task yet, because the literature does not 
have sufficient information about how to design this kind of 
system and there is a lack of technologies to support them.  

e-Learning environments like Moodle [4], SAKAI [5], 
TelEduc [6], Ae [7] are applications that use the Web infra-
structure to support teaching and learning activities. The e-
Learning environments are designed to support a variety of 
users and learning contexts, but they are designed to support 
a limited interaction styles, usually keyboard and mouse as 
input and a medium screen as output. 

To attend this demand, the e-Learning environment needs 
to have good usability, accessibility, mobility and 
learnability. Considering all these dimensions is not a trivial 
task. Does the multimodality can improve these requirements 
on e-Learning environments? 

Section II presents a literature review about e-Learning 
environments, multimodality and multimodal interfaces. 
Section III presents the research problem that we want to 
deal, and Section IV our hypothesis and methods. Section V 
some preliminary results and expected contributions.  

II. LITERATURE REVIEW 

The actual versions of e-Learning environments take 
advantages of the Web to offer content with text, images, 
audios and videos in a hypertext document. Tools like chat, 
forums, portfolios, repositories are widely used, and tools 
those explore the audio and video resource to user 
communication, such as instant messenger and video-
conferences, are becoming common among the 
environments. 

Due the diversity of users whom may use the e-Learning 
environments, these systems need to have good usability so 
that the user interface does not prejudice the teaching and 
learning activities. Accessibility is another important 
requirement to allow disabled people to use the environment. 
So usability and accessibility are two desired requirements to 
the e-Learning environments. 

Devices, such as smartphones and tablets, are becoming 
increasingly popular; most of them have touch screen 
displays, access to the Internet and enough computing power 
to process Web pages. So, Web sites and Web applications, 
initially developed to be used with keyboard, mouse and a 
medium size display, are been accessed by small touchscreen 
devices. This is another aspect of accessibility, so the 
environments´ development teams are building solutions to 
provide access on mobile devices. Three kind of solution are 
emerging: specific device application; web site specific for 
mobile devices; and improve the web site for mobile and 
desktop access [8]. 

Two motivations allow the participants interacting 
anytime and anywhere with the content and each other; but, 
due to the device restrictions, there are needs to obtain better 
design solutions. The actual user interface design techniques 
take account just a limit set of input and output hardware, 
limited to the context, such as techniques to design user 
interface for desktop or for mobile platforms. But, there is a 
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lot of input or output hardware in these devices and these 
techniques are asked to consider all of them. Some input and 
output devices are: touchscreen, microphones, pen sensitive 
screen, touchpad, TrackPoint, accelerometers, joysticks, 
loudspeakers, small screen, large screen, printers, etc. 

Another e-Learning environment characteristic is to be 
used in many of learning context, e.g., teacher training, 
undergraduate courses, and team training in all areas of 
knowledge. We call these as learnability. But, the actual 
hardware increases the difficulty to use the environment to 
produce content for any area and support student activities. 

To attend this demand, the e-Learning environment needs 
to be usable and accessible for many users in many social, 
physical, technological and learning contexts. So, e-Learning 
environment needs to be evaluated in the usability, 
accessibility, mobility and learnability dimensions, a not 
trivial task. 

Since the e-Learning environments were building to 
Web, they have a common architecture: the client-server. 
Client is responsible to render the user interface through a 
browser. It is in the client side that the user interacts with the 
system using input and output hardware. The server is 
responsible to process client´s requests and data persistence. 
The server knows few about the input and output devices in 
client side. 

Ae is an e-Learning environment developed by a 
consortium of Brazilian universities using J2EE technology 
and component-based development process. Layered 
component-based software architecture was defined for Ae 
environment [9] with the following layers:  

Presentation layer: provides the application user 
interface; 

System layer: provides an interface for the application 
functionality, that is, it is a façade for the application 
business rules; 

e-Learning layer: provides the component interfaces 
that implement the application’s business rules, which can be 
used by various applications and which use services and 
functionalities from the infrastructure layer to implement the 
business rules; 

Infrastructure layer: implements a set of infrastructure 
services such as, for example, data persistence; 

Common services layer: has the public services that can 
be utilized and accessed by all other architecture layers, 
except the presentation layer. 

Multimodal interaction is a research proposal to turn the 
interaction between humans and machines more natural, i.e., 
more close to the interactions between two humans, and have 
the benefits to increase the usability, flexibility and 
convenience [3]. 

Modality is the used term to define a mode what the user 
data input or a system output is expressed. The 
communication mode refers to the communication model 
used by two different entities to interact [10]. Nigay and 
Coutaz [11] define modality as an interaction method that an 
agent can use to reach a goal, and it can be described in 
general terms such “speech” or in specific terms such “using 
microphones”. 

For monomodal systems, designers are not limited to 
choose only one modality. But, in multimodal systems, they 
can choose many modalities, that used together, increasing 
the system flexibility and gives other benefices. Interfaces 
with this characteristic are called as multimodal interfaces 
and the system are called multimodal interaction systems. 
Mayes [12] defines multimodal interaction systems as a 
system with the capacity to communicate with the user by 
many different communication modes, using more than one 
modality, automatically gives or extracts mean. 

According to Oviatt [10] “Multimodal interfaces process 
two or more combined user input modes (such as speech, 
pen, touch, manual gesture, gaze, and head and body 
movements) in a coordinated manner with multimedia 
system output”. 

Lalanne et al. [3] describe multimodal interaction 
systems, or multimodal systems, allow users to interact with 
computers though many data input modalities (e.g., speech, 
gesture, eye gaze) and output channels (e.g., text, graphics, 
sound, avatars, voice synthesis). 

Bangalore and Johnston [13] say the critical advantage of 
multimodal interfaces is that they allow user input and 
system output to be expressed in the mode or modes to 
which they are best suited, given the task at hand, user 
preferences, and the physical and social environment of the 
interaction. Allowing users interact with many modes, it is 
possible to improve the accessibility because a multimodal 
interface can be used for a disabled person using the 
interaction mode that she can handle.  

Multimodal content is common on multimedia systems. 
The research problem that we want proposes a solution is to 
use multimodality on user interaction and get benefits of 
multimodal content too. 

Dumas, Lalanne and Oviatt [14] present a generic 
architecture for multimodal systems, turning more easy to 
understand the mainly components of the multimodal 
systems: a fusion engine, a fission module, a dialog manager 
and a context manager, which all together form what is 
called the “integration committee”. The authors define “input 
modalities are received though various recognizers, which 
output their results to the fusion engine in charge of giving a 
common interpretation of the inputs. A fusion machine gives 
an interpretation for the data and it communicates it to the 
dialog manager, in charge of identifying the dialog state, the 
transition to perform, the action to communicate to an 
application, and/or the message to return through the fission 
machine. The fission machine returns a message to the user 
through the most adequate modality or combination of 
modalities, depending on the user profile and context of use. 
For this reason, the context manager, in charge of tracking 
the location, context and user profile, closely communicates 
any changes in the environment to the three other 
components, so that they can adapt their interpretations”. 
Multimodal systems need to take account of all input done 
by the user to identify and process the solicited action. 

Developing multimodal interaction systems is a complex 
task [14]; but, to turn more easy the development there are 
some frameworks, such as the ICARE framework [15], 
FAME [16] and special approaches [17][18]. 

484Copyright (c) IARIA, 2013.     ISBN:  978-1-61208-250-9

ACHI 2013 : The Sixth International Conference on Advances in Computer-Human Interactions

                         499 / 510



Bouchet, Nigay and Ganille [15] define formally the 
CARE properties to characterize and assess aspects of 
multimodal interaction: the Complementarity, Assignment, 
Redundancy, and Equivalence that may occur between the 
interaction techniques available in a multimodal user 
interface. To aim build multimodal system, the authors 
propose the ICARE framework. 

Larson [19] shows three general questions to response 
with a web application will be improved with a new mode of 
input: the new mode needs to add value to the web 
application, the application leverages the strengths of the 
new mode and avoids its weaknesses, and the users need to 
have the required hardware and software.  

To implement multimodal system for web it is necessary 
consider both architecture: for multimodal systems and for 
web systems. Gruenstein, McGraw and Badr [20] present a 
framework to develop multimodal interfaces for web, the 
WAMI Toolkit. The framework defines tree client-side 
components (Core GUI, GUI Controller and Audio 
Controller) and more four server-side components (Web 
Server, Speech Recognizer, Speech Synthesizer, and 
Logger). The user interact with the Core GUI, described at 
HTML and JavaScript, and the Audio Controller, a Java 
Applet to receive the audio input. The collected data is sent 
to server to be treated by the Speech Recognizer and the 
Web Server components. 

 Zaguia et al. [21] present an approach to develop 
multimodal systems using fusion machines dispose on web 
services in such a way the user can choose the modalities 
that she sees fit to her situation instead of already pre-defined 
modalities from the beginning. 

But we need to not only build a multimodal system; we 
are worry about the environment usability so that the 
interface does not prejudice the teaching and learning 
activities.  Nielsen [22] defines usability as a combination of 
five elements: easy to learning, efficient, easy to remember, 
low probability of users do mistakes and user satisfaction. 

III. THE RESEARCH PROBLEM 

Since the number of devices accessing the Web grows, 
the e-Learning environments are exposed to a variety of 
interaction styles, including ones that are not considered in 
the design time. Just supporting these interaction styles 
causes cross modality interaction problems [8], limitation in 
the multimodality use, and do not take advantages from the 
interaction style in use. So it is necessary to develop a 
solution without these limitations. 

Thinking about the learning domain, we ask “how do the 
users interact with a multimodal e-Learning environment? Is 
this a solution to allow an application be accessed by 
different devices with a diversity of users, physical and 
social contexts avoiding cross modality problems and get the 
better use of the interaction styles?” 

Since there are no one multimodal interaction e-Learning 
environment to aim us to response these questions, we need 
built one. So we want to know how to develop a multimodal 
interaction e-Learning environment? Which are the cross 
modality problems related with this context? How can we 
identify? 

It is the main problem, but several others derive: Is it 
possible to improve an application to be used by many 
interaction styles and get advantages? Which kind of 
modifications is necessary to get the best use of an 
interaction style? How to guaranties that the usability will 
not be affected? After the modifications, the application has 
a better accessibility? Allowing many interaction styles, do 
we have a new kind of application? How to distinguish the 
applications that have these characteristics from the other 
that does not have? 

Due the multimodality allows users interact with many 
modes, maybe the user will use this mode not only to interact 
with the application, but to create content. How this impact 
in the environment architecture? 

The special interest in the learning domain is the 
necessity to improve the e-Learning environment to better 
attend the teaching and learning activities in the variety of 
learning context, reaching out the maximum of learnability. 

IV. THE RESEARCH HYPOTHESIS AND METHODS 

We argue that it is possible improve the usability, 
accessibility and learnability of an e-Learning environment 
adding multimodality concepts in the environment´s user 
interface. 

We planned to use empirical method to validate our 
hypothesis, building a multimodal interaction e-Learning 
environment prototype and doing user study, collecting 
interaction data and user opinions by observation and 
questionnaires. Not one interaction style will be studied per 
time; we want study various interaction styles being used to 
complete some tasks in the environment. The collected data 
will be used to verify the e-Learning environment in three 
dimensions: usability, accessibility and learnability. 

Due to the quantity of interaction styles and the 
complexity to build a multimodal system, we need to define 
an incremental process to build the prototype, taking one or a 
limited number of interaction styles per time. But, it is 
important to reduce the development efforts for the next 
iteration, when another interaction style will be selected. 
Here, we will apply some software engineering techniques, 
like software components. We proposed these steps for this 
process: 

1. Select an interaction style; 
2. Do user studies to collect interaction problems using 

the selected interaction style and how the manner to realize 
the tasks change; 

3. Redesign the software user interface to defining better 
solutions for identified problems; 

4. Analyze the software to identify the components 
responsible to user interface and components that manipulate 
user data; 

5. Find or implement recognizers and synthesizers for the 
selected interaction style; 

6. Change the software architecture to have the main 
components of a generic multimodal system; 

7. Do tests to collect errors and fix them. 
We believe if we can do these steps two or three times; 

so, there is possible to repeat it until all interaction styles is 
considered. 
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To prove our solution, we propose to implement the 
Multimodal Interaction concepts in the Ae e-Learning 
environment [7], and use this new kind of environment to 
research advantages and disadvantages of multimodal 
interfaces in learning. We planned study the interaction using 
pen, touch and gesture in two tools of the Ae e-Learning 
environment: the Weblog and the Whiteboard. Both tools are 
used to construct the content and are selected based on our 
premises that they are good choices to study the 
multimodality. 

V. PRELIMINARY RESULTS AND EXPECTED 

CONTRIBUTIONS 

One of the preliminary results were some problems in the 
TelEduc environment that happened when users interact with 
touchscreen devices [8], i.e., some problems happened due 
the platform changing (when user access the environment 
using a smartphone) and some problems happened due the 
modality changing. The problems identified in TelEduc due 
the modality changing will happen on Ae environment. 

Other contribution is related with how the multimodal 
concept changes the architecture of an application and how 
to find solutions. The Ae architecture needs to be changed to 
adopt the multimodal concepts. Considering the Web-
Accessible Multimodal Interfaces architecture [20] and the 
architecture of multimodal systems [14], we redesign the Ae 
architecture (Fig. 1). Due to the fact that the browser has the 
responsibility to show the GUI components in the client side, 
some components are added to treat the data input from the 
input devices. The user interaction data is sent to the server, 
who have the responsibility to process this data and gives an 
interpretation for the received data. After the input data 

interpretation process, the correspondent action is sent to the 
system component. So, the fusion and fission machines will 
be on the server. The fusion machine will be called when the 
server receive the data from the client-side components, and 
the fission machine will be called when the system response 
the request, after the data processing. Since, we are using a 
component-based architecture, the presentation layer and the 
multimodal components can run in a proper server, 
increasing the scalability and performance. 

The main expected contribution is to know more about 
the relationship between usability, accessibility and 
multimodality. For the educational context, we want to know 
if the support more interaction styles there is an impact in the 
learning contexts, so define the learnability.  

The prototype is another contribution, because there is no 
one multimodal interaction e-Learning environment, we will 
call it |Ae|. 
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Abstract—Analysing, measuring, recognising and exploiting
emotion is an attractive agenda in designing computer games.
The current devices for imputing physiological modalities are
usually awkward to wear or handle. Here we propose a
Shark-fin Mouse which streams three signals in real-time:
pulse, electrodermal activity (EDA, also known as galvanic
skin response or GSR) and skin temperature. All sensors
are embedded into a fully functional computer mouse and
positioned so as to ensure maximum robustness of the signals.
No restriction of the mouse operation is imposed apart from
the user having to place the tip of their middle finger into the
Shark-fin hub. Boundary tests and experiments with a simple
bespoke computer game demonstrate that the Shark-fin Mouse
is capable of streaming clean and useful signals.

Keywords-Interaction device; Affective gaming; Physiological
sensors; Biometric feedback; Emotion

I. I NTRODUCTION

The video game industry, formally known as the interac-
tive entertainment industry, has enjoyed perpetual growth
since its foundation [8]. Video games are now experi-
encing the same level of financial-investment as seen in
the film industry. The video game industry is among the
largest entertainment industry worldwide, taking an esti-
mated global income exceeding $50 billion in 2011 [15]. As
computer systems have developed more processing power,
video games have become more realistic and accompanied
by the ever growing use of complex interactive devices,
ranging from vibrating controllers [22] to fully tactile haptic
feedback [23].

However, video games require more than representational
graphics and tactility to be engagingly realistic. Video
game environments also require greater humanlike emotive
attributes or interactions between players and video game
characters. Artificial intelligence (AI) attempts to bringthe
individuality of emotive human characteristics to human
computer interactions (HCI). It has long been asserted that
emotions are an important part of the human psyche and
play a vital role in human communications [6]. The field
Affective Computing (AC) has seen a dramatic rise in pop-
ularity over the past decade [24] [4] [25] permeating various
disciplines such as computer science, electronic engineering

and psychology. Growing on this trend, Affective Gaming
(AG) is receiving significant consideration from academic
and industrial fields [20] [3] [2] [12]. However, there is still
no consensus on the best modalities and methods to use to
collect emotional data. Many modes have been considered
for use in gaming environments, see table I.

Table I
AFFECTIVE GAMING MODALITIES AND THE CURRENT CONTRIBUTORS.

Reference Modalities Game

[2] Ambinder HR, eye movement, EDA, Left4Dead2
EEG, pupil dilation, EOG, Portal2

posture, gesture, voice,
face expression, respiration

[3] Bonarini EDA, HR, pressure, Racing game
temperature, gyroscope

[5] Chanel HR, EOG, GSR, EEG, Tetris
respiration, temperature

[7] Drachen EDA, HR Prey, Doom3,
Bioshock

[9] Gilleade HR Action based

[10] Hoogen Control tilt, pressure Racing game

[11] Jannett Time, eye movement HalfLife

[12] Jones Vocal cue/pitch/intonation, HalfLife Mod
speech rate/volume

[16] McQuiggan HR, EDA Treasure Hunt
(Source)

[21] Nacke EDA, EMG HalfLife2 Mod

[26] Rani HR, EDA Pong

[27] Saari User control knobs Generic

[29] Sykes Game pad pressure Space Invaders

[30] Tijs HR, EDA, respiration Pacman

[31] Tognetti EDA Racing game

Abbreviated terms: Heart Rate (HR), Electrodermal Activity (EDA), Electrooculogra-
phy (EOG), Electroencephalography (EEG), Electromyography (EMG).

Emotions can be detected using a myriad of sensors.
These sensors can be broadly divided into two distinct
groups: behavioural and physiological, see figure 1. Be-
havioural recognition systems typically use cameras, mi-
crophones, Human Computer Interaction (HCI), and re-
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Input Modalities for Affective Computing

Peripheral Nervous System

Central Nervous System Naturally Observed

Computer Interaction

Physiological Behavioural

1   Electroencephalography (EEG)

2   functional MRI (fMRI)

3   functional Near-infra-red Spectroscopy (fNIRS)

4    Electrooculography (EOG)

5    Electromyography (EMG)

6    Electrodermal Activity (EDA)

7    Blood Volume

8    Blood Oxygen Saturation

9    Respiration

10  Skin Temperature

Facial Expression   11

Eye Tracking/Blink Rate   12

Gesture   13

Posture   14

Voice Modulation   15

HCI Patterns   16 
Mouse Click/Drag/Drop/Zoom rate           

 

Pressure on Mouse   17

Dialogue with Agent/Tutor   18 

  

Figure 1. An illustration of the modalities for measuring emotion.

cently 3D depth sensors (Microsoft Kinect). Behavioural-
based emotion recognition systems are generally unobtru-
sive; however, various facets of emotion are not always
accurately displayed externally, particularly noted across
different cultures [17]. Physiological patterns of emotion
are less susceptible to cognitive artefacts; therefore give
a truer representation of experienced emotion state [13].
Physiological recognition systems use various electrodesor
sensors to detect changes in the body’s peripheral nervous
system [13]. However, physiological systems require sensors
that are in direct contact with the user’s skin or are attached
to the user. This raises the questions of wearablity and
comfort [3], particularly when introducing such a system
or device to a gaming environment. Principally, video game
input-devices are expected to add to the player’s experience
and not detract from the player’s enjoyment [2].

For an affective interaction device to be adopted, it should
be unobtrusive. The device should not hinder the player’s
enjoyment and should not handicap the player or the type
of game that can be played. It should be intuitive to use. A
player should not have to guess what the device should do.
In addition, the set-up procedure, if any, should be short and
straightforward. The player may get irritated by a delayed
start of the game or by having to strap a device to their
wrist, finger, chest of head.

One particular problem is the need to keep the physi-
ological sensors still when in use, due to the high levels
of amplification often needed to pick up signals from the
body. Chanel et al [5] chose Tetris as a game that requires
only one hand to play, so that the signals can be measured
from the resting hand. Similarly, McQuiggan et al [16] relied
on a static hand while the subject played Treasure Hunt,
a bespoke HalfLife2-Source-engine driven game. However,
having one hand tied in sensors and having to keep it still
throughout the game may spoil the experience.

Many systems use sensors placed away from their re-
spective amplifiers and analogue to digital converters; thus
the signals are then carried through long (12”+) wires to
be processed. Therefore, artefacts introduced due to cables-
noise are amplified. To overcome this limitation, it would
be advantageous to integrate the sensors and the amplifiers
within a device already being utilised to control the game.
Special care has to be taken when designing such a device,
to ensure that the movements of the hand controlling the
device are not affecting the sensor outputs.

During the 2011 Game Developers Conference, Mike
Ambinder [2] highlighted the difficulty of obtaining a re-
liable pulse signal when actively playing a computer game.
Obtaining a robust heart rate signal by using a photoplethys-
mograph (PPG) is challenging as it is highly sensitive to
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movement artefacts. For this reason, to apply a PPG to
a game controller, a mechanism is required to hold the
sensor/finger still during use.

Research carried out by Bonarini et al [3] on a novel de-
vice attached to the player’s head revealed several additional
problems. Participants reported that the device stimulated
excessive sweat, took too long to attach and was not very
intuitive to use.

Taking all into account, we believe that there is a niche
for a simple and unobtrusive device which can deliver some
of the most important physiological modalities for emotion
recognition in real time. This paper proposes such a device
in the form of a computer mouse. Our device attempts to
include pulse rate through a “shark fin” hub implemented as
a small alteration of a standard computer mouse, an elec-
trodermal activity (EDA) sensor and a infrared temperature
sensor.

The remainder of this paper describes the basic AMBER
Shark-fin Mouse set-up, together with the individual signals
used. We review how each signal was tested for accuracy,
both individually and as a complete system. The experi-
mental set-up and video-game is discussed, followed by the
results and finally our conclusion.

II. T HE SHARK-FIN MOUSE

The humble mouse was first introduced as a prototype as
early as 1963, by Douglas Engelbart and Bill English of the
Stanford Research Institute. Since its inception it has formed
the backbone of all HCI. The concept of an emotional mouse
has been explored before [14]. However, limitations of the
designs discussed in the Introduction hampered successful
adoption of such devices.

The Advanced Multi-modal Biometric Emotion Recogni-
tion (A.M.B.E.R.) project was developed to create a low-
cost, unobtrusive, physiology sensitive system, incorporat-
ing a minimal set of physiological sensors with a high
potential for affect detection. The AMBER system also
incorporates EEG and combines both hardware and software
algorithms that support affect detection. The AMBER Shark-
Fin biometric mouse, being part of the AMBER project, is
a fully functional computer mouse which can output three
physiological signals in real time. It allows biometric data
to be collected as the player naturally participates in a video
game. This allows the device to seamlessly blend into the
PC gaming environment.

The AMBER prototype produces two digital data-streams.
The first is the mouse position data and the second is the
physiological affective data. Both mouse and data signals
can be read by a single computer or split into two separate
computer systems, for research purposes. For this paper, one
computer was used. To enable a mouse-driven emotion inter-
action device to be functional, a novel hardware approach
and design was needed. Preliminary testing demonstrated
that the middle finger was the optimum choice for a strong

blood flow volume needed by the photoplethysmograph
(PPG) heart rate sensor. We observed that resting the wrist
on a desk while holding the mouse decreases the blood flow
in the middle finger. It was observed that the amplitude of
the peaks in the pulse signal fell to a quarter of their initial
values. To overcome this issue, the mouse was designed so
as to provide support for the wrist (figure 2).

To maintain the mouse’s full functionality, the scroll-
wheel was moved from the centre finger (now being used for
a pulse) to the right or left side (depending on preference),
to be operated by the thumb, as shown in figure 2. To
assist in the stabilisation of the middle finger, and to house
both active component of the PPG, an arched housing was
designed in the centre of the mouse, in place of a standard
scroll-wheel. This also created a dark chamber to comply
with the PPG’s optical requirements.

The EDA sensors required the player to place a continuous
pressure on the electrodes in order to prevent artefacts.
Typical EDA devices place the electrodes between two
fingers of the hand. Since the fingers move during clicking
the mouse, the sensors were designed to connect with the
palm where the least amount of movement was likely. Two
1cm x 1cm square electrodes were situated 1cm apart on the
back of the mouse casing (figure 2).

Scroll-wheel
�����1

“Shark-fin” (pulse sensor)

A
A
AAU

Temperature sensor

A
A
A
AU

EDA sensors
���





�

Figure 2. AMBER Shark-fin Mouse

To take account of any heat build-up invoked by ther-
mal contact, a contactless IR thermometer was used. The
temperature sensor was situated where it would receive a
continuous and steady air convection from the hand. To
assist further in heat build-up removal, the mouse casing was
designed to be open, allowing air to circulate the circuitry,
and the heat to dissipate naturally.

A. Signals

Many studies confirm the importance of combining the
use of several physiological sensors to detect affect in video
games, as seen in table I.
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The variation in heart rate is a good indicator of stress
and anxiety [13]. Using optical volumetric sensors known as
a photoplethysmograph, the waveform of the heart’s pulse
can be detected through a thin part of the body, typically the
finger or ear. The received signal produces a sharp peak in
the waveform for every beat of the heart. Shelley and Shelley
[28] demonstrate the wealth of information available through
a photoplethysmograph sensor.

Electrodermal Activity (EDA), also referred to as Gal-
vanic Skin Response (GSR), Skin Conductance Response
(SCR) or Psycho Galvanic Reflex (PGR), measures the
variance in electrical conductivity through the surface ofthe
skin. EDA readings are effected through the sympathetic
nervous system, making it a good indicator of stress and
anxiety. EDA suffers with latency, with a delay of approx-
imately one second for a response to be evoked, followed
by approximately three seconds for the effect to dissipate.
It is among the most basic and low cost physiological
modalities available, and is widely used in physiological
emotion recognition, including video games (table I).

Body temperature is affected by emotion, specifically joy,
anger and sadness [18][19], and has been used for emotion
recognition in video games. Temperature sensors fall into
two general types: contact and non contact. Both types are
sensitive to movement, which can introduce inaccuracies in
the data collected. Movement is an important issue in the
process of an active game play; hence, the positions of the
sensors have to be chosen carefully.

Temperature is measured in Fahrenheit. Other units of
measure are 3.3 volts used for both EDA and pulse data,
capped by rapid-prototyping board FEZ-mini; measuring
1000 units per volt. Thus the minimum value will always
be a positive integer or zero and the maximum value cannot
exceed the integer value of 3,300. We avoid the typical
contamination and artefacts through using capacitors in a
smoothing circuit, as well as short cables and on-board
computation.

III. E VALUATION

Prior to running experiments, each component was indi-
vidually evaluated to measure its performance against the
expected output values. Each component was tested for
minimum and maximum range and temporal responsiveness.

1) Temperature:The temperature sensor was expected to
accurately respond to variances in the temperature of the
skin. To test the range of the sensor, three objects with
extreme variations in temperature where presented to the IR
thermometer’s90

◦ field-of-view (FOV), at an approximate
distance of 5.5mm. The objects used were ice, a hot coffee
pot and a human hand. The ice was taken from the freezer
drawer of a fridge. Due to the reflective properties of ice,
the ice-block was masked with a thin layer of paper. This
had the expected effect of marginally raising the surface

temperature. The same approach was used on the coffee-
pot, again slightly altering the temperature. However, these
alterations did not detract from the aim of the test, which was
to measure the response of the thermometer to temperature
changes. The objects where presented one after the other
to the IR-thermometers FOV. The system collected the
temperature data for 10 seconds and then paused for a key
press; while the next object was selected. The pause was
introduced to eliminate any danger when moving the hot-
coffee-pot, while maintaining a 30 second data window.
During this pause, the next object was presented, then the
data recording resumed with key press.

After all three objects had their temperature read, the
data was analysed, for range accuracy. Figure 3 shows the
temperature range over the 30 second interval. The expected
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Figure 3. IR-Temperature 10s hand, 10s ice, 10s coffee

temperatures of all three objects can be seen in table II.

Table II
TEMPERATURE RANGE(◦F)

Object Minimum Maximum Mean observed

Hand 55 99 91.5
Ice (surface) -30 50 48.7

Coffee 68 170 105.5

2) Photoplethysmograph:The photoplethysmograph sen-
sor comprises of a 3mm infrared (IR) light emitting diode
(LED) and a 3mm phototransistor. The sensor is required
to optically detect blood volume, entering and leaving the
middle finger. To test the functioning range of the sensor, a
dense light blocking/absorbing card was used to completely
block the light emanating from the IR-LED. When in situ,
no light was able to enter the phototransistor and therefore
no current should flow through the phototransistor. When
the card was removed, the full range of light was passed
to the phototransistor and the maximum current should be
produced. The minimum and maximum voltage levels are
0-volts and 3.3-volts, respectively. The 3.3-volt is governed
by the 3.3-volt analogue input cap of the devices circuitry.
The card was placed in front of the sensor for approximately
5 seconds then removed for 5 seconds repeatedly, for a total
duration of 30 seconds. Figure 4 depicts the recorded data.
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Figure 4. Heart Rate, 30 sec with 5sec covered 5sec uncoveredrepeatedly

3) Electrodermal Activity (EDA):To assess the function
of the EDA sensors, a simple hand test was conducted.
The palm of the right hand was placed on and off the
device making contact with the two sensors, at intervals of
approximately five seconds. The test began with the sensor
untouched. This procedure was repeated for 30 seconds.
Figure 5 demonstrates the unloaded (untouched) and loaded
(touched) EDA circuit and the maximum and minimum
range; 2552 and 196 respectively. This demonstrated the
system’s ability to respond during natural use.

0 5 10 15 20 25 30
0

1000

2000

3000

E
D

A
 s

ig
na

l

time

Figure 5. Electro-dermal activity, 30 sec with 5sec off 5sec on repeatedly

4) Complete system test:After ascertaining the minimum
and maximum ranges, a trial was made to determine the
ability of the sensors at detecting all signals together when
applying the hand onto the device. For this test, all three
sensors were recorded without any contact for approximately
10 seconds. After that, the right hand was placed on the
mouse, covering both EDA and temperature sensors with the
palm of the hand, and the middle finger was placed inside
the photoplethysmograph cover. Figure 6 demonstrates the
system’s ability to pick up all three signals simultaneously.
As expected the heart signal takes several seconds for the
capacitors driving the amplification to find the pulse. After
that, the pulse is cleanly detected. The EDA responded as
expected with a small rise in current as soon as the sensors
made contact with the skin. Similarly, the temperature sensor
detected the change in temperature, from room temperature
to skin temperature, almost immediately.

IV. EXPERIMENTAL V IDEO-GAME

After completing the individual sensor function tests, a
simple video game was created to test the device’s ability
to detect basic affect in a gaming environment. The game
involved moving the mouse over a randomly appearing white
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Figure 6. Heart rate (top), EDA (middle), Temperature (Bottom)

square, while avoiding a black square appearing in a straight
path to the white square. The game set-up and the layout
of the screen are shown in Figures 7 and 8, respectively.
The game was specifically developed to invoke mild levels
of stress. This was done by limiting the player’s ability to
freely move the mouse, while at the same time maintaining
a need to move the mouse as quick as possible to gain a
higher score within the countdown period. To achieve this,
a mouse speedometer was created that limited the player’s
ability to score. If the mouse was moved at normal speeds,
the scoring potential was reduced. If the players move the
mouse quickly the energy level was reduced. If the energy
bar became depleted, one of three lives was lost (Figure 8).
The game ended after the counter reached zero or all three
lives were lost.

Figure 7. Experimental video-game layout

The data was recorded using two files. The first stored
the computer game event data. The second recorded the
biometric sensor data. For each file an epoch time-stamp was
stored along with each iterative data point to enable temporal
comparisons of the game-play and biometric data. To begin
the experiment, the player placed their hand on the mouse
and were given the rules of the game. The game commenced
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Figure 8. A screen shot of the experimental video-game.

and ran for a total of 90 seconds. During game-play, the
state-of-play and game triggered-events were recoded to a
text file, approximately every tenth of a second. Similarly
the raw signals from the biometric sensors were collected
through MATLAB along with the epoch time stamp, at
approximately two tenths of a millisecond.

V. RESULTS

The results of the trial highlight the effectiveness of the
device at measuring clean physiological signals from a fully
functional mouse, while playing a video-game. Figure 9
demonstrates the quality of the signals achieved during a
live game trial. To test the potential of the proposed device
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Figure 9. Typical physiological data output

at emotion recognition, we carried out off-line analyses of
the data. The data consisted of the three variables (Pulse
rate, GSR and skin temperature) measured along the whole
approximately 90-second long game run. Each value in the

sequence was the average of the previous 3 seconds of the
signal. The pulse signal was transformed into pulse rate by
the following steps:

1) The raw curve was smoothed with a window of 1/2 a
second and then with a window of 1 second.

2) The locations of the peaks in the signal were identified.
3) The intervals between the subsequent peak locations

was used to approximate the heart rate.
4) A linear interpolation was used to set the heart rate

values between the peaks.
Two categories were formed. Assuming that the player is

in state ‘Calm’ during most of the game run, we hypothe-
sised that certain situations would provoke a negative state
which we labelled ‘Agitated’. In this experiment, a state was
labelled as ‘Agitated’ if all of the following held:

• The speed of the mouse exceeds a threshold of 200.
• The countdown clock indicates less than 25 seconds

left.
• The player has lost at least one life thus far.

For example, game #3 produced 4129 data points, 56 of
which were labelled ‘Agitated’ (3.78%), while the remaining
points were labelled ‘Calm’. After removing the outliers
(GSR signal less than 500 and temperature signal less than
50), and concatenating all 20 games, we obtained a labelled
data set with 60,684 data points with 5332 data points
(8.79%) in class ‘Agitated’. The task of developing a proper
real-time classifier for such an imbalanced data set is one
of our future lines of research. Here we are interested to
find whether there are differences between the distributions
of the two classes. A histogram was calculated for each of
the three features and each class. The polygons of these
histograms are shown in Figures 10, 11, and 12.
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Figure 10. Polygons for classes ‘Calm’ and ‘Agitated’ for thePulse Rate.

The polygon for class ‘Agitated’ has a more jagged
appearance than the one for class ‘Calm’ because it was
calculated from much fewer data points. More importantly,
however, all distributions for class ‘Agitated’ are slightly
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Figure 11. Polygons for classes ‘Calm’ and ‘Agitated’ for theGSR.
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Figure 12. Polygons for classes ‘Calm’ and ‘Agitated’ for theSkin
Temperature.

shifted to the right, indicating increased Pulse Rate, GSR
and Skin Temperature. These findings are consistent with
increased level of anxiety [13], which demonstrates the
ability of the proposed device to output genuine and useful
signals.

VI. CONCLUSION

In this study, we identified the need for a simple input
device capable of streaming real-time physiological data.
We proposed a novel solution, named the “Shark-fin Mouse”
(due to the shape of the hub housing the plethysmograph).
The mouse outputs three signals: pulse, electrodermal activ-
ity (EDA, often termed Galvanic Skin Response or GSR)
and the skin temperature. Compared to the existing devices,
the Shark-fin Mouse has the advantage of producing clean
and reliable signals in real time in a subtle way. The Shark-
fin mouse retains full functionality as a mouse, while hosting
sensors positioned so as to ensure maximum robustness
of the signals. Our tests and experiments demonstrated

that the Shark-fin Mouse is capable of streaming the three
physiological signals during a real game play.

The proposed device opens up interesting future research
avenues. First, the Shark-fin Mouse was intended as a part of
the A.M.B.E.R. project. The system will include additional
affective modalities such as EEG and facial expression
recognition. Second, we aimed at designing a device with a
wide range of applications, including psychology, medicine,
business, and entertainment industry. Data can be collected
in different experimental environments. Due to the ability
of the device to stream data in real time, experiments with
emotional feedback can be carried out. The device can be
turned into a useful gaming accessory because of its low
cost and simplicity of concept and operation. It has to be
mentioned that the Shark-fin Mouse is only a prototype at
this stage. However, with the rise of the interest in affective
computing we are planning to work towards wider academic
and commercial deployment of the Shark-fin mouse.
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