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Forward

The Ninth International Conference on Advances in Computer-Human Interactions (ACHI
2016), held between April 24 and April 28, 2016 in Venice, Italy, continued a series of events
targeting traditional and advanced paradigms for computer-human interaction in multi-
technology environments. The conference also covered fundamentals on interfaces and
models, and highlighted new challenging industrial applications and research topics.

ACHI was initially proposed as a result of a paradigm shift in the most recent achievements
and future trends in human interactions with increasingly complex systems. Adaptive and
knowledge-based user interfaces, universal accessibility, human-robot interaction, agent-driven
human computer interaction, and sharable mobile devices are a few of these trends. ACHI 2016
also brought a suite of specific domain applications, such as gaming, e-learning, social,
medicine, teleconferencing and engineering.

The event was very competitive in its selection process and very well perceived by the
international scientific and industrial communities. As such, it has attracted excellent
contributions and active participation from all over the world. We were very pleased to receive
a large amount of top quality contributions.

The conference had the following tracks:

e Usability and universal accessibility

e Social aspects of human-computer interaction
e Interaction devices

e Human-computer interaction in education and training
e Design & evaluation

e User modeling and user focus

e Other domain applications

e User modeling and user focus

e Human-robot interaction

e |nteractive systems

e Principles, theories, and models

e Interfaces

We take here the opportunity to warmly thank all the members of the ACHI 2016 technical
program committee, as well as the numerous reviewers. The creation of such a high quality
conference program would not have been possible without their involvement. We also kindly
thank all the authors that dedicated much of their time and effort to contribute to ACHI 2016.
We truly believe that, thanks to all these efforts, the final conference program consisted of top
quality contributions.



Also, this event could not have been a reality without the support of many individuals,
organizations and sponsors. We also gratefully thank the members of the ACHI 2016 organizing
committee for their help in handling the logistics and for their work that made this professional
meeting a success.

We hope ACHI 2016 was a successful international forum for the exchange of ideas and
results between academia and industry and to promote further progress in the field of
computer-human interaction. We also hope that Venice, Italy, provided a pleasant environment
during the conference and everyone saved some time to enjoy the unique charm of the city.
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Alma Leora Culén , University of Oslo, Norway

Hermann Kaindl, Vienna University of Technology, Austria
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Do More Pictures Mean More Effort?
Investigating the Effects of Monocular Depth on Target Detection in a 3D WIMP Pictures Folder

Markos Kyritsis

Computer and Information Science Dept.
Higher Colleges of Technology
Sharjah, UAE
mkyritsis@hct.ac.ae

Abstract— The limited commercial success of 3D WIMP
interfaces, despite ongoing efforts, leads us to question whether
depth itself is detrimental to task performance due to, e.g., an
increase in the amount of clutter, or if the lack of any success
can be mostly attributed to unsuitable interactivity with input
devices made for 2D interfaces. In this study, we evaluate a
common interactive task -browsing a pictures folder- and
argue that despite an increase in the number of nontarget
distractors available on the screen when introducing
monocular depth, there is no decrease in target detection times,
nor are there any changes in cognitive load (as measured
through pupillometric data). Interestingly, eye tracking data
indicates that this is not due to a lack of fixations, as
participants tend to spend proportionally less time fixating on
pictures in front of them as more items become available in the
background. Finally, our participants made significantly more
target identification errors when there were only two picture-
layers of visible depth, when compared to four picture-layers.
We therefore suggest adding monocular depth cues to 3D
WIMP photo gallery or desktop pictures folder applications.

Keywords- Interaction & Interface Evaluation, 3D WIMP;
Visual Search; Eye Tracking

. INTRODUCTION

The WIMP interface is undoubtedly the most essential
and common method of interaction for the everyday user
when it comes to human-computer interaction. Bundled with
all the major operating systems, this type of interface is the
first thing a newcomer would be expected to use in order to
complete everyday computing tasks. Even though there exist
variations across the wide range of platforms that host
WIMP desktop interfaces, the actual design has remained
relatively unchanged for the past 40 years, despite periodic
predictions from various research teams of shifts towards
alternative methods of interaction [3][4][8]. However, this is
not due to a lack of interest from academia or industry, as is
evident by theoretical upgrades, the most popular of which is
arguably  the addition of  monocular  depth
[11[5]1[10][14][15][17]. Nevertheless, any attempts to include
depth have been met with either commercial failure (e.g.,
project looking glass developed by LG3D) or have not really
seen much of a success, such as the fairly recent acquisition
of the Bumptop desktop (www.bumptop.com) by Google.
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A. Finding a target picture: a visual search task

When consider the task of finding a picture in a folder,
we are, in essence, conducting a visual search task, a
common paradigm used for studying selective attention in
the areas of cognitive psychology and neuroscience. In these
types of paradigms we are interested in how long it takes for
a participant to detect a target amongst nontargets in
environments of varying size, as well as how many target
identification errors occur. The efficiency of the task is
affected by both exogenous bottom-up orientation cues such
as colour, size, movement and other features, as well as top-
down endogenous orientation cues guided by e.g., working
memory [18]. As described thoroughly by the Feature
Integration Theory (FIT) [16] concerning exogenous
orientation, when the target is surrounded by homogenous
nontargets, then the search is considered -efficient,
preattentive, and not influenced by increases in set size,
instead causing a ‘pop-out’ effect allowing for parallel
search. On the other hand, heterogenous nontargets (i.e., the
target differs to some nontargets in one feature, but is similar
in others) leads to a conjunction search, requiring the binding
of features and hence increases in attentional resources and
an inefficient serial search.
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Figure 1. Left - Feature search, finding the black box is effortless and not
susceptible to changes in set size; Right - Conjunction Search, the
heterogeneous distractors lead to higher attentional resource requirements,
making this type of search more inefficient and more susceptible to
changes in set size

For complex picture targets and nontargets, as one would
expect from pictures in a folder, we can assume that the
search will be inefficient, and heavy on attentional resources,
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and one may therefore be tempted to simply infer that by
adding more items in depth we would essentially be
increasing the set size and making the search task even less
efficient. On the other hand, past studies have shown that
depth itself can be considered a bottom-up feature, as well as
a guidance property during a visual search task [11][13]. For
this reason, target detection may not suffer, as stimuli in
depth could efficiently be ignored during the task through the
use of a sub-nesting strategy. These strategies have been
routinely observed when participants are asked to e.g., find a
red ‘k’ amongst red and blue letters, which will lead to blue
letters being ignored, although particularly salient stimuli
(e.g., a mostly yellow picture amongst otherwise blueish
pictures) may still capture attention, as shown by [9].
Regardless, there is, to the best of our knowledge, no
compelling evidence to describe how this would affect target
detection.

B. Including Monocular Depth

Studies have had mixed opinions on whether the addition
of depth holds any real advantages in terms of interaction
quality. There is evidence, from qualitative data, that
suggests a positive attitude by users towards a desktop that
includes both depth and physics [1], as well as some limited
evidence that supports an increase in performance during
certain tasks when depth is included in the system [15]. On
the other hand, studies have found a decrease in
performance in certain user tasks (such as finding a file in a
folder) [6][7][9]. In all of these studies there are several
merits as well as pitfalls. The study by [1], being more
oriented towards the engineering of a physics-based desktop
and less focused on the human cognitive limitations,
essentially does not provide evidence as to whether such an
interface would be indeed beneficial in terms of usability.

The studies by [6][7] and [9] compared 2D and 2.5D, to a
3D interface, not accounting for the changes in the
interaction styles, and whether the 2D input device is
unsuitable for this type of interaction (even if the y-axis was
constrained to make interaction more simple). In other
words, when looking for a target picture in a folder, by not
systematically increasing the layers of visible depth, the
researchers did not consider whether the increased amount
of nontarget distractors was the reason it takes users longer
to find the target in these environments, or whether it has
more to do with interaction using a 2D mouse in 3D space.

Therefore, rather than a holistic approach (3D WIMP vs
2D WIMP), we instead argue the need to investigate the
benefits of including monocular depth to each user-based
task independently. As shown in [9], there was no benefit to
adding depth in a folder populated with text files, however,
when target stimuli were perceptually salient, target
detection times decreased significantly in a pictures folder.
Therefore, for the scope of this study we only considered the
potential benefits of a 3D interface in browsing the pictures
folder for a target picture.
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Il.  CURRENT STUDY

In this paper, we investigate the impact of depth on target
detection times and errors by developing a 3D WIMP
pictures folder, and systematically increasing the number of
visible layers of images from two to four. Since we were
interested in seeing whether increases in visible depth, and
hence set size, would lead to more items being attended
during the trial as one would expect from a serial search, or
whether participants effectively ignored the increased visible
layers as a form of a sub-nesting strategy, we used an eye
tracker to explore whether there is a relationship between
depth and the number of fixations on each layer of visible
depth, as well as measure any changes in pupil size, which
has been shown to be a good reflection of mental effort [2].

1. METHOD

A. Participants

Having received ethical approval from the University of
Reading School of Psychology and Clinical Language
Sciences, we recruited 18 participants (15 women, 3 men,
age range: 21 - 27, mean age: 24.23), to take part in our
experiment. All participants had normal or corrected to
normal vision, while none claimed to suffer from colour
blindness or any other disorders that would impact the
selective attention task. The participants were asked to sign
consent forms, asked to read the information sheets, and
were debriefed at the end of the experiment.

B. Materials and Design

The 3D pictures folder (Figs. 2 & 3) was built using
Javascript and the three.js library (a popular retained mode
library for 3D development) and was optimized to run well
on the Google Chrome web browser. The folder was then
populated with 304 pictures of 190x190 pixel resolution
made up of people, groups of people, animals, and various
objects. Each visible layer was made up of 16 pictures, while
the groups themselves were of equal size and placed in the
environment following a random uniform distribution.

33 \

Figure 2. The 3D WIMP pictures folder with four visible layers
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The space between each picture on the horizontal axis
was set to be 1/10™ of the total screen width (which was 192
pixels when the layer was as “close” to the screen as
possible), while the space between each picture on the
vertical axis was set to 1/20" of the total screen height
(which was 60 pixels when the layer was as “close” to the
screen as possible). The distance between the layers was set
to ten default arbitrary units in 3D “depth” as set by the
three.js library.

Figure 3. The 3D WIMP pictures folder with two visible layers

Since the target was selected randomly for each trial,
differences in low-level (bottom-up) feature complexity and
semantic differences with nontargets was not controlled,
however, we expect that the random sampling of pictures
from multiple categories, as well as the random selection of
the target in each trial leads to a decreased likelihood of our
results being affected from large differences in salience
between target and neighbouring nontargets.

Figure 4. A ray-casting algorithm was used to measure the number of
fixations on each layer

The mouse interaction purposely resembled the classic
2D WIMP interface, even though movement occurred along
the z axis (in and out of the environment) using the mouse
scroll wheel. This movement was essentially a translation of
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image on the z-axis, and no transition animations were used.
Rotations along the x or y axis were not implemented, in
order to decrease the overall complexity of interacting in a
3D environment using a 2D input device [12]. Rotations on
the z axis were implemented, however this feature was
disabled during the experimental stage in order to facilitate
the overlay of eye tracking data to the environment.

An Eyelink 1000 eye-tracker (SR Research, Montreal)
was used to record fixations. The chin rest was placed 70cm
away from a large 28” monitor (16:10 aspect ratio), with a
screen resolution of 1920x1200 pixels, while the sampling
rate for the eye tracker was set to 500 samples every second.
Calibration was kept at < 0.50 of error, (~ less than half the
width of a human thumb at arm’s length).

Our software recorded the number of intersections
between eye fixations and pictures, as well as pupil size, with
iterations occurring asynchronously every millisecond, with
~30ms maximum delay. The fixation measurement was
implemented using a ray casting algorithm that would
measure a fixation in the same way a mouse click would
work when selecting a picture (Fig. 4). The target detection
times were extracted from the eye tracking data once a
fixation had occurred on the target that subsequently led to
its selection using the mouse. Target identification errors
were measured by the amount of clicks on a nontarget during
each trial. The whole process has been summarised in Fig 6.

C. Procedure

After a small automated tutorial on the user interface,
participants were presented with a random target in the
beginning of each trial. Once they felt they were ready to
begin, participants were instructed through text on the screen
to press the spacebar and start the trial (Fig. 5).

Trial Number: 1/64
Memorise the target, and press the spacebar to start when you are ready

Figure 5. A random target would appear before the beginning of every
trial. Participants were expected to maintain the target in working memory
during the visual search task

Upon target detection, the participants would click on the
target and proceed to the next trial, if they made an error and
clicked on a nontarget, that picture would be coloured red to
provide feedback to the participant that they had made a
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recognition error. Furthermore, if the participant felt they
were unable to find the target image they could choose to
skip the trial (this was logged as a failed trial). At the end of
either 64 trials or one hour, the experiment would end.
Furthermore, participants were allowed to take short breaks
every 10 minutes, hence, the eye tracker was calibrated and
validated before each block of trials. Only seven participants
managed to finish all the trials, while the range overall was
from 32 to 60 (mean = 54.33, 6 = 11.31).

Eye Tracker

(Calibration)

Data analysis

Ethernet
+—(synchronised—»
Date & time)

Host PC Client (expériment) PC

Eye tracking
data
{timestamps)

Experimental Playback
data Script
{timestamps) T

Playback creation
(Python script)

Figure 6. System Architecture illustrating the connections between the
eye tracking and experimental machine, as well as the process of extracting
playback information and data for the analysis

IV. RESULTS

The target detection time (RT) data did not follow the
normal distribution, therefore, the non-parametric Kruskal-
Wallis test was used in place of a one-way ANOVA, with
visible depth as the independent categorical variable with
three levels (two - four layers of visible depth), and RT as
the dependent continuous variable. We failed to find any
evidence to support that increasing the layers of visible depth
lead to an increase in RT, since our results were not
significant. However, using Kruskal-Wallis to investigate
whether there was a significant main effect of depth on target
identification errors; we found a significant result (H = 6.8, p
= 0.03), while pairwise comparisons using Dunnett’s
procedure (with two layers of visible depth as the control),
revealed that trials with four layers of depth produced
significantly fewer errors than trials with two layers of depth
(p = 0.05). This was not the case when comparing trials of
two layers with trials of three layers of depth.

To investigate the results further, we took the ratio of
fixations from our eye tracking data between the first layer of
depth and all other layers. Formally this can be expressed as:
Vi € {0,....,n}. Ri = Fi / (Fi + O;) where R is the vector of
fixation ratios, F is a vector populated with number of
intersections on the first layer, and O is a vector populated
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with number of intersections on other layers. Even though
the fixation ratio data did not fit the normal distribution, we
successfully transformed the data to satisfy the normality
assumption by simply raising all the values to the power of
two. This was then confirmed subjectively using QQplots
and objectively using Shapiro-Wilk (p > 0.05), allowing us
to use a one-way ANOVA for the analysis. The test revealed
that the layers of visible depth had a significant effect on
fixation ratio (F(2, 132) = 11.63, p < 0.001), while multiple
comparisons using the Tukey test reported significantly
lower ratio of first layer to other-layers fixations when there
were three visible layers of depth compared to two visible
layers of depth (Mair = -0.07, 95% ClI, [-0.13, -0.01], p =
0.02), as well as when there were four visible layers of depth
compared to two layers of depth (Mgitr = -0.12, 95% ClI, [-
0.18, -0.06], p < 0.001). We did not, however, find a
significant difference in fixation ratio when comparing three
and four layers (Fig. 7). Finally, average pupil size was also
extracted for each level of depth and compared using
Kruskal-Wallis (since the data, again, did not fit the normal
distribution), however, the results were not significant,
indicating no changes in pupil size as a result of increased
visible depth. Finally, it is worth mentioning that we did not
find an increase in target detection times and errors in
relation to trial number (i.e., there was no measurable
performance decrease due to fatigue).
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Figure 7. Ratio of fixations between the first layer of depth and all other
layers, as visible leayers of depth increase.
(Error bars are 95% ClI)

V. DISCUSSION

The result of our study supports that increases in the item
set size (in this case, pictures) caused by adding more layers
of visible depth does not impact overall target detection
times. One may be tempted to assume that this is due to a
top-down sub-nesting strategy, where pictures in depth are
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effectively ignored in order to support the very serial and
inefficient search that one would expect from complex
pictorial stimuli. This is not entirely true, however, as our
eye tracking data revealed that by making more layers of
visible depth available to participants, fixations on the first
layer decreased significantly (at least when comparing three
or four layers with two layers of depth).

We hypothesise that the decreased ratio of fixations on
the first layer compared to other layers is either the result of
(@) randomly occurring (due to the random distribution of
items) highly perceptual feature contrasts in depth that
capture attention (bottom-up), or (b) nontargets with features
that resemble the target stimulus that may be harder to
differentiate when unattended in depth (possibly because of
the smaller picture size), capturing attention due to feature
similarity to the target in memory (top-down). To further
explore this, we conducted an exploratory meta-analysis of
the data in order to see if increased depth also led to
increased selection of items in depth. Much to our surprise it
did not, illustrating that the relationship is very complex and
warrants further investigation. Finally, increased layers of
visible depth lead to decreased numbers of target
identification error, but only when comparing two layers to
four layers of depth.

In conclusion, contrary to previous studies, which found
depth to decrease performance in a 3D WIMP, our results are
more optimistic, and suggest that adding depth does not
impact target detection for this particular type of user action
(find a picture in a folder). However, there is undoubtedly
strong evidence to support that 3D WIMP interfaces do not
work well (as can be seen by a plethora of previous studies),
probably due to the lack of a suitable input device that can
facilitate interaction in three-dimensions. Our results do not
contradict past studies, per se, but rather indicate that if a
more suitable 3D input device was manufactured, then 3D
WIMP picture folders and photo galleries would not lead to a
degradation of performance in the task of target detection.
This supports the need for further research into novel devices
that can perhaps replace the 2D mouse, although past
attempts have failed in this regard (e.g., the 3D mouse is hard
to use long-term since it leads to fatigue). Finally, we present
these results with caution, as our study focused exclusively
on usability and performance, rather than user experience.
Therefore, we cannot argue that users would find a 3D
picture folder compelling, even if it does not lead to
performance degradation. In this regard, further research
using qualitative methods would be appropriate, as well as a
suitable next step for this research topic.
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Abstract— This paper presents a work in progress aimed to
develop a universal architecture based on Web services and
semantic Web technologies, for evaluating Web accessibility by
using a federation of multiple evaluation tools, and
compounding a unique result report combining semantically
the reports obtained by each tool. The definition of a standard
interface for evaluation services is proposed, and its
implementation using RESTful Web API (Application
Programming Interface) is described. Services for automatic
semantic composition of reports are described using W3C
(World Wide Web Consortium) standards as RDF(S)
(Resource Description Framework Schema), OWL (Web
Ontology Language), SPARQL (Sparqgl Protocol and RDF
Query Language) and EARL (Evaluation and Report
Language).

Keywords-Web accessibility; ally; Web service; federated
evaluation; semantic Web; Web api; metatool.

l. INTRODUCTION

The accessibility of a Web site is essential to make it
understandable, usable and practical for all users, including
disabled people. To help determine the accessibility of a
Web site, the World Wide Web Consortium has published
the Web Content Accessibility Guidelines (WCAG) [1] that
have been adopted as an international 1SO (International
Organization for Standardization) standard [2]. This standard
establishes the minimum requirements for a Website to be
accessible, overcoming barriers of access to any type of user.
Other organizations have published their own Web
accessibility requirements, such as Section 508, by the
United States government; BITV (Barrierefreie Informations
Technik Verordnung) by the Germany Government; or
Stanca Act, by Italy Government. In general all these have
much in common with WCAG that defines 61 accessibility
success criteria to be satisfied by Web applications or
Websites. To quantify the accessibility of a Website, the
standard has created three levels of compliance: level A is
reached by a Web site that accomplishes 25 specific success
criteria, AA level requires meeting other 13 criteria, and
AAA level is obtained when all criteria (61) are satisfied.

Developers and testers of Websites can verify the success
criteria using accessibility evaluation tools. The W3C
maintains a Web page with the list of the most important
tools [3], including online tools. In general, an online
evaluation tool is a Web application that allows the user to
enter the URL (Uniform Resource Locator) of the Website to
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be tested obtaining an assessment report, which includes the
accessibility requirements verified, those non-verified
(requiring manual assessment), errors found and warnings.
However, not all the tools have the same efficiency making
essential the execution of different tools to complement the
results. This procedure is tedious, as each tool uses a
different user interface with different options and various
formats for the results. To solve this problem, this paper
presents a work in progress aimed to develop a universal
architecture for evaluating Web accessibility using a
federation of multiple evaluation tools, and compounding a
unique results report combining semantically the reports
obtained by each tool.

The following section describes the proposed
architecture. In Section Ill, the definition of a standard
interface for the accessibility evaluation services included in
the architecture is presented. Section IV describes the basic
services proposed for semantic composition of results
reports. In the final section, some conclusions and other
related works are presented.

Il.  SERVICE-BASED ARCHITECTURE

The proposal architecture is for any accessibility
evaluation meta-tool system, which uses other evaluation
tools in a federated way, receiving an evaluation request
from a user, launching calls to a pool of federated tools, and
finally compounding a single assessment report for the user,
based on the results of each of the remote tools invoked. To
implement this system, a service-based architecture with
three layers is proposed (Figure 1). The choice of an
architecture based on Web services is mainly given by the
independence of the implementation details of each of the
assessment tools available online. Each tool is independent
from the rest, establishing its own decisions, and acting
under its own autonomy. The levels proposed are as follows:

Layer 3. It represents the user (person or software) who
wants to perform a simultaneous evaluation of the
accessibility of a Website using multiple assessment tools.
To do this, the user must provide the URL, or HTML (Hyper
Text Markup Language) code, of the page to analyze, the
accessibility evaluation standard to apply (WCAG 2.0,
Section 508, etc.), and data about the federation of tools (at
least, the selection of tools to participate in the federated
evaluation).

Layer 2. At this level there are the services that manage
user interface (Front-end management), and process the user
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data (Back-end management). From these data, a federation
service module is responsible for determining how to
connect with the final assessment tools provided by the user.
Then, launches the requests for evaluation to those involved,
and receives reports with the results. At this level, there are
other support services, explained in Section 1V, for filtering
and adapting the format of reports, and the semantic
composition of a single overall evaluation report.

‘Web page to
evaluate (URL|
. {or HTML
code)

|
|
|
i
|
| N
|
|
|
|
|

S Accessibility ‘__-"'-
TT | standads. | ”

and

Federation

& data

Front-end
management

Bac-end
management

Federated
Evaluation

Report cataloging

Remote and filtering
services data

] ]

Evaluatign Teol 2

évlluanon Service %

Figure 1. Service based architecture for accessibility evaluation.
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Layer 1. It includes remote tools that perform the
evaluation of the accessibility of Web sites, and should
expose its functionality as a Web service (Evaluation
Service) with a standard interface, as it is explained in the
following Section.

I1l.  STANDARD INTERFACE FOR EVALUATION SERVICES

There is a growing number of online Web accessibility
evaluation tools. And some of them expose their
functionality through Web services using RESTful Web
API technology [4]. This is the case of the following free
use tools: AChecker [5], OWA [6], Tenon [7] and WAVE

(8.
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Surely, the tendency to offer functionality through Web
services will be extended to other existing online tools,
which are now Web applications with user interface to be
used with a Web browser. The problem is that every tool
creates its own services, and its own input and output
parameters, being different in all cases. As an example,
Table | shows the input parameters of the evaluation service
exposed by the four cited tools. It can be seen that, in
general, at least the address of the Website to evaluate and a
user ID or password are required. But there are tools
offering other optional parameters, such as the evaluation
standard to be applied. This is the case of AChecker with an
optional ‘“guide” parameter, whose default value is
"WCAG2-AA", but that can refer to other standards such as
the American "Section 508", the Italian "Stanca-act" or the
German "BITV1". The other tools do not offer this
possibility, because they only evaluate according to the
WCAG standard.

TABLE I. APl REQUEST PARAMETERS OF EVALUATION TOOLS

Required: uri, id.

Optional: guide, output, offset.

Required: format, url, key.

Optional: level, resolution.

Required: key, url (or src).

Optional: appID, certainty, waitFor, fragment,
importance, level, priority, ref, store, projectID,
uastring, viewPortHeight, viewPortWidth.
Required: key, url.

Optional: format, reporttype.

AChecker

OWA

Tenon

WAVE

Also, the information that the tools include in response
to the request made after the evaluation of accessibility is
different in each case. Table Il shows the data in response.

TABLE Il. APl VALIDATION RESPONSE OF EVALUATION TOOLS

resultset, summary,
NumOfErrors, NumOfLikelyProblems,
NumOfPotentialProblems, guidelines (guideline,
results (result (resultType, lineNum, columnNum,
errorMsg,  errorSurceCode,  repair,  sequencelD,
decisionPass, decisionFail, decisionMade,
decisionMadeDate))), errors  (totalCount, error
(message)).

Date, message, result (elements (forms, iframes,
OWA images, links, linkslmages, tables, total), image, level,
principles, resolution, summary, url).

status, message, documentSize, responseExecTime,
responseTime, sourceHash, request (applID, certainty,
doclID, importance, key, level, priority,
priorityWeightissueLocation, ref, responselD,
projectlD, uaString, url, viewport, fragment, store),
clientScriptErrors (message, stacktrace), globalStats
(allDensity, errorDensity, warningDensity),
resultSummary (density, issues, issuesByLevel, tests),
resultSet (bplD, certainty, priority, errorDescription,
errorSnippet, errorTitle, position, ref, resultTitle,
signature, standards, tID, xpat), apiErrors (line,
message, sourceld, tiD).

status  (error (code, description)), categories
(description, count, items (count, id, description)),
statistics (creditsremaining, pageurl, pagetitle, waveurl,
time, allitemcount, totalelements).

status, sessionlD,

AChecker

Tenon

WAVE
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Another problem is the format of the result. AChecker,
OWA and Tenon allow to optionally specify the format as
an input parameter: HTML, XML (eXtensible Markup
Language), JSON (JavaScript Object Notation); while
Tenon always returns the information in JSON format.

In short, it can be seen that it is difficult to combine all
the results and unify the input parameters, so it would be
necessary to create a standard interface to be met by tools
interested in participating in the federation of their services.
Authors of this paper are working on creating a universal
interface proposal, covering all possible input data, and
producing a result with self-descriptive structure, based on
the standard language EARL [9].

TABLE III. EXTRACT OF AN EVALUATION REPORT USING OWA API

@prefix earl: <http://www.w3.org/nss/earl#> .

@prefix ptr: <http://www.w3.0rg/2009/pointers#>.

@prefix doap: <http://usefulinc.com/ns/doap#> .

@prefix ally: <http://example.org/allyResources.owl#> .

@prefix weag2: <http://www.AccessibleOntology.com/WCAG2.owl#>.

ex:assertion_ OWA a earl:Assertion ;
earl:assertedBy ally:OWA_API ;

earl:subject <http://www.example.org/page.html> ;
earl:test wcag2:SuccessCriterion_111;

earl:result ex:OWAResult .

wcag2:SuccessCriterion_111 a earl:TestRequirement .

ally:OWA_API a earl:Software;
doap:name "OWA Web Service API";
doap:homepage <http://observatorioWeb.ups.edu.ec/oaw/apirest.jsf> .

ex:OWAResult a earl: TestResult;
earl:outcome earl:failed;
earl:pointer ex:ptrl_OWAResult .

ex:ptrl_OWAResult a earl:Pointer, ptr:LineCharPointer;
ptr:lineNumber "37";
tr:charNumber "8" .

Tables I1l and 1V show EARL extracts of reports to be
used in Section IV. In both cases, for simplicity, the reports
are represented using the Turtle RDF serialization syntax
[10], although they could be obtained in other formats such
as RDF/XML or JSON-LD (JSON for Linked Data). The
reports consist of a list of triplets "subject predicate object"
to describe the results. For example, the report in Table Il
indicates that a fail has been found, because of the
noncompliance with the success criteria 1.1.1 of WCAG 2.0
on line 37 in the Web page www.example.org/page.html,
using as evaluation tool the API provided by OWA.

IV. SERVICES FOR SEMANTIC COMPOSITION OF REPORTS

A problem to be solved when trying to do a joint or
federated evaluation of the same Website, is how to
combine the results obtained by each tool. It may be the
case shown in Figure 2, in which a user wants to use two
tools, and to evaluate the Web page according to the rule
Section 508 existing in the US. In this case, only the
AChecker tool can evaluate Section 508. However, the other
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can make an evaluation according to a similar standard as is
WCAG 2.0.

Web Accessibility Federated Evaluation Tool (WAFET)

URL to evaluate: |http:/iwww_example.org/page
Select tools to federate and extend evaluation:

¥ AChecker

I OWA
TENON
WAVE

Mode: | Section 508 v

WCAG 2.0 (Level A)
WCAG 2.0 (Level AA)
WCAG 2.0 (Level AAA)
Section 508

BITV 1.0 (Level 1)

BITV 1.0 (Level 2)
| Stanca Act

Figure 2. Basic user interface of a federation based meta-tool.

The solution proposed here is to include in the
architecture a service and a knowledge base, both based on
semantic technologies such as ontologies, able to help
determine the equivalence between both standards. In this
context, semantic technologies refers to technologies that
facilitate the description of the meaning of information, so
that this information can be compared or combined with
other information with similar meaning without the need of
the intervention of a person, using for that a specific
software, such as intelligent agents.

Ontologies are implemented using semantic Web
techniques, such as OWL, RDF (S) and SPARQL [11]. And
they are compatible with the EARL language to describe
individual reports returned by each tool. There are
ontologies to model the WCAG standard, as the one
referenced in Table Ill, but new ontologies must be created
to conceptualize other standards, as Section 508, and apply
techniques for mapping ontologies to align all involved. The
authors of this paper are collaborating in the creation of
ontologies about accessibility to model standards
(section508.owl in Table 1V), but also to model and classify
evaluation tools (allyResources.owl in Table V).

TABLE IV. EXTRACT OF AN EVALUATION REPORT USING ACHECKER API

@prefix s508: <http://fexample.org/section508.owl#> .

ex:assertion_AChecker a earl:Assertion ;
earl:assertedBy ally:AChecker_API ;

earl:subject <http://www.example.org/page.html> ;
earl:test s508:req_1194 22 a;

earl:result ex:ACheckerResult .

s508:req_1194 22 _aa earl:TestRequirement .

ally:AChecker_API a earl:Software;
doap:name "AChecker Web Service API";
doap:homepage <http://achecker.ca/checkacc.php> .

ex:ACheckerResult a earl: TestResult;
earl:outcome earl:failed,;
earl:pointer ex:ptrl_ACheckerResult .

ex:ptrl_ACheckerResult a earl:Pointer, ptr:LineCharPointer;
ptr:lineNumber "25";
ptr:charNumber "10" .
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Table V shows Turtle RDF code for declaring in the
knowledge base that the success criterion 1.1.1 of WCAG
2.0 is semantically equivalent to the requirement 1194.22
(@) of Section 508. Both standards require that in an
accessible Web page, a text equivalent for every non-text
element shall be provided. Thus, a combined report can be
composed using SPARQL [12] and a software reasoner that
can make inferences from rules in ontologies. The authors
are using for this Jena, an open source Java framework that
allows programming SPARQL queries and has integrated
reasoning, but also it allows us embed external reasoners as
Pellet, or FaCT Racer [13].

As an example, Table VI shows a possible query and
Table VII the result. It can be seen that through the
mechanism of reasoning in the knowledge base, it has been
inferred that the requirement 1.1.1 detected by OWA is
equivalent to 1194.22 (a) of Section 508, and appears as
such in the report, since the user had indicated (Figure 2)
that he/she wanted to evaluate accessibility according to
Section 508.

TABLE V. EXTRACT OF THE KNOWLEDGE BASE

@prefix owl: <http://www.w3.0rg/2002/07/owl#> .
@prefix s508: <http://fexample.org/section508.owl#> .
@prefix wcag2: <http://www.AccessibleOntology.com/WCAG2.owl#> .

s508:req_1194 22 a a s508:Requirement;
s508:hasDescription "1194.22(a) A text equivalent for every non-text
element shall be provided"@en .

s508:req_1194_22_a owl:sameAs wcag2:SuccessCriterion_111 .

wcag?2: SuccessCriterion_111 a wcag2:SuccessCriterion;
wcag?2:hasDescription "Non-text Content: All non-text content that is
presented to the user has a text alternative that serves the equivalent
purpose, except for the situations listed below."xsd:string .

wcag2:SuccessCriterion_111 owl:sameAs s508:req_1194_22_a.

TABLE VI.  SPARQL SENTENCE TO OBTAIN A COMBINED REPORT

prefix earl: <http://www.w3.org/nss/earl#>
prefix ptr: <http://www.w3.0rg/2009/pointers#>
prefix doap: <http://usefulinc.com/ns/doap#>
prefix s508: <http://example.org/section508.owl#>
SELECT ?tool ?desc ?line ?char
WHERE { ?a a earl:Assertion .

?a earl:assertedBy ?tool .

?a earl:test ?req .

?req a s508:Requirement .

?req s508:hasDescription ?desc .

?a earl:result ?res .

?res earl:outcome earl:failed .

?res earl:pointer ?pt .

?pt ptr:lineNumber ?line .

?pt ptr:charNumber ?char . }

TABLE VII. RESULT OF THE SPARQL QUERY
tool desc line char
AChecker APl | “1194.22(a) A text equivalent . . .” 25 10
OWA_API “1194.22(a) A text equivalent . . .” 37 8
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Another problem that arises by combining results is the
possibility of inconsistencies between the results of different
tools for the same accessibility requirement. For example, a
tool can determine that the success criterion 1.1.1 is satisfied
because all images have an alternative text, whereas another
more advanced tool could determine that the goal was not
met because it has detected as alternative text images the
filename of the image archive, which is not suitable to
describe an image. The proposed architecture includes a
filtering service to help resolve these cases. This service
must also manage preferences expressed by the user on how
to resolve conflicts, but can also access the knowledge base
and a database with statistical results of previous
assessments that help determine the reliability of each tool
for each requirement. This is in line with what other experts
proposed [14].

V. CONCLUSIONS

This is a work in progress that provides a solution to the
problem of interoperability between tools for evaluating
Web accessibility, and allows automatic composition of
evaluation reports from different sources. No other
proposals have been found to solve this problem. There are
studies that address part of the problem, as is the case of
[15], which also proposed an architecture and use of EARL
format to compare results from different tools, but neither
combining results nor using Web services. There are also
tools that reuse open source available from other evaluation
tools, is the case of QuickCheck [16], reusing specific
functionality of the tools Chrome Developer Tool, Axe
Engine and HTML Code Sniffer, but without the possibility
of combining the results or federation, as it is not based on
Web services.

The main contributions of this work are mainly two:
first, a new standard API for online accessibility evaluation
tools that serves as a single and common interface through
which it can access all the functionality offered by any of
the current tools, and flexible enough to support new
functionality to appear in the future. A second contribution
is a new mechanism based on this interface that, using
federation of services and semantic technologies, allows
combining the results of evaluations of the same Website by
different tools, applying different criteria or preferences
established by the user.

The idea of federating services and sematic combination
has been proposed and applied previously by the authors of
this paper, having implemented similar architectures in
other application areas, such as the federation of search
results in distributed learning objects repositories [17]. This
previous experience is now been applied to implement the
proposed architecture for the case of Web accessibility
evaluation.

We are currently working on implementing a first
version of a prototype that meets the architecture and basic
functional requirements that reflect the main ideas described
in this paper. The goal is that it can be useful especially for
evaluators who know standards such as WCAG or Section
508. In the future, additional requirements will be
considered, such as those relating to the usability of the tool



ACHI 2016 : The Ninth International Conference on Advances in Computer-Human Interactions

and ease of interpretation of the evaluation results, so that it
can be used even by people who do not have a thorough
understanding of Web accessibility standards.
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Abstract— At present, User Experience (UX) is a recognized
concept that appraises the quality of user interaction on
websites. Despite the fact that users with disabilities face
obstacles that hinder their experience in Web interaction, the
UX concept has not been extended to include their specific
requirements. This work proposes an empirical review of the
aspects that impact on UX of users with disabilities, including
not only the Usability and Information Architecture but also
Accessibility issues. The context of the application is related to
Open Educational Resources (OER) websites due to their
importance for opening learning opportunities to all people
around the world. Although the UNESCO Paris Declaration on
OER (2012) recognized that “everyone has the right to
education,” people with disabilities are still excluded from full
participation in OER-based learning because of design issues
on OER websites. Further, we have considered the standards
and best practices that should be applied to these aspects to
recognize the problems that need to be addressed to improve
the quality of the UX of users with disabilities, particularly in
OER websites. The results of this work contribute to a better
comprehension of UX from the perspective of users with
disabilities in order to support the inclusive vision of the OER
Initiative.

Keywords— Open Educational Resources; OER; User
Experience; UX; Web accessibility; Web usability; Information
Architecture.

I. INTRODUCTION

The statistics presented by the World Health
Organization in the World Report on Disability (2011) [1]
states that one billion people, about 15% of the world’s
population, live with some form of disability. Further,
according to the United Nations [2], the population of older
adults will increase from 841 million (11.7%) in 2013 to 2
billion (21.1%) in 2050. These data show the importance of
this vulnerable group of population which, according to the
United Nations, is still excluded from equitable access to
educations, health, employment and social protection.

Concerning the Web, users with visual and hearing
impairments, restricted movement of the upper limbs,
cognitive issues, and problems related to aging, face barriers
when interacting on the websites [3]. These issues are related
to the lack of accessibility considerations in Web design.
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On the other hand, at present, one of the bases for a
quality Web design is the User Experience (UX). This is a
broadly defined term that involves all the aspects that
influence the interaction of a user with a website, including
attainment of goals, and subjective aspects such as the
satisfaction of non-instrumental (or hedonic) needs, and
acquisition of positive feeling and well-being [4]. However,
this concept has not spread to address the particular
requirements of users with disabilities.

In this work, we propose an empirical review of the
supporting aspects that influence the quality of UX, such as
Web usability and Information Architecture, and,
considering the particular needs of users with disabilities, we
include Web accessibility as an essential aspect of UX.

In a complementary way, we propose standards and best
practices for each aspect in order to define recommendations
for improving UX quality of users with disabilities. This
proposal does not consider a specific disability, but it
presents recommendations related to some of the common
disabilities.

Furthermore, the UNESCO Paris Open Educational
Resource Declaration (OER) (2012) [5] recognized the
worldwide impact of OER usage and the need for inclusion
of all society groups, in particular, people with disabilities.
The term OER was coined by UNESCO (2002) [6] to refer
to digital contents that support education and has been
released under open license to be used and re-purposed by
others. These digital contents are stored in repositories
available through websites at a global level [7] and include
full courses, course materials, textbooks, and any other tool
used to support access to knowledge [8].

Some OER websites do not consider essential aspects of
UX, such as Web accessibility [9][10], and supporting
aspects, such as Web usability and Information Architecture
[11]. Since users with disabilities need to interact with OER
websites, it is relevant to review how these aspects affect
their UX.

Due to the importance of education as a fundamental
right for all people, including people with disabilities, we
have tackled the UX of users with disabilities in OER
websites, because, the quality of UX for these users could
encourage their inclusion in OER-based learning
opportunities. As a demonstrative context of the aspects of
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UX that need improvement, we are referring to a large-scale
OER website.

The structure of the paper is as follows. Section II
describes the concept of UX and the main aspects of UX to
be addressed. Each of these aspects is presented in the next
sections. Section III discusses the Web accessibility concept
and the accessibility guidelines; Section IV presents Web
usability issues and their impact on users with disabilities,
Section V presents the basis of Information Architecture.
Finally, Section VI presents the Conclusion and Future work.

II.  USER EXPERIENCE

User Experience (UX) focuses on having a deep
understanding of users, their needs and their limitations. This
is a paramount consideration in relation to users with
disabilities because they use the Web in a different way than
other people.

According to the results of a survey that considers the
point of view of researchers and practitioners, there is an
agreement that UX is dependent on the context of the
website and the individual interaction on the website. It
means that UX is particular for a user and his own goals on a
website [12]. This agreement matches with the definition of
UX in the standard ISO 9241-210:2010 Ergonomics of
Human-System Interaction [13]: “A person's perceptions and
responses resulting from the use and/or anticipated use of a
product, system or service”.

The different definitions of UX emphasize different
aspects. For example, one of the precursors of this term
states that UX implies all aspects of the users’ interactions
within the website, considering their expectations about the
attainment of their goals [14].

Other authors complemented this definition pointing out
that the concept of UX embraces efficiency, effectiveness,
and task accomplishment satisfaction [15]. While other
authors [4] proposed, a holistic approach of UX that includes
subjective aspects, such as the feeling of control, the
appreciation of the pleasant look of the website, and positive
aspects such as happiness or engagement. Thereby, UX can
be conceptualized in a holistic approach aiming for a balance
between pragmatic aspects related to task fulfillment and
other non-task related aspects (hedonic and aesthetic,
enjoyment).

There is not a shared understanding of the fields
pertaining to UX. Different approaches from academics and
practitioners highlight some different elements and aspects.
The most common aspects are usability and Information
Architecture.

Garret [14] considers elements of UX, such as user
needs, the functional specifications and content
requirements, the interaction design, and Information
Architecture that provide the basis for navigation design.

In a similar way, Fenn and Hobbs [16] prioritize the
importance of Information Architecture for UX. Roto [17]
emphasizes the role of usability in three blocks that
configure UX, the context, the system and the user.

Nevertheless, the specific case of users with disabilities is
not mentioned. Hobbs, Fenn, and Resmini [18], and
Tokkonen and Saariluoma [19] agree in considering usability
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and the Information Architecture as the aspects implied in
UX, in addition to other aspects, such as user, product and
company, for a corporative vision of UX.

Other authors [20] [21] use the concept of UX to guide
the software development process. They also include
considerations about usability and Information Architecture
as part of the requirements definition.

In the literature review we have not found a reference of
Web accessibility as an aspect involved in UX. Hence, in this
work, we propose to add Web accessibility as a key aspect of
UX from the perspective of users with disabilities. For this
reason, the improvement of the three aspects: Web
accessibility, Web usability and Information Architecture
enables enhancing the UX for all users including user with
disabilities.

III.  WEB ACCESSIBILITY

Web accessibility is an inclusive practice and hence an
essential aspect that needs to be addressed to ensure access
and interaction with the website by people with disabilities.
Web accessibility aims to remove barriers that prevent
people with disabilities in participating equitably in Web
activities [3].

The Web Content Accessibility Guidelines (WCAG) 2.0
[22], recognized as an International Organization for
Standardization (ISO) standard (ISO/IEC 4500) [23] in 2012,
is the most spread reference standard that guides the
accessible Web design.

This standard is structured under four principles with
guidelines associated to each one.

1. Perceivable. Enable users

information being presented.

2. Operable. Enable users to operate the interface.

3. Understandable. Enable users to understand the
information as well as the operation of the user
interface.

4. Robust. Enable to maintain access with technologies
advance.

Each guideline has a set of verifiable success criteria that
are not technology-specific. Each criterion is associated with
a conformance level A, AA, AAA, which indicates its
impact on accessibility. To ensure minimal conditions for
accessibility the AA level of compliance is required.

Web accessibility cannot be reliably ensured because it
depends on the user and his context; i.e. the kind and degree
of disability of the user and his expertise level in using
assistive technology [24].

However, accessibility can be improved if the website
meets an accessibility standard. In this work, we propose the
use of the method called “conformance review” to verify if
an OER website meets WCAG 2.0 requirements. This
method can identify a larger range of diverse accessibility
problems than other methods [25].

Further, it can be supported by the use of automated tools
that reduce the time and effort of the compliance evaluation
[26]. These tools are software applications or online services
that check the success criteria that are machine-testable.

Nevertheless, not all success criteria can be tested
automatically, and some require the expert human judgment.

to perceive the
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Further, these tools can produce false or misleading results,
such as false-positives or failures in identifying issues [27].

By way of illustration, we show the evaluation of OER
Commons, a prestigious large-scale OER website, with two
accessibility evaluation tools. The evaluation for both tools is
configured to WCAG 2.0 level AA. Figure 1 displays a
fragment of the screenshot that highlights the accessibility
review results with AChecker [28]. These results show zero
(0) for Known Problems, Likely Problems, and Potential
Problems.

VUV ET ML | HTML File Upload

Address:

Paste HTML Markup

https.//www.oercommons.org/

Check It |
|

| Accessibility Review
Accessibility Review (Guidelines: WCAG 2.0 (Level AA))
Known Problems(0 Likely Problems (0)

Potential Problems (0)

@ Congratulations! No known problems.

Figure 1. OER Commons Accessibility evaluation with AChecker.

On the contrary, Figure 2 displays a fragment of the
screenshot that highlights the accessibility review results
with TAW [29]. These results show 47 problems and 396
warnings. The failures identified in this accessibility
conformance review need to be solved to improve website
accessibility. It is advisable to review the techniques that
provide guidance to Web content authors on meeting the
success criteria of WCAG 2.0 [30].

Resource: https://www.oercommons.org/

x 47 Problems

in 7 success criteria

& 396 Warnings

in 9 success criteria

Corrections are needed
[ Perceivable 21

It is necessary a human review
[ Perceivable 2

[ Operable 5 H Operable 17
3 Understandable 7 B Understandable 24
[ Robust 14 B Robust 353

Figure 2. OER Commons Accessibility evaluation with TAW.

These are not necessarily contradictory results because
each tool performs the accessibility review with different
coverage, completeness, and correctness. Therefore, it is
recommendable to use more than one tool to complement
and compare the evaluation results, improving their
accuracy. There is a wide availability of these evaluation
tools [31], but not all of them can verify the compliance with
WCAG 2.0.

IV. WEB USABILITY

According to the standard ISO 9241-11: 1998 Guidance
on Usability [32] usability is “The extent to which a product
can be used by specified users to achieve specified goals
with effectiveness, efficiency and satisfaction in a specified
context of use”. Therefore, Web usability refers to the ease
of use of the website, besides, the effectiveness, efficiency
and satisfaction of goal achievement [15]. Effectiveness
means the reliability and completeness in the goal
achievement. Efficiency represents the effort and the
resources expended by the user in the goal achievement.
Satisfaction refers to the extent to which the expectations of
the user are met.
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Further, Web usability is closely related to Web
accessibility; both have similar goals, and some guidelines
overlap significantly [33]. Best practices of Web usability
contribute to better UX of users with disabilities and without
disabilities. Some general usability practices are also
included in accessibility guidelines because they can be
barriers for people with disabilities. For example, a good
practice for usability is the operation of the interface without
a mouse, and it is also an accessibility guideline that states
that all functionality must be available from a keyboard. This
condition is helpful for users with mobility impairment or
blind who experience difficulties to operate a mouse.

The standard, ISO 9241-151:2008 Ergonomics of
human-system interaction -- Part 151: Guidance on World
Wide Web user interfaces [32] provides a set of guidelines
for usability. It is important to verify if the website is
compliant with these guidelines in its design to improve
usability. Due to the lack of space, we only present a
description of the main topics covered in each category and
how these guidelines could affect the UX of users with
disabilities in OER websites.

The categories are presented as main and secondary
according to the topics that they address and their impact on
OER websites. Table I shows the main categories that impact
the achievement of primary tasks, i.e. searching and
retrieving of resources, and Table II presents secondary
categories that are complementary to the achievement of the
primary tasks.

By way of example, we review the usability on OER
Commons website. On this website, we found a menu for
adjusting preferences that improve usability and hence the
UX. Figure 3 highlights a design resource that allows the
modification of visual presentation of the interface with these
characteristics: Text and Display (text size, text style, line
spacing, and color & contrast); Layout and Navigation (table
of contents); Links (larger, bold, and underlined); and, Inputs
(larger for buttons, drop-down menus, text fields).

TEXT AND DISPLAY

[H LAYOUT AND NAVIGATION

LINKS AND BUTTONS

TEXT SIZE
A

TEXT STYLE LINE SPACING
A Default v = =

COLOUR & CONTRAST
DEFAULT

1 times 1 times

Figure 3. OER Commons Learner Options to enhance usability.

Another good practice of usability enables the user to
know how many results were retrieved and customize the
number of results per page, as we can see in Figure 4.

Search results: global warming (395)

Ferpage BY Relevar v| View

Global Warming
Rating W Wi W

More

e Material Type: Activities and Labs, Readings,

Pravider: The Open University

Figure 4. OER Commons display search results per page.
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TABLEI

1SO 9241-11 MAIN CATEGORIES OF USABILITY

Category (ISO 9241-151:2008)

Users'
disability

Impact on users with disabilities

Home Page

The content of the home page is focusing on users’ tasks; the major
options are explicitly represented through navigation menus that are
organized in a logic order in a task-oriented manner. All the core
tasks are reachable from this page.

Blindness

Options to guide the main tasks (search or browse the resources) on
the home page simplifies the amount of information that users who
use a screen reader need to listen before to take a decision.

Cognitive

The clarity and pertinence of the information encourage the
comprehension by users with cognitive disabilities.

Task Orientation

The number of screens for task completion has been minimized; there
are minimal requirements of scrolling and clicking for task
completion; the key tasks are easy to carry out; the metaphors and
icons are understandable by users; the interface is easy to learn for
novice users.

Blindness

These guidelines are valuable for blind users because it reduces the
amount of information that they need to listen for task achievement.

Low vision

Users with low vision who use screen magnifiers do not lose the
vision of all context because of the scrolling requirements. For
example, a list of resources that need vertical scroll.

Cognitive

The use of common icons and metaphors and a simple interface
encourage the comprehension by users with cognitive disabilities.

Navigation

The navigation is predictable and convenient to users’ goals; the
navigation includes global and local navigation, wizard navigation,
breadcrumbs, site map; the information that users are most likely to
need is easy to reach from most pages; navigation tabs are located at
the top of the page; the navigation system is broad and shallow (many
items on a menu) rather than deep (many menu levels). The use of the
keyboard is enabled to operate the navigation.

Blindness

A blind user needs to identify the structure of a menu. Many levels
on a menu affect its comprehension. For example, the
categorization of the resources should be available through a
different mechanism than a menu. Also, breadcrumbs help blind
users to know where they are and where they come from.

Upper limbs
impairment

The use of the keyboard to operate navigation instead of the mouse
is the alternative for users with movement restriction on upper
limbs.

Cognitive

The simplest and logical presentation of menus enables better
comprehension of the choices to users with cognitive disabilities.

Information Architecture

The categorization of content is visible and useful to users; the
category labels accurately describe the information in the category;
the content organization allows the grouping, filtering, and sorting of
resources.

All

The categorization of the resources is a critical aspect of improving
usability in OER websites. It implies a logical grouping of
resources that facilitate their searching and retrieving.

Search

The search box and advanced search are clearly distinguishable on the
home page; the search results page is helpful to the user, it shows how
many results were retrieved, ranked by distinct parameters, and
allows the user to configure the number of results per page. The
advanced search allows the searching refinement based on
simultaneous parameters; the search results page displays useful
meta-information that include accessibility characteristics and format
of the resource, the creator or provenance of the resource, the
educational level, and creation date.

All

The primary goal in OER Websites is the search and retrieve of the
resources, indeed the searching facilities support the effectiveness
and efficiency in this objective. For example, if the search and
search advanced features are located in the home page, the users
can execute this tasks immediately. The searching refinement on
simultaneous parameters enables the accuracy of the searching of
the resources.

Forms and Data entry

The forms are designed so users can complete simple tasks by
entering only essential information; the pull-down menus, radio
buttons and check boxes are used in preference to text entry fields;
the fields on forms contain default values when appropriate; the fields
contain example or model answers to make the expected input
evident; there is a clear distinction between required and optional
fields; the forms allow users to navigate with keyboard and
distinguish the field with focus; the labels are close to the data entry
field and meaningful.

Blindness

The simplification in form entry helps to blind users to avoid errors.
For example, the labels of the fields, and default values or example
values, also the identification of optional or required.

Low vision

Because of the use of screen magnifier, the users with low vision
need to distinguish the field with focus, and the labels of the fields.

Upper limbs
impairment

The forms need to be operated with the keyboard instead of the
mouse.

Cognitive

The context help in forms, such as default values or model answer
as well as the labels for fields encourage the comprehension by
people with cognitive disabilities.

Nevertheless, on the same website, we found a usability

failure in search results display.

Figure 5 shows that, at the bottom of the search results
display, only the option “Load more” appears; it is proven to

be inefficient for several hundreds of results.

The lack of pagination to display a list of resources is a
usability failure because users cannot navigate inside the
subsets of search results (pages) to select what they need.
The list of hundreds of resources becomes a very long
vertical scroll. This also impact on the comprehension of the
results, because they are presented out of the context of the

option to refine the search.
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Perpage 20 v| By| Relevar v | View

How Climate Feedbacks Worsen Global Warming
o — Rating e et 4 &

Subject: Atmospheric Science, Hydrology

“ Load more

Figure 5. OER Commons usability failure..
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TABLEII ISO 9241-11 SECONDARY CATEGORIES OF USABILITY
Users' [
Category (ISO 9241-151:2008) disability Impact on users with disabilities
Trust and Credibility ;. .
. S All The absence of writing errors encourages the comprehension of
The content of the website denot'es to be up—to—date_ ar.1d reliable; each Blindness users with cognitive disabilities and allows an accurate recognition
page follows the pattern design of the website; there are no Cognitive of the word by the screen reader
grammatical, spelling or typographic errors £n y ’
%irltmg_& COIl.teI:lt qu_allty - . . . . The structure of the information helps to users who use screen
e text is concise; the information is organized hierarchically; . - R
. . . . All reader and users with cognitive disabilities to understand the
headings and subheadings are straightforward and descriptive; each .
page is clearly labelled with a meaningful title that makes sense to Bhndpf:ss content. s . .
Cognitive The precise description of the links is helpful to users to take the

users; the links have descriptive titles and match the title of
destination pages.

decision about where they can go on the website.

Page layout & Visual design
Each page has a layout consistent with the website style; the page
does not need horizontal scrolling; the fonts are readable; the most All

Users with low vision who use screen magnifiers can lose the
context vision if there is horizontal scrolling on the page. Also, they
require readable fonts.

frequently used topics, features and functions are placed in a Low vision All users with disabilities require that the most frequently used
highlighted position on all pages; the website has an attractive topics, such as search or browse of the resources are located in
appearance. highlighted position on all pages.

Help, Feedback & Error tolerance

The website provides context-sensitive help and feedback about

errors; the website uses appropriate selection methods (e.g., pull- All The context-sensitive help is a usability characteristic that facilitate

down menus) as an alternative to typing; pages load in five seconds
or less; error messages are explicit about the nature of error and the
next action; the user is warned about slow-loading pages.

the interaction of all users including users with disabilities.

V. INFORMATION ARCHITECTURE

The Information Architecture in the context of Web
environments is related to data storage and its structure [16].
In this work, we have adopted the concept of Information
Architecture by Morville & Rosenfeld [34] that defines it as
the relationships between the website content and its
functionality. Information Architecture involves the
underlying organization, labeling, search, and navigation
system within the website.

In OER Websites, Information Architecture enables a
comprehensive and integrated structure of information
available about resources for their searching and retrieval.
This is achieved through the use of classifications,
taxonomies, and metadata that enables the classification and
description of each resource.

A key aspect of Information Architecture in OER
websites is the metadata standards used to describe and
categorize the resources. Some OER websites use a non-
standardized way to label the resources instead of the
metadata standard

This issue affects the ability to find resources; without a
common system of identification, users cannot easily search
the resources [11]. Indeed, users often cite this issue as a
major stumbling block hindering their more widespread use
of the resources [35].

The most important metadata standards that include
accessibility and educational field descriptor are Institute of
Electrical and Electronics Engineers (IEEE) Learning Object
Metadata (LOM) [36], and Learning Resource Metadata
Initiative (LRMI) [37]. Not all metadata standards include
these descriptors, therefore, they fail to identify resources for
users with disabilities [38].

Furthermore, there is a lack of agreement about metadata
usage; while the main OER websites use a metadata
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standard, others describe resources using their own methods
such as XML-based schemas or heterogeneous taxonomies
[39].

The main recommendation about Information
Architecture to improve UX is the adoption of a metadata
standard that enable meaningful -categorization and
classification of the resources in OER websites.

This enables better navigation system and search system
on these websites.

VL

Although the concept of UX has a broad view that
implies subjective aspects inherent to users, in this work, we
have focused on the aspects that are controlled by Web
designers to improve the UX of users with disabilities.

The context of the analysis has been the OER websites
considering the searching and retrieving of resources as the
primary users' goals. We have reviewed the extent of the
application of standards and best practices related to Web
accessibility, Web usability, and Information Architecture
that positively impacts on UX of users with disabilities, but
this benefit is also extended to all users.

The outcomes of this review contribute to a better
understanding of the challenges and barriers that users with
disabilities face and that hinder them from taking advantage
of this educational opportunity. Further, these outcomes can
be used by Web designers and Web masters of the OER
websites to make the corrective actions towards enhancing
the UX for all users, including users with disabilities.

In our future work, we are planning to address the UX
depending on assistive technology and the type of disability.
It is important to clarify that cognitive disabilities need a
particular approach to the UX because of each user condition
and require a joint effort with other areas such as medicine or

psychology.

CONCLUSION AND FUTURE WORK
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Finally, in this research, we have reviewed the UX on

OER websites, but we have not explicitly included the UX of
resources themselves, which require a more broad study that
includes aspects related to pedagogical and didactic of the
resource to be suitable for users with disabilities.
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Abstract— Nowadays, computer operators and office workers
have a sedentary lifestyle. Technology is continuously
improving, but our actions become more mechanic. Office
employees have to stay in front of the PC almost all the day
long and this sedentary behavior is not good for their
health. As a consequence, people of all ages suffer through
health problems which are related to ergonomic factors.
Doctors always suggest to take breaks and move during work
hours to decrease the probability of a chronic disease. We are
proposing a system to interact with the PC using a chair. By
equipping a chair with motion sensing, the movement gesture
of a user can be detected which can be used as input device for
the PC. We have applied a machine learning algorithm to
calculate the threshold for detecting three types of gestures (tilt
backward, rotate right, rotate left) to control Windows Photo
Viewer. The user evaluation shows that more than 80% of the
users found it interesting and they achieved around 92%
accuracy while controlling the application.

Keywords—sedentariness, gesture chair, Ergonomic factors,
HCI, MPU-6050

1. INTRODUCTION

During everyday office work, we generally control our
computers with keyboard and mouse sitting in front of them.
When we work in our office in front of computer, we spend
most of our work time in a sedentary way. We remain seated
when we are on our way to the office by car, during
meetings, during lunch, etc. This sedentary behavior is
considered as an important ergonomic factor which may lead
to a variety of chronic diseases for people of all ages [23].
Due to prolonged seating, people may suffer from back pain,
neck pain, etc. Therefore, many proposals have emerged to
keep people moving during their work day. However, for
most of the office workers, it is difficult to achieve a
considerable reduction of the time spent seated within the
office environment. To promote physical activity even in
such sedentary situations, this work explores the possibilities
of using an interactive office chair to smoothly integrate
physical activity into the daily working routine. By
equipping a flexible chair with a motion sensor, the
movements of a person sitting on the chair can be tracked
and transformed into input events that trigger various actions
on a computer. Besides, interacting with computers for a
long period of time is tiresome also, so there is a need of an
alternate way to do the tasks other than regular mouse and
keyboard operations. This way, the “Interactive Gesture
Chair” becomes an input device that is ubiquitously
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embedded into the working environment and provides an
office worker with the possibility to use the movements of
his body for rotating, tilting or bouncing a chair to intuitively
control operations on desk computers. . Considering health
issues, in our proposed architecture, the user has to move his
body which is at least better than staying a long period of
time in the same position. Recently, Massachusetts Institute
of Technology (MIT) have started working on chair gesture
[11][14][15]. Utilizing these chair gestures into a frequently
used application is challenging. The success of this
‘interactive gesture chair’ depends on proper integration of
the gestures with a frequently used desktop application. We
can see that “Windows Photo Viewer’ is an application
which is frequently used to view photos by the people of all
ages and professions such as teachers, students, researchers,
office workers etc. We have integrated our ‘Interactive
Gesture Chair’ with a customized Windows Photo Viewer to
watch pictures considering the ergonomic issues, which will
reduce the probability of developing chronic disease.

We have collected data from sensors attached with the
chair and labelled them with gesture names (tilt backward,
rotate right, rotate left). We applied decision tree algorithm
to automatically calculate threshold values to determine
gestures. Afterwards, these gestures are mapped with
windows commands to control the photo viewer application.

The rest of the paper is structured as follows. In Section
II, we present the related work. In Section III, we describe
our system design. Section IV discusses the implementation
and Section V presents the evaluation of our proposal. We
conclude in Section VI.

II. RELATED WORKS

Nowadays people are trying to design some natural ways
to interact with computers instead of mouse and keyboard.
To follow that, people are equipping sensors with frequently
used things to establish communication with a PC. A chair is
one of the frequently used pieces of furniture to be equipped
with sensors to use as input device of computer. In the
previous works of Media Interaction Lab [14][21] they have
used Gyroscope and Accelerometer to detect movement of
the chair and controlled multimedia player by some defined
gestures. Another chair based gesture detection [15] uses
Lumia smartphone for getting sensors data which performs
both music player control and Web browsing. The
Unadorned Desk [22] is an example for this kind of
interaction. It uses physical space around a desktop
computer for mouse input. Internet Chair [6] was used for
performing tilting, rotating gestures for browsing and
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navigation through Web pages. ChairlO [1] introduced chair
based gaming control like joystick. The ChairMouse [3]
translated natural chair rotation into cursor movement for
effective navigation through large displays.

In all existing works, thresholding approach is applied to
detect gestures. Thresholding does not work properly
because the threshold was empirically determined which has
some problems in case of gesture variation produced by
various users of different weight and height. Thresholding
does not give a universal threshold value that will work for
every user. We have collected data of the people of different
regions of the world such as Africa, Middle East and Asia
and then we applied a decision tree algorithm. The decision
tree would give better result than a threshold.

III.  SYSTEM DESIGN

To detect the movements of the chair we need to equip
the chair with accelerometer and gyroscope. For that we
need a Magnetic Pickup Unit (MPU), MPU-6050 sensor.
MPU-6050 is an Inertia Measurement Unit (IMU) sensor.
Among many IMU sensors, we found that MPU 6050 to be
the most reliable and accurate IMU sensor. Apart from being
significantly cheaper than the other sensors, the MPU 6050
performs much better too. The MPU 6050 is a 6 DOF
(Degrees of Freedom) or a six axis IMU sensor, which
means that it gives six values as output: three values from the
accelerometer and three from the gyroscope. The MPU 6050
is a sensor based on MEMS (Micro Electro Mechanical
Systems) technology. Both the accelerometer and the
gyroscope are embedded inside a single chip. This chip uses
12C (Inter Integrated Circuit) protocol for communication
[23].

The MPU 6050 communicates with the Arduino through
the 12C protocol. Arduino [24] is an open source framework,
a mega board to read inputs from sensor such as MPU 6050.
The MPU 6050 is connected to Arduino as shown in Figure
1.

Figure 1. MPU 6050 interfaced with Arduino Mega

IV. IMPLEMENTATION

Our proposed system is shown in Figure 4. It is a
portable system because we can move the chair anywhere
while the sensors are accoutered at the back side of the chair.
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We have collected the data from the accelerometer and
gyroscope for the people of different weights and ages for
rotating right, rotating left and tilting back. Values have been
passed through a Bluetooth device to PC from Arduino to
analyze. We have used a machine learning algorithm which
is a decision tree to find out the threshold value for 3
gestures (tilt backward, rotate right, rotate left). To apply a
decision tree on our collected data we had to label our data
by left, right, back and steady (no gesture). Before labeling
our data we have discarded the first 200 data points from
every gesture instance to remove noise. The main
functionality of a machine learning algorithm is to classify
the input data into a class. If an input data cannot be
classified into any class then that input data is classified into
no class. As ‘no class’ we have used ‘steady’ to define that
the current input data cannot be classified into rotate left,
rotate right or tilt back. After labeling the data, we made a
file that includes only labeled data. We used that file as an
input file for Weka [25] to run the decision tree on that
labeled data. After running the decision tree on the labeled
data, it generates a threshold value for every gesture as
shown in Figure 3. We used that threshold values to define
gestures. Using these defined three gestures, we have
controlled Windows Photo Viewer. Rotate Right gesture is
used to view next photo, rotate left gesture is used to view
previous photo and Tilt Back Gesture is used to turn
ON/OFF the slide show, as shown in Figure 2. The tabular
representation of gesture mapping is shown in Table 1.

Figure 2. Definition of gestures
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Figure 3. Result of decision tree
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Figure 4. Back View of Chair

TABLE 1: TABULAR REPRESENTATION OF GESTURE MAPPING

Rotate left To view previous photo

Rotate right To view next photo

Tilt backward To ON/OFF slide show

V. EVALUATION

The primary purpose of our evaluation was to evaluate
the current system by end users to facilitate future change.
We chose 10 users as participants to evaluate our system to
different extent. They were selected based on their weight
and height. Their weight was 46 to 146kg and height was 60
inch to 80 inch. Our experiment also shows that threshold
depends on height and weight. That is why height and
weight are important factors in gesture recognition.
Participants were randomly assigned to perform some
gestures from the set of defined gestures. We have defined
so far rotate left, rotate right and tilt back gestures. For now
we experimented with Windows Photo Viewer of Microsoft
Windows 7. Some photos were selected and kept into a
folder for this evaluation purpose. One of these photos was
opened by Windows Photo Viewer. Then Windows Photo
Viewer was controlled by the gestures, such as ON/OFF
slide show, view next photo, view previous photo. Users
performed various gestures in random order. Each of them
performed different gestures for a specific duration of 300
seconds. During this time, the number of gestures detected
for each user was slightly different. For example, one
performed 70 gestures but another performed 56 gestures in
300 seconds. Also, we counted correct and incorrect
detection of gestures. The error rate was around 5 per 60
gestures. There was another challenging issue of detecting
tilt back gestures, people having more weight felt easy to
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perform the tilt back gesture. Users had to fill out a small
questionnaire with various aspects of the experiment. We
found almost 70-80% had found it interesting, 10-15%
found it somehow cumbersome. Questionaries’ also include
some open ended questions about improving our system.
Some said, it would be better if the program would have
good graphical user interface. Some pointed out that,
unintentional movement sometimes triggers meaningless
gesture events. Participants seemed to be concerned about
accidentally triggering actions on the computer through
naturally occurring movements (e.g., fidgeting, stretching).
Indeed, since users are constantly moving while seated on
chair, a major challenge for chair-based interaction is how
to effectively distinguish chair gestures from natural body
movement that may occur unconsciously during regular
work. An easy approach to avoid such unintentional input
is to let the user decide when gesture input started by
providing mechanisms to toggle gesture start or stop
dynamically when they need. Some more manual mode-
switching (e.g., pressing button on Ul or maybe some voice
controls) will be part of our future research. Moreover, some
participants had bitter comments regarding the chair
gestures as they became annoyed or tired when performing
over a longer period of time. Since moving the whole body
to perform gestures with an active chair involves more
muscles than standard mouse or keyboard use, a certain
level of fatigue may occur with frequently giving
gesture input. However, we still can consider potential
positive sides (i.e., breaking up the monotony, relaxing)
over negative effects (i.e., fatigue, distraction) of the
proposed gestural chair interaction.

VI.  CONCLUSION AND FUTURE WORK

We designed a system considering the chair gestures as
optional input modality so that people can use these gestures
occasionally when they prefer to interact with computers. To
do that a chair is accoutered with accelerometer and
gyroscope sensors. These sensors data provides us the
opportunity for real-time interaction with various types of
computer applications. We applied decision tree to find a
universal threshold on the sensor data to define gestures and
we found a universal threshold for every gesture. For that we
faced some challenges. One of the challenges was to detect
tilt back gestures, people having more weight felt easy to
perform the tilt back gesture but the people having less
weight faced some difficulties to perform tilt back gesture.
We have overcome this challenge by using decision tree
algorithm. Another challenge was to distinguish chair
gestures from natural body movement that may occur
unconsciously during regular work. Therefore, in the future,
we will attach an indicator which will tell the system when to
apply gestures. Another challenge was to remove noise from
sensor data. In the future, we will approach some other
machine learning algorithms for improving detections of
such gestures.

19



ACHI 2016 : The Ninth International Conference on Advances in Computer-Human Interactions

[10]

[11]

[12]
[13]

[14]

[15]

[16]

[17]

[18]

[19]

[20]

Copyright (c) IARIA, 2016.

REFERENCES

S. Beckhaus, K. Blom and M. Haringer , “ChairlO —The Chair-Based
Interface. In Concepts and Technologies for Pervasive Games.” 2007,
231-264.

M. Van Beurden, W. Ijsselsteijn and Y. De Kort. , “User Experience
of Gesture Based Interfaces: A Comparison with Traditional
Interaction Methods on Pragmatic and Hedonic Qualities.” GW 2011.

A. Endert , P. Fiaux , H. Chung, M. Stewart, C. Andrews , C. North ,
“ChairMouse: Leveraging Natural Chair Rotation for Cursor
Movement on Large, High-Resolution Displays”. ACM alt.CHI,
2011.

T. Springer , “The Future of Ergonomic Office Seating.” Knoll
WorkplaceResearch,2010.
[https://www.knoll.com/media/477/936/wp_future ergonomic_seatin
g.pdf]

M. Karam and M. C. schraefel. . , “A taxonomy of gestures in human
computer interactions.” Technical report ECSTR-IAMO05-009,
Electronics and Computer Science, University of Southampton, 2005.

M. Cohen, “The Internet Chair.” International Journal of Human
Computer Interaction 15, 2 (2003).

1. Daian, A. M. Van Ruiten, A. Visser and S. Zubi¢ , “Sensitive
Chair: A Force Sensing Chair with Multimodal Real Time Feedback
via Agent.” In Proc. ECCE ’07, ACM Press (2007).

N. Owen, A. Bauman, and W. Brown , “Too much sitting: a novel
and important predictor of chronic disease risk?”” In British Journal of
Sports Medicine 43, 2 (2009), 81-83.

J. Forlizzi, C. DiSalvo, J. Zimmerman, B. Mutlu and A. Hurst, “The
SenseChair: The lounge chair as an intelligent assistive device for
elders.” In Proc. DUX °05, AIGA (2005), 31.

R. J. K. Jacob, “Eye Movement-Based Human-Computer Interaction
Techniques: Toward Non-Command Interfaces.” In Advances in
Human-Computer Interaction (1993), 151-190.

K. Probst, J. Leitner, F. Perteneder, M. Haller, A. Schrempf, and J.
Glockl, “Active Office: Towards an Activity-Promoting Office
Workplace Design.” In Proc. CHI EA ’12, ACM Press (2012), 2165-
2170

D. Saffer, “Designing Gestural Interfaces.” O’Reilly Media, 2008.

H. Pohland R. Murray-Smith , “Focused and Casual Interactions:
Allowing Users to Vary Their Level of Engagement.” CHI 2013,
2223-2232.

K. Probst, D. Lindlbauer, P. Greindl, M. Trapp, M. Haller , B.
Schwartz, and A. Schrempf, “Rotating, Tilting, Bouncing: Using an
Interactive Chair to Promote Activity in Office Environments.” CHI
EA 2013, 79-84

K. Probst, D. Lindlbauer, M. Haller, B. Schwartz, and A. Schrempf,
“A Chair as Ubiquitous Input Device: Exploring Semaphoric Chair
Gestures for Focused and Peripheral Interaction.” CHI 2014.

T. Baudeland M. Beaudouin-Lafon, “Charade: Remote Control of
Objects Using Free-hand Gestures.” InCommunications of the ACM
36, 7 (1993).

T. Vanhala, V. Surakka, and J. Anttonen, “Measuring Bodily

Responses to Virtual Faces with a Pressure Sensitive Chair.” In Proc.
NordiCHI ’08, ACM Press (2008), 555-559.

S. Nanayakkara, L. Wyse, and E. A. Taylor, “Effectiveness of the
haptic chair in speech training.” In Proc. ASSETS ’12, ACM Press
(2012).

B. MacKay, D. Dearman, K. Inkpen, and C. Watters, “Walk’n Scroll:
A Comparison of Software-based Navigation Techniques for
Different Levels of Mobility.” In Proc. MobileHCI ’05, ACM Press
(2005), 183-190.

K. Probst, D. Lindlbauer, M. Haller, B. Schwartz, A. Schrempf, 2014.
, “Exploring the Potential of Peripheral Interaction through Smart

Furniture”, in Peripheral Interaction: Shaping the Research and
Design Space, Workshop at CHI 2014.

ISBN: 978-1-61208-468-8

(21]

[22]

[23]
[24]
[25]

D. Hausen, S. Boring, and S. Greenberg, “The Unadorned Desk:
Exploiting the Physical Space around a Display as an Input Canvas.”
INTERACT 2013, 140158

W. F. Booth, Ph.D., K. C. Roberts, Ph.D. and J. M. Laye, Ph.D. ,
“Lack of exercise is a major cause of chronic diseases.” Compr
Physiol. 2012 April ; 2(2): 1143-1211.

Inter Integrated Circuit (I2C) protocol: http://i2¢.info/
Arduino introduction: https://www.arduino.cc/en/Guide/Introduction

Weka 3: Data Mining Software in Java:
http://www.cs.waikato.ac.nz/~ml/weka/index.html

20



ACHI 2016 : The Ninth International Conference on Advances in Computer-Human Interactions

Is Aging the New Disease?

Anita Woll

Department of Informatics
University of Oslo
Oslo, Norway
email: anitwo@ifi.uio.no

Abstract—In this paper, we discuss the phenomenon of aging in
relation to Hofmann’s three perspectives on disease including
disease, illness and sickness role. We further discuss how the
introduction of technology supported elderly care changes our
perspectives on aging into becoming more disease focused.
Especially, in user situations where technology supported care
is introduced in order to prevent and reduce individual risks of
prospective elders at risk of becoming wanderers, or who need
support in order to avoid- or reduce outcomes of falls. Thus,
even if early introduction of technology supported care is
recommended in order to realize assistive technology to its
potential benefits, we raise critical concerns in how this also
can change our view of aging from being a natural process of
life into a disease focused phenomenon.

Keywords-aging; disease perspective; assistive technology;
social implications of technology use.

1. INTRODUCTION

What classifies a condition to be defined as a disease?
Moreover, is aging a disease? Depending on whom we are
addressing these questions to, we can expect different
answers according to Hofmann [1]. There are well
established international classification systems such as the
International Classification of Diseases (ICD) that define and
classify diseases on the basis on a minimum set of criteria
[2]. However, even the ICD system changes over time as
new diseases constantly are introduced, and some diseases
are reclassified as rather being natural phenomenon as new
knowledge is gained. @Hofmann [1] debates that the
classification systems and the criteria that define diseases are
fluctuating over culture — historical time, and that these
changes are based on our worldview, or gained knowledge
and science. For example, homosexuality was formerly
classified as a disease in Norway until the year of 1977 [1].
Homosexuality was viewed as a deviation from normality,
and one of the primary reasons for classifying homosexuality
as a disease was to avoid the homosexuals in feeling
stigmatized [1]. Moreover, those who were gay were not able
to sexual reproduce humankind. However, as new
technology, knowledge and science were developed,
homosexuality was over time viewed as a normal sexual
orientation, and human reproduction is achievable as new
technology can treat many of those who are infertile.

The classification of a condition can be made from
different perspectives on disease by the characteristics to
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whom that are represented: the medical health professionals
(disease), the person who is being ill (i//ness) and the society
(sickness role) [1], see table 1 below. The different terms
presented in table 1 can have different departures of how we
view the phenomenon of aging, and these perspectives are
important to understand initially in order to discuss if we
could classify aging as a disease or rather as a natural
process of life. The term illness is associated with the person
who is experiencing the negative subjective illness [1]. This
negative experience of being ill can be present by the
subjective experience of pain and suffering, or symptoms or
a collection of symptoms (syndrome) [1]. The term disease
is reserved to the medical professionals who based on
objective signs and markers are able to classify a condition
according to the established classification systems of
diseases and related health problems (e.g., ICD [2]) [1]. For
example, a person can experience to be ill, without necessary
the health professionals approval of the illness as being a
disease. Moreover, the term sickness role is associated with a
certain social behavior that is colored by phenomena such as
social status and privileges. Thus, the sickness role is defined
by norms and values based on inter-subjective relationships
within the society [1].

TABLE 1. THE THREE CENTRAL PERSPECTIVES ON DISEASE
ACCORDING TO HOFMANN [1]. COPYRIGHT: HOFMANN [1, P.134]

Term Meaning Characteristics

(Negative) Pain/Suffering,

Illness, subjective experience Symptoms,

To beill of the person who is Syndromes
being ill. (collection of

symptoms).
Signs and
, classifications .
Disease, . bserved and Signs,
To have a disease 0 Marker.

identified by health
personnel.

To be perceived as
having a sickness role
in a society.

Sickness, Sickness

Social behavior.
role.

However, why all this eager to define a specific condition as
a disease? The main reason is that a disease diagnosis gives
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an ill person welfare benefits including the rights for cure (if
existing) or treatment (to regain health, reduce pain, reduce
risks, prolong life/ life-sustaining treatments etc.), as well as
a pause from duties and financial benefits, such as paid sick
leave [1]. Moreover, the society represented by the
government influences the redistribution of tax money
including making socioeconomics decisions. For example,
the government decides which diagnoses are the most
valuable to treat according to the Diagnosis-Related Group
(DRG) system [5] or which diagnosis that qualifies for
retirement. The government also decides indirectly which
diseases should gain more research finances in order to
obtain new knowledge for improved treatment.

The health care system can also have an interest in
treating those who are most valuable treating according to
performance-based financing of health care services as
defined by the DRG system. Furthermore, the health care
system is influenced professionally by the pressure from the
society and is forced to keep focus on diseases that are
valued as important research areas / grant areas. These few
examples illustrate the complexity of defining a specific
condition as a disease or not, and show that there are several
stakeholders involved, and that defining a condition as a new
disease has, among others, individual-, socio-economical and
medical consequences. Thus, the relationship between the
different perspectives on disease, illness and sickness is
highly intertwined as they all influence and rely on each
other.

A growing elderly population demands us to design new
ways of delivering health care in order to develop a
sustainable elderly care systems based on cost — efficient use
of scarce health care resources and shortage of health care
professionals. Several initiatives have been explored in order
to provide care services to more care takers by less use of
resources [3]. Thus, the introduction of assistive technology
is valued as an essential instrument in future elderly care; but
then we have to succeed in incorporate ICT — supported
elderly care in the overall elderly care trajectory — and not
just in specific acute phases, e.g., as a follow-up intervention
after hospital admission [4]. There are a number of ethical
dilemmas by the introduction of technology supported
elderly care. Prior studies that have touched on these
dilemmas are concerned about concepts such as intrusion of
the privacy, stigma of assistive technology use, or (false)
trust in the safety of technology use.

In many studies, the conclusion is that the ethical
implications need to be balanced with the personal gain of
assistive technology use, e.g., the mastery of living as an
independent individual. This paper adds to the existing HCI
literature by expanding the knowledge on how technology
use within elderly care can have personal, medical and social
impacts on our view of aging. Thus, this paper aims to make
a contribution by widening the debate on ethical aspects
concerning assistive technology use among elders. We are
doing so by discussing aging in the light of the following
research questions (RQ):

RQ1: Is aging a disease according to Hofmann’s three
perspectives on disease?
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RQ2: Are the three perspectives on disease and aging
changed when assistive technology is introduced to support
the aging population?

The paper is organized as follows: Section 1 introduces
the research objective of this paper. Section 2 presents the
background. Section 3 summarizes the related work. Section
4 discusses how the different perspectives on disease and
aging are changed when technology is introduced into the
caring for elders. Section 5 presents summary of this paper.

II.  BACKGROUND

In this section, we present and discuss the three
perspectives on disease in relation to the phenomenon of

aging.
A. The disease perspective

Medical professions define diseases after well-
established international medical classification systems such
as ICD (specialist health care), the International
Classification of Primary Care (ICPC) (primary care) and
Diagnostic and Statistical Manual of Mental Disorders
(DSM) (psychiatry) [1]. These classification systems hold a
number of criteria that could coincide with the subjective
experience of aging including physical dysfunction,
progressive impairment, various treatment and preventive
efforts, changes in social structure and deviations in social
behavior [1]. Therefore, several of these -classification
criteria could diagnose age-related symptoms and signs of
aging into various diseases. However, a sum or combinations
of various criteria gathered from the classification system are
not sufficient or necessary in order to define something as a
disease. Nevertheless, aging is defined as decline in organs
and functions; as a result of normal arts and age-related
biological processes, thus these processes cannot be said to
be disease related nor a deviation from normality in the aging
population [1]. It is also important to note that most elderly
persons actually live a more or less active life. Statistics
Norway [6] reports that as many as 74 % of the elderly
Norwegian population (above 67 years of age) are non-users
of municipal health care services. Therefore, aging is not a
disease viewed as an isolated phenomenon. However, the
reminding 26 % of elderly persons that are health care
receivers have additional diseases [7]. These numbers
display that it is important to separate aging and diseases /
age-related diseases.

In the Global Burden of Disease Study 2013 (GBD 2013)
[8], there is no death cause referred to as old age. However,
old age could be indirectly the cause of death, but the death
cause is always disease specific. The eight most frequent
death causes in Norway 2013 are listed below, in addition to
the number of deaths in parentheses [9]:

1. Myocardial infarction and other ischemic heart

disease (7290)
2. Alzheimer's disease (4126)
3. Stroke (4020)
4. Lung cancer (2283)
5. COPD (2176)
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6. Pneumonia (2083)

7. Colon cancer (1999)

8. Fall (incl. hip fractures and other injuries) (1193)
Alzheimer's diseases are the second most frequent cause of
death in Norway in 2013. Alzheimer’s diseases are according
to the Alzheimer’s organization “not a normal part of
aging”’[10], however the most dominant risk factor for
Alzheimer’s is aging, as the majority of persons who are
suffering from these diseases are from 65 years of age [10].
However, there are exceptions as early onset of these
diseases can appear in younger years and the Alzheimer’s
Association [10] says that almost 5 % of these incidents are
present already from the age of 40 — 50 years.

Aging increases the risk of diseases and death [11], thus
for some health professionals, e.g., the geneticists, increased
risk for diseases and death are enough to define the cause as
a disease. Hence, preventive efforts are made in order to
avoid development of diseases, e.g. surgical treatment can be
done in order to reverse or reduce the risks for hereditary
breast-ovarian cancer syndrome by undergoing mastectomies
and/or remove the ovaries in cases where the geneticists have
identified abnormal BRCAI1 gene [12]. However, as
discussed above; aging and diseases are not objectively
concurrent. Aging is rather a natural biological process, and
currently there is no cure that can stop the process of aging,
even if some treatments give promises of slowing down the
process of aging [13] [14]. Thus, in order to stop aging you
have to die young, which is not normality in the western
world where the life expectancy is set to be approx. 82 year
as average for both genders [15].

Nevertheless, the outcome of relatively harmless diseases
such as the seasonal flu have much worse prognosis for
elderly people above 65 years of age as their human immune
defenses weaken with aging [16]. Similar can other minor
diseases cause major health consequences for elderly people,
e.g., urinary tract infection and constipation can lead to acute
delirium [17]. Other examples are; the mortality caused by
hip fracture for elderly Norwegian is as high as 25 % of 10
000 registered incidents per year. The mortality percentage is
not directly linked to the fracture itself, but the strains of the
fracture are worsening their general health and sickness [18].
Hence, the elderly people’s vulnerability and mortality after
falls including hip fractures is present as the eight most
frequent death cause in Norway in 2013 [9].

No general practitioner (GP) or specialist health care
doctor would give a sick leave to a working person of 60
years solely based on observed signs and markers of aging.
There has to be an additional disease present. Thus, based on
the disease perspective; aging is not a disease.

B. The illness perspective

Albert, Munson and Resnik [19] state that a “...disease is
best understood as a departure from normal functioning”
[19, p. 160]. What is the characteristic of normal functioning
for aging people are probably a subjective perspective, as
well as depending on the context and individual’s
experiences of what is normal functioning. An active
younger person that exercises three times a week is more
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likely to keep on exercising at older age, but at reduced and
adjusted pace. However, even if the normal functioning is
subjective experienced as being abnormal compare to
younger years of life, the abnormality is still a normal
process within the aging population. The onset of the
biological aging starts already at 20 years of age, where
aging is characterized by a gradual reduction of the body’s
organs and functions, which is said to be 50 % reduced at 70
years of age [7]. However, this reduction of organs and
functions is not classified as a disease from the disease
perspective of medical professionals, however persons of old
age have increased vulnerability for diseases, mortality and
stress [7]. Additionally there is also present a mental and
social aging process that onset later in life. Mental aging
refers to reduced memory capacity, and the subjective
experience of everything going slower than it did before.
Social aging is associated with a decrease in social contact.
The reduction in social life is especially present after
retirement. The energy level of elderly persons decreases,
and even if wanting to participate in social activity, elderly
persons are often cutting down on social networking, which
can make them vulnerably for loneliness and isolation [7].

The senior report of Oslo municipality [20] has brought
attention to active aging. In doing so, the health government
in Oslo has emphasized that each elderly person has a
responsibility for self- caring to the extent it is possible, and
that families should increase their involvement in the caring
for their elderly relatives. This is comparable to the global
health movement of developing strategies for successful
aging, whereas the concept embraces aging as something
positive, and refers to physical, mental and social well-being
in older age [21][22]. However, prior studies have displayed
findings that the elderly people’s subjective experiences of
quality of life are weighted higher than the absence of
diseases [21] [23].

The notion of successful aging aims to develop strategies
to increased adaption of aging well. These strategies vary
over time as new knowledge is gathered. However, lifestyles
strategies such as diets, physical exercising, non - substance
use, social activities, prevention or treatment of depression,
in addition to positive attitude and reduction of stress are
some examples [22], [24], [25]. The notion of successful or
active aging can also have an opposite effect for those
elderly people who are not mastery aging well. Especially,
can this be the case for those elderly persons who have
additional diseases. Pushed to the extreme; the society can
blame those elderly who have not lived their life according to
the successful aging strategies. We know that factors such as
socio — economics can have impacts of life expectancy [26]
and for some elderly people the society’s expectations of
active aging and increased self — care activities cannot be
fulfilled. Subjective life quality for some elderly persons can
also be that aging is experienced as illness as decline in
general health, limited capabilities and/or functional abilities
make them struggle with daily life activities, and we know
that the transition from work life to pension life can be
experienced as brutal for some [25] [27]. The experiences
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from someone’s younger life are also likely to affect the
subjective experience of older age.

The poet and philosopher Ralph Waldo Emerson (1803—
1882) is famously quoted for “All diseases run into one, old
age” that has origin from the Emerson’s essay Circle (1841).
Emerson’s somehow extreme description of old age can be
interpreted as old age leads to the only “disease” that none
human are able to escape, as death is the only fixed and
known outcome of life. Other translations could be that the
author argues for the fact that it is the sum of diseases or
lived life that is the most essential factor of our final
experience of old age.

The illness perspective is a subjective perspective, thus
people of old age may define aging as an illness if they
experiencing aging as painful and negative. However, most
elderly people (74 %) do not have a need for public health
care services according to Statistics Norway [6], so the
majority of elderly Norwegians are likely to think of aging as
a natural process of life.

C. The sickness perspective

One understanding of the perspective of sickness is that it
is a social constructed phenomenon as the notion of age has
different meanings and values within cultures and nations
[27]. Thus, there is a belief that Eastern and Asian culture
value and honor the wisdom of their elderly people to a
greater extent than the industrialized Western countries —
however there are scarce literatures supporting this
hypothesis according to Lockenhoff and co - authors [27].
Moreover, the western world has been criticized for their
youth focused societies, where cultural traditions have
outdated elderly persons as they retire from work life [27].

The aging population has in past decades been
stigmatized by the view of elderly people being a burden for
the society, especially has this been the case in several
Western countries [27]. This negative value of the aging
population can also be reinforced by the mass media’s
focuses and stressing about how to cope with the growing
proportion of elderly people in the society in conjunction
with scarce health care resources and shortage of health care
professionals. Moreover, there have been tendencies that
research studies have focused on the negative aspects of
aging where elderly people have been viewed as more care
needy in opposite to resourceful human beings. Several
contributors have in resent time claimed that aging is in fact
a disease, and should therefore be treated [28] [29].
Consequently, Caplan [28] requires the society to put in
extensive resources to do research on how to cure aging so
we can live longer under the assumption that the cure of
aging also includes maintenance of the younger people’s
health and quality of life. However, this standpoint brings up
ethically dilemmas that conflicts with the earth’s
sustainability, and is sensitive as many people on the earth
struggles to survive their 60 years. One of the Caplan’s
argument for curing aging is that premature born babies get
treatment, which Caplan argues are conflicting with the
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evolution theory and survival of the fittest — thus he
questions why not elderly people should be saved from dying
[28]. However, there is a different between premature babies
that have a potential for life and human reproduction versus
elderly persons who have lived a life and are done with
reproduction. It is also a question of prioritization of scarce
health care resources, and curing aging should not be on the
top list of health care issues that need to be resolved.

The sickness perspective is based on norms from the
inter-subjective relationships within the society. The society
may define aging as a sickness when they still are young, or
are experiencing signs of aging — or making effort in slowing
down the aging processes with various measures. However,
the society’s sickness perspective of aging is rather linked to
additional diseases such as Alzheimer’s diseases and other
age-related diseases, so per definition aging as an isolated
phenomenon is not classified as a sickness itself. Thus, aging
is not sickness from the sickness role perspective.

In the previous sections, we have discussed how aging
can be classified according to the various perspectives on
disease, illness or sickness role. We argue that none of the
three perspectives is defining aging as a disease. However,
we understand that from a subjective experience; elderly
persons can have own experience of aging as being an
illness. Further in this paper, we want to discuss if the
introduction of assistive technology influence our discussion
of aging being a natural process of life.

III. RELATED WORK

There are no other HCI studies that have explored upon
the different perspectives of diseases in regard to the
phenomenon of aging and technology use. However, several
studies from interdisciplinary research communities have
examined various ethical aspects of assistive technology use,
often in the context of people with dementia and Alzheimer’s
diseases. These research contributions are focused on
concepts and issues in regard to the following: autonomy
[30] [31] [32] [33] [34] [35] [36] [37], privacy issues [38]
[39] [40], stigma of assistive technology use [41] [42] [43],
affordance [44] [45] and safety [46] [47] [48].

However, Greenhalgh and co-authors [30] discuss illness
and frailty in the living body by use of phenomenology.
They are doing so in order to develop a phenomenologically
and socio-materially informed theoretical model of assistive
technology adoption and use by older people. However, they
do not discuss aging in the light of the different perspectives
on diseases, but rather how the experienced body influences
the technology use and appropriation. The authors [30] argue
that providers of assistive living technologies are not
supporting the users in coping with their illness in everyday
life activities. Moreover, the authors [30] state that
introduction of technologies in order to support for
independent living require for solutions that support the users
in “think with things” [p. 86] to increase usability and user
experiences.
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IV. APPLYING THE DIFFERENT PERSPECTIVES ON DISEASE

ON TECHNOLOGY — SUPPORTED ELDERLY CARE

The classification of a disease often comes along with the
fact that “something can be done” [1, p. 24]. Hofmann [1]
refers to infertility and the innovation of assisted
reproduction as one of the driven forces of redefining
infertility as being a disease. This, according to Hofmann [1],
indicates that in situations where something can be done in
order to “control or intervene” [p. 24] we are willing to
include these into our disease perspective [1].

Technical solutions that aim to support elderly persons
with Alzheimer’s diseases or technology to prevent falls for
those having fall tendency are important interventions in
order to reduce the risk of mortality. Hence, these types of
technologies could fit into the prescription of having the
function to control or intervene in order to reduce the risk for
accidents with severe outcome. Especially considering that
Alzheimer’s diseases are the second most frequent cause of
death among elderly people, and falls are reported as the
eight frequent cause of death. But then again, Alzheimer’s
diseases are not a natural part of aging. However, in order to
succeed in incorporating assistive technology into the overall
ICT- supported elderly care system it is considered beneficial
to introduce technology at early onset of old age, e.g. before
the elderly person is diagnosed with Alzheimer’s diseases.
However, the person has to be at risk for Alzheimer’s
diseases if defending a formal consent of installing door
controller or other technical solutions such as Global
Positioning System (GPS) to either use technology for
diagnostic purposes, or to control and prevent accidents if the
person has a social behavior that make the family concerned.

A. From the disease perspective: Introduction of assistive
technology to support the aging population

Delegation of health care services to technology in the
caring for elderly persons brings up a number of ethical
dilemmas, especially in relation to protecting the elderly
people’s right to privacy. It is also important to emphasize
that use of assistive technology is not merely affecting the
elderly persons, but also bring the elderly peoples’ families
and public health care staff within its scope. For example,
technologies that alert in a pre-defined situation require an
infrastructure where “someone” responds to the alert or acts
when the collected information requires some action. That
“someone” could be health care staff and/or family, which
means that they also need to familiarize themselves with the
introduced technology. And the housing — oriented care
system has a motivation for including the family to a greater
extent in the care network — as past institutionalization of
care services has resulted in the family being less involved in
practical matter or in the caring for their relatives [49]. The
phenomenon of aging has advanced into becoming
increasingly disease focused from the perspective of disease
in user cases where the GP and municipal health care service
make a formal decision of introducing assistive technology
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for the purpose of reducing the risks of potential accidents
and/or diseases.

B. From the illness perspective: Introduction of assistive
technology to support the aging population

A home is perceived as a private sphere and should be
protected against the health authorities intruding with
mandatory sensors for monitoring purposes. Thus, it is a
danger that introduction of assistive technology within the
home will do something about the elderly residents’
perceptions of the home.

The purpose and gain of the elderly person using
assistive technology should be weighed against the intrusion
of the elderly person’s private sphere. In a Norwegian
Official Report [3], it is argued that use of technology within
welfare services can give the elderly possibilities to extend
their time living as self-reliant in their private homes. Thus,
technology that controls or intervenes in order to prevent
diseases and mortality can slow down age related diseases
and prevent risks for accidents. However, elderly persons
may also experience the introduction of assistive technology
as an intrusion to the home, as well as they may fear that
technology is replacing social contact. This is especially true
in user cases where technology is introduced in a top-down
approach from the public health care system.

Moreover, the elderly persons could have increased
negative subjective experience of being ill, or get the
impression of being vulnerable for diseases and accidents as
all these interventions must have a purpose. Thus, from the
illness perspective of aging, aging has an increased illness-
focus by the preventive efforts being made in the homes of
elderly persons in order to reduce the risks for additional
diseases and/or accidents.

C. From the sickness perspective: Introduction of assistive
technology to support the aging population

In this scenario, it is essential to address the question:
assistive technology for whom? As in the long run who are
the benefiters of the increased ICT supported elderly care. Is
it the community, health care system, patient / user or their
families? It could also appear that there might be potential
conflicts of interest between these stakeholders. The society
will benefit from a more efficient use of scarce health
resources, and use of technology in the elderly care will
generate a need for additional manpower, which again will
reduce the work load on health care staff. The Health
governance is forced to develop a more cost efficient elderly
care system as increased safety efforts in the home can
reduce repeated hospital admissions and decrease the need
for long term stay in nursing homes.

The future plan of having a health watch call center for
more efficient treatment and safety system will require
access to shared patient health record systems within all
levels of the health care services. Thus, all these preventive
efforts are turning elderly persons who may not have any
health care needs into potential users or patients of a health
watch call center.
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The families of elderly persons can use public technology
for remote visits and then feel less guilty of not going on a
home visits to their loved ones.  Thus, from the sickness -
role perspective of aging, aging has got an increased
sickness-focus by the preventive efforts being made in the
homes of elderly persons in order to reduce the risks for
additional diseases — and the society’s need of prolonging the
time elderly persons can live in their ordinary homes.

It is also a dilemma to use the society’s scarce health
resources on elderly persons who are considered as non-
users of health care services for preventive purposes.

The resources used on preventive measures can pay off in
the long run if the elderly persons have reduced need for
complex health care services in the future. However, there is
a lack of research that explores upon the health economics
gains of implementing assistive technology into the overall
elderly care.

The perspectives on disease and the relationship between
disease, illness and sickness role are changed when assistive
technology is introduced as an incorporated part of the ICT-
supported elderly care for preventive efforts when no other
diseases are identified, see figure 1 (as Appendix). The
reason is because assistive technology is also introduced into
the homes of elderly person who have no health care needs —
but who are at risk of diseases or accidents that can have
fatal outcome. Thus, preventive measures made to control or
intervene in the private homes of elderly persons give an
increase disease focus on aging.

However, this has to be separated from user cases where
assistive technology is introduced in order to support elderly
person with additional diseases such as known Alzheimer’s
diseases — the technology is then a treatment measures in
order to support additional disease and not aging. Thus, it is
important to recognize that it is a difference between aging
and assistive technology usage for preventive measures
supporting “healthy” elderly persons, and aging and assistive
technology usage in user situation where the elderly person
has additional diseases that need to be controlled or intervene
for safety reasons or treatment purposes.

V. SUMMARY

In this paper, we have discussed aging in relation to the
three perspectives on disease including disease, illness and
sickness role by addressing two research questions:

RQ1: Is aging a disease according to Hofmann’s three
perspectives on disease?

RQ2: Are the three perspectives on disease and aging
changed when assistive technology is introduced to support
the aging population?

Thus, we argue that the phenomenon of aging is not a
disease according to Hofmann’s three perspectives of discase
when looking at aging as an isolated phenomenon. Thus,
aging is acknowledged as a natural process of life in regard
to RQI. It is also emphasized that aging and ordinary
diseases / age-related diseases need to be separated as the
majority of elderly persons in Norway (74%) are non-users
of public health care services. Moreover, we recognize that
even if aging increases the risks for diseases and death;
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diseases like Alzheimer’s diseases are still not a normal part
of aging.

We have also discussed further how the introduction of
assistive technology affects our perspectives on aging as
being a natural process of life in order to address RQ2.
Especially, in user situations where the technology is
introduced to prevent and reduce individual risks, such as
technical efforts made to support potential wanderers, or
persons with fall tendencies. We argue that the phenomenon
of aging gets an increased disease focus when applying all
the different perspectives of disease. Especially, in cases
where assistive technology is introduced to “healthy” elderly
persons who have no ordinary diseases or age — related
diseases, but who are at risk of getting diseases.

Prior research studies have brought attention to other
aspects of assistive technology use, such as privacy, stigma
and safety. We recognize use of Hofmann’s disease
perspectives as highly informative in order to bring the
ethical debate further and by this highlight other aspects of
assistive technology use within the elderly care.

Future research needs to be aware of how the move of
assistive technology into the homes of elderly people can
challenge our perspectives of aging as being a disease. Thus,
if assistive technology for preventive purposes is scaled to a
larger proportion of elderly persons, we need to re-debate if
turning aging into a disease is actually beneficial for us as a
society.

“Since life itself is a universally fatal sexually transmitted
disease, living it to the full demands a balance between
reasonable and unreasonable risk” [50, p. 44].
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Probing Privacy in Practice

Privacy regulation and instant sharing of video in social media when running
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Abstract— This paper examines privacy as something people
do, seeing privacy as a constant negotiation of technical and
social aspects of technology use. To be able to examine privacy
aspects of live video sharing on social media, we have designed
and deployed a technology probe in amateur running events.
The findings suggest that audio wouldn’t be shared a lot in this
context, since it captures audible signs of fatigue. Further, it
seems that sharing of performance indicators are problematic,
so it is more likely that the probe would be used to mediate the
general experience of taking part in a running event. Lastly it
seems that very few would be comfortable with immediate
sharing and would like to have the option of removing
recordings and control its recipients. Overall, we find that
when confronted with new mediating information technologies,
people are quickly able to re-negotiate their privacy
boundaries, using earlier experience with similar technologies.

Keywords- privacy; instant sharing, social media; video;
mobile interaction.

L INTRODUCTION

Privacy involves a broad range of concerns within
legislative practices, social practices, cultural differences and
digital and urban/domestic architecture. The activities of
regulating our personal space, closing and opening doors,
avoiding and seeking others, are privacy performed in
practice. As our everyday life is performed with electronic
networked services, this is increasingly a concern both for
the HCI research community and the public at large [1].
Bellotti and Sellen [2] identified a set of challenges
pertaining to privacy in digital pervasive environments as a
result of separating the users activity and the site of its
effects in digital media spaces. Agre [3] has written
extensively on privacy concerns and digital technologies, in
particular advocating privacy as an issue not simply of
individual needs, but something that arises from social roles
and relationships. In this perspective, privacy is a culturally
embedded and changing practice of everyday living.
However, there is limited empirical research on “doing”
privacy as an on-going negotiation of technical and social
aspects in everyday situations, with some exceptions [4].

To get a deeper understanding of the privacy aspects of
one particular context, sharing live video on social media
while running, we have conducted two explorative field
studies using what Hutchinson et al. [5] has coined a
“technology probe”. Our technology probe enabled
participants in two running events to capture and share video
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on Facebook by opening and closing their hand. To be able
to analyze and discuss the results of probing this context, we
have revisited Palen and Dourish [6] work on privacy and
information technology. In their perspective, the user’s
choice of sharing or not sharing his / her first-person feed
with a larger group, can be framed as a constant negotiation
of his / her privacy boundaries, a “process where people
optimize their accessibility along a spectrum of “openness”
and “closedness” depending on context.” [6]. According to
them a “genre of disclosure” is a stable and recurrent social
practice where representations enabled by technology use are
met with certain expectations. When these are broken
privacy concerns are raised. Technology has the ability “to
disrupt or destabilize the regulation of boundaries” [6].

Our technology probe, a video recording and live
streaming device for use in a public setting, have challenged
our users to negotiate their privacy boundaries in this
context. The aim of this study has then been to investigate
how users participating in running events negotiate their
disclosure, identity and temporal privacy boundaries when
using a technology probe for instant sharing of video on

Facebook and to examine how this is a re-negotiation of

previously experienced genres of disclosure.

After a brief summary of related work, we will explicate
the framework of “genres of disclosure” in Section 2, before
describing in Section 3, how we have probed the running and
sharing context by making a fully working technological
probe and deploying it in a real world setting. We will
continue with a summary of our findings in Section 4, and in
Section 5, we will discuss several patterns in how the privacy
boundaries has been negotiated by our users. Lastly we will
discuss how these patterns can be seen as re-negotiations of
boundaries set up by earlier experiences with similar
technologies.

A. Related work

The technology probe developed in this study has
similarities with both sports-tracking and life-logging
technologies, and researchers interested in these fields have
to some extent discussed privacy concerns with these
technologies. The use of tracking devices for training and
fitness purposes is common, but mostly for private purposes.
But when these applications are networked and become more
similar and/or integrated with other social media platforms
people may experience expectations of joining and sharing
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[71[8]. Ojala and Saarela [8] categorize the motivation for
joining and sharing into:

¢ get feedback and guidance

*  get content of others

* reputation and status

* comparing results

Other studies have pointed out the importance of social
support and accountability, as strong motivational factors to
share exercising data [9][10]. Deborah Lupton has identified
self-improvement as the main motivational factor for self-
tracking [11], and has developed five “modes of tracking”,
that include a private mode, but also pushed, communal,
imposed and exploited modes [11]. The exploited mode
raises privacy concerns and “refer to the ways in which
individuals’ personal data (whether collected purely for their
own purposes or as part of pushed, communal or imposed
self-tracking) are repurposed for the (often commercial)
benefit of others.

Privacy concerns have been raised by wearable
computing and life-logging pioneer Steve Mann [12]. Data
from logging your own life, can according to him, be
misused by other people, government and media. He
problematizes that history becomes a “freezer not a dustbin”,
something that can have negative social consequences. Two
recent studies have investigated privacy aspects of life
logging using wearable cameras, from the life-loggers
perspective [13] and from the bystander perspective [14].
From the life-logger perspective, people preferred to manage
privacy in situ, as a result of the perceived sensitivity of the
context. Most of the users in the reported study were
concerned about the privacy of bystanders [13]. From the
bystander perspective, people reported indifferent or
negative responses to being recorded by a wearable camera.
Many users expressed interest in being asked for permission
and in devices for blocking the recording [14].

Generally, users are aware of privacy issues with sharing
information on social media [8][9], and tend to prefer a
friends-only social media profiles [15]. When digital media
sharing crosses boundaries into public domains, both
intentionally and unintentionally, users are less able to
control their identity [16].

II. PRIVACY

In 1890, Warran and Brandeis [17] published their
seminal article “the right to privacy” where they write:

Instantaneous photographs and newspaper enterprise
have invaded the sacred precincts of private and domestic
life; and numerous mechanical devices threaten to make
good the prediction that ‘what is whispered in the closet
shall be proclaimed from the housetops’ (ibid).

From these early discussions on the conditions for
protecting privacy and ways of regulating privacy by law,
there is an increasing focus on privacy as our everyday lives
are partly performed online. The list of mechanical devices
could today be extended to electronic devices that capture,
store and potentially distribute dynamic information from the
peoples context, such as audio, video, location and biometric
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data. Palen and Dourish [6] have proposed a framework for a
nuanced understanding of privacy in a networked world.
Their framework builds on the seminal work of Altman
[18][19], and identifies three boundaries that are central to
the negotiation of more or less openness and closedness.

The first and most basic boundary is the disclosure
boundary, that is, what information to reveal or keep from
others. For example, should I share this picture of my new
bulldog on the net, or should I keep it for myself?

Secondly, the identity boundary is defined by the role
taken on by the user. A user can for example represent an
organization, such as the member of the dogs rights
organizations, or represent herself personally.

Finally, the temporal boundary is about the effects of
persisted information. Unintended recipients can interpret the
information left behind in a networked system at a later time,
and there is little or no way of controlling the interpretation
of information, or the context in which it is interpreted. For
example, the article about dogs right in your local newspaper
or social network you shared in 2007, discussing a city plan,
can be read and interpreted in 2016 in a very different
discussion about the housing of dogs.

One of the most important insights from Altman’s work
is that privacy is not a static set of rules, but rather a dynamic
process, a constant negotiation depending on the situation.
In other words, privacy is something that is actively
negotiated and performed. Grudin [20] puts this in the
context of situated action, which is what allows the constant
negotiation just described:

Why then the uneasiness, the widespread attention to
privacy? It may reflect an awareness at some level of
something more fundamental than privacy that is being
challenged: The steady erosion of clearly situated action.
We are loosing control and knowledge of the
consequences of our actions, because if what we do is
represented digitally, it can appear anywhere and at any
time in the future. We no longer control access to
anything we disclose [20].

Indeed, where are the boundaries of situated action when
the information about the situation is broadcasted with
networked technologies? With viewing privacy through the
framework proposed by Palen and Dourish [6] as an activity,
something that users “do” and negotiate instead of “have a
right to”, there is a possibility of gaining insights into ways
that this is practiced.

III. PROBING

Technology probes as defined by Hutchinson et al. [5]
are simple, flexible, adaptable technologies deployed to find
out about the unknown. Probes are not prototypes and should
be used in the early stages of projects to investigate new
perspectives that can constrain and open future designs [21].
Technology probes support playful interactions with new
technology in new contexts and provoke participants’
reactions [22].

Hutchinson et al. designed technology probes with three
goals in mind:
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* understanding the needs and desires of users in real-

world setting

¢ field-testing the technology

* inspiring participants and researchers to think about

future technology and its use

Studies have deployed technology probes, focusing on
only one or several of these three research goals. In [23],
simple step counters are used as ready-made technology
probes to study teenagers’ motivation for exercising and to
find out important lessons for the design of future devices. In
[24], technology probes are applied to measure and assess
texting and updating functionality of situated displays. In
[25], a mobile technology probe is designed to better
understand if and when intimate couples desire to hold hands
when apart.

Similar to [25], we have designed a mobile technology
probe. Our research goal is to understand privacy with
instant video sharing on social media while running. We
have tried to create a realistic situation for users to
experience instant video sharing in practice. To make sure
that we were able to probe for privacy concerns in our
research design, we have strived to design the probe to be
simple, wearable and robust, something that is especially
important for intimate, mobile context [25].

A. Hardware and Software

Our technology probe in Figure 2, consists of two parts: a
mobile phone for recording and sharing videos to Facebook
and a sport glove that functions as a remote control for the
mobile phone. We fitted the glove with a flex-sensor and a
wearable Arduino mini-processor called LilyPad. Flex-
sensors are a form of resistors that change their resistance
depending how hard they are bent. The LilyPad can detect
these changes and transform the analogue resistance values
to integer values. In the probe, these values are sent via
Bluetooth to a mobile phone. The application on the phone
maps the values to specific functions. Single or multiple
fingers can be fitted with sensors, and this setup can support
detection of many different hand gestures. In our study, we
needed two functions, on and off, mapped to recording and
sharing video on Facebook, so we only fitted one sensor to
the middle finger on the glove. All technical components
were hidden inside the glove. A red recording led was the
only visible part and the glove appeared as a normal sport
glove from a distance.

B. Design

“Probes are meant to collect usage data, but if users are
deterred from using them because of their appearance, design
should become a priority” [25]. Studies have shown that the
wearability of the smart phone is not optimal for interactions
on the move, for example running and walking [26][27]. To
improve wearability of the phone we made careful design
choices regarding placement of the phone, how the users
should interact with the phone and the mapping between
these interactions and the phones functions for recording and
sharing video.

1) Placement: The first set of design choices concerned
the placement of the phone while running. Gemperle et al.
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[28] recommend placing larger and heavier devices on non-
moving parts of the body throughout the movement. To be
able to capture video in a first person perspective, the phone
needs to be positioned on the front of the body directed
forward. We solved these requirements by mounting the
phone in a neoprene hip belt with a see through pocket
facing forward.

2) Interactions: Secondly we addressed the problems
with touchscreen interactions while running. These
interactions are in effect not possible in this situation,
without disturbing the running experience. Users often have
to stop to look at the screen and press a button [27]. We
aimed to design a more unobtrusive input mode using a
sports glove with movement sensors.

3) Mapping: The last design choices concerned the
mapping of gestures to functionality. Rico and Brewster
[29] recommend using gestures that are familiar in feeling
or appearance. For our technology probe the start and stop
recording functions need to be mapped to suitable hand
gestures. They should be simple enough to perform while
running and they should not have other predefined
meanings. Simple hand gestures that we observed during the
design process were making a fist, tapping fingers together,
open hand, spread fingers, waving right/left. We ended up
tying distinct hand gestures metaphorically to the mapped
functions;

* hand open (record and share)

*  hand closed (stop recording and sharing)

C. Deployment

We deployed the probe in two running events taking
place in Stromstad, Sweden on November the 8th and
Wolfen, Germany on December the 28th, 2014. The three
main criteria for choosing the events were that they had good
3G coverage, they were accessible to the researchers and that
they were semi-professional with medium distance tracks (5
and 10 km). We recruited three participants for the first field
trial and three for the second, from local sports clubs and
directly at the events. We paid their registration fee and they
received a 10€ flower present card for participating. In Table
1, we have listed the participants with age, gender and
experience with sports tracking and social media.

TABLE 1. PARTICIPANTS

# Event Age Gender Sports Social
Tracking | media
#1-1 Stromstad 30s Male Yes Moderate
#1-2 Stromstad 30s Female Yes Active
#1-3 Stromstad 40s Female Yes Moderate
#2-1 Wolfen 20s Male Yes Moderate
#2-2 Wolfen 20s Male Yes Moderate
#2-3 Wolfen 20s Female Yes Moderate

In Stromstad, the researchers met up one hour before the
start time at 12 pm. The first half hour we registered the
informants for the Skm track and checked the probes. Until
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Figure 1. Starting any minute 7

the start at 1 pm we fitted the technology to the individual
participants and gave them brief explanations of how they
could use it. They tried out the gestures, and at the same time
we calibrated the on / off thresholds to their hand
movements. We explained how the video they were going to
record was shared on Facebook. The informants used from
24 to 34 minutes to complete the track and from 1:45 pm we
conducted semi-structured interviews with each of them. We
had prepared a set of guiding questions focusing on the
participants’ experience of instant video sharing using the
probe in regard to negotiating their privacy boundaries.

In Wolfen, we followed the same procedure as in
Stromstad, with some small differences. The race started
earlier at 10 am, and one of the participants chose to run the
10km track.

We used open coding to analyze the collected data
independently from each other, followed by a collaborative
session, were we resolved small differences and agreed on
the main findings.

Iv.

All six participants, in the two separate field studies,
expressed that the events were well organized and as they
expected. It seemed that they felt at home in what they saw
as small and friendly happenings. Figure 1 shows runners in
Stromstad just before the start. The participants were more or
less competitive or serious about the races, but all six said
they enjoyed the experience. It didn’t seem that participating
in the study by using the technological probe, took away
from their participation in the events themselves. In the
following we denote the participants using two digits, the
first for the event and the second for participant (#event-
participant).

When it came to placement of the probe as shown in
Figure 2, the most competitive of the three in the first field
study #1-1, thought that the extra weight of the smartphone
and belt on the chest was bothersome. He said the belt wasn’t
tight enough so it moved enough to irritate him. In the
second field study one participant mentioned that it is
important that the belt was positioned right. For him the belt
was strapped on too low and he had to move it up while
running. The other four participants in the two field studies
did not report that they were bothered at all, and said they
forgot about the placement of the mobile phone after a short
while.

FINDINGS
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Figure 2. The equipment

All six participants said that the hand gestures were easy
to perform and appropriate for controlling the video stream.

It is very natural to extend the hand. [...] so to turn it on
with that is better than using a closed hand. #1-1

There is no middle way. Either you open or you close
your hand. This simple. #2-1

None of the participants proposed an alternative hand
gesture that could have worked better for this purpose. All of
them said they “forgot” the interface after a while, but they
all kept on using it and continued recording video throughout
the races.

A. Privacy Boundaries

The participants had few reflections on how “being a
camera” in public can be problematic to others.

No I did not think about them [other people]. Do 1 need
to think about them? #2-3

They recorded a lot when they had people nearby, in the
starting area especially, and also when they were running
almost alone.

1) Disclosure boundary: Their attention was on when
the camera should be turned on, the framing of the image
and what sounds were recorded. Three of the participants
had a competitive focus during the races and turned on the
camera when they improved their position.

...I thought it was funny when I ran down the hill,
because I am really fast at running downhill, then I
usually overtake many of the other runners. So I turned
on the camera on top of the hill, then let go... and
thought this was really fun. #1-1

Participants #1-2, #1-3 and #2-3 were concerned about
the framing of the image. The first said that she was worried
because she is short, and that she filmed only the road and
nothing else. The second said she tried to keep a dangling
headphone-wire away from the camera. The third was
worried about her hands swinging in front of the camera.
Figure 3 shows two screenshots from the captured video.

Most of the participants were acutely aware of the sound
captured when recording. Participant #1-1 gave comments
intended for a listener. Participant #1-3 said she was really
worried about recording heavy breathing and other audible
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signs of fatigue. Participant #1-2 turned the camera off
because she needed to say something she didn’t want anyone
to hear. She felt that the sound was more important than the
image.

...one thinks about, yes, first and foremost what one
says, for what one sees can’t be influenced. But what one
says, I thought about that a lot. #1-2

Participant #2-3 hadn’t been aware of the audio and was
embarrassed afterwards because she talked a lot with other
people while recording.

2) Identity boundary: All participants expressed that
sharing video from participating in a sports event on social
media could be positive for their image.

It wouldn’t matter if some of this were published,
because then people would see that I am active and...
yes, I have to admit that this appeals to me, it lowered the
threshold for... the social. #1-1

Participants #1-1, #1-3, #2-1, #2-2 were skeptical though,
and related that they rarely exposed themselves in this way.
Participant #1-1 and #1-3 said that sharing from sports
activities could be seen as bragging, and they would be
careful of coming across as betters on social media. They
both expressed irritation with other people sharing their
training activities on Facebook.

...when people share training logs, I have cycled 70km
for example, deserving beer and taco, then I think this is
bragging. #1-1

But both these informants were more positive to sharing
if the content were without tracking information.

I think, yes - sharing a film, that’s nice, but sharing how
far you have run, how fast and all that, that is for me, not
others. Film is fun of course, that could be amusing. #1-3

In contrast to the skeptical participants, informant #1-2
and #2-3 said they loved to share from activities they
participate in, including sports, and that they saw no
problems with using the probe to do this.

Yes, I share a lot, also from sports activities. I love
running so this is nothing strange. #1-2

It was cool. It is a new way to communicate with friends.
Facebook is made to share things. #2-3

Figure 3. Screenshots from captured video

3) Temporality boundary: When it came to what the
participants wanted to happen with the shared videos from
the event, they answered differently. Participant #1-1 said
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that he wanted control of the videos. He would have
preferred to have them sent to his private inbox for editing
before they were published. The most likely thing he would
make is a “best of”” edit from the competition. But when the
videos were already published he was not certain what to
do.

...to me it is unpleasant that the videos are out there, then
I can just ask for them to be deleted. Except when I cross
the goal line or something. I’ll see about that. #1-1

Both participants #2-1 and #2-2 wanted to keep the
videos on their computers. Participant #2-1 didn’t mind
having them online since he is in good shape. In contrary to
this, participant #2-2 wanted them removed or shared with
selected friends only. Participant #1-2 didn’t see any
problems with the videos being published. She expressed no
desire to erase them and hadn’t really thought of this as a
problem. She said that maybe someone would look at them,
maybe not. Participant #1-3 was more skeptical, but was also
comforted by the videos limited appeal. She was more
worried about the audio of her huffing and puffing.

...if it is interesting to others then it can be out there, but
I don’t know if that is the case. I don’t know that
[laughs]. If it is a video, where I reveal myself, for
example with breathing and puffing in the background,
then I think I would have removed it. #1-3

Participant #2-3 said she would keep the videos that are
fun and remove videos less interesting to others.

It depends, how they look. So if there is anything funny,
for example when Lars passes me, if this was good, when
I would keep it online and write a comment under. #2-3

V. DISCUSSION

When it came to running the events the participants had
different agendas, but they participated according to what
was expected of them. They followed the logic of the event,
the instructions from the organizers, ran the designated track
and put effort into the running according to physical
capabilities. They related to their time and rank in the race
and happily received their prizes. None of them did anything
that could be conceived as “outside” the social obligations of
the events themselves. None of their actions were “out of
place” [30]. The wearing of and interaction with the
technological probe seemed to be unobtrusive to the
participation in the event and the participants quickly
understood the function of the technology and the mapping
between gestures, actions and feedback.

A. Negotiating openness / closedness

When using the three privacy boundaries to understand
the results of this study it is evident that the participants
negotiated these boundaries differently. There are findings
from the trials that point towards openness, and some that
point towards closedness. It is important to note that the
privacy boundaries are negotiated together. It is difficult to
consider one boundary without taking the other two into
account.
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The first, and maybe the most interesting pattern we see,
mostly concerning the disclosure boundary, is related to
sensing. None of the participants thought that the first-person
image was problematic, but several of them were more
concerned with the audio. Both talking and audible signs of
exhaustion were mentioned as problematic to share with
others. It seems that the first person view, where the
participant was not visible in the image, was conceived as
less private than the audio. The users understanding of the
video image recorded by the probe facilitated more openness
and their understanding of the nature of the audio triggered
privacy concerns and more closedness. An interesting
follow-up study would be to repeat the experiment with the
camera mounted so that the runner could be part of the
image.

The second pattern, mostly related to the disclosure and
identity boundary, is about what the participants chose to
record and their explanations of why they did so. We see two
main stories told, with emphasis on the competition and with
emphasis on the experience. Three of the participants
recorded when something interesting happened in the
competition, for instance overtaking other runners in the
race. The other three didn’t care much about this aspect, but
recorded what they thought was interesting like nice scenery
or social interactions. This pattern seems to point towards
openness, all participants recorded a lot and with some
narrative intentions. The interviews seem to indicate that the
reason for this was that the probe didn’t record and share any
performance indicators, like pulse and speed. The recordings
were not revealing their standing in the race or other precise
measures of performance. This seemed to be important to the
participants independent of how well they performed in the
race. It seems that quantitative measures of their
performance would have triggered more privacy concerns
and lead towards more closedness.

The third pattern, mostly related to the temporality
boundary, is the participants’ wish to have control of the
recordings. The decision they had, of turning the recording
on and off, was not enough. All the participants except one
wanted to be able to delete unfavorable or boring recordings
before or after they were published to Facebook. Most of the
participants wanted to share the recordings with a selected
group of people if they could, controlling not only what they
shared but also with whom. These findings seem to indicate
that the participants were uneasy about the immediate and
indiscriminate sharing done by the probe, pointing towards
more closedness. But at the same time many of the
participants were intrigued by the experience with the
technological probe. It seems that they were open to
experimenting with the format as long as they could have the
option of removing recordings afterwards and have more
control of their recipients. This is relatively easy to do on a
social media platform like Facebook and this finding points
in the direction of openness. Maybe the participants would
be inclined to share more easily as a result of more
experience with the probe.
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B. Re-negotiation of privacy boundaries

The concept of “privacy genre” is mainly a descriptive
term, since genres are historically situated as social practice.
In our study we have developed a probe that gave our
informants experience with new technology, exploring what
could be called a proto-genre, but not a genre. The sharing
of live video on Facebook while running is not
exceptionally new or outlandish, but still not something that
many people do as part of their everyday activities. So what
we have been probing is mainly how people are able to
negotiate privacy boundaries when using new and not
commonly used information technologies. In this
perspective, we have found that people rely heavily on
previous experience with similar technologies when
negotiating privacy boundaries “fresh”. They rely on earlier
and established genres of disclosure related to, in our case
combinations of sports tracking, photography and social
media. In this study, we were surprised by how quickly and
consciously this process was undertaken by our informants,
and how efficiently new boundaries where negotiated
building on old. At the same time, we found that unfamiliar
aspects of the proto-genre articulated by the probe, triggered
the most intense and partly unresolved negotiations of
privacy boundaries; the clearest example being the
recording and live sharing of “first-person” sound.

These findings attest to the usefulness of the concept of
genre of disclosure both as an analytical tool but also as a
perspective useful when designing and exploring mediating
technologies. People’s practical everyday experience with
negotiating privacy, framed and understood as a social
situated dynamic, can give good guidance of what will
trigger privacy concerns and what will not. This study is an
initial exploration of designing and deploying technology
probes to investigate privacy concerns with mediating
technologies. Our results indicate that technology probes
can be designed to disrupt or destabilize existing genres of
disclosure, giving researchers the opportunity to study these
closer, mining the interstices between them.

VL

In this study, we have explored privacy concerns with
instant sharing of video in social media. To understand the
co-dependent technical and social aspects of instant sharing
and privacy, as framed by the concept of “genres of
disclosure” [6], we have developed a technological probe
and conducted two field studies at running events in Sweden
and Germany. In each field study three participants were
fitted with a working probe sharing video instantly to
Facebook by opening and closing the hand. The probe
performed according to the intentions of the research design,
opening up for investigating privacy in practice.

The findings suggest that audio wouldn’t be shared a lot
in this context, since it captures audible signs of fatigue.
Further, it seems that sharing of performance indicators are
problematic, so it is more likely that the probe would be used
to mediate the general experience of taking part in a running

CONCLUSION
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event. Lastly it seems that very few would be comfortable
with immediate sharing and would like to have the option of
removing recordings and control its recipients. Overall, it
seems that people, when using new mediating technologies,
rely heavily on earlier experience with similar technologies
when negotiating the privacy boundaries, emphasizing the
historically situated nature of privacy in practice.

We believe that probing wearable technology in the field
has been important for this study, and see how our findings
open up for further studies with similar mediating
technologies, in other mobile contexts.
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Abstract—This work introduces the concept of ‘“personality-
friendly” objects. Its goal is to investigate the relationship that
can exist between specific interactive products and the users’ per-
sonalities. Nowadays, it seems that every object being advertised
and put on the market has its own personality. This creates a
strong and immediate connection between the customer and the
object but often it does not go beyond the aesthetic level or the
dialectic of the advertisement. For this reason, a methodology
for the categorisation of interactive products has been developed.
With this classication, we intend to measure the compatibility
between the human way of thinking and the use of products. A
set of experiments have been done and their results are reported
in this work.

Keywords-Usability; Personality-Friendly; Human-Machine In-
teraction; Human-Computer Interaction; Myers-Briggs (MBTI).

I. INTRODUCTION

In recent years, everyday life devices like smart-phones,
smart-watches, etc., evolved considerably at both structural
level (e.g., novel interfaces) and functional level (e.g., novel
services). In addition, the split between hardware and soft-
ware, that guarantees regular firmware updates, allows to fully
exploit the potential of the devices hardware adapting their
functionalities to the user’s needs.

The continuous interaction with these devices is changing
our life modifying our habits and attitudes. For instance, recent
studies report that a typical smart-phone user interacts with
their phone about 150x per day [1].

The emerging phenomenon of the Internet of Things (IoT)
[2], [3] is bringing us to become part of the technology-
based immersive scenarios (i.e., smart-homes, smart-offices,
etc.) where a heterogeneous set of smart devices or objects is
interconnected through the network providing the users with
added functionalities and services.

The conversion of our daily-life spaces and routines in
smart ecosystems brings our smart devices to become a sort
of appendix of our body and, more importantly, of our brain.
Indeed, while interacting with smart devices and technology,
humans tend to adapt their behavior to the communication
skills of the machines they are using, exactly as a farmer does
with their animals.

The grand challenge in designing innovative smart objects
is the inversion of this paradigm. Designers need to figure out
how to build machines that are able to communicate with users
in a natural way so as to adapt their communication skills to
the level of their users.

Copyright (c) IARIA, 2016. ISBN: 978-1-61208-468-8

In addition, humans have a natural attitude to humanize
technology and to associate personality to it [4]. For this
reason, the judgment about devices personality is guided by
several factors. Most of these factors are directly related with
the device like the shape [5], the associated advertisement and
the object functionalities and behaviour. On the other hand,
the user personality affects the judgment and acceptance of
the device.

In 2015, Pieroni et al. [6] proposed a novel framework
for the personality-driven design of IoT smart devices called
Affective Internet of Things (AloT). In this paper, the authors
tried to endow smart objects with affective capabilities to
be used within the network and to enhance the level of
communication while introducing affective interactions. The
AloT objects can endow different human-inspired personalities
having also humanized reaction to somatic (i.e., sensors) and
social (i.e., object-object interaction) stimuli.

While the link between associated personality and device
behaviours and shapes have been already investigated, a com-
prehensive analysis which also includes other factors (i.e.,
advertisement, functionalities and human personality) doesn’t
exist yet. This analysis is essential to enable the development
of interfaces that fully exploit the potential communication
capabilities of these emerging devices.

Our aim is to investigate how the humans perceive the
currently available technologies in terms of personality. In this
particular work, a model that can be used for the classification
of interactive products is developed and tested. The paradigm
is based on the assumption that the user personality is a key
factor driving the approach of the human to the machine.
Indeed, any message or feedback sent by the machines is
interpreted differently by humans according to their specific
personality. We started by analyzing the distinctive features
of the different human personalities and the interaction flow
between users and objects. The analysis allowed to establish
what factors determine the compatibility between the approach
of the machine and the one of the user. The products are then
classified according to which psychological type best fits them,
in terms of the minor cognitive effort required to establish
the interaction. The paradigm of Personality-Friendly Objects
is based on this concept of compatibility and if included in
the AloT is expected to raise the level of communication and
regulate the modalities of the human-machine dialogue on the
basis of the traits that characterise the user’s personality.

In summary, this work proposes and tests a methodology
that allows to determine which are the user personalities that
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are the most suitable to use a specific interactive object. For the
method assessment, we selected five well-known interactive
objects according to their relevance with different levels of
interaction and engagement. The rest of the paper is organized
as follows: Sectionll introduces objectives, possible applica-
tions and requirements related to the paradigm of personality-
friendly objects; SectionlIl describes the model used for the
classification of products and services; the experimental pro-
tocol is discussed in SectionIV while the experiments and
the results in SectionV; the conclusion and future research
directions are given in SectionVI.

II. PERSONALITY-FRIENDLY OBJECTS

In this section, we propose the paradigm of personality-
friendly objects in which any interactive system can be clas-
sified as compatible with certain types of human personalities
on the basis of how it usually leads the human-machine
interaction. The idea relies on the evidence that humans exploit
their own mental process and resources when using interactive
devices, therefore personal attitude in perception and action
can make some devices more suitable for a particular subject
but rather difficult for another person. In other words, a
personality-friendly object owns those features in terms of
appearance, affordances, functions, behavior and advertisement
that allow subjects with a specific personality to interact with
the object by using familiar mental processes. Such a classifi-
cation is fundamental to guide the design of new products or
the redesign of existing ones as well as to prevent many of the
difficulties encountered by users in using objects. In order to
achieve this goal, a dedicated classification instrument needs to
be developed taking into account the many different situations
of human-machine interaction.

A. Applications

The personality-friendly objects paradigm could have a
large pool of applications and implications on the devices
development and design. Firstly, adapting technology to user’s
psychological type might offer many advantages in terms of
usability and user experience and, hence the name, make it
possible to overcome the current concept of user-friendly. The
possibility to associate an interactive object to a predetermined
category of users leads to numerous and immediate practical
repercussions in both the design of products and their com-
mercialization and positioning on the market. For example, a
product could be redesigned to make it more compatible with
people who currently experience difficulties in the interaction.
Another example is related to a product that now addresses a
market niche and could be developed in multiple versions in
order to attract different types of customers.

Secondly, assuming to know the personality of a user, in
the development of a smart object a designer could include
some functionalities and communication modalities that make
the interaction with the device more immediate and easily un-
derstandable for that specific person. In addition, products may
adjust their behavior, e.g., by modifying timing and frequency
of dialogue in order to be not too intrusive (or conversely,
to constantly keep company) and to meet user preferences.
For example, considering a smart-watch, for an extroverted
person it could act accordingly so as to continuously provide
sound and light stimuli; while for an introverted person it could
minimize the incentives to those strictly necessary in order

Copyright (c) IARIA, 2016. ISBN: 978-1-61208-468-8

to avoid disturbing the user. Analyzing the state-of-the-art for
smart-watches, they seem designed to meet mainly extroverted
people. This simple example shows how this tool could guide
and improve the design of human-machine interaction for a
single product.

Finally, considering the future smart environment scenar-
ios (e.g., smart-home, smart-office, and the AIoT [6]) it is
immediate to think about new applications that could benefit
of the proposed paradigm. This would mean building an
intelligent, personalized room that is harmonic in the way it
reacts to events and custom-tailored to easily interface with the
personality of people who live there. Furthermore, knowing
the personality and the mood of the user makes possible to
program the affective objects in the room in order to try to re-
establish a positive mood within the domain (and therefore also
in the user) when the negative emotional state of the person
disturbs the environment.

B. Requirements

In order to implement a method for the classification of
interactive objects and evaluate its possible benefits, it has been
necessary to define several requirements:

1) What can be classified: the methodology to be devel-
oped and tested should allow to classify both real products
and services. In fact, each service in which the interaction
with the client (also through a human operator) is subject to
procedures can be included in the classification. Following
this we claim that what is true for products also applies to
this type of services. On the contrary, if there was not any
specific procedure, each call would be an interaction that
differs from all the others and every interaction should be
classified separately.

2) Limits of the classification: many multi-purpose devices
have a large pool of functionalities that can be used by the
user to accomplish several possible goals. This could lead to a
misleading classification. Therefore, in cases where the product
has several features or can be used for different purposes, it is
recommended to consider only a single function and a single
goal separately. The results obtained by decomposing a single
product can then be integrated in a manner which is the most
appropriate following a case-by-case approach.

3) Classification Process: the object classification occurs
through a survey by submitting a questionnaire to the users.
Preferably, the person performing the classification should
have the chance to interact with the product for a period of
time adequate to personally test all possible aspects of the
interaction with that object. If, for practical reasons, this is
not possible the person should thoroughly analyze the product
on written description attempting to answer to the preliminary
questions which are intended to guide the analysis.

On one hand, in literature we found several psychology
studies aimed at modelling cognitive mechanism and estimat-
ing human performance in performing certain task (e.g., Model
Human Processor (MHP) [7]). This data have been extensively
used in the design of interactive objects in order to meet the
human needs and resources.

On the other hand, these studies do not provide information
about the dynamics that generate different behaviors in differ-
ent people under identical conditions and that is more related
to subject personality. For this reason we have developed the
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model of personality-friendly objects in order to consider the
effect of different human personalities in the context of human-
machine interaction.

III. THE OBJECTS CLASSIFICATION MODEL

This Sectionsummarizes the pillars of the proposed classi-
fication model.

A. Outline of Human-Machine Interaction

The simplest way to represent interaction between a system
and a user is represented by the feedback loop. According
to the scheme shown in Figure 1) the interaction occurs as
follows: the user in the attempt to accomplish his goal gives
one or more inputs to the system, which receives and replays
according to its own behavior and communication modalities.
At this point the user analyzes the responses of the system, then
he/she interprets and compares them with the one expected.
The outcome of this comparison determines what should be
the next user action. Each new user action towards the machine
triggers a new cycle of action and response.

Input
Devices Purpess
System - -
User
Output
Devices

Figure 1. The Human-Machine interaction model based on feedback loop.

In this work we refer to the feedback loop model for de-
scribing the human-machine interaction. The necessary change
done to the model consists in observing the interaction from
the user perspective. From this point of view the human-
object interaction is a situation in which the person is engaged
alternately in two activities: to gather information about the
object (and the context if necessary) through the five senses;
to process the responses towards the object or to judge the
situation that are both based on the data which have been
previously acquired.

For example, in a common interaction with an ATM the
user needs to acquire data by seeing (or by listening to)
the information shown on the monitor (or transmitted from
the speaker); then he/she uses this information to process
the answers by pushing a button or by judging their own
economic situation on the basis of the balance that has been
just communicated.

Referring to the model of Norman [8] it is possible to
identify the moments of the interaction in which the user
may have difficulties in achieving the desired goal through
the system. The problems arise when the subject is within two

gulfs:
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e gulf of execution, when on the basis of collected data
the user has to switch from the intention to the action
towards the system;

o gulf of evaluation, when on the basis of collected
information the user has to assess the results of their
actions.

The aim of our work is to classify any interactive system
according to its compatibility with the different human person-
alities. Compatibility is measured from the point of view of
the user and it is defined with the degree of naturalness with
which a person interacts with the system. This is determined
by (i) the effort necessary to obtain useful information, and
(i) the possibility for the user to respond (or judge) in the
right way (in order to achieve the purpose of the interaction)
without altering their own usual way of thinking.

In other words, the lower the cognitive effort required to
overcome the two gulfs of execution and evaluation, the more
the product is compatible with a certain personality.

B. Psychological Background

Regarding the personality, many theories have been pro-
posed over the years [9], but a common vision at the academic
level has not been reached yet. We analysed the available
theories [10] and, for the purpose of this work, we selected
the Jung’s theory of personality types [11] and in particular
the work of Briggs Myers and her mother, who developed
the Myers-Briggs Type Indicator (MBTI) in the field of work
psychology [12]. The essence of the theory is that the much
seemingly random variation in the behavior is actually quite
orderly and consistent, being due to basic differences in the
ways individuals prefer to use their perception and judgment
[13]. The indicator identifies sixteen psychological types,
meaning sixteen different ways that people have to perceive
reality, evaluate and act accordingly. The types, commonly
called personalities, differ from each other in terms of how
a person is located compared with four dichotomies.

The aim of this study is to understand how people approach
the human-machine interaction. For this reason, to outline the
personality traits that influence this process it is necessary to
take into account only the process of information acquisition
and the process of elaboration of answers or judgments. These
two mental processes are defined in accordance with the
psychological theories of reference: perceiving and judging.
What is important for our work is the fact that according to the
vision of Jung and Myers [13] a person may obtain information
(perceiving) through two different ways:

Sensing (S) - acquiring data through the five senses in order
to perceive information that are relevant in the environment;

Intuition (I) - collecting information by perceiving the
possibility beyond the facts, focusing on the relationships
between the facts and linking them together to build a model
that justifies the changes of events over the time.

Also according to the same vision [13] a person can
organize information and reach conclusions (judging) through
two different ways:

Thinking (T) - making decisions impersonally through
logical processes, assessing the consequences of choices or
actions.
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Feeling (F) - making decisions with respect to their deepest
convictions and basing on subjective considerations.

Each person uses every day all of these four mental func-
tions. However, each human being has a personal attitude in
using one particular feature for perceiving and one for judging.
Every person tends to follow their innate tendency and, even
if unconsciously, to behave in a certain way. Having the
possibility to use their preferred way of perceiving, or judging,
in their own mental processes is extremely helpful for persons
in order to feel more competent, secure and natural [13].
Behaving according to these preferences generates a sense of
well-being, energy and satisfaction. Therefore there is a strong
link between usability (especially one of its component, i.e.,
satisfaction) and user’s personality. We used both to define the
degree of naturalness of an interaction.

C. The Proposed Questionnaire

The framework described above outlines the link between
the human personality and the way in which the user dialogues
with a system. Here we describe a methodology that can be
used to analyze objects and to determine their compatibility
with different individual preferences and therefore human
personalities. In particular the proposed questionnaire consists
of two parts: the first part is dedicated to investigate how the
product is delivering information to the user and the second
part is about examining what kind of responses are required
by the system in order to achieve the user’s purpose. These
two parts are intended to investigate the two phases in which
we have previously outlined the interaction according to the
requirements reported in SectionIV.

The first phase, the acquisition of information by the user,
is associated with the two ways in which a person can deal with
the mental process of perceiving (i.e., sensing or intuition).
This first phase consists of seven closed questions conceived
for analysing the stimuli sent from the product to the user
during the interaction. The user filling out the questionnaire, in
light of him/her experience with the object, has to declare how
much the description reported in the questionnaire is adequate
for illustrating the stimuli that are sent from the object. Select-
ing among multiple answers, the users shows their agreement
with the description of the product and implicitly expresses
whether this acquisition of information is easier through the
use of semsing or intuition. On this basis it is possible to
classify a product as sensing-friendly, if it facilitates this type
of approach, intuition-friendly (vice versa) or neutral, if the
stimuli are acquired equally through both the approaches.

The second phase, the processing of responses by the user
towards the object (or elaboration of judgments on the current
situation) is associated with the two ways in which a person
can deal with the mental process of judging. Each of the seven
questions investigates what are the types of judgements and
responses required by the system from the user. The person
who fills out the questionnaire declares how much the features
that are reported in the questionnaire are adequate or not to
describe the opinions and responses required. In practice this
part of the questionnaire exploits the same methodology of the
previous one but is aimed at classifying the object under study
as thinking-friendly, feeling-friendly or neutral if it requests
both kind of responses.
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Figure 2. The space in which we represent the results of classifications, the
J-P plane. The plane is divided in four quarters. In blue we highlighted the
functions of perceiving, in gray those concerning judging.

D. The J-P Coordinate System

While the user fills out the questionnaire he/she expresses
the level of agreement (through a scale of five values) with
the statements. The answers are analyzed assigning points to
each value. The two outer values lead to the attribution of
four points to an approach (e.g., sensing) and zero points to
the opposite approach (in this case intuition). The two inner
values assign in one case three points to an approach (e.g.,
thinking) and one point to the opposite approach (feeling in this
case). The central value assigns two points to both approaches.
The maximum difference that you can get for the score of one
approach against its opposite is twenty-eight points.

The results of classification can be represented in the J-P
plan which is a Cartesian coordinate system where the x-axis
represents J the axis of judging and the y-axis is P the the
axis of perceiving. The goal is to identify a point in the plan
which is the result of each classification. The J axis measures
the difference between the score of feeling and the score of
thinking. In this way a single value describes the user phase of
Jjudging: positive if the product is feeling-friendly, negative if
it is thinking-friendly. The same for the P axis. In this case the
single value measures the phase of perceiving: positive if the
product is intuition-friendly, negative if it is sensing-friendly.
Figure 2 shows an example of a J-P plane used to plot the
results of our analysis.

IV. EXPERIMENTAL PROTOCOL

This section shows the experiments we carried out in order
to assess the consistency of the classification methodology
and the model behind it. The experiments are oriented to
evaluate (i) the comprehensibility of the questionnaire by
people; (i) whether the opinion of most people regarding
the same interactive object might be agreed. In the case
when most of people describes the same product, through the
questionnaire, in a similar manner, it could be argued that the
human-machine interaction can be categorised according to a
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particular subset of parameters. Since these parameters were
created on the basis of trends (and recurring behaviors) that
the psychological theory associated to individual preferences, it
would be possible to support the principle that products could
be classified according to the personality and then according
to the paradigm of personality-friendly.

The experimental protocol has been built around the fol-
lowing pillars:

e people involved in the test did not have previous ex-
perience with the questionnaire or with its theoretical
basis; participants have been informed that it was
based on psychological basis only afterwards;

e the sample of participants was represented by 82
master students in Management Engineering of the
University of Pisa;

e a real usage experience with the objects analyzed
by the questionnaire was not possible for logistical
reasons. To overcome such a limitation, each student
was asked to read a pre-compiled description;

e all the object descriptions had the same structure and
focused on how the user’s interaction takes place with
that particular interacting system;

e thanks to the descriptions, there was no informa-
tion asymmetry between the participants. Descriptions
contained images and videos, and have drawn from
encyclopedias, press releases, reviews of industry ex-
perts and user manuals in order to avoid any authors’
opinion or authors’ influence.

In this first analysis, we classified five distinctive interactive
systems requiring a different level of engagement to both
gather information and reach a conclusion. The first system is
the Tamagotchi which is a handheld electronic game created
in 1996'. The aim is to ensure that the protagonist of the game
lives as long as possible and grows politely. For people it is,
like all games, a form of interactive entertainment. The second
system is the Furby (1998)?, a little and furry puppy available
in various colors. It can be roughly considered an evolution
of the Tamagotchi with more interacting functions. The third
system is a video cassette recorder (VCR), an electronic device
used for home entertainment. The fourth interacting system
is a service, the Black Jack that consists in a gambling card
game taking place between the dealer and the players. The
last interacting system is a design installation that has as main
subject the one who benefits from it entering in it. Everything
must be built to change, or solicit, the viewer’s perception,
which becomes part of the work. Without the viewer, the
design installation does not make any sense.

Before starting with the analysis, a *warm-up exercise’ was
performed to introduce the students to the tool. After reading
the description about the functioning and interaction with each
object, fifty-nine students have been asked to complete the
questionnaire related to these objects.

V. RESULTS AND DISCUSSION

We did not record particular problems regarding the com-
prehensibility of the questionnaire. In order to establish if the

Uhttps://en.wikipedia.org/wiki/Tamagotchi
Zhttps://en.wikipedia.org/wiki/Furby
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students who analyzed the same case studies were aligned
on the same conclusions, we analyzed their answers. This is
important because through the closed answers they described
the interaction that a user plays with the product to achieve
a certain purpose in a particular context. If these descriptions
were consistent, we can say that the questionnaire is versatile,
meaning that it can be applied to very different interactive
objects, but also that it is possible to categorise products
according to the degree of compatibility with human person-
alities.

The overall classification result is reported in Figure 3
and shows that every considered product is characterised by
a different degree of compatibility with human personalities.
Each product has its own way to provide information and
to react to the users actions. Therefore, the system leads
the person to use only a subset of cognitive processes. For
instance, the design installation is in the top right quarter of
the J-P plane. This means that the object sends stimuli in
a manner consistent with intuition users and requires mental
processes which are usual for feeling users. The centroid of
the point cloud has coordinates J = 13 and P = 8.1. The
data demonstrate that the interaction between a user and an
installation should be done in an empathic way, it requires an
approach that consists in harmonizing with the environment
(feeling) while understanding rationally its every single parts is
quite useless. In addition, the installation requires the ability to
abstract the meaning of what the user sees, to understand how
the different parts are combined and communicate together.
Such results are consistent with an intuition-friendly user.
Instead, the Blackjack is easier for people who usually interact
with the world in a logical and intuitive way.

Although the results are similar each participant has clas-
sified the objects in a slightly different way. As reported in
Table I, the variance is smaller when people describe how a
product sends stimuli (e.g., the mean value of the variance
is about 64 for the SN dichotomy) than when they have to
imagine the results of their actions with the system (e.g., the
same value is about 90 for the TF dichotomy). Such behavior
can be explained by the evidence that second exercise has
much more solutions than the first one.

The video recorder has rather low values of the variance
because this device is almost in every house and during the test
everybody remembers how it works. Conversely, understanding
how to interact with Tamagotchi and Furby through their
descriptions is not easy for a student who has never interacted
with them thus implying the high level of variance for the
TF dichotomy. However the provided descriptions of both
Tamagotchi and Furby are able to clarify efficaciously how
these toys send stimuli (i.e., low values in the SN dichotomy).

The variances of variances are 116 for the TF dichotomy
and 113 for the SN dichotomy. The values of the variance
fluctuate a bit probably because some products are well known
by the students while others are barely new, e.g., everyone had
a notion of a VCR, few have already played Blackjack, many
have seen Tamagotchi or Furby but no one has ever been into
the described design installation.

The interacting systems were chosen in order to have a
different level of interaction and engagement with the hu-
mans, then we can consider how the path of the consumer
electronics has been evolved over the last decades. Figure 3
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Figure 3. a) Personality-friendly object classification of five interacting systems: Tamagotchi, Furby, Video Cassette Recorder, Black Jack and Design
Installation. Each centroid of the point clouds is represented though a crossed circle and the ellipse reports the 95% interval of confidence
b) Position of the five interactive systems (Tamagotchi, Furby, Video Cassette Recorder, Black Jack and Design Installation) within the J-P plane. The arrows
report the evolution of the consumer electronics.

TABLE I. AVERAGE AND VARIANCE TABLE

VCR T: tchi Furby Black Jack Design installation
AvgFT | Avg.SN | Avg.TF | AvgSN | AvgFT | Avg.SN | AvgFT | Avg.SN | Avg.FT | Avg.SN
-16,65 -10,71 -5,35 -9,45 0,16 -9,24 -9,24 2,45 12,37 8,14
Var.TF Var.SN Var.TF Var.SN Var.TF Var.SN Var.TF Var.SN Var.TF Var.SN
78,29 69,62 102,66 46,34 102,57 57,16 80,25 74,63 84,4 71,98

shows the centroids related to the five case studies highlighting
with arrows the evolutionary path made by the electronic
devices for entertainment. According to the students answers
(J = —16,6;P = —10,7) it is evident that VCR is
characterised by a remarkable compatibility with the mental
function named thinking. The interaction between a traditional
electronic device (e.g., video recorder) and the user is led by
an algorithm, which works only in a logical and objective
way. Probably this is the cause of this kind of compatibility.
Tamagotchi works through a similar algorithm but this fact
is not explicit because each stimulus sent by the device and
each answer of the user are about the needs of a puppy.
The participants seem to perceive such a difference, in their
opinion (J = —5,4;P = —9,4) it is possible to interact
with Tamagotchi not only through the logic but also via an
emotional way (i.e., mental function named feeling). For a
person who prefers reaching conclusions through an emotional
way a Tamagotchi is more natural to use than a video recorder.
Tamagotchi was the first electronic product equipped with this
feature and probably this was one of the reason of its enormous
commercial success. This idea is supported by the analysis of
Furby, which can be considered the evolution of Tamagotchi.
It results equally compatible with both thinking and feeling
people (J = 0,2; P = —9,2). In our opinion, the designers
of the Furby have improved the compatibility with the people
who prefer the feeling function in order to reach a trade-off
and to create a product suitable for a larger audience.

VI. CONCLUSION

In this paper, the new paradigm of personality-friendly
products is presented. Its scope is to clarify the influence of the
personality of people during their interaction in the context of
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human-machine interaction. To achieve this goal we proposed
and tested a questionnaire for the classification of interactive
objects. This tool is based on a model for describing the
human-device interaction and a model for human personalities
(i.e., Jung’s theory of personality types) that allows to catego-
rize products on the basis of certain characteristics that may
occur or not in the human-machine interaction. The approach
we propose here derives from MBTI and it was demonstrated
to be useful in mapping the ability of an inanimate object
to be friendly with respect to different types of users on the
basis of their personalities. The experimental results showed
how different objects are designed to better fit with particular
sets of users than with others. This paradigm looks at the
interaction with objects from the point of view of different
users so as to be able to highlight different features of the
object itself. Future studies will be oriented to refine the
classification tool in terms of number of questions and level
of details. In addition, we will test the model in the design of
the interaction between people and humanoid robots, and in
the field of smart object affordances. In long term vision, this
methodology will help the designer to customize the human-
device interaction taking into account the differences between
the personality of potential users by using both questionnaires
and real interactions with the products.
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Abstract— The public space is often offset for young people,
where bold and complex routines usually may result in more or
less functional solutions, sometimes even in unpleasant design.
More than ever the future depends on the engagement of youth
in the public arena, and as a counterweight to unpleasant
design, youth creativity may have in some case an extremely
powerful effect in urban environments. On the other hand, it is
questionable how their surroundings are prepared and willing
to learn and absorb their inputs. The concept of divergent and
convergent thinking is used as a viable framework to address
and understand youth creativity in public spaces. Using data
gathered over several years from a group of skaters, the paper
gives new insight in how they learn, create and share new
knowledge and how they envision the possibility to design and
change their surroundings. Finally, this paper argues for using
a designerly supported framework to enhance youth’s
creativity and design in public spaces, based on collaboration
and co-creation across technology, space and grounded on
their creative mindset.

Keywords-creativity; design thinking; divergent thinking;
convergent thinking; public space.

. INTRODUCTION

Why does youth interact with their surroundings in
unpredictable ways? How can all the stakeholders who
belong to the public space ecology be prepared and willing to
learn and absorb their inputs? Skateboard, snowboard, punk
milieu are some examples of youth searching for expression
outside normal social boundaries. Their dialogue and
narrative is often strong and visual (see Fig. 1), in some
occasions addressing inequity in the society, problems with
environment, urbanism and sustainability [1], but also
pointing out new ways of defining and creating the way they
want to live in the modern society. Their actions sometimes
evolves and becomes fine art, where Banksy is a well known
example of interventions in the public space [2]. The need of
interventions and redesign in public space can also be argued
as a reaction to unpleasant design, where the blue light in
public toilets or public bench where it is impossible to lay
down (also named anti-homeless) are some examples [3].
Even though youth’s explorative efforts sometimes may be
perceived as provocations, using a designerly perspective
when understanding the way they wish to communicate in
public urban space, may give new insight. On the other side
of the provocative scale, for some group of less explorative
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western youth, Social Media (SoMe) has given them the
possibility to meet, discuss and share in a digital space, in
ways unthinkable a decade ago. Their discourses are often
hidden from the public space or, at least they believe that,
and therefore giving them the possibility to bring their voice
to an arena more visible in the public space [4], may help
who among them is not already engaged with creative
activity in the public space. Defining youth require an
adequate correctness difficult to achieve in this paper,
therefore we choose to loosely address them as more or less
provocative. Another reason to use a simplified scale is
argued by the fact that using qualities to define youth ranging
from kindness and rule-following attitudes, to risky behavior
and disobedience [5], often accommodate only the adult
world. How youth perceive themselves is often unclear and
different for those outside, making it more difficult to
develop solutions that may help them. This paper argues for
a designerly based framework to enhance youth’s creativity
and design in public spaces, based on collaboration and co-
creation across technology, space and grounded on their
creative mindset.

The structure of the article is as follows: Section Il
presents a framework of creative thinking in the light of
convergent and divergent thinking. Section Il uses a
designerly approach when the core of creativity is addressed.
Section IV contains the results of observations and
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interviews conducted with a group of skaters. Section V
presents an enhanced framework, Section VI contains an
analysis of the findings and argues for the use of a
framework to enhance youth’s creativity and design in public
spaces, while Section V1l concludes the paper.

II.  AFRAMEWORK FOR CREATIVE THINKING

Several different theoretical approaches are possible in
order to understand the human act of creativity. This
pluralism of theories includes ten different main approaches
[6], ranging from developmental and cognitive to problem
finding and problem solving. Creativity as an act must be
self-discovered and self-disciplined [7], while how a person
is more or less “sensitive to problems” [8] is a critical factor
when a problem needs to be found and solved. As a viable
framework to address and understand youth’s creativity in
public spaces, the use of the concept of divergent and
convergent thinking is interesting. In fact, both types of
thinking are required if creativity shall be obtainable [9].
Table | shows attributes needed for divergent thinking [9],
while Table Il for convergent thinking.

TABLE 1. DIVERGENT THINKING
Divergent thinking
1 Being unconventional
2 Seeing the known in a new light
3 Combining the disparate information
4 Producing multiple answers
5 Shifting perspective
6 Transforming the known
7 Seeing new possibilities
8 Taking risks
9 Retrieving a broad range of existing knowledge
10 Associating ideas from remote fields

Overall, the ten attributes in Table | describes the
thinking phases needed for a person to think outside their
safe boundaries in life and thus change their perspective.
This willingness to open to a broader understanding of the
problem area and get more insight is crucial to produce
unexpected combinations of the known. Table Il shows the
needs that are required to complete a creativity process,
where the act of converging into a narrowed path and
constrains are mandatory and help toward a viable solution
of a problem or innovative result.

Creativity in groups also needs to be addressed when
analyzing all the attributes in Tables | and Il. For example,
social loafing in creatives groups is a common problem
[10], and in addition another undesired effect can emerge as
risky and creative ideas tend to not be shared as they can be
misunderstood [10]. This tension may result in conventional
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and polite exchange of ideas, often resulting in incremental
changes only.

TABLE II. CONVERGENT THINKING

Convergent thinking

1 Recognizing the familiar

2 Combining what “belongs” together

3 Being logical

4 Homing in on the single best answer

5 Reapplying set techniques

6 Preserving the already known

7 Achieving accuracy and correctness

8 Playing it safe

9 Sticking to a narrow range of obviously relevant

information
10 Making associations from adjacent fields only

I1l.  DESIGNERLY PERSPECTIVES ON CREATIVITY

A framework able to enhance youth’s creativity and
design in public spaces needs to address divergent and
convergent thinking. Design Thinking (DT) [11], [12] may
help find a suitable framework since both divergent and
convergent thinking are two of the main factors in a DT
process. The power of DT as an approach is the use of design
methods to define more precisely the problem and, at the
same time solve it. The elaborative forces present in a DT
process are rapid prototyping, abductive thinking and
empathy for the user perspectives. The result of an abductive
thinking process is the problem-solving process
aforementioned, which is based on an educated guess. In the
DT process one uses actively the divergent thinking to bring
inside the creative process as much insight as possible. This
is especially necessary when one is creative in the rapid
prototyping phase. This type of thinking is interesting in
regards to the attributes in Table | row 6, 9 and 10, where
knowledge is an important factor. One could derive from this
designerly perspective that youth may gain substantial
support if a new framework may give them access to more
tailored knowledge. In a DT process, an emphatic relation to
the users perspective is mandatory [13], even in Tables | and
Il this perspective is not explicitly defined. In regards to
youth a further analysis on their emphatic behavior could
gain better insight and define its role properly. During the
DT process, numerous prototypes are produced, and the best
one is chosen, based on an educated guess. This process can
be explained as follow: the definition of the problem
emerges simultaneously with the solution. In the convergent
thinking process this fits with row 4 in Table II, “Homing in
on the single best answer”. Findings in [14] supports this
view when youth is interacting with their surroundings, are
framing questions and producing answers and solutions:
"Comparisons indicated that the adolescents generated
significantly more responses to the discovered problems than
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the presented problems.”. This is in line with a DT approach
and may give a stronger support for a designerly perspective
on how divergent and convergent thinking are tightly linked
with DT, and why perspectives from young people in this
context may be relevant to look into.

IV. CASESTUDY

Skaters as a group are interesting as they interact with
their context in various ways, always looking for new arenas
to use and explore and a willingness to the recuperation of
existing material [15] to construct skateboarding locations.
The data used to analyze the framework was gathered in
short periods of observation in vivo, throughout several
years, using informal discussions and interviews of a group
of five skaters living outside a large city in Scandinavia. The
group of skaters in this case study was only male, a very
typical composition of groups in the skating milieu. The
boys also had a quite normal distribution of character,
ordinary and polite youth from middle-class families. The
observation of this group started in 2010 just at the
beginning of their interest in the skate milieu. All five were
around twelve years old, and had other sports activities
beside the practice of skating. Their interest bloomed fast
and after a short period, they were often visiting skateboard
parks in their living area. They also used the skateboard as a
means of transportation to the nearby school, which they
attended. After a while, the municipality and a local sports
organization built a large skate ramp outside the school. The
group also used to make their own smaller ramps and used
part of streets, sidewalk, and small stairs to train in the art of
skating. As a reason for choosing the path into the world of
the skaters, coolness [16] was the most prevalent. The parks
in the surrounding area were of different type and build.
One was of concrete inside an old plastic storage hall,
turned communal, without any adult supervision, while
others were more bureaucratically organized. The latter type
of skateboard park was, of course, larger and had several
demanding ramps, usually made of woods. The storage hall
skating park, not far from their home, consisting of concrete
ramps and obstacles both outside and inside the hall, was
the preferred one by this group of youth, and when visiting,
sharing ideas and tricks with other skaters were common.
Skating to the nearby grocery store and eating together did
not require great effort; neither did asking for tips and tricks,
and the other skaters always replied positively. The social
context and the feeling of being part of the milieu were as
well important.

Inventing or reinventing unusual types of games was
also part of the skate life they adhered to, an example was
“The skate”, where one skater of the group made a trick and
the rest had to copy. The peculiar part was the type of tricks,
it could be new ones, or just invented there and then.
Another interesting point they mentioned was the dynamics
inside the group, as they used it as a platform to socialize
between them. A revealing observation for the author was
the act of buying skateboards. The effort and engagement in
the discussion about the quality of wheel, the form and
quality of the wood board and the colorful design
underneath, was crucial of being part of the group and a
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strong socialization force and a symbol of group expression.
The skating interest also affected their preference regarding
the type of games on the game console everyone had at
home, and what kind of movie to watch on television and
online on the YouTube platform. Observations revealed
other interesting aspects of how they had built up a social
context around their living. Driven by the success of
international skaters, their plans for the future were also
affected, and making “a world of their own”, they could
interact with the surroundings based on its own terms and,
as they pointed out, it allowed them to combine ideas and
meaning from the group in a fruitful way.

After some years, one by one, stopped being part of the
skate group although they hung together in other contexts,
like sport or online gaming. As a reason for dropping out,
they explained, that after a longer period of skating, some of
them had difficulty to catch up with the most endowed
among them. As this article is being written also the last one
has partially given up being a professional skater. The last
discussion with members of the group was performed this
year, and dealt with their participation in the skate milieu,
how they first became interested and how, in retrospect, the
knowledge about tricks and movement was learned among
them.

The focus was changed now, more in the direction of
how they perceived what happened, what was the dynamic,
and what they learned from their skating period. What they
remembered and praised now was the positive socializations
they had and the willingness to share competence and
cooperate when working with new tricks and ideas. One
trick question the author managed to ask them was what
adults could learn from the skating milieu and how to
implement this insight in real life. They explained the
necessity of sharing the nice experiences one finds when
being part of a group so including as the one they were part
of. Values like openness and belonging were the ones
mostly rewarded. In regards to implementing their wishes of
a more inclusive community and public space, they had
some adequate plans. Building places for youth to meet and
share their common interest, make it easier for youth to
participate in sporting activities and bring more people on to
the street to make the urban space less frightening, were
good ideas of intervention and redesign in public space.

V. AN ENHANCED FRAMEWORK

Using observations and data presented in the case study
and additional insight from several studies of youth made by
the author in the context of school when adapting new
technologies and their response to coolness in the learning
context [16]-[18], an enhanced framework for divergent and
convergent thinking is presented. The framework defines
possible behaviors for both the provocative and the less
provocative youth in Tables Il and 1V. Each attribute may
give relevant knowledge about what we can learn from both
the more or less provocative youth, how to support them,
and eventually how to transfer this creative mindset to youth
not already engaged in creativity and design efforts in public
spaces. Row one (Being unconventional) in Table Il fits
well when addressing youth acting outside their boundaries,
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and seeing the known in new light, from row two, was
present in the group of skaters in the case study, as they
always were out searching and hunting for new experiences
and finally elaborating them into novel skating competence.

TABLE IIl. DIVERGENT THINKING IN YOUTH
Tendency for
provocative ;
youth provocative youth
1 Being Often in place Difficult
unconventional
2 Seeing the known in | Often in place Difficult
a new light
3 Combining the Difficult Often in place
disparate
information
4 Producing multiple | Possible Possible
answers
5 Shifting perspective | Often in place Difficult
6 Transforming the Possible Possible
known
7 Seeing new Possible Difficult
possibilities
8 Taking risks Often in place Difficult
9 Retrieving a broad Difficult Possible
range of existing
knowledge
10 Associating ideas Difficult Possible
from remote fields

For the provocative youth, row 3, 9 and 10 in Table Il
have in common a need for retrieving enough and relevant
knowledge to accomplish a creative task and a possible
indication that they may have problems in achieving that
goal. Although observations from the case study show that
the youth in the skate group often used several digital
channels, peers and older participants of the milieu they
belong to, to get information, the question is whether this
effort is adequate. The area of interest, in this case skating,
may be niche based and the attribute “Associating ideas
from remote fields” (row 10) seems to require additional
perspectives outside their range.

For the less provocative youth, the attributes in row 3, 9
and 10 may be more often in place, and a timely question
could be if a cooperation between the less and more
provocative youth could help the latter achieve their goal.
Table 1V, presenting attributes contributing to convergent
thinking [9], is also interesting as the attributes seems to be
more difficult for provocative youth to achieve, as the
thinking phases are more close to a mature mindset. In fact,
the final goal in schools is the concretization of the learning
process in tests and exams, requiring primarily convergent
thinking [19], and this paper addresses also the necessity to
find out how youth manages to perform this form of
thinking, as it is mandatory to accomplish creativity [9].

Rows 6, 9 and 10 in Table IV can be related to how the
knowledge and the competence of a person need to converge
and to be closely related to the problem area. Therefore this
tension between the different tendencies the more or less
provocative youth has, may have a specific effect especially
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in rows 6, 9 and 10, as it seems that a cooperation between
them has fruitful results.

Finally, the attribute in row 8, (Playing it safe), is the
only one with an obvious opposite value between the two
different types of youth behavior, and have the inverse value
in Table Il (Taking risk). This attribute is quite interesting as
it has an enormous impact, and implies that collaboration
between youth with different behavior has to occur for
creativity to take place.

TABLE IV. CONVERGENT THINKING IN YOUTH
Tendency for Tenqency for
Convergent thinking behavior among behavior among
provocative youth less provocative
youth
1 Recognizing the Often in place Often in place
familiar
2 Combining what Often in place Often in place
“belongs” together
3 Being logical Possible Possible
4 Homing in on the | Often in place Often in place
single best answer
5 Reapplying set Often in place Often in place
techniques
6 Preserving the Difficult Often in place
already known
7 Achieving Possible Possible
accuracy and
correctness
8 Playing it safe Difficult Possible
9 Sticking to a Difficult Possible
narrow range of
obviously relevant
information
10 Making Difficult Possible
associations from
adjacent fields only

In fact, collaboration and co-invention between youth
with opposite provocative behavior has some testimonial
stories in company start-ups like Apple, Google, and
Facebook. Even today, innovative companies seems to be
governed by a mindset rather than management rules.

VI. DISCUSSION

The introduction of the paper has pointed out several
examples of motivation to support and enhance youth’s
creativity and design in public spaces. As mentioned youth
often interact with their surroundings in unpredictable ways,
while today’s society is not prepared or willing to learn and
absorb their inputs. One can observe youth staying and
hanging out on the outside of stores or inside malls, or skate
communities using concrete, wood and more to construct
new infrastructure and reshaping the public space as a way to
comment and address more or less functional solutions in
urban life. Artists have also used the urban and public space
as an arena to communicate their narrative and
understandings of today’s living in visual ways (Fig. 2) [20].

One relevant question to ask is, if the urban living of
today is the one we need and wish for? Allowing
interventions and creativity in the public space to be an
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accepted form of communication and not a counterculture,
seems not so easy. A current example is how easily even
Banksy interventions in the public space have gotten
censored when addressing the unpleasant reality of the
European refugee politics (see Fig. 3) [21].

|

T
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Figure 2. Companie Willi Dorner, Bodies in Urban Spaces [1][20].

Exclusion is also a form of censoring, with countless of
examples and reducing the possibility young people have to
intervene in the public urban space, represented by an
example from a restriction of skaters in the Metro stations in
Oslo (see figure 4). A final example of negative intervention
in the public space is the attempt by a cultural institution in
the Italian city of Bologna to dismantle different graffiti
artwork and move them into an exhibition, often without
permissions [22].

Figure 3. Banksy urban intervention being censored in London [21]. Photo
from a news report by the Norwegian Broadcasting Corporation [23].

The group of skaters in the case study lived and
perceived the public and social space from a creative stand.
For them, the environment was linked to the attributes of
divergent and convergent thinking as part of a creative effort,
where the Design Thinking approach gives a sound
understanding. One of the tension between the interventions
of the skaters and creativity in the public space is the
temporal use of the space, while this volatile attribute is
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difficult to monitor the effects of [15]. Addressing the
different elaborative forces in Design Thinking may have
good perspectives to give youth a framework consisting of a
platform to cooperate on and enhance creativity, bringing
together the physical and digital world where youth act in,
and finally to take advantages of their willingness to make
changes in a creative way. This way of interaction can also
resolve the issue with the temporal use of space.

A platform for digital interventions may be consisting of
a group of services included in the SoMe sphere to allow
them to meet, discuss and share, after all, the majority of
youth has smartphones, and using those services in the
public space should be quite normal. The platform should
also support a bridge between the physical and digital space
based on the Internet of Things (IoT) where light, sound,
smell and the narrative of living in form of pictures, text and
drawing, could act as a catalyst for interventions. In regards
to technology, every day new tools, gadget and services are
entering the SoMe and loT market, and youth often tries to
redesign them in unpredictable ways, and in unthinkable
areas, for instance like libraries [24]. The Internet of Things
has already opened new frontiers in regards to interaction in
the public area, from controllable street lights in the aim of
the sustainable city, to city art, as in the use of light drones in
Austria [25].

Reyking forbudt
No smoking
Sykling forbudt
No cykling
Assistanse
@ 952 58 000
Sparveien T-banen AS.

Figure 4. Restrictions in the Oslo Metro stations. Photo by Gasparini

Skating forbudt
No skating

Ungdig opphold forbudt
No loitering

Videoovervakning

Surveillance camera
Sporveien T-banen AS

®) @ &9

D
_

A holistic approach to both SoMe and the 10T using Design
Thinking gives a deeper understanding of how divergent and
convergent thinking can be fully enhanced to support
creativity among youth wishing to be engaged in civic
matters. The case study shows their interest in contributing,
whilst they did not have an easy platform to use.

However some new trend seems promising. Geo tags,
Google street presents the public space with an augmented
reality [26], and in this context the users has already allowed
their own privacy be more open. The trend represents a
willingness to share their locations. The use of Tinder,
Facebook and others applications are examples of urban
living connect with the digital word, and can be seen also as
a digital layer that can be modelled and designed, and
therefore promising for new solutions and possibility.

The elaborative forces of Design Thinking, for instance
rapid prototyping, may take advantages of the tension in the
creativity act when performed by the more or less
provocative youth. Tables Il and IV show they both need
mentoring as it seems necessary in regards to knowledge
acquisition, and knowledge transfer between them as the
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approach to gathering the correct insight is quite different. A
platform to help them cooperate and enhance creativity
should support a service where youth could get access to
knowledge in an easy way. Using the possibility the Internet
of Things and SoMe gives, the solution could function by
using libraries, youth clubs, sports groups, schools, malls and
more as an intersection between youth and access to
knowledge, based on their creative mindset.

VIl. CONCLUSION AND FUTURE WORKS

The paper proposed the use of a designerly based
framework to enhance youth’s creativity and design in
public spaces, based on collaboration and co-creation across
technology, space and grounded on their creative mindset. A
platform where youth can share their interests and
willingness in defining the way they want to live in the
modern society should address how their divergent and
convergent thinking functions. How skaters share
information among them and their vision of the public space
is an example of how young people are willing to share their
insight and change their surroundings while the public space
has a lack of platforms to engage them. Their willingness to
make changes should be taken seriously and finally take the
advantages of the impact they may have.
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Abstract—The changing technology landscape has reshaped
the relationship between producers and consumers and has
signaled a shift towards more collaborative and social cultural
forms. These changing cultural practices are referred to as
‘Participatory Culture’. While the Internet offers an always on
and readily accessible mode of engagement and involvement
within participatory culture, these platforms need to be
complemented with collaborative and creative participation in
physical spaces for sustained engagement in real world cultural
activities. Recent research on maker cultures and the growth of
maker-spaces offers very relevant lessons in this regard. Using
this research as a point of departure, we propose a
decentralized and semi-organized form of maker-spaces called
‘pop-up’ maker-spaces that could act as triggers to create
engagement within communities towards creative and
collaborative production and informal knowledge sharing.
Further, we describe three workshops that were setup as ‘pop-
up’ maker-space environments as a part of a case study to
discuss our findings and insights. While all the workshops had
a pre-defined thematic area, the final outcomes were very
different and represented differing conceptual and material
explorations conducted by the participants.

Keywords- Participatory Culture; Collaborative Spaces;
Creative Engagement; Co-operation; Awareness; Motivation;
Digital Engagement.

l. INTRODUCTION

The changing technology landscape has reshaped the
relationship between producers and consumers and has
signaled a shift towards more collaborative and social
cultural forms. These cultures re-consider the passive role of
consumers as mere users of content from controlled and
established channels to a much more active social and
collaborative role - one where they actively access content
through ever increasing number of dispersed channels,
discuss, re-appropriate and share it. Media scholars and the
Human Computer Interaction (HCI) community refer to
these changing cultural practices as “participatory culture”
[1] - a culture of creation, re-appropriation, sharing and
collaboration. Literature points to the importance of
participatory  culture in today’s society including
collaborative learning, an informed attitude towards
intellectual property, better civic engagement and a more
empowered concept of citizenship [1]. While the most
common and current examples of participatory culture do
seem to come from Internet based services and platforms, the
history of participatory cultures predates these technologies
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and has always existed as a form of de-centralized
expression particularly amongst the youth [2].

While the Internet offers an always on and readily
accessible mode of engagement and involvement within
participatory culture [3], research suggests that such
platforms are not always successful in sustained engagement
in real world civic and cultural activities [4][5]. Papert [6]
also stressed on the importance of face to face interaction,
with a diverse mix of skill levels, from complete beginners to
experts, for informal learning in a social setting. While
participatory culture is discussed exclusively as a form of
Internet based media production and sharing [7]-[9] there is
growing interest in the HCI community on a different but, in
our opinion, closely related phenomenon of ‘maker cultures’
[10]. Maker cultures refer to alternative practices of material
and technology ownership and use with a focus on Do It
Yourself (DIY) repairs, craft, hacking, digital fabrication and
electronic tinkering [10][11]. Research has also highlighted
[11]-[13] the role of collaborative co-creation spaces called
‘maker-spaces’ [14] and ‘fablabs’ [15] in catalyzing maker
cultures. These spaces aim to create accessible co-production
platforms for physical products and promote collaborative
and social problem solving [14][16], which is in-line with
Jenkins’ [1] description of participatory culture. Hence, we
propose that platforms like maker-spaces should be seen as
the physical counterparts of online content production and
sharing platforms and have the potential to configure
participatory cultures within communities by aiding creative
production and discussion. However, while maker-spaces
and maker culture in general have an openness,
democratization and  empowerment  driven intent
[10][12][14], critical research has also pointed out the gaps
between the ideal nature of their intent and the realities of
practice [17][18]. The highly technological nature of the
material and culture in maker-spaces tends to also make
them exclusive and limited to a ‘techno-savvy’ audience
[13]. In light of such critiques, we suggest that maker-spaces
need to take a more decentralized and semi-organized form
with permanent spaces being complemented by ‘maker’
community run temporary or ‘pop-up’ maker-spaces that
could serve to engage larger communities in the means of
creative and collaborative production and informal
knowledge sharing. We argue that the temporal nature of
these pop-up maker-spaces could serve to create interest in
otherwise disengaged communities and help translate the
open and democratic intent of the maker culture without
requiring the large scale investments needed for a traditional
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maker-space. Moreover, the advent of ‘maker’ oriented
portable kit based technology platforms like littleBits [19],
SAM [20] and Printrbot [21] allows these spaces to take a
mobile and decentralized shape and does not limit them to
fixed areas with expensive hardware on site. Hence, we
suggest these ‘pop-up’ maker-spaces could act as bridges for
grassroots participation by virtue of being accessible and
offering a low barrier to entry.

In this paper, we use one such platform, littleBits [19],
and examine the role it can play in conjunction with specific
spatial arrangements and low-fidelity —materials in
configuring a ‘pop-up’ maker-space setup intended to
provoke creative engagement within different communities.
We describe three workshops that were setup as ‘pop-up’
maker-space environments as a part of a case study to
discuss our findings and insights. While all the workshops
had a pre-defined thematic area, the final outcomes were
very different and represented differing conceptual and
material explorations conducted by the participants.

The paper is structured as follows: The conceptual
considerations and the technological platform that we build
on to develop the construct of pop-up maker spaces is
introduced in Section Il. In Section Ill, we present our case
study using three workshops that used the pop-up maker
space construct in real world scenarios and highlight our
approach with participants from different age groups and
professional areas of practice. Finally, we discuss our
findings in Section IV followed by a conclusion in Section
V.

1. CONCEPTUAL AND TECHNOLOGICAL
CONSIDERATIONS

In this section, we briefly outline the theoretical
considerations that helped frame the approach and design of
the elements of decentralized and mobile “pop-up maker-
spaces”.

A. Participatory Cultures

Jenkins et al. [1], in their seminal work, defined
participatory culture as

“a culture with relatively low barriers to artistic
expression and civic engagement, strong support for
creating and sharing creations, and some type of informal
mentorship whereby experienced participants pass along
knowledge to novices.”

They also argue that a participatory culture also allows its
members to believe in their contributions and feel “some
degree of social connection” [1] with others and their
opinions about their creations. In general, participatory
cultures reward participation but do not force it. This idea
stems from the advancements in technology that has allowed
people to shift from their roles of passive consumers to
active creators of content and more recently products using
self-fabrication techniques [22][23]. Further, Delwiche and
Handerson [24] discuss three broad classifications within
participatory culture, depending on the nature of
participation. Their work suggests that the nature of
participatory culture is largely defined by real world factors
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like space, participants and their level of engagement with
the community and the media being generated.
1) Consensus cultures
This is an “agreement based” culture that is typically
work or productivity oriented, usually with specific goals
that need to be met or problems that need to be addressed. A
special form of this kind of participatory culture can be seen
in “expert cultures” where people with “specialized
knowledge” come together like in think tanks.
2) Creative cultures
This is a culture which encourages its participants to
create, re-purpose, remix, share and comment within a safe
and supportive environment. Participants are often very
passionate about their areas of interest and creativity and are
willing to share and build on their knowledge and creations.
This kind of participatory culture is known to foster
sustained engagement. The maker, remix and art cultures are
examples of this type of culture. Work within this thesis
would primarily explore participatory culture in this context.
3) Discussion cultures
This is a culture that fosters participation around specific
topics of personal and professional interest rather than
specific objects and outcomes. Engagement in this kind of
culture is varied with participant’s interests changing over
time. Since the objective of this kind of culture is discussion
and debate, the nature of participant exchange may vary from
support to heated disagreement, often in real time. News
sites and fan forums are examples of this type of culture. The
discussion outlined in this paper primarily concentrates on
creative cultures, with its focus on collaborative exchange,
sustained engagement and creative production.

B. Maker Culture

Maker culture refers to practices related to DIY, craft,
electronic tinkering and technology repair leading to the
development of alternate notions of material ownership and
use within ‘maker communities’ [12]. Lately, maker cultures
have been given a lot of interest within HCI with empirical
studies on maker identities and values [12], analysis of the
modes of material engagement [25][26] and larger
investigations into the democratizing effects of maker culture
on technology and technological practices. Maker culture is
also turning into a popular phenomenon rather than a fringe
activity for specialized communities largely propelled by the
rise of maker-spaces, hacker-spaces or fab labs across the
world [10]. While discussions on maker cultures tend to take
a largely technology centric stand point as opposed to the
media centric outlook of participatory cultures, we argue that
there is a natural overlap between them with a focus on
practices of community building, knowledge sharing and
democratized expression and material access. Further, we
suggest that maker spaces provide the spatial setting and
cultural framework for sustained engagement with diverse
means of creative production.

C. LittleBits

LittleBits [19] is a technological platform for aiding rapid
prototyping and electronic tinkering aimed at people with
little to no prior experience with electronics. The platform is
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designed to be modular and plug and play in nature with
little to no configuration needed. It consists of an assorted set
of color coded magnetic ‘bits’ that encapsulate a specific
function like temperature sensing, light sensing, USB power,
Direct Current (DC) powered motors, servo motors, Light
Emitting Diode (LED) lights and so on. Based on the nature
of the bits, they are divided into four categories — power
(blue), input (pink), output (green) and wire (orange). These
functions can be arranged in linear sequences that can then
be triggered using programmatic, cloud connected or sensor
driven bits. The color coding of the functions allows for ease
in identification and configuration aided by their magnetic
nature that only allows the bits to be connected in their
correct orientation (since the bits repel each other in an
incorrect orientation). The bits by themselves are intended to
act as alternatives to bare bones electronics components and
allow ease of use while prototyping the interactive functions
of a concept. Therefore, they are intended to be used along
with other lo and hi-fidelity materials that would create the
external form and tangible interfaces for the concept being
prototyped. LittleBits [19] were chosen as the technological
material for the purposes of our workshops because of their
ease of use and configurability due to the limited time
available to the participants in a pop-up maker-space
scenario.

IIl.  CASE STUDIES

As stated in the introduction, our goal was to explore the
portable kit-based platform littleBits [19] as a material in a
workshop setting to explore the construct of a ‘pop-up’
maker-space for configuring creative participatory cultures.
These workshops were conducted as a part of larger project,
which aims to investigate technology centric design
interventions as a means of configuring public engagement
and participatory culture. In this paper we describe and
discuss the outcomes from three workshops conducted with
different user groups: (i) Children from the age group of 7 to
12 years, (ii) Design researchers, (iii) Professional graphic
designers. These groups highlight a broad spectrum of
creatively inclined individuals with differences in age, nature
of practice and access to technology. While all three groups
identified engaged with creative production, with children
regularly engaging in creative activities at school and in their
home environment, design researchers using various
prototyping methods in their design projects and graphic
designers primarily engaging with creative production in a
professional setting, all groups had limited to no experience
with the use of tangible technological materials in practice.

We organized pop-up maker spaces in a workshop setting
with each group of participants separately. Due to the
differences in the nature of each group, the approach used to
engage with them in the workshop was different. However,
the physical space in each case was temporarily converted
into a maker space like setting, with free and easy access to
prototyping materials like colored paper, card sheets, foam
boards, paints, scissors, brushes, ice-cream sticks, rubber
bands, cups, assorted lego bricks and play-doh (Figure 1).
Multiple littleBits [19] workshop kits were used as the
primary technological material for provoking electronic
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tinkering. The quantity of each material differed based on the
themes of each workshop. This also helped us evaluate the
role and impact of supportive materials on the nature and
form of engagement when used in conjunction with littleBits
[19].

Figure 1. The spatial setup (top) and the materials used (bottom) in the
pop-up maker-space.

As the workshops were conducted in the form of open
pop-up maker spaces, the format of participation was either
open (walk-in) or sign-up (pre-registation) based. While the
sign-up based workshops began with an informal
introduction to the littleBits [19] platform and a loosely
defined theme for the day and ended with a presentation and
feedback, in the open workshop setting, the introduction was
interspersed between the activities. Previous experience with
littleBits [19] or any other technological tools was not
required for any of the workshops.

The sub-sections below describe each workshop in
greater detail. Photo-documentation was the main analytical
tool used for the purposes of this research. Therefore, a large
number of photographs were collected during the workshops,
both of the final outcome as well as the interim explorations
by the participants. These photographs were then analyzed to
identify differences in the mode of engagement and
processes undertaken by each group of participants to arrive
at their respective outcomes.

A. The First Workshop with Children

The first workshop was conducted as an open (walk-in)
exploratory pop-up maker space with children. It was
conducted as a four hours long workshop, with 23
participating children. There were three moderators in the
workshop. All moderators were well versed with littleBits
[19] and were practicing designer researchers and ‘makers’.
The theme of this workshop was “Sound and Motion”. This
workshop was setup as a part of a larger maker event, open
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for children from the age group of 7-12 years. An enclosed
hall was taken up for the workshop adjacent to a library’s
open lounge area. The materials for the workshop included
the littleBits [19] kits and craft materials described earlier.
As there was no planned introductory session, artifacts such
as a bend sensor controlled wind mill and a simple draw-bot
were made and displayed on the tables in the workshop area
along with the littleBits [19] and the craft materials to give a
visual explanation of the bits’ potential and to provoke
interest. Multiple copies of the littleBits [19] ‘getting
started’ guide containing simple projects were also placed on
the tables. The tables were arranged linearly with chairs for
working. The bits themselves were grouped by color and
kept on a central table along with other materials.

The workshop started with children observing the
demonstrative interactive artifacts. The moderators gave a
quick demo of the different ways of connecting the bits to
the children in small groups by connecting and making a
small circuit with sound and light. The participants explored
the bits on their own for half an hour in the workshop. The
interaction between the participants and moderators was
more intense during this exploratory phase when the children
were trying to identify different possibilities of using the bits.
However, after the first half an hour, children started
working on their own projects. Some of them who knew
each other beforehand worked in groups of two while rest
engaged with them individually. While most of the projects
started with creating a sound or light driven artifact, slowly
they progressed towards creating a button driven car, a
drawing car and interactive music boxes that worked through
different sensors (Figure 2).

Figure 2. Some outcomes from the first workshop.

Looking at the artifacts made by the participants,
littleBits [19] in conjunction with the available craft
materials and the open spatial configuration where all the
participants engaged in similar activities played a pivotal role
in triggering creative engagement. Further, the ease of
connecting littleBits [19] lowered the barrier to entry
tremendously and a quick demo was effective and sufficient
for the children to get started with making things. Finally,
successfully being able to build feedback in the system
developed confidence in them leading to greater engagement
and attempts at creating more complex artifacts.
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B. The Second Workshop With Design Researchers

This workshop was conducted in a design lab with
similar materials as the first case at a university with eight
participating design researchers. Amongst them, four were
PhD fellows and the remaining participants were professors
in design research. Participation in this workshop was based
on pre-registration and it was conducted over a duration of
three hours. The theme of the workshop was light and
motion. The participants in this workshop had no previous
experience with using littleBits [19].

This workshop started with a formal presentation on
littleBits [19], which introduced the participants to the
platform and its basic functions and interactions. Possibilities
of using the platform as a prototyping tool in design projects
were also explained briefly to closely relate the materials
with the participant’s practice. After the introduction, the
participants used the littleBits [19] manual do some initial
exploration followed by a round of brief ideation. They
moved organically from very roughly thought out ideas to
trying to make interactive prototypes of their concepts,
highlighting the really low barrier to entry to the prototyping
process. One wireless remote based car was made by one
group of three participants while other participants made by
a ‘head banging’ light device that blinks with neck motion, a
drawing machine and Arduino [27] connected lights (Figure
3).

Figure 3. Light following bot and drawing bot created by participants in
workshop 2.

We observed all the participants completely engaged in
looking for extra materials on their own in their environment
to complete their prototypes. Although all the participants
felt that they lacked a very clear intent of a project to make
something more complex and just littleBits [19] were not
enough invoke more advanced projects ideas. However, most
of them indicated that they wanted to come back to this
space to prototype their own design ideas.

C. The Third Workshop with Graphic Designers

The third workshop was carried out in the context of a
design school. There were twelve participating graphic
design professionals and students in this workshop. An open
foyer in the design school was identified as the space for
setting up the pop-up maker-space. A similar set of materials
was arranged for the participants in this workshop as well
with a higher quantity of sketching and painting tools like
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brushes, different kinds of paints, crayons and markers due
to the workshop theme - “printing/drawing machines’. It was
a full day workshop conducted over a duration of five hours.
Like the previous workshop, the first activity in this
workshop was a formal presentation on littleBits [19]. It was
introduced as platform for quick prototyping and sketching
in hardware and a tool that can be easily incorporated by
graphic designers with no experience with technological
prototyping as a means for creative expression. When the
making session started, it was conducted as a round table
activity. The participants formally introduced themselves and
their backgrounds to each other. The initial plan was to do a
similar exploration exercise with the bits followed by
jumping into projects afterwards in groups. However, being
practicing designers, the participants started to work with the
platform while ideating concepts simultaneously. While two
participants who were classmates made a group, others
embarked on individual conceptualization and rapidly
making ideas.

Figure 4. Drawing machines and artwork created in workshop 3.

This time we observed the participants did not spend time
exploring littleBits [19] in isolation. Each one of them took
time to plan their project outcomes and prepared materials
for it. Their final projects were more finished in comparison
to the previous workshops as well in addition to having very
different interactions despite all of them being drawing
machines (Figure 4).

IV. DISCUSSION

We analyzed our first hand observations and
documentation for insights with a keen focus on uncovering
the role of modularized and easy to use technological
platforms like littleBits [19] in shaping the physical spaces
into cultures that foster creative engagement and lead to an
organic sharing of knowledge and ideas.

Firstly, a clearly designated physical space with an open
and exploration friendly configuration helped create a
context for the exploration and use of the technological
material (littleBits [19]) specifically and engaging with
electronic tinkering in general. For example, in the first
workshop with children, even before children could get a
hands on ‘maker’ experience, the set up of the space with
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demonstrative artifacts, freely kept materials and bits, and
various manuals combined with free seating arrangements
conveyed the nature of the space. The crafts materials on
display also contributed to the maker space environment.
While the library’s open lounge required greater efforts to
convert it into a space for creative activity, the design studio
for the second workshop and graphic design school foyer in
the third workshop lent itself naturally to the nature of the
activity.

Secondly, the technological material combined with
quick access to seasoned makers in itself played a pivotal
role in driving the creative focus and confidence in exploring
ideas which previously seemed out of reach by the
participants. For instance, during the first workshop children
were fascinated by the interactive windmill on display but
displayed hesitance in lifting and examining the artifact
itself. However, when moderators helped them in making
similar interactions on their own, it led to a realization of the
ease of getting started with electronic tinkering and the fact
that they could also create something similar to the artifact
on display on their own. This led to the children being less in
awe with what they were seeing but more engaged with what
they could accomplish on their own by using the bits.
Although one of the downsides of such a setup was that
many children started making projects very similar to what
was already on display. A similar but slightly different
response was observed in the other two workshops, an
introduction to the platform and a small session with the bits
sufficed in breaking the fear of working with technological
materials and participants then started focusing on their ideas
and concepts rather than trying to learn the technology itself.
We could see modularized easy to use platforms like
littleBits [19] as an encouraging platform that seemed to get
out of the way and instead let the participants have
conversations and engage with making things without having
to go through a prolonged learning processes. We argue that
such quick access platforms are pivotal in creating initial
interest in creative maker cultures at ‘pop-up’ or temporary
spaces where there is limited time to engage with the
materials at hand.

Thirdly, we observed that while the bits themselves
largely formed the internal components of most ideas, they
were the primary drivers of conversations and the exchange
of knowledge. As discussed in Section I, this technological
platform in itself consists of a large number of bits that
encapsulate a single function that compound exponentially
into a huge number of potentially complex interactions when
configured into different kinds of arrangements. Therefore, it
can be difficult and quite monotonous for one individual to
sit and learn all of these functional characteristics and
configurations. However, engaging in the act of making and
in an organic and exploratory manner coupled with
exchanges with other participants, the participants
inadvertently get exposed to most of the different
components through the process of helping and watching
other people engage with them. This was observed more
prominently in both the second and third workshop, where
individuals working on their idea kept to themselves during
the making process but constantly engaged in listening and
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contributing to the discussions around the function and use
of a new bit along with inquiring about bits that they
stumbled into or saw lying around.

Finally, craft materials were used to construct the
physical form of the ideas conceptualized by the participants
and remained pivotal in all the three workshops. The bits
made complex concepts feasible and quicker to configure
than with traditional electronic toolkits like the Arduino [27]
but the craft materials allowed for the interactive functions to
have an engaging and usable form. For instance, in one of
the projects in the third workshop made by a two graphic
design students, the function of a large scale drawing
machine was prototyped using the bits but the concept could
not have been complete without the rotating plates and the
scaffolding for the paint bucket. Finally, the use of external
camera lights added an element of drama to the art
installation and made it even more engaging. Therefore, we
argue that a technological platform like littleBits [19] needs
to be situated within a larger ecosystem for exploratory and
creative engagement. Specifically, in the case of a ‘pop-up
maker space’ having a diverse set of electronic and non
electronic reconfigurable tangible materials is critical to
engage and fully involve participants and help them in
physically realizing their ideas to their fullest potential. The
temporal nature these pop-up arenas leave little space for
isolated struggles with the tools themselves which can
hamper the drive to work with the ideas in the limited
timeframe.

V. CONCLUSION

The paper illustrates the use of ‘pop-up’ maker-spaces as
a construct to configure creative culture based engagement
and participation, using modular and easy to use
technological platform in conjunction with craft based
materials and an open spatial setup for fostering creativity in
participating communities.  Three  workshops  were
organized, in the form of pop-up maker events. The first
featured children from the age group of seven to twelve
years, while the remaining two were focused on design
researchers and graphic designers. The main tool for
engaging the workshop participants in process of tangible
construction and representation of their ideas was littleBits
[19]. The process was photo documented and analysed.

First, we remark that using the modular technological
platform, littleBits [19] for DIY prototyping proved effective
for the workshop participants. While the intent of
participating in the pop-up maker-spaces differed for all
three categories of participants in the three workshops, the
ease of access and understanding of littleBits [19] played a
pivotal role in engaging the users. We witnessed that the
participants engaged extensively with the bits and the other
craft material provided to make their ideas in all the
workshops.

Our key finding was that a hands on popup maker-space
environment engaged participants in collaborative exchanges
around an easy to use technological platform led to creative
outcomes even though all the participants were completely
new to electronic tinkering. The spatial configuration and
access to technical and craft based materials helped catalyze

Copyright (c) IARIA, 2016. ISBN: 978-1-61208-468-8

the engagement and explorations. Moreover, they also served
as triggers for exchange of knowledge and informal
conversations among the participants who suggested
alternative bits and techniques to each other based on their
limited experience to aid the construction of each other’s
artifacts.

The insights and early results from these pop-up maker-
spaces can serve as a foundation for further research on the
role of technological toolkits and materials on sustained
engagement and creative expression. Our future work would
involve identifying design patterns for configuring pop-up
maker-spaces along with exploring other technological
toolkits, materials and diverse spatial configurations for
exploratory and creative DIY engagements amongst
participants.
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Abstract—In recent years, it is becoming more common for people
to use applications or devices that keep track of their activities,
such as fitness activities, places they visited, the music they listen
to, and pictures they took. These data are used by the services
for various purposes, but usually there are limitations for the
users to explore or interact with them. Our project investigates
a new approach of visualizing such Quantified Self data, in a
meaningful and enjoyable way that gives the users insights into
their data. The paper discusses the feasibility of creating a service
that allows users to connect the activity tracking applications
they already use, analyse the amount of activities, and then
presents them the resulting information. The visualization of the
information is proposed as an avatar that maps the different
activities the user is engaged with, along with the activity levels,
as graphical features. Within the scope of this work, several user
studies were conducted and a system prototype was implemented
to explore how to build, using web technologies, such a system
that aggregates and analyses personal activity data, and also to
determine what kind of data should and can be collected, to
provide meaningful information to the users. Furthermore, it was
investigated how a possible design for the avatar could look like,
to be clearly understood by the users.

Keywords—Quantified Self; Avatars; Data Visualization.

I. INTRODUCTION

Making active use of most entertainment, productivity,
lifestyle, health and fitness, etc. applications and services can
produce a large amount of personal data. There is a growing
interest in collecting data generated from users’ everyday lives,
indicated by the increasing emergence of technologies and
applications available to track users’ activities. One of the
commercial purposes for doing this is recommendation. An
application used to listen to music does not only keep record of
the songs that were played, but can also give recommendations
to further songs and artists a user might like, based on the
information of what other users are listening to. This is done,
e.g., by Spotify [1]. A similar approach is used by Amazon,
who provides recommendations for products based on what a
customer bought in the past, what they have in their virtual
shopping cart, their ratings and likes, as well as the behaviour
of other customers who viewed or bought similar items [2].
There can also be other purposes, such as for maintaining per-
sonal records. A user might use an application in combination
with her fitness activities to get detailed information on, e.g.,
how long and how fast she was running. But although many
of the applications and services keep track of activity data,
they do not necessarily provide detailed feedback to the users.
Users are also not always aware of how often they are actually
making use of some applications, e.g., how often they use an
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application that allows them to take pictures to share with their
friends.

The concept of the Internet of Things (IoT) is rapidly grow-
ing, connecting more and more real-world physical objects,
like household appliances, buildings and human bodies, as well
as items like food or clothing, to the Internet [3]. Many devices
are now available that, besides communicating with each other,
can sense and collect a variety of data from users’ behaviour.
These include ubiquitous mobile phones and smart wearable
devices. These substantial and heterogeneous data are used by
the different services, but are not necessarily shared with the
users, and usually there are limited ways to analyse and process
the information.

Recently, interest has been growing in collecting data about
health, sports, sleep and other activities within our everyday
lives [4]. Although people worry about sharing too much
information about themselves via social media platforms and
being tracked by ad networks, the interest in generating more
personal data is increasing [5], and this movement is called
Quantified Self. As Swan [6] describes, “The quantified self
(QS) is any individual engaged in the self-tracking of any
kind of biological, physical, behavioural, or environmental
information.” To track the data, either applications or devices
are used. The QS website (http://quantifiedself.com/guide/)
lists more than 500 tools, which can be used for the data
collection. Examples for tracked data are “weight, energy level,
mood, time usage, sleep quality, health, cognitive performance,
athletics, and learning strategies” [6]. One main aim of col-
lecting QS data is to examine ones life [5]. Though some
people might just be interested in storing information about
themselves to remember it later on, others want to get a deeper
meaning out of their data [7]. Those want to discover patterns
to gain self-knowledge and self-awareness of their behaviour
and thus have the possibility to change and improve their lives.

Large amounts of data are generated by and collected
(usually by the different service providers) from users’ every-
day activities, as well as from making use of smart devices,
wearables and of course mobile phones. The difficulty lies, as
usually noted in the “big data” domain discussions, in inter-
preting the data into useful information (cf. [8]). Numerous
applications exist which can visualize the data, but further re-
search is necessary to offer easily-understandable information
visualization, especially to cross-reference different types of
data [9]. Although these “big data” are used by the applications
and services for a variety of purposes, they remain mostly
unavailable to the users, with limited ways to interact, explore
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and maybe get insights based of their own information. The
work presented in this paper attempts to address this and
explore ways to reclaim the ownership of these “big data”
for more personal uses.

Our project investigates in particular how to build a system,
using web technologies, to aggregate and analyse personal
activity data (related to QS) in order to provide meaningful
information to the user. The focus lies on identifying social
media (and other) services that can be considered as sources
of data, what kind of data can be collected from each of these
services, how the data could be collected and aggregated into
this system, as well as how often the collected data should be
updated. Another equally important aspect of this project is to
determine a possible (graphical) design for the visualization of
the information so it is meaningful to, and understood by, the
users. Based on previous work, it was assumed that a suitable
visualization for such a system could consist of an “avatar”
that would map the different activities the user is engaged with,
along with the levels of those activities, as different graphical
features.

The remaining of the paper is structured as following:
Section 2 presents related work. The methodology is described
in Section 3. An overview of the system prototype, which was
developed in the context of this project, can be found in Section
4. Results and analysis of the study are shown in Section 5.
Finally, Section 6 summarizes and concludes the study.

II. RELATED WORK

Chang [10][11][12] wrote a three-part series about QS
and Gamification, which can be defined as “the use of game
design elements in non-game contexts” [13].He emphasizes the
importance of making the data collection, and thus the sensors,
ubiquitous and hidden, since people are not likely to change
their usual behaviour just for getting some numbers, e.g., by
having to enter all their activities manually in an application.
Furthermore, he suggests to give scores and rewards for
activities, based on predefined rules which are known by the
users, rather than presenting numbers and graphs.

Within the scope of our project, a new approach of vi-
sualizing QS data is explored. The users should not have
to start using a new tracking application for collecting their
data, but having the data gathered from existing services they
already use. After analysing the collected data, these would
be visualized as an avatar. The avatar should show the users
how active they are using certain services; this is something
which they may not be aware of, or it could not directly
correspond to their personal impression. It could also make
them aware of the extent that the different services collect
personal data from them. Such avatars could also be shared
with friends, for example via social media platforms (posts,
status updates, or even profile pictures). This sharing could
allow for comparisons, or competing for which avatar shows
the most or least activity for a certain service, which brings
elements of Gamification into the QS domain.

A. Data Collection and Visualization

Research has been conducted to design personal visualiza-
tions and personal data presentations. Choe et al. [14] investi-
gated how a visualization system should be designed to support
Quantified Selfers, who might not be visualization experts or
data scientists, with getting insights to their own data. The
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following four areas were proposed for the development of
personal visualization systems: self-reflection as a personal in-
sight, gaining valid personal insights, communicating personal
insights and visual annotation for highlighting insights. Wang
et al. [15] presented users different personal visualization de-
signs to identify important elements in personal visualizations.
Results showed that through abstract visualizations the users
are more encouraged to explore their data and thus, those
visualizations give them more insights.

To track QS data, usually either an app like Moves, or
devices like Fitbit or Nike+ can be used. Those services usually
offer a website or a mobile application where the users can see
values and related graphs for their activities.

An application that gives immediate feedback to the user in
a more playful way is FitCat. FitCat is an application for the
Pebble smartwatch, which tracks the fitness activities of the
user. With the FitCat application, the watch shows a cat which
behaves in the same way as the user: if the user is walking,
the cat is walking; if the user is relaxing, the cat is relaxing.
The more active the users are, the more virtual money they
get within this application, which they can then use to make
the cat happy.

A tool which allows the users to track any kind of data and
tries to visualize them in meaningful and easy understandable
graphs is Loggr. Similar to this tool is mem:o, which main
focus lies on the design of the visualization using colourful
circles. Although both tools give a nice visualization on the
tracked data, the disadvantage of those two applications is that
the user has to enter all the data manually. Since already a lot
of applications exist which help the user to track different kinds
of data, automatically aggregating the data in order to get a
visualization would be preferable to manual data entry.

B. Avatar Creation

Related to the chosen visualization, the avatar, is the
Musical Avatar [16], a personal avatar generated based on the
users music preferences. Favorite music tracks, provided by
the users, are analyzed and tagged with semantic descriptors.
Those descriptors are then used to create a user profile which
is then represented as a cartoonish avatar. This visualization
only shows music preferences, and is not further updated based
on current user activity.

Research has been conducted on using an avatar as motiva-
tional or biobehavioral feedback. Murray et al. [17] proposes
an avatar as a digital representation of a user for mobile health
applications. Their work presents a theoretical description on
how the appearance and behaviour of an avatar can trigger
changes of the user’s health-related behaviour. Feedback via
avatars was found to be easier to understand for the users,
since they are human-like and we are interacting with other
humans in our everyday lives, whereas interpreting graphs is
not done so often and needs to be learned first. Scott et al. [18]
investigated how avatars should be designed to be expressive
and communicate feedback.

A lot of research has been conducted regarding person-
alized avatars for virtual environments (cf. [19][20][21][22]).
The user’s body structure as well as kinematic properties
should be reflected in the avatar. One possible purpose of
building an avatar based on the user’s body is to create a
personalized shopping avatar; the user can then put clothes
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Figure 1. How the online questionnaires and the prototype development
informed the research.

on the avatar “to preview the appearance of the items on the
user” [23]. All those studies are building avatars based on the
appearance of the user, but do not take the user’s behaviour
into account.

III. METHODOLOGY

Within the scope of this project, a series of online ques-
tionnaires were designed and a prototype was implemented.
Figure 1 illustrates how the different questionnaires and the
development of the prototype informed the research.

A. Online Questionnaires

Over the course of this project, three questionnaires were
designed. An additional questionnaire, for the participants that
allowed to have some of their activities monitored over a period
of weeks, was also designed.

1) Survey Questionnaire: The aim of this initial question-
naire was to find out the popularity of different social network
services and smart/wearable devices among potential users of
the proposed system. By knowing which services and devices
are familiar and actively used, an informed initial decision
could be made regarding which services and devices the system
prototype should support. Furthermore, the reasons why people
started using those services/devices, the reasons why they
keep using them, and how they share their activities, were
investigated.

2) Avatar Design Questionnaire: This questionnaire was
created to explore options and validate the graphical design
of the avatar, in particular regarding the different graphical
features that were intended to correspond to categories of
activities, as identified by the previous Survey Questionnaire
(and also considered feasible to support by the prototype). The
aim of this questionnaire was to investigate if the participants
could recognize, and interpret the meaning of, these features.
Furthermore, it aimed to investigate if the way of indicating
the different levels of those activities (by variations of the
graphical features) was clear.

3) Usage Questionnaire: The final questionnaire was de-
signed to investigate potential users’ preferences regarding to
how an avatar should be updated according to usage patterns,
identified based on data that were collected using the proto-
type, as well as whether it should include date information.
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B. Prototype Development

To investigate the feasibility of the proposed system, a
prototype was developed. For testing purposes, ten participants
were asked to register with the system, allowing to collect
activity-related data from them over a period of a month.
The purpose for collecting these data was to get a better
understanding and identify patterns and levels of usage in the
behaviour of users, regarding their activities. Those patterns
were also used as the basis of the Usage Questionnaire.

1) Prototype Questionnaire: Additionally, as a thanking
gesture for their assistance, once the collection period was
over, the data from each participant were analysed and a
personalized avatar was generated, corresponding to their
activities during the testing period. But before their personal
avatar was presented to them, to be shared on social media or
used as a profile picture, they were shown the list of all the
generated avatars and were asked to pick the one they thought
represented them.

IV. SYSTEM PROTOTYPE
A. Functionalities

The implemented system is a tool that allows users to
connect their own accounts from other applications. The tool
then aggregates the usage data and, based on analysis of
how actively those applications were used, it can generate a
graphical avatar which represents each user and (the level of)
their activities.

1) Website: Part of the prototype is a website which
includes a User Management System. Users can register and
afterwards, they can connect their accounts from other ap-
plications/services. Since several services exist which support
the same activities (e.g., Instagram and Flickr both let users
upload and share their photos), the services are categorized. At
the current stage, Human API (“fitness”), Last.fm (“music”),
Instagram (“photos”), and Twitter (“social networks™) are
supported (see Survey Questionnaire results and Table II).
After a period of collecting some initial data, the users are able
to see their personalized avatar. This avatar can be exported
(saved as an image) and then, e.g., be upload as the user’s
profile picture on Twitter or Facebook.

2) Data Collection and Aggregation: Based on the results
of the Usage Questionnaire, once a day the data from all the
services of each user are requested, analysed, and the level of
each activity is saved into the database.

The same type of activities are collected from each service
within a certain category. For example, for “fitness” the dis-
tance and duration of the sport or physical activities can be
considered, for “music” the number of songs the user listened
to, for “photos” the number of pictures the user uploaded
or liked, and for “social networks” the number of posts the
user wrote, commented, shared or liked. For each of these
categories, the different dimensions (e.g., walking, running and
biking for fitness, or posting, commenting, sharing, and liking
for social networks) need to be combined into one value to be
represented on the avatar. This is done in a very simplistic way
and based on subjective impressions of the researchers based
on the results of the data collection.

The activity value A for each category is calculated as
follows. For fitness, the (sum of) the distance for each type
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TABLE I. ACTIVITY LEVELS AS DEFINED IN THE PROTOTYPE,
BASED ON PARTICIPANTS’ DATA COLLECTION OBSERVATIONS.

activity level

category low medium high
fitness x< 10,000 10,000 <x< 100,000 100,000 <x
music x< 100 100 <x< 1,000 1,000 <x
photos x< 5 5 <x< 10 10 <x
social x< 5 5 <x< 10 10 <x
networks

provided by Human API was considered:
Afitness = dwalk +2x drun +3 X dcycle + dunknown (1)

weighted based on average speed assumptions. A way to cor-
respond distance and duration for different types of sports was
investigated, but nothing practical was found. One practical
way would be to consider the calories that were burned,
but only some wearable fitness devices can provide such
information. For the “unknown” type, we simply assume it to
be equivalent to “walking”, especially if no different physical
activities are combined.

For music, the number of songs provided by Last.fm was
considered:

Amusic = Nsongs (2)

For photography the number of pictures uploaded on Instagram
was considered:

Aphotography = Nuploads (3)

For social networks, tweets, retweets and favourites were
considered:

Nretweets nfavourites
Asocialnetworks = Ntweets + + (4)

2 4

Posting new content should be considered more active than
responding or liking existing content.

3) Avatar creation: The level of activities can correspond
into one of the following: not connected, connected (but no
activity), low activity, medium activity, high activity. For each
category, two limits were defined: any value lower than the first
limit would indicate low activity, a value between those two
limits would result in a medium activity and everything above
the second limit would be considered as high activity. Table I
shows the levels per category. Based on the category of those
activities, features and feature variations can be added onto
the base avatar figure and generate the most recent version for
each user.

The overall design was intended to be monochrome (black
and white) and minimalistic in an abstract, “cartoon”, style
(cf. the “Big Triangle” in [24]). The base avatar is a simple
outlined figure, as shown in Figure 2a. To indicate that the
user has connected a service, an additional feature is added
to the avatar, as shown in Figure 2b. These are: a headband
for fitness, earphones for music, a Polaroid camera for photos,
and a smartphone for social networks. To indicate the levels
of activity in each of them, three levels of variation are added:
drops of sweat from the headband, music notes coming out of
the earphones, photos dropping out of the camera, and birds
(implying activity on Twitter) flying out of the smartphone, as
seen in Figure 3. Each of the features and its variations was
meant to occupy a separate and distinct part of the avatar, with
no overlapping. Figure 4 shows different avatar examples.
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Figure 4. Different avatar examples.

B. System Architecture

The implemented system is distributed over three compo-
nents (see Figure 5). The three components share one common
database, but work independently from each other. The User
Interaction Server is the only one that the user interacts with.
This server hosts the website where the users can register
and login, respectively, and where they can view their avatars.
Using this server, they also connect external services (at the
current stage Human API, Last.fm, Instagram, and Twitter) to
be used for data gathering. During this connection process,
the server obtains the users authentication credentials for each
service and stores them in the database. Once the user is
registered and has services connected, the Data Collection
Server will request the user’s data from each service, once a
day. After the data is collected, it is analysed and the amount of
activities are written into the database. The actual data, which
were collected from the service, are not stored. The Avatar
Creation Server queries the amount of activities for each user
from the database on a regular basis and generates the avatar
accordingly. The created avatar is then stored in the database.
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The system prototype architecture aims to provide main-
tainability, scalability and extensibility. Application Program-
ming Interfaces (APIs) can change over time, services that do
not have an API yet could offer one and also new services can
come up in the future. To be able to cope with those changes
and integrate new APIs without much effort, the system needs
to be maintainable as well as extensible. Scalability helps not
only to deal with more and more data, which is requested daily
for each user, but also to handle a possibly increasing number
of users.

Splitting the three functionalities of the system — user
interaction, data collection and avatar creation — to three
servers instead of having all functions on one server supports
maintainability, scalability and extensibility. The system is
“maintainable” due to being able to have two parts function
properly even if an error occurs in the third part. Furthermore,
the error cause can be searched within a limited environment,
i.e., on the particular server that showed unusual behaviour,
instead of the whole system. The “scalability” of the system is
given, since not one single server has to handle all the requests
from the users and the ones to the external services. While
one server is responsible for managing the user requests and
retrieving the authentication credentials, another server gathers
the actual data from those services. Further scalability could be
achieved by having two separate databases, one for storing the
amount of activities and the other one for storing the avatar
images. The separation of the three different functionalities
makes it easier to add new functions to the system and makes
is easily “extensible”. Possible extensions are adding a new
category or a new service in an already existing category,
having more levels of activity for each category, and so on.
In addition, the possibility of adding another server with new
functionalities, which makes use of the data in the database(s),
is given.

C. Technological Background

The development of the prototype application was intended
to use currently emerging technologies. An important aspect
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was to build a maintainable, scalable and extensible system.
To achieve this, not only a proper architecture is needed,
but also the use of technologies that should support these
characteristics. In this section, the tools and technologies that
were used for the implementation are described.

1) HTMLS, CSS3, and JavaScript: The client-side of the
prototype application is built with HTMLS5 in combination with
CSS3. Additionally, JavaScript and its library jQuery is used.

2) Node.js, Express, and Jade: The server-side is based
on Node.js. This platform allows to build fast and scalable
network applications [25]. It makes use of a single-threaded
and event-driven programming style together with a non-
blocking, asynchronous I/O model [25][26][27].

Traditionally, when a process wanted to do some I/O
operations, the process had to wait until the I/O operations
were done and could only then continue running. To avoid
those waiting times and having the possibility of several users
at the same time, multi-threading was introduced. Each process
can use different threads; within one process, all threads share
the same memory. Using this model, another thread can use
the CPU, as long as one thread is waiting for I/O operations
to finish. If several CPUs are available, various threads can
run at the same time. The disadvantage of this model is that
programmers do not know which thread will be executed at
which time, and need to take care of concurrent access to the
shared resources. It is not unusual that bugs appear randomly,
which can be hard to debug. Event-driven programming is an
alternative to multi-threading, and used by Node.js. It is based
on an event loop, i.e., one process contains only one thread. It
basically runs two functions, event detection and event handler
triggering, continuously. Every time the event loop detects that
an event happened, it triggers the corresponding event handler,
which is usually registered as a callback function. When 1/O
operations are performed, the process is not blocked and thus,
several I/O operations can be executed in parallel.

In 2003, Kegel described first the C10K problem: how can
one server support ten thousand concurrent clients [28][29].
Multi-threading allows serving multiple clients at the same
time, but the number of threads is limited since only a certain
amount of memory and processing power is available. Thus,
multi-threading does not support a high capacity. In contrast,
event-driven programming is more (resource) efficient. Using
events as light-weight constructs and its non-blocking I/O
model, Node.js is able to handle high capacity and thus, not
facing the C10K problem.

Furthermore, the programming language used for Node.js
is JavaScript. Its closures and first-class functions make it
useful for event-driven programming. In addition, JavaScript
is widely used in (client-side) HTML-based web applications.
With Node.js, developers use JavaScript also on the server-
side and therefore, only one programming language is needed.
Another benefit of using JavaScript on both sides, is the JSON
format, which is native to JavaScript and useful for any data
exchange between the server and the client.

For the prototype, together with the Node.js platform, the
Express framework is used to handle the middleware and Jade
as template engine for HTML templates.

3) MongoDB: As data storage, the document-oriented,
non-relational database MongoDB is used [30]. Non-relational
— also called Not Only SQL (NOSQL) - databases like
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MongoDB support scalability through scaling out (balancing
data and load across multiple servers) which allows them to
be used for a high amount of data [30][31][32]. In contrast,
relational databases support only scaling up (getting a new and
bigger machine), which makes them inefficient to be used for
such a use case. In addition to effective scalability, MongoDB
offers a good query performance even for a massive amount of
data, which makes it very suitable for “big data” applications.

Since MongoDB uses “JSON-like” documents, it is easy
to use together with the JavaScript code on the server-side
through the Node.js platform [30]. Those documents can con-
tain a complex hierarchical structure, which might correspond
more to how object-oriented programmers think about their
data than the, in traditional rational databases used, “rows”.
Furthermore, no definitions for those structures exist. Keys
and values do not have a fixed type or size. It is easy, to
add or remove fields within a document. This means, that the
structure of the data can be easily changed if necessary. On
the other hand, developers need to be careful to not end up in
a complete mass of data.

4) ImageMagick: To generate the avatar based on the users
activities, several images — up to two for each category (one
for the feature and one for the variation) plus the base avatar
— need to be composed dynamically on the web server (cf.
Figure 6). For this purpose, the tool ImageMagick is used,
which is a command line tool to create, edit, compose or
convert bitmap images. The library GraphicsMagick allows to
use the tool on a Node.js server.

5) Integrating APIs: The purpose of the system is to anal-
yse each user’s activities, via their use of various applications,
and to then visualise the result as an avatar. Apart from
determining popularity and usage from different services, to
see which of those are reasonable to include in such a system,
it was investigated which services offer a suitable API that
would allow to gather the appropriate data.

One limitation can be the lack of access to an APIL e.g.,
Nike+ has an API, but the company only gives access to
specific partners and therefore, it could not be used for the
current prototype.

On the other hand, there exist some APIs that already
connect multiple services and allow developers to just integrate
one API, while still be able to get data from all those sources.
The users can then choose which of those service(s) they want
to connect. The advantage of integrating only one combining
API instead of separate ones for each service is not only
less programming effort, but also guarantees that the data
structure is the same, no matter from which application they
are retrieved.

Developers integrating other services via their APIs need
to be aware that those might change over time. Some changes
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TABLE II. PARTIAL RESULTS REGARDING POPULARITY OF
VARIOUS SOCIAL NETWORK SERVICES AND WEARABLES.

service or used often or never used or

wearable sometimes not familiar
Facebook 74 4
Google Drive 59 19
Spotify 50 28
IMDB 50 28
Google+ 43 35
Twitter 42 36
Instagram 39 39
LinkedIn 36 42
Wordpress 29 49
Flickr 28 50
Nike+ 13 65
Fitbit 3 75

only add new functionalities and do not affect currently run-
ning applications that already make use of this API. However,
other changes require developers to integrate them in their
applications, which can involve a lot of effort and time.
For example, after the last change of the Facebook API,
several applications needed to shut down because they were
using functionalities which were not available any more (see
http://techcrunch.com/2015/04/28/facebook-api-shut-down/).

Furthermore, some services do not allow to make use of
any features that might not correspond to their core features
and functionalities. For example, Facebook shuts down ap-
plications that would notify the users if someone unfriended
them, because this would violate the Terms of Service (see
Facebook Policy section 4.4, and Facebook Legal Terms sec-
tion 3.2). Two examples were “Unfriend Finder” in 2013, and
“Who Deleted Me” in 2015.

V. RESULTS AND ANALYSIS
A. Survey Questionnaire

1) Demographics: Two identical versions of this initial
questionnaire were created, one that was deployed in Sweden,
and the other one in Austria. Note that many of the participants
in Sweden were connected to Linnaeus University, and had
an international background. There were no big differences
detected in the results between the two groups, so in this
section combined numbers are shown.

The questionnaire was filled out by 78 participants aged
between 18 and 32 (average 24.8, standard deviation 3),
whereof 40 were male and 38 female. 51 of the participants
were located in Sweden, the rest in Austria.

2) Results: The initial questions presented two lists of
social networks and wearables, respectively, and asked the
participants to indicate which of those they are familiar with,
and if so, how often they use them. Partial results are shown in
Table II. Unsurprisingly, most participants used Facebook. In
contrast, the majority of the participants were unfamiliar with
smart devices and wearables (very few used Nike+ or Fitbit).

The next questions investigated the reasons why the partic-
ipants started to use social network services and/or wearables
and why they are still using them. Most (around half) of the
participants started to use different social network services to
keep track of their activities, and that remains the reason that
they still use them. But overall, it appears that most participants
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did not consider that they keep using the services for the same
initial intentions.

A distinct difference between sharing behaviours was also
noted: in Sweden, more participants shared on social media
platforms, and in Austria more participants shared with their
friends offline.

According to the results of the questionnaire, participants
are interested in keeping track of their activities and how
much time they spend on them. Furthermore, there is a higher
percentage of people who start using an application with the
intention to share their activities with others, than users who
engage in actual sharing. Although the investigation of the
reasons for this behaviour are beyond the scope of this paper,
proposing a tool which creates a visualization (e.g., an avatar)
based analysis of the activities, might help to increase the
number of people who are actually sharing their activities (via
this visualization). In addition, it would not only allow others
to see “how active” users are, but also the users themselves to
see their own activity levels, something that might differ from
their personal impression.

However, the main outcome of this questionnaire was
the initial selection of services which were integrated and
supported by the developed prototype. Informed by the results,
different categories of potential activities could be defined:
social networks (Facebook, Twitter, Google+), work related
(Google Drive, LinkedIn, Wordpress), music (Spotify), films
(IMDB), photography (Instagram, Flickr), and fitness (Nike+,
Fitbit). The following subsections consider these possible
identified categories, and discuss which APIs were finally
supported. Based on the previously presented architectural
decisions, the prototype can be extended with more APIs per
category or more categories without much effort.

Social Networks: The most actively used social media
platform is Facebook. However, Facebook changed its API
recently and requires an elaborate and long-winded review
process which was considered as out of scope for this project
and thus it was not included in the prototype. Google+ and
Twitter were considered similarly popular. Due to development
time constrains, the choice between them was based on the fact
that it is more complicated to change (via API) the user profile
picture on Google+ than it is on Twitter. Therefore, Twitter is
initially supported as it fits easier with the envisioned overall
system workflow.

Work Related: None of the services identified in this
category offers a suitable API. LinkedIn has a restricted API
that gives access only to personal data (no possibility to
get another user’s activities) for open use, and only offi-
cial partners are allowed to have more access (see https:/
developer.linkedin.com/ and http://mashable.com/2015/02/12/
linkedin-closed-api/). Google Drive and Wordpress did not
provide any useful data about the users’ activities and were
therefore also not included in the prototype.

Music: Considering music, the API of Last.fin can be used.
Users can listen to music directly on Last.fm, or they can
connect this service with various other music services and ap-
plications, among others Spotify. Those connected applications
then send the information about what songs the user is listening
to Last.fm (Last.fm calls this “scrobbling”), which can then
suggest songs to the user which are similar to the ones she
listens to.
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Films: IMDB has no official API and therefore was not
supported by the prototype.

Photography: To keep track on how active the user is
regarding photography, the Instagram API is used. Flickr also
provides a suitable API but since more people stated to be
using Instagram, for development time constrains, only the
latter one was supported.

Fitness: As a variety of fitness applications can be used,
similar with the music category, the decision was made to
take advantage of the integration of the Human API, which
combines many of them in one single APL

B. Avatar Design Questionnaire

1) Demographics: In contrast to the previous question-
naire, only one version was distributed, with an additional
question in the end, stating if the participants were living in
Sweden or abroad.

This questionnaire was filled out by 56 participants aged
between 19 and 54 (average 27.5, standard deviation 7),
whereof 29 were male, 25 female, one trans* and one who
preferred not to disclose. 33 of the participants were located
in Sweden.

2) Results: Based on the Survey Questionnaire and the
technical feasibility, four categories of activities were identified
and therefore considered as potential features of the avatar:
fitness (via HumanAPI), music (Spotify, etc. via Last.fm),
photography (Instagram) and social networks (Twitter). For
each category for which the user has a service connected to
gather data, a graphic feature could be added to the basic
avatar. The levels of activity for each of these could be signified
by variations of these features.

For the initial group of questions, the participants were
presented different avatars and asked what they thought the
avatar was doing. Most of the participants’ interpretations cor-
responded to the design intentions: e.g., they associated head-
phones or earphones to listening to music, taking photographs
with the Polaroid camera, and the smart phone with being
active in social networks. But some designs were not so clear.
In the avatar with the headband, 32% participants interpreted
the “drops” as blood (and not as sweat), and therefore that the
avatar was injured; however, 49% participants interpreted the
same avatar design as being physically active.

The next group of questions showed different avatars and
asked if the participants agreed that the avatar is doing a
specific activity. Similar to the previous questions, most partici-
pants confirmed the intended design. But (in line with previous
impressions), a few participants insisted that the “physically
active” avatar was injured. Some additional comments were
made (mainly by participants that did not agree) that the
avatars were perceived as being too “passive”, and not really
“active”.

The next group of questions examined the perception of
the activity level variations. Two avatars were presented at the
same time, having the same feature (headband, music player
and earphones, Polaroid camera, or smart phone) but with addi-
tional variations (sweat drops, music notes, Polaroid photos, or
birds). Encouragingly, very few participants misidentified the
compared activity levels. Some offered alternative interpreta-
tions: e.g., some participants did not agree that being “more
active” can be represented by an increased number of, e.g.,
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photos or music notes; the user is simply taking more photos
(which is not the same as having interest in photography) or
listens to “louder” music.

The next group of questions presented avatars with a
combination of features, and asked the participants to identify
the activities, which the majority did correctly.

The final group of questions presented pairs of avatars
with different activities and levels of activities, and asked
the participants to compare them. Again, the majority of the
participants did so correctly.

Overall, the results showed that the design was understand-
able by the participants, and that they seemed to understand
what the different features where designed to represent.

The suggested feature for physical fitness, as well as the
use of feature variations (amount) to symbolize different levels
of activity, were not entirely clear to all participants. Many
participants interpreted the drops as blood and thus did not
see the avatar as physically active, but rather as injured. To
overcome this issue, the use of colours might be taken into
account. For example, blue drops might rather be associated
with sweat than with blood. Another possible way to indicate
activity levels would be to adjust the transparency and not
the amount of, e.g., the music notes. This method could also
potentially allow for more activity levels than the current “one
plus three”.

C. Usage Patterns

Ten participants (friends and colleagues from Linnaeus
University, Sweden) were invited to register with the prototype
system and let their data be collected over the period of a
month. The aim of this data collection was to identify patterns
in the behaviour of the users regarding their activities.

The first identified pattern is having low activity during
most days, with a peak of a lot of activity for a, usually
single, day. A typical example for this pattern was a user who
took long bike tours once a week, which were tracked by a
fitness application, but who did not track any other fitness
activities. The second identified pattern is almost the inverse:
having typically a lot of activity, and a sudden drop for one
or two days. This behaviour was exemplified, e.g., by users
who listened to a lot of music while they are working during
the weekdays, but who hardly listened to their music during
the weekends. The third identified pattern is of having more
or less comsistent activity. A user who was using a wearable
device to keep track of all their steps during each day typically
showed this type of pattern.

D. Prototype Questionnaire

After the collection period, an avatar was created for each
participant according to their (overall) behaviour. Before these
were revealed to them, the participants were given a list of
all of the created avatars and they had to choose the one they
think that represents them. Out of ten people, four selected the
correct avatar, and another two selected an avatar that matches
all the features of their avatar but that had different variations
for at least one item. From the remaining participants, two
selected an avatar that was similar, but that had one feature
more or less than their actual avatar and a diverse number of
features for at least one item. Only two users selected an avatar
that was very dissimilar to their actual one.
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E. Usage Questionnaire

1) Demographics: This final online questionnaire was
filled out by 29 participants aged between 19 and 57 (average
27, standard deviation 7), whereof 14 were male, 13 female
and two trans*. No location information was asked.

2) Results: This questionnaire was designed to investigate
potential users’ preferences regarding to how the generated
avatar should be updated according to usage patterns, as well
as whether it should include date information.

Interestingly, only slightly more than half considered that
having some date information displayed with the avatar would
be useful. Those that did also showed a strong preference for
this information to be displayed below the avatar, mostly in a
“name of month, date of month, year” format (e.g., May 15,
2015).

Based on observations regarding the identified activity
patterns, two issues were investigated: how often should the
avatar be updated (based on the activity information), and
whether any peaks or drops of activity should persist over the
subsequent days.

The participants were presented with three different stories
(each corresponding to an activity pattern) and for each of
those stories a series of figures with ways that the avatar
could be updated. To keep things simple, each of the stories
mentioned only a single category of activities — photos (Insta-
gram), social networks (Twitter), and music — and the options
were a (not explicitly stated) mix of update options (every
day, every second day, every week) and persistence (peak or
drop indicated on only according to the events of the story or
smoothed over more days).

More frequent (every day or every other day) updates were
shown to be the, not very surprising but consistent throughout,
preference. What was not so expected was the preference for
no persistence “smoothing” over time. These findings, together
with the inclusion of date information, further informed the
development of the system and the avatar design.

VI. SUMMARY AND CONCLUSION

It is hoped that the work presented in this paper can be
further extended in terms of supported services and function-
alities, any graphical design issues improved, and potential
system users provided with a way to, at the same time, be
entertained, as well as gain some insight by the visualization
of their personal activities, reclaiming in a meaningful way the
data that are collected from their personal activities.

A series of user studies (using online questionnaires) were
conducted, and a system prototype was implemented within the
scope of this research. This paper presents the development and
the architecture of a proposed system, that can aggregate and
analyse personal activity data in order to provide meaningful
information to a user.

Based on the results of the Survey Questionnaire, a selec-
tion of most used social networks and wearable devices was
identified and categorized. Not all of these could be currently
supported; the implemented four categories (and the APIs)
are social networks (Twitter), music (Last.fm), photography
(Instagram), and fitness (Human API). Due to the extensibility
of the proposed architecture, further services can be relatively
easily added and supported in the future.
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Not every service can be integrated in such a system,
depending on the availability and suitability (restrictions, not
relevant activity data) of an APIL. In some cases, there exist
APIs that already combine different services and thus multiple
services can be integrated with less implementation effort.

A selection of the available data were chosen to be analysed
and visualized (in our context). For fitness, the distance of the
sport/physical activities; for music, the number of songs the
user listened to; for photography, the number of pictures the
user uploaded; and for social media, the number of tweets,
retweets and favourites. Every time the data are requested and
analysed, only the category activity levels are afterwards stored
in the system database, and not the collected data.

Based on the results of the Usage Questionnaire, the
potential users would prefer to get updates frequently (every
day or every other day), and the visualization not to consider
any persistence (“smoothing” over time). Therefore, the data
are requested and aggregated as well as analysed once a day,
generating an updated (depending on the activities) avatar.

As a possible visualization of users’ activities, the graphical
representation as an avatar was chosen and further investigated
and validated by the Avatar Design Questionnaire. For each
category for which the user has a service connected, the
base figure of the avatar gets an added feature (a headband
to indicate fitness activities, earphones for music, a Polaroid
camera for photography, or a smartphone for social networks).
The representation of the levels of activity is done by adding
some feature variations to the avatar: drops of sweat from
the headband, music notes coming out of the earphones,
photos coming out of the Polaroid, and birds (related to the
Twitter logo) flying out of the smartphone. Although the
overall graphic design was well received and understood by
the participants, there is always further room for improvements
(e.g., the feature and variations for the fitness category should
be redesigned).

A. Limitations

During the development phase, as well as during the test
run of the prototype, some aspects were identified which
developers need to take special care of, and some which require
further considerations and improvement.

When a “mashup” (an application that combines data
requested from various other applications) is created, it is
important to be aware of that this application will depend
on those integrated services. One point of this dependency
is the availability of those services. For example, on the day
when the trial of the prototype was started, the Instagram
API was (temporarily) not available and thus, the invited
users who registered could not at that time connect their
Instagram accounts. Luckily, a few days later, Instagram fixed
that particular issue, and these users could then connect their
accounts. Furthermore, only certain data can be requested via
an API that the services provide. For instance, the Instagram
API does not provide an easy way to get comments that a user
wrote. Thus, only the uploaded pictures as well as the “likes”
could be used.

Additionally, some services allow to specify a date for
which the data are requested. This is very useful for the
prototype, since the data is gathered once a day, for events
that took place the previous day only. But some services do
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not provide this option. A few services (e.g., the Twitter API)
allow to request all data after a specific id. This gives the
possibility to get all new data since the previous request was
made, but it is not certain that all those events happened on
the specific day. However, it is hard to obtain some data on
the first time the prototype requests them, especially if the user
was already using this service for a long time. For example,
again with Instagram, this caused a bug regarding the number
of “likes”, and therefore this data were not considered for the
photography activity. Instead, only the number of photos is
currently used. Further development could address and fix this
issue.

Another aspect regarding the use of external services which
needs to be taken into account, is that some services have
a limited amount of requests which are accepted within a
certain time frame. This is especially important if the mashup
is used by a large number of users. For the trial of the current
prototype, the API use stayed within those limits.

Another limitation of the proposed system is the rather
simple analysis of the gathered data. Further investigations and
user studies are necessary on how to combine the different
dimensions per category into a composite value (e.g., walking,
running and biking for fitness; posting, commenting, sharing
and liking for social media or photography). The generation
of avatars for the participants who registered for the system
was determined on subjective impressions of the researcher
based on the results of the data collection (to determine the
activity levels). For further work on this project, a more general
solution needs to be found.

Using an avatar as visualization of the activities, also has
some limitations, since for example only certain levels of ac-
tivities can be differentiated before the design gets too complex
and incomprehensible for the users. The current system uses
four different levels for each category (just connected, low
activity, medium activity, high activity). Gathering data from
more users could determine if this segmentation is enough or
if more differentiation would be required.

B. Future Work

As mentioned in previous sections, the avatar design was
kept simple, and this project has several possibilities to be
enhanced by future work, further investigating the preferences
of the users regarding a perhaps more complex design.

One interesting aspect would be to integrate more services
in the existing categories, or even more different categories, to
address more users.

An open issue is the analysis of the gathered data, es-
pecially when it comes to the combination of the different
data dimensions of one service into one composite value. For
example, fitness and health applications can report a variety
of heterogeneous data (distance, time, heart rate, etc.); social
networks as well. These could be represented as multiple sub-
features on the avatar, or convert them to a common unit of
measure (e.g., for fitness this could be the burning of calories).

The presented avatar generation used global values to
define the activity levels for each category, meaning these
values were the same for all users, independent on their
individual behaviour. Another possibility would be to have
personalized limits, depending on a user’s behaviour — e.g., if
she is usually very active, she needs to be “even more” active to
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have her avatar showing a “high” amount of activity, whereas
other users who are usually inactive just need “some” activity
to have their activity shown as high on the avatar. Another
approach would be to compare the activity to the activity of
the previous day(s) or even week(s). If the user is more active
than she was during the previous timespan, the avatar shows
high activity, if the user is approximately as active as during
the previous timespan, the avatar shows medium activity and
if the user is less active than during the previous timespan, the
avatar shows low activity.

Since it was not clear for all participants that the higher
amount of properties is connected to more activity, other
ways of showing the different levels for each category could
be investigated. As already mentioned before, one possibility
would be to work with transparency. Another one might be
to work with different colours for different levels. The use of
colour could also disambiguate some features (e.g., clarifying
that a physical active avatar is not injured and bleeding, by
making the sweat drops, coming from the headband, blue).
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Abstract—In recent times, application of Ambient Intelligent
services, e.g. smart home, remote monitoring and assisted
healthcare, the use of smart phones for the recognition of
human activities has become a topic of high interest. Simple
activities like sitting, running, walking can be recognized easily
but semi-complex activities like ascending and descending
stairs, slow running, jogging, fast running etc. are often
difficult to recognize accurately. We aim to reduce the error
rate of recognizing these kinds of activities by applying
Dynamic Time Warping (DTW) algorithm and introducing
context filtering. We used heart rate data and barometric
pressure sensor data as elements of context filtering. We used a
steady state as template and matched every activity with this
steady state. To get optimum threshold values, we applied K
Nearest Neighbor (KNN) algorithm on the score of DTW. After
primarily classifying activities, we used the context filtering
approach to further recognize activities by removing
confusions. After completion of our study, we have seen that
accuracy level has increased significantly for differentiating
similar kinds of activities. Overall, our novel approach of
applying DTW algorithm and applying context filtering shows
considerable performance improvements at a low cost.

Keywords-Human Activity Recognition (HAR), context filtering,
DTW.

I. INTRODUCTION

In recent years, Human Activity Recognition (HAR)
through smart phones became a well known field of
research. As we have entered the era of intelligent
environment, the automated detection of Activity has
become a point of high interest. Intelligent environments
generally exploit information gathered from users and their
environments in order to produce an appropriate action [16].
In this regard, different studies have been conducted in this
field. Based on these studies, we observed that basic
locomotion activities like Walking, Running, Sitting, Lying
on bed can be detected with good accuracy rate
[15].However, similar activities, such as Going upstairs or
downstairs, Slow running (Jogging), Fast Walking can not
be detected perfectly [15]. It is important to detect these
activities for development of systems that promote the
improvement of people’s Quality of Life (QoL) through the
recognition of human activities. Especially, our focus is on
differentiating and detecting similar kinds of activities: slow
walking, fast running, going upstairs and going downstairs.
We use DTW algorithm to recognize these activities from
the inertial sensors available in smart phones. Moreover, we
equipped the users with heart rate sensors and took the
barometric pressure sensor data. These two factors are used
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to further improve the activity of the recognition. The latter
factors are termed “context filters”.

From the start of 21% century, HAR became a point of
very high interest. In the beginning, it was confined to only
surveillance using video camera but now it is incrementally
used for different areas of study directly related to HAR.
Ambient Intelligence (AMI) and Ambient Assisted Living
(AAL) are two areas of study that are directly related to
HAR.AMI is a system mainly focusing on environments
that behave intelligently based on the actions of users
associated with the system. These systems are unique in
many ways, e.g. systems that intelligently anticipate the user
needs based on information (e.g. activity patterns, past
events and their solutions). These environments need
seamless interaction between user and system. Smart Homes
and Smart Cities are examples and concepts of such
systems. Another important field is Ambient Assisted
Living. This is accomplished by incorporating different
systems together into a health monitoring system for elder
people. Due to enormous advancement in Medical Science,
people are living longer. One study based in Europe showed
that by 2060 the elderly (namely people over 65 years) will
be near 30% of the entire population as opposed to a 17%
by 2010 [18]. In addition to the elderly, about 15% of the
total population has some kind of disability (WHO 2011)
[19]. So, there is a large area where AAL can bring
numerous benefits. These AMI and AAL systems need
continuous information from the user and from the
environment. Detection of human activity can work as input
to these kinds of systems. We aim to detect these activities
unobtrusively by exploiting the use of smart phones as input
to these kinds of systems.

The rest of this paper is organized as follows. Section 2
gives an overview of different approaches for the activity
recognition problem. It also describes the reasons of
choosing DTW algorithm as the classifier to classify and
recognize activity. Section 3 proposes a solution to
recognize human activity with further accuracy. Section 4
includes description of the implementation of the proposed
methods and also contains the evaluation of proposed
methodology. Section 5 presents our result analysis and
comparison with different studies. Finally, Section 6
concludes the paper.

II. BACKGROUND STUDY

In HAR, different types of studies have been
conducted so far:

67



ACHI 2016 : The Ninth International Conference on Advances in Computer-Human Interactions

A. External or Environmental Sensors

From the very beginning of activity recognition research,
video cameras were the first choice. Video cameras were
employed in Poppe [13] for marker-less vision-based human
motion analysis. Apart from video cameras, Bian et al. [14]
used microphones for sound source localization in a home
environment for communication activity inference. Taka et
al. [3] used a Microsoft Kinect’s depth sensor as an ambient
sensor for position and orientation tracking for an indoor
monitoring system for Parkinson’s disease (PD) patients.
These kinds of systems require a static infrastructure which
limits their range of operation to a constrained space. So for
a static environment, such as in a room it gives satisfactory
performance but for dynamic environments it is less useful.

B. Wearable Sensors

Wearable sensors are commonly attached to different
body parts such as the waist, wrist , chest, legs and head, as
shown in Figure 1.

Figure 1. Wearable sensors

Skin temperature, heart rate, conductivity, Global
Positioning System (GPS) location and body motion are
some examples of variables that can be measured with
current wearable sensor technologies [4]. All of the systems
in this class are obtrusive and always conducted in a
controlled environment. It is also relatively harder to
synchronize the components of the system.

C. Smartphone as Wearable Sensor

Today’s smart phones incorporate an array of
diversified sensors  within, e.g. inertial sensors
(Accelerometer, Gyroscope), barometer, proximity sensor
etc. and it also remains unobtrusive to users. As a result, it is
now one of the main tools to recognize human activity
automatically. Kwapisz et al. [5] used labeled accelerometer
data from Android phones whereas Yang [6] used Nokia
N95 phone. Miluzzo et al. developed CenceMe [7] using
off-the-shelf, sensor-enabled mobile phones (Nokia N95)
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and exploited various sensors (such as a microphone,
accelerometer, GPS, and camera) that are available for
activity recognition. Different studies have been conducted
using accelerometer embedded cell phones to detect physical
activities ~ with ~ varying  phone  locations [8].

While basic activities can be recognized almost perfectly
with smart phone sensors, semi—complex activities like
ascending and descending stairs can be complex to recognize
and differentiate between them [15].

D. Combining Different Sensors

This class of techniques involves including smart phone
sensors along with other external sensors. Subramanya et
al. in [9] built a model using data from a tri-axial
accelerometer, two  microphones, phototransistors,
temperature and barometric pressure sensors, and GPS.
Choudhury in [10] used multiple sensor devices consisting
of seven different types of sensors to recognize activities.
Cho et al. used a single tri-axial accelerometer, along with
an embedded image sensor worn at the user’s waist to
identify nine activities [11]. Gyorbirdet al. [12] used
“Motion Bands” attached to the dominant wrist, hip, and
ankle of each subject to distinguish between six different
motion patterns. Kawser et al. [1] used phone’s
accelerometer and another plantar pressure sensor attached
in shoe to recognize activity. They mainly focused on
combining data from different sensors and getting the final
result based on these combined data.

As for the choice of classifier, one can use either
temporal classifiers or non-temporal ones. In case of non-
temporal classifiers like Decision Tree, Artificial Neural
Network, k-Nearest Neighbor, K-Mean etc, one cannot
provide the raw data as input directly to the classifier. First,
one needs to extract some features from the raw data and
then pass these features to the classifier. So there is a pre-
processing on the raw data before sending it to classifier. In
this case, the features that are mostly used are the following:

Arithmetic Mean

Standard Deviation

Max, Min

Median Absolute Deviation
Frequency Signal Weighted Average

In case of temporal classifiers like AR and DTW, etc.,
there is no need for feature extraction. These algorithms
take input of data as a time series. Moreover, one can easily
plot the accelerometer and gyroscope data acquired from the
smart phone into a time series. Hence, a temporal classifier
is a better choice for classifying activities using the data
acquired from smart phone sensors. As DTW works best on
time series data, this makes DTW a good fit for our purpose.

A summarization of various HAR systems is provided in
Table 1 below.
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TABLE I. SUMMARY OF HAR SYSTEMS

HAR Sensors Machine Accuracy
System Learning

Algorithm
1. Ferdaus, | Accelerometer, | Decision 94.37
Sheikh, Gyroscope, Tree -99.53%
Richard Planter
(2015) Pressure

Sensor

2. Davide, | Accelerometer | Support 89.3%
Alessandro, | Gyroscope Vector
Luca, Machine
Xavier,
Jorge
(2012)
3. Wu et al. | Accelerometer, | k-NN 90.2%
(2012) Gyroscope
4. Jennifer, | Accelerometer, | Decision 91.7%
Gary, Gyroscope Tree,
Samuel Logistic
(2010) Regression,

Multilayer

N
5.Maninni, | 2D- NB, DT, | 92.2 -
Sabatini Accelerometer | KNN, ANN, | 98.5%
(2010) (Wearable) GMM,

cHMM

From Table I, we can observe that, to obtain higher
accuracy rate for recognizing Human Activities, Multimodal
systems are more efficient than others.

III. OUR APPROACH

From the literature review, it is clearly observed that
simpler locomotion activities can be detected easily but
similar kinds of activities are difficult to differentiate. We
are particularly interested in differentiating these similar
activities correctly. As DTW algorithm has never been used
before in HAR studies but it seems particularly suited for
the purpose, we propose to apply DTW algorithm for
classification purpose. We also introduce context filtering
methods in HAR to filter the data for achieving a more
precise result. Explanation of the context filtering is
provided below.

We construct a multi-modal system that takes user’s
smart phone accelerometer and gyroscope value as input. It
also concurrently records the change of altitude of the smart
phone using its barometer sensor and the user’s heart rate
using a heart rate monitor during the period. Accelerometer
and gyroscope values are used by the classifier to classify
the data. The altitude and heart rate observation is then used
as a context filter. So when classifier generates a result, it is
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passed through context filter and the output from the context
filter is the final result.

From background study, we have shown that it is
difficult for classifiers to classify similar activities like
going upstairs and going downstairs, fast walking and slow
running etc. The highest accuracy for detecting ascending
and descending stairs is around 55-60%. The idea of context
filter is particularly applicable here and it will be able to
differentiate these similar activities using the observance on
altitude and heart rate values and produce a more accurate
result. It is often difficult to differentiate between these

similar activities by only using accelerometer and gyroscope.

But if we use barometer sensor here, this may improve the
result. From the barometer sensor, we get the altitude. So
while walking if the altitude of the person is increasing then
we can assume that the person is going upstairs. If it is
decreasing, then we can say the person is going downstairs.
And if the altitude is stable, then we can assume the person
is just walking. So, by normalizing the barometer and heart
rate sensor values and then setting up rules corresponding
with those, we can setup the Context Filter.

Context filter may not create an impact on the classified
results instantly because the heart rate and the altitude
values do not increase or decrease instantaneously. For
example, when somebody starts running, his heart rate stays
normal in the beginning but after a period of time, it starts
increasing gradually. So our context filter will always be
observing the altitude and heart rate values of the near past
and will try to find a window containing noticeable
fluctuation. When it will find it, it will again filter the
results. This time it will filter with the new window for
better optimization of the result. Figure 2 explains this
scenario.

Figure 2. Context filtering Methodology

From the above figure we can see that rate of change of
heart rate is gradually increasing.

IV. METHODOLOGY

Data from the Heart rate monitor and inertial sensor’s
data from Smartphone have been collected by an Android
app. After collecting data in the Android app, it is sent to
server through Wi-Fi. On the server side, all the data is
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processed by an offline data processing system. The
classification of the data is done in the server. Figure 3
depicts the system architecture for our system.

For our study, we needed a smart phone which
incorporates tri-axial Accelerometer, Gyroscope, and
Barometric sensor. It must be ANT+ supported as we use
Garmin Heart Rate Monitor as our sensor for obtaining heart
rate data. A Samsung Galaxy S4 (I9505) smart phone was
used in our experiment as it meets all the requirements.

Around 25 persons of different ages were chosen
randomly for our data collection process. They were also
different in physical built, height and weight.

Figure 3. System Architecture

For developing the system, we built the Android app.
This smart phone app was built using Android Development
Tools (ADT) bundle which integrates a collection of the
following programs:

- Eclipse: an integrated environment for the
development of software projects with multi-language
support.

- ADT plug-in: the toolset for Eclipse designed to allow the
development of Android Apps.

- Android Software Development Kit (SDK): provides the
API libraries and developer tools required to build apps for
Android.

- ANT + SDK: provides the API libraries to use the ANT+
sensors.

From the Android App All data is passed to server via
wireless medium. Then, on the server side all calculation is
done. We take samples at a rate of 50 samples/second. The
length of each activity sample is 8 seconds. We also
calculate warp path by applying DTW algorithm. Warp
path is calculated of every test data by taking the distance
from the steady state. DTW works in only one dimension,
but both the accelerometer and the gyroscope have three
dimensions of data. So, we calculated the distance for each
dimension and combined them to a single value which is our
warp path using (1) and (2).

D, = (M

Copyright (c) IARIA, 2016. ISBN: 978-1-61208-468-8

D, = @

Here D, and D, is the warp path for accelerometer and
gyroscope, respectively.

For each template, each test data produced a warp
distance indicating the difference from the steady state.
Different kinds of activities produce different kinds of
distances. So using this distance we can train a classifier
which will take the warp path distance as input and then
classify it to a class of activity.

D, or D, = DTW (Test Data)
Output = Classifier (D, or Dy)

Figure 4. Accelerometer X axis value for different activities

If we observe the accelerometer x-axis values for
different activities from Figure 4, then we will see that each
of the activities has a specific pattern of acceleration
amplitude levels during the activity. For example, in case of
walking it is between 10 to -10, for jogging it is 20 to -20
and for running it is 40 to -40. However, the range is quite
the same for walking, going upstairs and downstairs. All
these characteristics remain consistent for the other
accelerometer axis also. So if we compare these time series
of the different activities with respect to a steady state then
the output will be quite similar for walking, going
downstairs and going upstairs but different for jogging and
running.

There are three axis in accelerometer and DTW can be
applied to only one time series at a time. So the warp path
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distance for each axis with respect to steady state has to be
measured separately and then combined to get a single
value. So we have calculated the DTW warp path distance
for each axis and combined them to a single value using the
approach illustrated in Figure 5.

Figure 5. Applying DTW with respect to Steady State

We have already seen that the amplitude of acceleration
differs for different kinds of activities. But, for walking,
going downstairs and upstairs, the values are quite similar.
That is why the total warp path distance (D,) measured
using DTW algorithm with respect to the Steady State is
quite the same for these activities but different for jogging
and running. Figure 6 shows the various warp path distance
values for five different activities.

Figure 6. Total DTW distance in amplitude

It is clear from the figure that jogging and running has
its separate zone but walking, going downstairs and going
downstairs are in the same zone. So if we consider walking,
going downstairs and going upstairs as a single class
(Combined Class) then using the total warp path distance of
an activity with a classifier, we can differentiate between the
combined class, jogging and running. Using this
characteristic, we have trained a k-NN classifier which takes
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the total warp path distance (D,) of an activity as input and
classifies into the combined class or jogging and running
Though the basic classification can be accomplished by the
aforementioned method, still the confusion remains as we
do not know the true class of an activity when it is classified
to the Combined Class. So here we are applying our context
filtering approach which uses barometer sensor values to
differentiate them. When a data is classified as Combined
Class, we are again filtering the decision using Context
Filtering.

If we take the differences of the altitude of the smart
phone from starting to ending point of combined class
activities, i.e.
dA = Altitude of ending point — Altitude of starting point
and plot them on a graph, it will look as depicted in Figure
7.

Figure 7. Altitude difference after applying KNN algorithm to find
optimal threshold

So if we use dA4 of a combined class activity, we can
easily differentiate them as each of walking, going
downstairs and going upstairs has their own separate area
and it is easily classifiable. We have used another k-NN
classifier here which uses dA of a combined class activity to
identify the true class. This is how an activity can be
classified into one of the five classes by reducing the
confusions.

V. RESULTS

Figures 8, 9 and 10 show the accuracy of detecting the
five activities, respectively, using only accelerometer, only
gyroscope and a combination of both sensors. On the basis
of the different accuracy level of the different cases, it is
clear that using only accelerometer in DTW produces better
result in our approach. The computational complexity is also
decreased as only the accelerometer is enough to detect the
basic activity.

More importantly, the accuracy level for detecting
similar activities like going downstairs and going upstairs
has also been increased with respect to previous studies. For
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these two particular cases, we obtained accuracy of 92.85%
and 100% respectively whereas in previous studies [5], the
accuracy was 59.3% and 55.5%.

Figure 8. Accuracy using only Accelerometer

Figure 9. Accuracy for Using Only Gyroscope Value

Figure 10. Accuracy for using Accelerometer & Gyroscope in
DTW
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Activity recognition success rate can again be increased
for people of different category if we use only the data of
that category as training samples. As people of different
categories were chosen for our data collection process, the
result we have acquired is quite for a general case.

VI. CONCLUSIONS

In this paper, we address some critical challenges of
Activity Recognition with Mobile phones. DTW is an
expensive algorithm with respect to time. May be this is the
reason why this algorithm has not yet been used in this
research field before, thinking that it may not be suitable for
real time recognition. But rather using DTW for traditional
template matching with respect to standard templates of
each kind of activity, we are using it only once with respect
to the steady state, reducing the sample number. We have
also differentiated between similar activities like going
upstairs and going downstairs. We all know that mobile
phones have limited power capacity. So we have run our
activity recognition classifier on our server instead on
mobile phones to reduce the use of mobile battery. In the
previous studies of human activity recognition, we have
seen that the orientation and location of the smart phone was
fixed to a certain part of a human body, mostly the waist.
But we have placed the phone in the right pocket of the pant.
So, it is more user friendly than the previous ones.

We also collected heart rate data during an activity.
However, heart rate is mostly person dependent. Each
person has a specific pattern of heart rate characteristic
during an activity. So it is quite difficult to extract a
universal feature from the heart rate values of a group of
people. That is why we could not use the heart rate data to
improve the classification result. However, as heart rate is
person dependent, in case of user dependent classification, it
may have some impact. This would be our future study to
use heart rate for user dependent activity recognition
learning. Recognition of semi-complex and complex
activities like cooking, dancing, and travelling in bus etc.
still remains a challenge. So along with locomotion
activities, we will also try to recognize these complex and
semi complex activities combining smart phone sensors and
the knowledge we gain from our current work.
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Abstract— This paper presents a method to recognize
Korean language input using hand information extracted
from 3D information taken from a single camera in a smart
device environment. The presented method uses the shape
information of an image of the hand as input for Korean
mobile phone keyboards. Depth information is used to
extract the region of the hand in real time. Through
preprocessing, noise is removed from the extracted region,
and the hand image is normalized with respect to its size and
movement. The normalized image of the hand is projected
using the rotation invariant Zernike basis function to
ascertain its moment. These moment values of the hand’s
shape are compared to values saved in a database, and the
character that has the closest moment value is input. The
proposed method, which is designed to overcome the
obstacle that people have unique hand shapes, makes use of
a system that can easily become familiarized with an
individual’s hand shape infor mation.

Keywords-Hand Gesture; Gesture Recognition; Text Input
System; Hand Shape; Shape Recognition.

l. INTRODUCTION

Electronic devices have become a staple of everyday
modern life. While such devices have been growing
smaller, their performance, an indicator of the progress
made by the electronics industry, has been improving
continuously. However, input methods for electronics are
still restricted to traditional methods such as the mouse and
keyboard. Recent advances have introduced the advent of
touch control methods, but it is still difficult to control
devices from a distance. Remote controls have offered
some solutions to the issue of long-distance control, but
even this method has the disadvantage of requiring
hardware to be carried by the user.

In efforts to solve these types of issues, human
computer interaction (HCI) research has been steadily
progressing [1]. Within the field of HCI, hand movements
that can simply and conveniently express a wide range of
information are most commonly used [2]. Such hand
movements are capable of controlling electronic devices,
and may be applied to the fields of user interfaces (Ul) and
user experience (UX).

The Shape Key Input Interface (KII) presented in this
paper is a system that recognizes the shape of the hand,
associating it to a character in Korean to be used as input.
Key factors in object recognition such as scale, translation,
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and rotation are normalized to achieve permanence in
scale and trandation.
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Figure1. System Control Algorithm

Permanence in rotation is reached through application
of a Zernike Shape Descriptor [4]. Rather than touching a
designated space within a 3-dimensional space,
recognizing the hand shape that corresponds to a keypad
button makes input simpler. Additionaly, a reatively
small number of hand shapes are used, consequently
allowing users to provide input without having to look at a
keypad. To overcome the issue of different users having
unique hand shapes, a system that can easily familiarize
itself with users’ hands and be customized according to
users tastes was implemented.

The system proposed in this paper is composed largely
of two parts, a region extraction and normalization part
and a shape recognition and character input part. The
algorithm of this system is shown in Figure 1.

Il.  ZERNIKE MOMENT

Zernike moment is defined as a complex othogonal
moment with an absolute value that is rotation invariant.
The Zernike moment can be considered as a projection of
the basis function, and the basis function of the n-th order
at its m-th repetition is defined as follow:

V. x,v)=V (p,0)=R, (p)exp(jm8&)

nm nm

(D
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Vimis a set of equations that are normal to a unit circle
in polar coordinates. Hence, there is no repetition of
information. nis 0 or a positive integer, and m is a number
that is even when 7~ | " | and a non-negative integer
when [71=7 Pis the distance from the origin to the point
(x,y), and has a domain of 0=, =1 6 jisthe angle that
the point (x,y) creates with the x axis and has a domain of

0<0<21

R..(p) is a radial polynomial of the Zernike moment,
and is expressed as given in equation (2).

{n—im))/2

(n—s)!

R,.(p)= -1y’ 4
wm(P) Z:, 1) 1(M+§m| ]{n—jml ]1 P
&l I | — & [k
2 2 (2)
A Zernike moment of order n and repetition m % is
expressed as in eguation (3).
Z.lm.‘ = EJ.J. 2. .3 .fl('r‘ Ar)I/JJ‘HJ(’1-1‘1")(1"-(’{1I
T xS 4y <l . (3)
where V* represents the complex conjugate. To solve
the Zernike moment for a discrete image, (3) can be
approximated as shown in (4).
= n+l : . ’ 5
2w = fle, )V (x,y),x +y =1
z ZZ ) 4)
A. Rotation invariant properties of Zernike moment
The rotation invariant properties of the Zernike
moment can be derived as follows. When an image /(¥
is converted into polar coordinates /(7:?) | an image
rotated by an amount ¢ isdefined as given in equation (5).
f(p,0)=f(p,6+a) (5)
Applying equation (5) to equation (3) results in
equation (6).
lej.'..u.l = Zum exp[ J””a.) . (6)
Equation (6), shown above, is valid, and as such, it can
be deduced that a rotated image affects only the
topological values. Expressing this resultsin equation (7).
| Z:.l.m |:| erm |. (7)

Hence, using the Zernike moment’ s absolute value as a
feature value reved sits rotation invariant nature [5].

I11.  HAND SHAPE RECOGNITION INPUT METHODOLOGY

This section deals with using the Zernike moment to
carry out hand shape recognition, and then translating
information of the hand shapes to character input.
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A. Hand separation method

As shown in Figure 2(a), the closest objects in the
depth image are selected as potential candidates that may
be the hand. This step resolves the issue of blindly
selecting the closest object as the hand. Once the
candidates are selected, the image is binarized (see Figure
2(b), and then labdling is performed to detect blobs, as
seen in Figure 2(c). Once the blobs are found, the largest
blob is selected as the hand Figure 2(d). Figure 2 illustrates
the above process.

After hand area recognition, in order to perform
Zernike basis function projection, the size and movement
must be normalized. To normalize the hand region into
even sizes, the hand’s center of mass must be determined.
To determine the center of mass, a distance transform is
used. This changes the image such that the brightest pixel
becomes the center of mass Figure 3(a). Once the center of
mass is found, using it as a center, an inscribed circle is
drawn. The inscribed circle can be found by taking the
image of the hand region and transforming it into a
contour image Figure 3(b), after which the minimum and
maximum distances from the contours to the center of
mass are calculated. The minimum distance is used to find
the inscribed circle, and al pixel information below the
edge of the circle is deleted as a means of removing the
wrist area, leaving only an image of the hand Figure 3(c).
Conversely, using the maximum distance, a circumscribed
circle around the hand can be drawn, and then the
maximum distance value is normalized to a predefined
size in order to ensure invariance in size and movement
Figure 3(d).

(a

=

)

)

Figure 2. Hand separation process (a) Depth image (b) Binarization (c)
Labeling (d) Largest blob detection

M

a)
(e) (d)

(e (d)

(b)

Figure 3. Normalization (a) Distance conversion (b) Contour image (c)
Inscribed circle (d) Circumscribed circle
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B. Hand image feature value extraction

The absolute value of the Zernike shape descriptor is
rotation invariant, making strong recognition of the size,
movement, and rotation of the hand images Figure 4(a)
possible. In the previous section, the Zernike basis
function, combined with the normalized image Figure 4(b)
was projected to find the moment value Figure 4(c),
leading to the determination of the image's feature values.

To further describe the process, Figure 4 is provided below.

C. Recognition enhancement through labeling

Using only the numerical moment values calculated in
the previous section, it is possible to proceed with
matching and still retain a high recognition rate. However,
during the comparison stage when the distance values are
compared, outliers may lead to similar or completely
different images being detected. This is especialy true
when there are numerous class variables, which is also
when sorting performance is at its lowest. To offset such
issues, alabeling technique is used to detect the number of
fingersin the image. This particular metric is chosen as the
number of fingers on a hand excellently reflects the
geometric properties of the hand. However, the discernible
types of shape information are limited, and only a
maximum of five may be detected.

Comparable classes are largely divided into 5 groups
and matched in order to minimize the possibility of error.
The use of labeling to detect the number of fingers is
shown below in Figure 5. Using labeling to find the
number of fingersis simple. All pixel data within a circle
with a certain radius extending from the center of mass are
deleted. Figure 5(a) is the origina image, and Figure 5(b)
is the image of the circle used for blob detection. The
number of blobs indicate the number of fingers, which in
Figure5(c) is5.

Images with only one finger detected can the compared
with other images with the same number of fingers to
improve recognition rates and lower the number of match
attempts required to sort images.

Value
00 15532
mn 23107

20 13754

9143

(m) (b) (x)

Figure4. Feature value extraction process (8) Normalized image (b)
Zernike basis function (c) Moment values

W

(a) (b) (c)

Figure5. Labeling process (a) Original image (b) Circleimage (c)
Resultant image
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D. User database creation

Identical hand shapes may actually turn out to have
differing shape images or different Zernike moment values.
Hence, this paper suggests the creation of a user
independent and user independent database.

The user independent database is filled with hand
shape information of numerous different people. The user
dependent database saves al the moment values of each
user’s hand shapes.

The reason for creating two separate databases is to
ensure a high rate of correct hand recognition even for first
time users, and to lay groundwork for creating a
personalized database to reach near-100% recognition
rates.

E. Character input using hand recognition

To peform character input using images of hand
shapes, a keypad, as shown in Figure 6, is used. The
keypad differs from normal keypads in that each key
corresponds to a certain hand shape. Users may imitate the
shapes using their hands to type Korean characters. Figure
7 lists the 15 hand shapes and the numerical values they
are linked to.

Figure 6. ShapeKll keypad

3

€

¥ W
¥ e
« &
i~y

s b -

Figure 7. Hand shapes and their associated number values

IV. EXPERIMENT RESULTSAND APPLICATIONS

Tests were performed using a computer with an Intel
Core i7-2600K 3.4GHz processor and 8GB of memory,
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adong with a depth camera DS325 [6] linked at 60FPS.
Software processing times are listed in [Table 1] below.
Most of the time was used in creating the depth image.
Considering the time required to compute the Zernike
moment and the load required to run the process in real-
time above 30FPS, it was decided that a 15-th order
Zernike moment would be used. The g-recursive method
introduced in [7] was applied to the Zernike moment to
reduce the calculation time.

To conduct a vdidation, for the user independent
database, 5 moment class values each of 15 hand shapes
were saved — a total of 750 moment values. In the case of
the user dependent database, 10 moment values were
assigned to a hand shape — a total of 150 moment values.
The sentence used to test the system was a Korean
pangram,
‘000000o0oooo0000oooooooooO
00000 that required 125 separate input characters,
of which the input speed Figure 8 was measured.
Additionaly, all hand shapes from number 1 to 15 were
repeated 10 times at random to test for accuracy.

The obtained results Figure 8 indicate that the mean
time required to type one character is 0.79 seconds. When
the user pre-registered his hand shapes, and then attempted
to type while looking at the instruction screen, recognition
reached over 98%, but the amount of time required
between input increased. To increase the typing speed, the
user memorized each shape and typed without referring to
instructions. Although this method increased typing speed,
typo probability increased. Figure 9 and Figure 10 present
the recognition rates for 10 users who made each hand
shape from number 1 to 15 randomly 10 times each for
both the user independent and user dependent cases. The
user independent case showed a 96.06% rate, which is
acceptable. The user dependent case, on the other hand,
athough requiring an extra registration process, yielded a
higher recognition rate of 98.06%.

TABLEI. PROCESSING TIME

Order(n)

Zernike

Depth Image

Total

0

1 msec

16 msec

17 msec

5

2 msec

16 msec

18 msec

10

7 msec

16 msec

23 msec

15

13 msec

16 msec

29 msec

20

25 msec

16 msec

41 msec

USER10
USER9
USERS
USER7
USERG6
USERS
USER4
USER3
USER2
USER1

I 101.7
I — 100..5
—— 89.4
I ——— 107.3
JE—— 103.2
——— 1029
I 995
I 98.1
J—— 103.4
—— 90.1

0 20 40 60 80

B (sec)

100 120

Figure 8. Pangram input time measurement
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Figure 9. Independent user hand shape recognition accuracy
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Figure 10. Dependent user hand shape recognition accuracy

A. Application

Taking into consideration the findings discussed in this
paper, a program named ShapeK|| was created. Figure 11
is the hardware setup used. A smart TV using a DS325
camera was installed in the top right. A gesture anaysis
was performed through a computer connected to the
television by HDMI cable. Figure 12 illustrates an
example of how ShapeKl| isto be used.

T DS SIS Camera

T Smart TV

Figure 11. System hardware configuration
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(a) (b}

Figure 12. ShapeK I system (&) Character typing using hand shapes (b)
Close-up of results screen

V. CONCLUSION

This paper proposed a Korean input system that uses a
single depth camera to extract 3D information of a user’'s
hand. The methodology presented worked regardiess of
the hand's location, using only the information of the
hand's shape to type Korean. A user dependent database
was employed so users could register their personal hand
shapes, thereby increasing user friendliness. The presented
method is currently limited to a short-range detection
system, but it will be extended to longer-range detection in
future work and will also be operable on smart devices.
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Ibrahim Yildiz

Department of Mechatronics Engineering
Necmettin Erbakan University
Konya / TURKEY
e-mail: iyildiz@konya.edu.tr

Abstract— Most of the spatially moving vehicles and game
controllers use 2-3 degrees of freedom joysticks to manipulate
objects position. However, most of the spatially moving
vehicles have more than 3 degrees of freedom, such as
helicopters, quadrotors, and planes. Therefore, additional
equipment like pedals or buttons is required during the
manipulation. In this study, a passive Stewart platform based
six degrees of freedom joystick was developed to control
spatially moving objects. The Stewart platform mechanism is a
six-degrees of freedom parallel mechanism, which has been
used for simulators. The main challenge of using a parallel
mechanism to manipulate objects is the computational burden
of its forward kinematics. Therefore, an artificial neural
network was used for the forward kinematic solution of the
Stewart platform mechanism to obtain the fastest response.
Linear potentiometers were used for the Stewart platform legs.
A mathematical model of a quadrotor was used to test the
capability of the joystick. The developed spatial joystick
successfully manipulated the virtual quadrotor model.

Keywords- Spatial joystick; Stewart platform.

L INTRODUCTION

The purpose of this study is to emphasize the difficulty of
traditional manipulation techniques, which are using a multi-
point control such as a lever, pedals, and collective lever.
This multi-tasking event is obviously difficult considering
learning, teaching and application procedure. Therefore, the
main objective of this study is gathering control tools of any
Spatially Moving Vehicles (SMV) into one hand. The
advantages of one-handed manipulation are investigated with
several scenarios, including reflection of external forces to
SMYV to the user’s hand and force feedback control of the
manipulation mechanism. In this research, a linear
potentiometer based Stewart platform (SP) as a man-machine
interface is proposed as a means of mechatronic design,
kinematic analysis, and simulation environment to
manipulate SMVs. Through the paper, first, the analysis of
SP mechanism for kinematics and design of the system is
investigated. Then, a “Quadrotor” is modeled using the
Newton-Euler approach, a Proportional Integral Derivative
(PID) controller is applied to the derived model and a user
interface is constructed for operating both the Quadrotor
model and Stewart Platform Mechanism (SPM)
simultaneously. Lastly, the virtual Quadrotor model is
manipulated with a real Stewart Platform Joystick.

Stewart-Gough Platform is a parallel mechanism which
was first used as an universal tire test machine and a flight
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simulator by V. E. Gough (1956) and D. Stewart (1965),
connecting a stationary lower and a mobile upper platform to
the two ends of six actuators in parallel and obtaining three
translational and three rotational Degrees of Freedom (DOF)
in space [1][2].

Many methods were studied for the solution of the
kinematics of the Stewart Platform Mechanism (SPM). A
major piece of work on solving the forward kinematics of
SPM was using the Bezout method [3]. This method allows
deriving the kinematics from a 16-th degree equation with
one unknown variable. The fact that one needs a numerical
solution to obtain the final equation is one of the
disadvantages of the method. Obtaining the answer from 16
solutions is one of the disadvantages of this method. Another
solution method uses Newton-Rhapson algorithm and this
was presented for solving the forward kinematics, iteratively
[4]. This method usually converges to the solution. However,
if one of the encoder data is not clear or wrong, the solution
is not able to converge. A nonlinear observer was designed
for predicting the 3 rotational and 3 translational
displacements of the SPM by using the state variables of the
mechanism, [5]. Artificial Neural Networks are also used for
solving the forward kinematics of the SPM [6][7]. This
method is the best suitable solution for real-time
mechanisms.

Human and robot interaction introduces new control
requirements over time [21]. One of them is the force
control. Investigations and comparisons were made on many
force control methods ranging from the simplest to the most
complex [8]. An active stiffness control, which is one of the
force control methods, was applied with the help of a
program for controlling 3 translational and 3 rotational axes
[9]. A pneumatically actuated 6x6 SPM was developed for
endoscopic surgery. The relationship between the endoscope
and the surface was provided by a force control algorithm
[10]. Force control and tactile control methods, which are
very important in terms of human-machine interaction, are
frequently used in rehabilitation systems. 6x6 SPM was
designed for the rehabilitation of the ankle with a user
interface [11]. A 3-axis parallel robot was developed for the
rehabilitation of the wrist and system performance was
investigated including the therapist effect [12][13]. A 3x3
Stewart platform manipulator has been proposed to
manipulate spatially moving vehicles with force feedback
[18]. This mechanism has six linear actuators and a
force/torque sensor to sense the applied force and it
successfully manipulated spatially moving vehicles.
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However, despite its small size, it is still too heavy for
practical applications.

Unmanned Air Vehicles (UAV) have become the center
of attraction due to their contributions to the military, rescue
and aerospace technologies. An important part of research
and development activities is the 4-rotor aircraft quadrotor,
which has 4 DOF and motion capability at 6 axes. The
Newton-Euler method has been used in many studies for
obtaining the mathematical model of the quadrotor [14][15].
Traditional and robust control algorithms were also applied
to a quadrotor [15][16][17]. A simplified deterministic model
of a quadrotor was presented for investigating the problem of
planning/re-planning [20]. In general, quadrotors and other
aerial vehicles have multiple manipulation points. The main
disadvantage of the developed manipulation mechanism is
that the user must carry out multiple tasks at the same time in
a standard multi-point manipulation. Briefly, the contribution
of this work is that the designed mechanism allows the user
to control all tasks from a single point. Section 2-A describes
the mechatronic design of the passive Stewart platform
mechanism. Section 2-B presents the forward kinematic
solution of the mechanism. Section 2-C describes the user
interface of the software and the specifications of the
mathematical model of the quadrotor. Section 3 consists of
the experimental results and discussions. Section 4 is the
conclusion section and addresses future works.

II.  MATERIALS AND METHODS

A. Mechatronic Design and specifications

The legs of the SP consist of six linear potentiometers.
The resistance of these potentiometers varies from 0 to 5 kQ
with the range of 0 to 100 mm. The diameter of the upper
ring (mobile ring) of the SP is 100 mm. The diameter of the
lower ring (stationary ring) is 140 mm.

Figure 1. Experimental setup of the SP joystick.

Potentiometers were connected both to the upper and
lower part of the SP with spherical joints. Analog input ports
of an Atmega powered Arduino Uno board were used both to
obtain voltage values from potentiometers and to send
position and orientation values of the SP to the computer,
which are obtained from forward kinematics. The
experimental setup of the SP joystick can be seen in Fig. 1.
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B. Forward Kinematics

Obtaining position and orientation of the mobile ring of
the SP mechanism from the leg lengths can be called forward
kinematics solution. Iterative solutions and optimized
solutions to solve the forward kinematics of the SP
mechanism have been proposed. However, iterative solutions
are not suitable for real-time applications because of time
delay. In this study, Artificial Neural Networks (ANN) are
used to solve the forward kinematics of the SP, which is
suitable for real-time applications because of fast response.
First of all, the workspace of the SP mechanism is scanned
with inverse kinematics to obtain training data, which are the
leg lengths for inputs and position/orientation values for
targets of ANN. Lawenberg & Marquard feed forward back
propagation algorithm is used to train ANN. The architecture
of the network can be seen in Fig. 2. Weight and bias values
of the network are embedded in the controller board after
training of the network. 20 neurons are used inside the
hidden layer. The leg lengths of the SP, which are obtained
from the potentiometer data, are the inputs to the network
(1).

Le]

L - [Ll LZ L3 L4_ L5 (l)

Figure 2. Artificial neural network architecture of the forward kinematics
of the SP

The output of the hidden layer can be expressed using
(2), where “L” is the leg length vector from (1), “W” and
“B” are the weight and bias vectors obtained from the trained
network, respectively. The weight value is the gain of an
input of a neuron. This value changes over the training
period of the neuron considering the importance of the input.
As an example, if the effect of an input is important for the
output, the value of the weight of the neuron should be
bigger. The bias value is the minimum stimulation level of
the neuron. The sensitivity of the neuron is inversely
proportional to the bias value. Mentioned ANN coefficients
are decided during the learning process. The output of a
neuron could be a linear or nonlinear function of input
values. In the present study, tangent sigmoid function (a
special case of logistic function) is used for the neurons in
the hidden layer and linear function is used for the neurons in
the output layer.

Out, = 2/1 + (e72LW1+B1) ()
The output of the complete ANN gives the position and
orientation vector of the SP as in (3).

Output = (2/1 + (e 2EWitBU)) W, + B, (3)
C. Computer interface

The communication between the SP joystick and the
computer was provided with an rs232 communication
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protocol [22]. A test program was written which includes the
dynamic model of a quadrotor. The controller board of the
SP joystick sends the position and orientation data to the
computer. These outputs of the SP joystick are the reference
inputs of the quadrotor model. A quadrotor mechanism has 6
degrees of freedom where two of them are dependent on
angular motion around its x and y-axes. That means, if a
quadrotor needs to move along X or y-axes, it must rotate
itself around these axes.

Dynamic model and control strategies of a quadrotor have
been investigated by many of researchers. In this study, the
dynamic model of the quadrotor is constructed by using the
Newton-Euler approach  [14][15]. A schematic

representation of a quadrotor can be shown in Fig. 3. F_,

represents the thrust generated by the propellers, £ is the
distance of the motors to the center of mass of the
quadrotor, capital X, Y, Z is the translational displacement

of the ¢1,07 ,y1 the

displacements of the quadrotor along the x, y, z-axes, M,

quadrotor, are rotational

is the mass of the quadrotor, g is the acceleration due to
gravity.

A quadrotor contains 4 dc motor actuated propellers,
which are mounted on the body. Each propeller generates
reverse torques onto the body of the quadrotor. The rotation
directions of propellers are selected to eliminate this effect.

Spatially moving vehicles are exposed to various
physical effects like aerodynamics, inertia, gravity,
gyroscopic forces and friction. Some of the assumptions
listed below were used for modeling.

e  Ground effect is neglected.

e Propeller blades are not flexible.

e Construction of mechanism is
symmetric.

e Thrust and drag forces are proportional to the
square of propeller velocities.

e  Air drag friction is included.

rigid and

Figure 3. Schematic representation of a quadrotor

Proportional integral derivative (PID) control was used to
control the 4-degree of freedom of the quadrotor, which can
be seen in Fig. 4. The reference values of the controller were
obtained from the output of the forward kinematics of the SP
joystick.  The position feedback of the quadrotor was
obtained from the dynamic equations of the quadrotor. The
PID coefficients of the controllers were decided after a series
of simulation considering the settling time, overshoot and
steady state error values.
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Figure 4. Control schematic of the quadrotor model.

Figure 5. User interface of the test program

The developed user interface of the test program can be
seen in Fig. 5. The user interface allows the user to observe
both the incoming data from the SP and the action of the
quadrotor model considering the reference data coming from
the SP joystick.

III. RESULTS AND DISCUSSIONS

The dynamic model and the control of the quadrotor were
tested with the developed interface. Reference values of 10
m for displacement along the z-axis, 45 degrees for
displacement around the z-axis, 15 degrees for displacement
around the x-axis, -15 degrees for displacement around the y-
axis were used. The response of the controller is shown in
Fig. 6. The dynamic model of the quadrotor successfully
reaches the reference values.
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Figure 6. Response of the PID controllers

Manipulation of the dynamic quadrotor model was also
tested with SP joystick. The reference values of the angular
displacements of the quadrotor model are the displacement
of the SP around the x, y and z-axes. The reference value of
the linear displacement of the quadrotor along the z-axis
was the multiplication of displacement of the SP along the
z-axis with a coefficient. The test was performed by one
inexperienced user. Moving the quadrotor model separately
around the X, y, z-axis and along the z-axis was requested
from the user.

Figure 7. Displacement of the Quadrotor model and the SP joystick along
the z-axis.

Figure 8. The angular displacement of the quadrotor and the SP joystick
around the x-axis.

Copyright (c) IARIA, 2016. ISBN: 978-1-61208-468-8

Figure 9. The angular displacement of the quadrotor and the SP joystick
around the y-axis.

Figure 10. The angular displacement of the quadrotor and the SP joystick
around the z-axis.

The quadrotor successfully reaches the incoming
reference values from the SP. Fig. 7, 8, 9, 10 depict the
displacement of both the quadrotor model and the SP
joystick. The dynamics of the quadrotor and the PID
controller cause a time delay between the reference values
and the position of the quadrotor. This settling time of the
quadrotor can be clearly seen in the mentioned figures.

IV. CONCLUSIONS

Manipulation of the spatially moving objects is
important considering both the cost of the aerial vehicles
and safety of passengers. Multiple manipulations might
distract the user. The reason for many accidents is the
distraction of the pilot or the user. Therefore, a passive 6
DOF Stewart platform based joystick was designed for
single point manipulation. Classical iterative solutions of the
forward kinematics of the SP cause time delays and errors
considering real-time applications. Therefore, ANN was
used for forward kinematics solution of the SP. A dynamic
model of a quadrotor was derived for testing the
manipulation of the SP joystick. PID controllers were used
to control the axes of the quadrotor. A user interface was
built containing the dynamic model of the quadrotor.
Finally, the quadrotor model was successfully manipulated
from a single point with the SP joystick.

It is very probable that the development of one point
manipulation will become the center of attraction for most
disciplines, including simulation or game development. The
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developed low-cost Stewart platform joystick solution
promises to open a new era for man-machine interface.
Haptic feedback with linear actuators instead of
potentiometers should be provided for the user to sense both
the inertial and other external forces is considered in future
works.
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Abstract— The Brain-Computer Interface (BCI) technology
can convert brain electrical signals into commands able to
control external devices without the need of any voluntary
movement. This can be an innovative solution that allows
interaction, especially for patients with pathologies such as
Amyotrophic Lateral Sclerosis, Multiple Sclerosis, Muscular
Dystrophy or ischemic/traumatic injuries, unable to use
standard Augmentative Alternative Communication (AAC)
devices because of the loss of limbs movements, gaze control or
ophthalmological disorders. Among different approaches of
signal analysis, a recent BCI device, Braincontrol Basic
Communicator, based on event related desynchronization
(ERD) produced by motor imagery (MI), has been recently
developed by Liquidweb s.r.l. and used in the current study to
overcome physical issues of these patients. The aim of this
study was to verify the efficacy of the Braincontrol as an AAC
device and to validate the training methodology with regards
to patients in locked-in state (LIS). The study was conducted,
from 2012 to 2015, on two groups: 42 patients with
communication and motility disorder (of these 13 were in LIS
and 10 in condition similar to the complete locked-in state,
with no feedback and unknown cognitive status) and 63
healthy users. The results of this observation confirm that the
device, after the first phase training, is efficient and robust for
patients. Trainings have been completed successfully for all the
healthy users and patients in initial and severe stage of the
disease, only 2 out 42 patients failed the training. In particular,
the 2 patients were in the condition similar to the complete
locked-in state (CLIS). After this study, 17 locked-in patients
have continued to use the system as a unique tool for
communication.

Keyword-Brain-Computer Interface (BCI); Augmentative and
Alternative Communication (AAC); Assistive Technologies;
Amyotrophic Lateral Sclerosis (ALS).

[. INTRODUCTION

Motor neuron diseases and degenerative neuromuscular
disorders are characterized by a gradual loss of muscular
function while wusually retaining complete cognitive
functions.

The progressive neurodegeneration induces progressive
loss of upper and lower motor neurons, causing a
progressive complete destruction of the peripheral and
central motor system. The resulting condition is called
Completely Locked-in State (CLIS).
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If rudimentary control of at least one muscle is present,
we speak of Locked-in State (LIS). The principal assistive
technologies for LIS patients include residual movement
controlled systems [16]-[17], voice-controlled systems, eye-
tracking and brain computer interface (BCI). Brain-
computer interface technology interprets electrical signals
corresponding to a specific brain activity and allows the
control of a computer or other external devices [1]-[13][18]
(See Figure 1).

The interaction methods of BCI are classified on the
identification and collection of the signal: there are Invasive,
Partially Invasive and Noninvasive BCI.

The invasive category needs a neurosurgical implant of
the sensors on the cerebral cortex, the partially invasive one
requires the application of the sensors on the epidural or
subdural space to record Electrocorticographic (ECoG)
signal, while the noninvasive category uses external surface
sensors in contact with the scalp permitting to record
different kinds of signals, like Electroencephalography
(EEG), Magnetoencephalography (MEG) and functional
Magnetic Resonance Imaging (fMRI).

A different signal analysis, approaching to the EEG-
BCI, includes Event-Related (P300) Potentials, Slow
Cortical Potentials, Steady State Visual Evoked Potentials
(SSVEP), Sensorimotor Rhythms (SMRs), and the Event
Related Desynchronization or Synchronization (ERD/ERS)
produced by Motor Imagery (MI).

Figure 1. BCI Technology
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Most of projects detects P300 Potentials or Visual
Evoked Potentials but due to the need of sight in order to
concentrate on the desired object, there are many patients
who cannot use this technology. Furthermore, the weak
electrical signal created by P300 requires gel-based EEG
sensors, which means more time and hassle to prepare
before use and clean after use.

Braincontrol system, instead, based on Motor Imagery,
was developed by Liquidweb s.r.l. around the needs of CLIS
and can also be used by blind people.

The first prototype, able to recognize 6 imagined
movements, pull/push, top/bottom, left/right, was released
in the fall of 2010 [14]. It has been continuously
implemented between 2010 and 2012 and tested in the same
period with more than 30 healthy volunteers providing
excellent results and encouraging the development. The first
version, Braincontrol “Basic Communicator”, was
completed in the middle of 2013. It fills a technological void
for CLIS patients who cannot use eye-tracking systems or
other assistive technologies.

Future versions of BrainControl, which are currently
under development, will include advanced communication
and entertainment (virtual keyboard, text-to-speech, social
networks, email,), home automation (lights, temperature,
etc.), control of a wheelchair and robotics (See Figure 2).

Figure 2. Roadmap

Working prototypes of all these functionalities have
been developed and one of these, in robotic field, is
BrainHuRo, a research project that applies BCI to humanoid
robots [15].

The rest of the paper is structured as follows. Section II
explains the aims of this study and the research protocol
with Braincontrol. Section III reports the results of the
study, concerning the percentage of success, while Section
IV draws conclusions about the results.

II. AIM AND METHOD

The first aim of this study was to verify the efficacy of
Braincontrol as an effective AAC communicator in patients
with communicative and motility disorder. This aim will be
evaluated on performing specific tasks described below. The
secondary aim was to validate the trainings methodology in
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terms of targets roadmap, sessions timing and number of
sessions, with regards to patients in locked-in state, in
particular using feedbacks and advices from the healthy
control group. The interaction system used is a sensorimotor
rhythm (SMR) based BCI on top of a neurological process
known as Event-Related Desynchronization (ERD). The
ERD is detectable as a decrease in power in the B-frequency
band on corresponding motor cortices. It has to be adapted
to person-specific by the use of machine learning
techniques. The heart of Braincontrol is a proprietary
classifier of EEG patterns based on neural network
technology and combined with an adaptive Bayesian
algorithm for customizing different needs in different
patients. The EEG headset, by Emotiv Inc. [19], detects and
transfers the signals to the computer through wireless
technology. The electrodes simply need to be dampened
using a saline solution, instead of a special gel required from
other headsets. It works like a mental joystick, detecting 6
types of imagined movements (IM), allowing a computer or
other external devices to be controlled (See Figure 3).

Figure 3. BraincontrolArchitecture

The device used for the study includes a “Yes/No/Don’t
know* Selector (See Figure 4) and a “Sentence Finder” (See
Figure 5). The user interface uses a scanning mode to move
between available options and utilizes just one movement-
related thought to select the desired choice.

Figure 4. Yes/No/Don’t Know Selector
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Figure 5. Sentence Finder

The trainings have been carried out in four remote
sessions (video conference with remote desktop control) of
one hour each, planned in one month period for each user,
from August 2012 to June 2015, with two groups of users:

I. 63 healthy volunteers

II. 42 patients with communicative and motility
impairment.

The sample of healthy users was considered as a control
group, to improve the quality of trainings through advices
and to verify eventual differences on the roadmap.

During the first training, the trainer explains to the
patient how the system works, its functionalities and the
training purpose, then he starts with multiple iterative
sessions of calibration and testing. During the calibration
phase (See Figure 6), the software records the EEG data
from the user which was asked to stay focused for a few
seconds on the movement-related thought that will be used
for controlling the system.

The test phases consist of asking the patients to select
predefined sequences of choices.

This iterative session is conducted for 30-40 minutes and
is replicated in the followings 3 sessions during the first
month. If the user selects at least 4 predefined choices
without errors during the test phase, the training is
considered successful.

Figure 6. Calibration
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After this first training phase the work is focused on the
improvement of performances, by increasing the scanning
speed and reducing the time of selection, in order to have a
fast and efficient interaction.

III. RESULTS

In the period of August 2012 — June 2015 we carried out
sessions of training with two groups of users:

I. 63 healthy volunteers

II. 42 patients with communicative and motility
impairment

A. 19 in initial or severe stage of the disease

B. 23 locked-in (10 of these are in a
condition similar to the complete locked-in state, with
no possibility to give feedback).

The group of healthy volunteers, as the group IIA (19
initial and severe patients), completed successfully the
training phase representing the 100% of the efficacy of the
device.

Also in the LIS group (IIB) 21 out of 23 patients
overcame the training phase (with a percent of 91% of
success). The two, in particular, were in similar CLIS, in
which cognitive abilities were unknown, and no kind of
feedbacks was possible.

These results were stable over time, after the first phase
of training. In patients who achieved the objectives it was
possible to continue with the training and make them
keen and able to use the device independently as a
communicator.

IVv. CONCLUSION

The aim of this study was to verify the efficacy and the
effectiveness of Braincontrol as an AAC, improving training
methodology with regards to patients in locked-in state. The
study was conducted from 2012 to 2015, on a group of 63
healthy users and on 42 patients with communication or
mobility impairment, planning four trainings in a one month
period. The results of this observation confirm that the
device, after the first phase training, is efficient and robust.
Trainings have been completed successfully for all the
healthy users and for patients in initial and severe stage of
the disease. Only 2 out of 42 patients located in the locked-
in group failed the training. In particular, these patients were
in similar CLIS, in which cognitive status information where
unknown. Seventeen locked-in patients, who really need this
technology, are presently using the system as a
communicator.
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Abstract—Augmented Reality is a variation of virtual reality
that allows users to view the real world augmented with virtual
objects. Therefore, it can be used to produce systems that
provide users with rich information about the scanned area. In
this paper, we present an application that locates and provides
the users with information about the local surrounding sites.
The application, which we call JoGuide, is designed to help
users in urban areas or tourism destinations to locate places
of interest near them by moving the camera of the device in
all possible directions to overlay information of places around
them. Places captured by the camera are located by adding
bins displaying the place name as defined by Foursquare.com
database. JoGuide is developed with Android and is set to
run on smartphones and tablets with different screen sizes,
computational and memory capabilities.

Keywords-Augmented reality; Mobile Computing; Mobile de-
vices; Text in scene images; Android.

I. INTRODUCTION

Augmented Reality (AR) creates an environment in which
real world and virtual world objects are presented together
within a single display [1]. The core idea behind AR is
overlaying computer generated graphics on top of the real
world scenes to create a seamless spatially-registered envi-
ronment [2]. The main goal of AR is providing applications
and programs to the users that brings virtual information to
their immediate surroundings and also to any indirect view
of the real-world environment (e.g., live-video stream) [3].

Since the first appearance of AR concepts in the 1950’s
in the cinema industry, AR has immensely grown. Cur-
rently, AR applications can be found in many domains
including medical visualization, entertainment, advertising,
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maintenance and repair, annotation, robot path planning,
geographical information systems, and education [4] [3] [5].

The use of AR applications on mobile devices (e.g.,
tablets, smartphones, digital cameras) is gaining more at-
tention due to the increasing power and decreasing prices of
mobile devices. Moreover, mobile devices come with various
input means (sensors, cameras, location) that facilitate the
development of a wide range AR mobile applications. Mo-
bile Augmented Reality (MAR) expands the set of services
that AR offers to include a wide range of scenarios in the
rich diversity of the mobile environments [6] [7]. AR can be
used in many types of applications including entertainment
and gaming, tourism, and navigation. A key feature of a
MAR application is that it provides the user with context-
related information in real time. This information can sup-
port various context-dependent applications. For example,
information about surrounding places, products, events, or
moving objects (e.g., transportation means) [8].

In this paper, we present a MAR application, called JoGu-
ide (stands for Jordan Guide), for locating and providing
information about surrounding sites, building, offices, or
any buildings of interest. The application aims to facilitate
the process of searching for sites surrounding the user.
The application can be very useful especially for the user
who goes to places never visited before (e.g., tourists).
The application provides information about surrounding sites
including landmarks, or small objects (e.g., shops, offices,
restaurants, etc.) by moving the camera in the direction of
the desired site. The information is displayed on the screen
without blocking the view.
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JoGuide is designed and implemented keeping in mind the
importance of achieving the following attributes: reliability,
usability, extensibility, and robustness. JoGuide is deployed
to run on Android platform version 4.1 or later and is
developed to work on devices with different screen sizes
and computational capabilities. JoGuide uses Global Posi-
tioning System (GPS) sensor, phone network and Internet
connection to determine current location. The application
uses a global maps website called Foursquare [9] to get
information about the sites of interest. The application uses
the phone camera to catch the scene, sends it to the site and
locates sites of interest. JoGuide allows users to learn more
information about venues and places surrounded them.

The rest of the paper is organized as follows. Section II
presents related work. Section IIT describes the design and
implementation of the presented application. Section IV
presents a demonstration of the application and discusses
usage issues. Finally, conclusions and future work are dis-
cussed in Section V.

II. RELATED WORK

In this section, we provide a summary of work in mobile
augmented reality that aims at developing tourism and navi-
gation applications. Please refer to [10], [11] for a complete
survey on mobile augmented reality.

Dahne et al. [12] presented a software that runs on Lap-
tops called Archeoguide to provide tourists with interactive
personalized information about historical sites. The applica-
tion was tested on the site of ancient Olympia in Greece.
Using Archeoguide, users can view a virtual reconstructions
of the ancient site. Images and videos are all loaded with the
application (i.e., no real time communication is required).

Fockler et al. [13] developed an enhanced museum guid-
ance application, called PhoneGuide, to introduce exhibi-
tions. PhoneGuide runs on mobile phones and displays
information on the phone when visitors targeted their mobile
phone cameras at exhibits. PhoneGuide runs a perception
neuronal network to recognize exhibits in images taken by
the phone camera.

Elmgqvist et al. [14] presented a mixed Reality platform for
navigation assistance in indoor environments. The platform,
which is called 3DVN, provides a multi-modal user interface
for navigating in existing physical buildings. 3DVN supports
both path finding and highlighting of local features.

Another museum guide was presented by Bruns et al. [15].
The guide uses widespread camera-equipped mobile phones
for on-device object recognition in combination with per-
vasive tracking. It also provides location- and object-aware
multimedia content to museum visitors.

Tokusho and Feiner [16] developed an application called
AR street view which provided an intuitive way to obtain
surrounding geographic information for navigation. When
users walk on a street, street name, virtual paths and current
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location were overlaid on real world to give users a quick
overview of environment around them.

Marimon et al. [17] developed an Android service plat-
form called MobiAR for tourist information based on AR.
MobiAR allows users to browse information and multimedia
content about a city through their mobile phones. The plat-
form handles location-based information, user preferences
and determines the tourist resource the user is interested in.

Bihler et al. [18] developed a prototypical context-aware
museum guide that uses ultrasonic signals, sent by a cheap,
stand-alone emitter. The smartphone is able to recognize
the exhibits by receiving a modulated ultrasonic signal, but
in any museum an adaptation of the used frequencies is
necessary.

Armanno et al. [19] developed an application called Sky-
LineDroid for virtual Heritage where Augmented Reality is
used on mobile phones to support visitors of outdoor cultural
heritage sites. Virtual and real world are overlaid on the
device screen, according to device position and orientation,
in order to immerse users in the 3D historical reconstruction
of ancient buildings.

Rubino et al. [20] presented a general framework for
the development of multimedia interactive guides for mo-
bile devices called MusA. The framework has a vision-
based indoor positioning system that allows the provision
of several LBS, from way-finding to the contextualized
communication of cultural contents, aimed at providing a
meaningful exploration of exhibits according to visitors’
personal interest and curiosity.

Chianese et al. [21] developed a location-based applica-
tion that aims at exploiting several location-based services
and technologies in order to realize a smart multimedia guide
system. The system is able to detect the closest artworks
to the user, make these artworks able to tweet and talk
during users visit and capable of automatically telling their
stories using multimedia facilities. The system was tested
at a sculptures art exhibition within the Maschio Angioino
castle, in Naples, Italy.

Murino et al. [22] presented an Android touristic appli-
cation called i-Street whose aim is to detect, identify and
read the street plates in a video flow and then to estimate
relative pose in order to accurately augment them with
virtual overlays. The application was tested in the historical
centre of Grenoble, France, proving to be robust to outdoor
illumination conditions and to device pose variance. The
average identification rate in realistic laboratory tests was
about 82%.

Jain et al. [23] adopted a top-down approach cutting
across smartphone sensing, computer vision, cloud offload-
ing, and linear optimization in order to develop location-
free geometric representation of the environment and using
this geometry to prune down the visual search space. They
developed a system called OverLay, which is currently
deployed in the engineering building and open for use to
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regular public.

III. APPLICATION DESIGN AND IMPLEMENTATION

We followed the Incremental Methodology in developing
our application. We choose this approach because it has
features that are suitable to our application. Mainly, it gener-
ates a working software early during the software life cycle,
easier to test and debug during a smaller iteration, and easier
to manage risks [24]. At a glance, incremental development
slices the system functionality into increments where in each
increment, a slice of functionality is delivered through cross-
discipline work, from the requirements to the deployment.
The unified process groups increments/iterations into the
phases of: inception, elaboration, construction,and transi-
tion [24].

We show the package diagram of the proposed application
in Figure 1. As the figure shows, the application consists of
three main components, these are:

1) Graphical User Interface (GUI). The component con-
tains the classes necessary for creating the GUIs. The
classes contained in the package are shown in Figure 2.
The component displays the following screens: (1)
Splash Layout, which includes the start and the wel-
come screens. (2)ArActivity Layout: the main applica-
tion screen, it combines two layouts, Camera Preview
layout, which is a simple wrapper around a camera
and a surface view that renders a centered preview
of the camera to the surface to resize preview aspect
ratio suitable for the screen of the device, and AR
Overlay layout, which shows pins and venues names
as text. (3) the output layout which show the view after
calculating angle between user location and nearby
venues.

Venue information is updated every 50 ms by a
request sent to Foursquare (using the communication
package).

2) Location. Contains classes for managing location in-
formation. The contents of the component are shown
in Figure 3.The location component is used by the
GUI to get and update the user location. Location is
detected every 30 seconds. That is, every 30 second
the application sends a request to the GPS or network
provider to get current user location.

3) Communication. Provides services to the other
two components including: communicating with
Foursquare, communicating with the GPS or the net-
work provider to get location information, and check-
ing Internet availability. Classes participating in the
communication package are shown in Figure 4.

We choose to refresh the location every 30 seconds as

a default value experimentally. The users can decrease this
value when they are moving fast (e.g., driving on a highway)
or increase it when they use the application while walking.
Updating the scenes with information is performed every 50
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Figure 2. GUI Package

ms to give the users a real-time experience and avoid losing
important sites information.

The location information from the GPS is sent to
FourSquare to get information about the nearby venues.
This information is used by the application to compute the
angles between the user current location and the nearby
venues. In addition, the application computes the rotation
and orientation of the camera, using the smartphone sensor.

Using the internal measurement unit of the smartphone
and the angles between current location and venues, we map
the venues locations to their locations that appear on the
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screen by drawing an icon on each venue found.

The prototype version of the application is implemented
with Android. The following tools and software are used to
implement JoGuide:

o Eclipse Indigo [25] with android plug-in.

e Microsoft Visio 2013 [26], for preparing the design
documents. We used UML [27] to describe the system
architecture.

o Adobe Photoshop CS5 [28], for designing icons and
images.

IV. DEMONSTRATION

In this section, we demonstrate how JoGuide can be used
to obtain information about surrounding sites and places.
Figure 5 shows the first screen displayed when a user starts
the application. When the application is loaded, it checks
if the GPS is activated, and if an Internet connection is
available. A message is displayed to the user to indicate
whether any of these resources are not available. Otherwise,
the start button becomes active and the user can start
spotting.

Figure 6 shows the screen displayed as the user presses the
start application button and JoGuide working by initializing
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Figure 5. Start Screen of JoGuide

camera and loading places. The application accordingly
sends a request to Foursquare and the GPS. This might take
some time depending on the Internet speed.

Loading Places

Figure 6. loading JoGuide

We tested the application in different urban sites, includ-
ing the downtown of the city of Amman, Jordan, the city
of Zarqa, Jordan, and the historical site of Petra, Jordan. In
all our experiments, JoGuide shows to be an easy to use
application, reliable, and provided the needed information
about the sites and shops surrounding the user. In Figure 7,
we show a camera shot with site information. We choose to
display the sites pins in dark blue and the sites names in red
in order to: (1) eliminate potential overlapping with objects
that appear on the screen, and (2) allow the information
to appear when the application is used in the dark. This
is shown in Figure 8 which shows a screenshot of the
application while used in the night. The icons are visible
for the user and the red color can alert the user attention for
the required site while the blue color is bright and easy to
find on a dark background.

It is though important to emphasize that the accuracy
of the displayed information depend on the information
provided by FourSquare maps (which in turn depend on the
information the municipality or the local government can
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Figure 7. Camera shot augmented with sites information (taken at Hashemite University Campus)

Figure 8. A night screenshot of JoGuide (taken at the downtown of Amman, Jordan)

provide for public use). email or Google Drive.
In order to keep the application light, we only store the
information retrieved from FourSquare obtained the current V. CONCLUSIONS AND FUTURE WORK
session (i.e., the currently spotted sites while the application In this paper, we presented an augmented reality based

is turned on). Users have the option of saving the augmented  mobile application named JoGuide. The prototype version of
images in a special folder on the device or share them via the application is developed with Android, and requests data
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about available sites from maps service site. The application
aims at easing the exploration of surrounding sites and
helping people like tourists to identify nearby places of
interest. In developing JoGuide, our target was to provide a
lightweight application with few memory and computational
requirements. We achieved our goal by minimizing the
amount of data stored in memory, and by retrofiring the
information via web services, and therefore, performing
part of the computations on the server side. We tested
the application in two major cities in Jordan and in one
historical site. The application has shown to be easy to use,
lightweight, and robust.

The presented work can be further extended in many
directions including:

« Enabling the retrieval of more information about venues
in order to give detailed and more accurate results about
the venues and locations.

« Providing the option of saving the visited sites (i.e., trip
tracker). This option will require saving information in
a light local database.

o Providing a vocal guidance option for users with dis-
abilities.

o Developing versions of the application that work on
different platforms (e.g., iOS for iPhones, Windows
phones).
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Abstract—There are different types of games that try to make
use of the motivation of a gaming situation in learning
contexts. This paper introduces the new terminology
‘Competence Developing Game’ (CDG) as an umbrella term
for all games with this intention. Based on this new
terminology, an assessment framework has been developed and
validated in scope of an empirical study. Now, all different
types of CDGs can be evaluated according to a defined and
uniform set of assessment criteria and, thus, are comparable
according to their characteristics and effectiveness.

Keywords-Serious Games; Gamification; Business Simulations;
Assessment.

l. INTRODUCTION

Using gaming concepts for teaching approaches provides
the advantage of transferring the motivation of a gaming
situation into a learning situation [1]. In addition, games
provide a safe room which gives players the possibility to
explore new behaviors or strategies without taking any risks
on their health or their (business) environment [2]. There are
three major kinds of games which are used in teaching
context: Serious Games, Business Simulations/Games and
the approach of Gamification. According to current research,
there is no framework or tool that stipulates the capability to
assess Serious Games, Business Simulation/Games and
gamified applications in a structured and comparable way.
One reason for this is the lack of an aligned terminology for
such games. In Section Il and Section Ill, a terminology
suggestion will be further motivated and defined. Section IV
describes a framework needed to handle the new
terminology. Section V offers an overview about future work
and further use.

Il.  MOTIVATING COMPETENCE DEVELOPING GAMES

A variety of publications defines the terms Serious
Games, Business Simulations/Games or Gamification, e.g.,
[31[4][5]. Furthermore, there is a number of definitions for
game concepts that are close to Serious Games (e.g., Game-
based Learning). By now, some authors argue that these
kind of game concepts are more or less equal to Serious
Games [6]. Other authors try to elaborate differences
between these concepts [7]. However, there is the
conviction that characteristics, pedagogies and the way of
game design are too different and that it is impossible to
handle all three concepts within one approach.
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In order to develop an umbrella term that combines the
three concepts mentioned within one approach, similarities
and differences had to be identified: All different kinds of
game concepts try to teach someone something, by using
different teaching approaches. There are very simple
designed games that teach only pure information without
any pedagogical concept or significant Game Design, Game
Mechanics, e. g., a vocabulary trainer. Such applications are
not inside the scope of the umbrella term because they are
not real games. If you extend the vocabulary trainer with
ranking systems or with a dynamic vocabulary in simulated
conversations, you get a gamified application that starts
touching the target field of the assessment framework. A
vocabulary trainer teaching the vocabulary inside a 3D-
world while telling a discoverable story (independent of the
pedagogical nature of such a game) is — by definition — a
Serious Game and, thus, inside the target field. Games in
scope of the umbrella term CDG have one characteristic in
common: They do not transfer information only, they also
teach how to use them.

I1l.  DEFINE COMPETENCE DEVELOPING GAMES

The European Parliament published a recommendation
for the definition of the term ‘competence’ based on the
work of the European Universities Continuing Education
Network (EUCEN). They are defining ‘competence’ as
follows: “‘competence’ means the proven ability to use
knowledge, skills and personal, social and/or methodological
abilities, in work or study situations and in professional and
personal development...” [8]. This definition of competence
describes the idea behind transporting knowledge -and how to
use it- in a sophisticated way. Games have the ability to teach
knowledge, skills, methodological abilities and how to use
them. If needed, they can even teach attitudes (Examples: [3]).
So CDG seems to be a suitable umbrella term. The following
definition of CDG is based on the above-mentioned definition
of ‘Competence’:

A Competence Developing Game (CDG), is a game that
has the primary purpose to teach knowledge, skills and
personal, social and/or methodological abilities, in work or
study situations and in professional and personal development
of the game player, by retaining the motivation of a gaming
situation.
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IV. PYRAMID ASSESSMENT FRAMEWORK FOR

‘COMPETENCE DEVELOPING GAMES’

The “Pyramid Assessment Framework for ‘Competence
Developing Games’* (short PACDG-Framework) provides the
possibility to assess any CDG in a systematic way. Assessment
results are comparable even if CDG are different in their nature.

A. Framework layers and steps

With the PACDG-Framework CDGs are evaluated from a
“Designer” and a “Player” perspective in seven separated steps
that build up on each other (hierarchical structure).

The basic idea of having a designated “Designer”-Layer is
to evaluate the game’s potential by investigating the integral
game components and the game’s goals. To support this, the
Designer-Layer includes the Pyramid-steps ‘“Problem”,
“Learning Goal”, “Story & Pedagogy” and “Game Design &
Aesthetics”.

The main goal of the “Player”-Layer is to investigate the
effect on the players during and after playing the game. In
scope of that, the game experience and the desired learning
effect on the player are investigated. The basis for that are the
Design-Layer
provides

B. Framework derivation and evaluation

Game types summarized under the CDG umbrella entail a
variety of frameworks, assessment tools, etc. The PACDG-
Framework combines these established approaches that can be
found e.g., in [9]. It represents a universal solution for all game
types summarized under the CDG umbrella. Thus, in scope of
its development, the most relevant and acknowledged game
focusing concepts as well as their underlying measurement
tools have been considered. Furthermore “Bloom’s taxonomy
of the Cognitive Domain” was taken into account as a common
measurement tool for learning outcomes [10]. Table 1 shows
which PACDG-Framework element has been mainly extracted
from or is inspired by which approach. In order to establish an
integrating concept by utilizing these different approaches the
major work had to be done by adjusting the concepts among
each other. That means, the PACDG-Framework combines
these concepts avoiding the identified weaknesses. By this, it
expanded the framework range. The original approaches
presented in Table 1 support either Serious Games or Business
Simulations. The PACG-Framework supports both and
Gamification-Application beyond.

results. However, the PACDG-Framework TABLE 1. DERIVATION OF THE PACDG-FRAMEWORK
three pyramid-steps inside the Player-Layer: | Base Approach PACDG-Framework Step
“Experience”, “Aftereffect” and “Impact”. Figure 1 illustrates | Bloom’s Taxonomy [11][12] | Impact
the framework and described the framework steps. Annetta’s Framework [13] Experience
Game Design
DPE Framework [14] Game Design & Aesthetics
scheck whether the underlying problem is solved by using Story & Pedagogy
the new competences
SDGA Framework [15] Learning goals
Eight fields instrument [2] Aftereffect
sassess whether players achieve the learning goals Problem

eassess whether players are able to use their new
competences in the real world

echeck whether the players immerse into a state of flow
echeck whether the players participate with the Game
Story

#assess the degree of motivation

scheck whether the degree of difficultly adjusts
autematically depending on the game situation
sassess whether the aesthetics are suitable for
the purpose

=check whether the Game Mechanics
patterns are transferable into reality

scheck whether the Game Mechanics

harmonize with the Game Story

sdocument the learning goals,
recognizable inside the game
edocument whether a learning goal is
suitable for problem solving and
when it is adequate achieved

sfind and document the
definition of the underlying
problem, the game wants to
solve

The PACDG-Framework

Figure 1.

Using the framework means to execute the illustrated steps
from bottom to top. Each layer focuses on another game part.
Because of the hierarchical structure causes for failures or
unwanted effects can be found in each underlying step. Every
step requires different assessment operations. These operations
are described on the right hand site of every step.
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An empirical study with 39 education experts was
conducted to validate the hierarchical PACDG-Framework
structure. The results show that the framework structure is
valid. First practical experiences using the framework show a
very suitable way to assess all kinds of CDGs. In addition, the
assessment results facilitate the description of game problems
and the identification of the associated causes in a systematic
way. The theoretical assumptions (game design & learning) on
which the framework is constructed are based on many
established and used approaches. That ensures a sophisticated
level of validity for the theoretical aspects, too. By this, in
short, the PACDG-framework validity is shown.

V. CONCLUSION AND FUTURE WORK

Further explanation about the empirical study and practical
tests will follow in a longer version of this paper. In addition,
more detailed assessment criteria underlying the assessment
operations of each step are being worked on. They will
contribute a better level of comparability between assessments.
Next, the framework will be used to assess games developed
for Cyber-Security trainings. By this, critical success criteria
for this kind of games should be defined and used for
developing an exemplary serious game within this scope.
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Abstract—The aim of this paper is to determine the intention of
supporting the use of a Learning Management System (LMS)
under Modular Object-Oriented Dynamic Learning
Environment (Moodle), in the creation of virtual classrooms as
support tools for on-campus work in higher education. We
used as a case study the points of view of academic authorities
from the National Polytechnic School. The opinion of this
group was considered as they are responsible for policies in
educational institutions: they lead and make decisions at the
university. To prove this objective we considered perceived
usefulness and easy usage. The Technology Acceptance Model
(TAM) was applied; this helped to confirm that the hypothesis
of virtual classrooms used as support tools in on-campus study
is backed by academic authorities, and is in concordance with
global, regional and local trends. The results of the research
show that age influences the acceptance of new technologies. It
is interesting to know that the perception of quality backed by
technology is high and that, based on the TAM model, the ease
of use and obtained benefits were determining variables in
accepting Moodle as an on-campus support tool. This is
important because they prove the current state of the use of
Information and Communication Technologies (ICTs) at the
university.

Keywords-Moodle; virtual classroom; higher education;
authorities.

L INTRODUCTION

The wuse of Information and Communication
Technologies (ICTs) in education is a coveted trend if we are
to expand access, eliminate exclusion and increase the
quality in education [1]. In general, ICTs are a set of
different technological tools and resources, used to
communicate, develop, spread, save and manage
information. Within the educational context, ICTs promote
digital literacy by generating essential skills and abilities for
life [1].

Considering its transcendence and linkage with the
teaching-learning process, ICT and education are two
elements that must merge, in order for ICTs to be immersed
in the teaching-learning process through a curriculum;
complement, so as to provide dynamics and motivation
necessary in the traditional teaching-learning process; and
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feed off, in order to mutually grow based on updating,
renewal and innovation.

This investigation’s objective is to determine the
intention of using Moodle to develop virtual classrooms as
support for on-campus learning. We used the views of the
academic authorities of a University in Quito - Ecuador as a
case study, a higher public education institution renowned
for its engineering programs.

Regarding the authorities, the information desired is their
perception of quality, ease of use and perceived usefulness of
ICTs in the teaching-learning process, specifically in the use
of virtual classrooms.

To achieve this goal, the paper is organized as follows. In
Section II, we show the importance of using ICTs through
Moodle as support tools for teaching-learning in higher
education institutions. In Section III, we analyze the use of
Moodle as an example of an ICT tool in education. Then,
the used materials and methods are presented in Section IV.
In Section V, the main results of the surveys answered by the
academic authorities are presented. Finally, the main
conclusions and future work are discussed.

II.  USING ICTS IN EDUCATION AT GLOBAL, REGIONAL
AND LOCAL LEVELS

A. Global and Regional Context

The inclusion of world policies supporting ICTs in
education has been desired and expected for quite some time.
The first policy referring to the integration of ICTs was
declared explicitly in the Millennium Development Goals
(MDQG), described in goal 8F: “In cooperation with the
public sector, provide access to benefits in new technologies,
especially information and communication” [2].

In 2000 at the World Education Summit held in Dakar,
Senegal, governments of 164 countries established eight
objectives and twelve strategies in order to achieve
Education for All (EFA) with a 2015 deadline. According to
UNESCO'’s follow-up report for EFA [3], the objective has
not been reached but the number of children and teenagers
without educations has decreased. A lot has been achieved in
gender parity and government care for quality education,
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although financial support has not been available in the use
of ICTs [1].

A tool to accomplish this is mentioned in strategy
number 10: “Harness New Information to Help Achieve
EFA goals” [3], but these policies have yet to be developed
with regard to ICTs in education. However, the World Bank
and UNESCO have supported the realization of global
annual symposia on ICTs, and UNESCO has supported
initiatives [4] that are a guide of ICT goals to achieve better
results in education.

The World Summit on the Information Society (WSIS),
held in 2003 and 2005, established a serious commitment
between governments in pursuit of an inclusive information
society. In the latest meeting in 2015, WSIS mentions two
guidelines related to education in which Latin America and
Caribbean sectors have to be included in their action plan.
The inclusion of the ICTs is explicitly mentioned to reach
this primary objective [5].

Meanwhile, in Latin America and the Caribbean,
governments have circumscribed in their agendas the
inclusion of ICTs in education as a priority theme, although,
in real life, it does not have the same priority, mainly due to
economic index factors that show obvious inequalities [5].

eLAC is an action plan for Latin America and Caribbean
Information Society which states ICTs as tools designed to
promote economic development and social inclusion [6][7].
Therefore, the Action Plan regarding Information and
Knowledge Society of Latin America, sets the following
policies regarding education:

"Develop and implement information technologies and
communications for inclusive education," taking advantage
of ICTs in the teaching-learning process with active
participation of those involved.

"Universalize access and expand the use of information
technology and communication for education" through
broadband connection, ICT teacher training, using teacher
learning networks, and regional educational portals [5].

B. Local Context

Within local context, the regulatory framework that
promotes the inclusion of ICT in Ecuador’s educational
system is mentioned in the Academic Regulations Regime
issued on November 21, 2013. It is the mandatory instrument
for all the Higher Education Institutions, public and private,
issued by the Council on Higher Education (CES). CES
functions include planning, regulating and coordinating the
Higher Education system which mentions the inclusion of
ICTs in the curriculum, learning activities, learning
modalities, digital literacy transversely into higher education,
etc., as mandatory, in articles 15,26,27,28,37,38,42,43,45 [8].

C. Institutional Context

The National Polytechnic School (Escuela Politécnica
Nacional EPN) where this study was carried out is
considered the nation’s top public institution by virtue of
being a High Education Institution (HEI) benchmarked for
its technical engineering, with an A institutional
accreditation level [9].
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According to the Regulation of Academic Regime
(RAR), the University is aligned with current regulations and
in light of these new state regulations, internal regulations
have been updated considering government policies and
following local, regional and global trends to support the use
of ICTs.

This research wanted to consider the opinion of
University academics responsible for this case study of using
virtual classrooms that use ICTs in the teaching-learning
process.

This information is relevant since the academic
authorities are responsible for making decisions inside HEISs,
and they also must answer global development and ICT
trends. There are numerous investigations regarding the
opinion of the students [10]-[14] and teachers [15]-[20], but
not of university academics authorities [21]-[24].

III. USE OF MOODLE IN EDUCATION

As we have seen, using ICTs in the teaching-learning
process is one of the requirements made at all Higher
Education Institutions at global and local level. They are
valued and recognized as being an indicator of quality in
higher education [25] so as to promote student intellectual
qualities of higher order thinking, problem solving,
communication skills and a profound knowledge of the
teaching and learning tools [16].

From this perspective, promoting the imminent use of
ICTs in the classroom using support tools such as blogs,
wikis, virtual classrooms, etc. needs to strengthen students’
digital skills [15][26]. It also requires teachers to develop
their skills in using ICTs as 21% century competencies to face
the challenges in changing scenarios and teaching
methodologies [15][27][28].

The 2015 NMC Horizon Report for Higher Education
[26], researches new technologies that will support the
teaching-learning process in higher education. Among these
technologies, we mention: mobile applications, cloud
computing, open content, collaborative environments,
adaptive environments, semantic applications, augmented
reality, blended-learning, massive open online courses
(MOOC:s), game-based learning, etc.

Many of these technologies use educational platforms
based on e-learning as support mainly at educational
institutions that need organization in learning. They consider
essential educational foundations in the teaching-learning
process mediated by LMS in order to foster relevant
learning, encourage critical thinking, collaborative and
cooperative work [15][17][19][18][29][30][31].

A major change with the use of virtual classrooms
through Moodle is where the learning environment changes
and evolves the roles of the participants in the teaching-
learning process. In this change the teacher ceases being the
center of the process, giving prominence to the student, who
becomes an active participant in his own learning process
under the guidance of the teacher as facilitator in the cycle
[7].

Another transformation is evidenced when the work
space becomes a timeless space, thereby adapting to all the
settings of teaching-learning in an open and accessible
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structure, according to the needs of the digital age in which
we live.

Virtual spaces expand the boundaries between formal and
informal education, producing effective learning in which
teachers, experts and students contribute.

A. Educational Trends of Virtual Spaces in Higher
Education.

Among the current trends in higher education we cite:
new pedagogical models for teaching-learning; virtual
learning tools to promote intelligent education, i.e. with the
maximum potential; online universities for formal and non-
formal learning saving time, space and money. In addition,
we can mention e-learning support centers for universities,
teacher training, as well as providing infrastructure and
methodology; globalizing e-learning in order to include all
regions by certifying qualifications; Open Educational
Resources (OER), given their accessibility, efficiency and
quality; and finally MOOCs, which encompasses all the
advantages of e-learning and is massively supported by the
best educational institutions in the world [31]. According
these world trends, this research supports e-learning in the
EPN; therefore, the investigation as previously mentioned,
uncovers the support of the University's authorities in using
virtual classrooms under Moodle to support teaching-
learning.

B.  Moodle as Tool to Support the Teaching-learning
Process.

There are many tools to support learning using ICTs, one
being the virtual classroom. The virtual classroom is used
both for full online learning (e-learning) and as support for
on-campus or hybrid learning (b-learning).

The use of virtual classrooms is widespread today, but it
is important to determine what their true function and use is
in education.

This will allow us to determine what resources are used
in the classroom, means of communication used by the
participants, the types of materials used, etc. It will be
considered that, while the tool plays a fundamental role as a
vehicle in the educational process, it is not an end, and for
this educational component, it is essential. [32].

There are numerous platforms for online course
management, but EPN chose Moodle for its recognized
advantages such as: being a General Public License (GNU)
open source system, its fundamental teaching bases in social
constructivism and a great learning community [33]. These
make it a unique LMS. The ease of use for online course
management and the availability of a variety of continuously
updated resources and activities (such as mobile devices)
make it the required worldwide platform. EPN has used
several versions and currently it uses version 2.6 in graduate
courses.

IV. MATERIALS AND METHODS
This investigation was carried out considering as a case

study the EPN, a public institution referenced nationwide.
An online survey was sent to the academic authorities and
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professors of the university who are responsible for making
decisions within their academic units. Out of 383 teachers,
only 77 (20%) answered as being authorities of the
institution.

The survey was conducted with nineteen questions using
the Likert scale [34]. The first part consisted of informative
questions and the second part was concerned with previous
experiences of virtual classrooms. Finally, we discovered the
acceptance variables in the use of the tool. Only the relevant
questions will be considered for the investigation; the
questions used can be seen in Table 1.

TABLE I. QUESTIONS IN THE SURVEY

Description
Q.1 | Select your gender Female
Male
Q.2 | Yourage 20-30
30-40
40-50
>50
Q.7 | Have you ever taken online classes? Yes
NO
Q.8 | How many classes have you taken? No answer
1-3
4-6
>6
Q.9 | What is your general perception Excellent
about the quality of online classes? Very good
Good
No good no
bad
Bad
No answer

Q.10 | What percentage of teachers at the >76%
University do you believe include the 51-75%
ICTs in their teaching practice? 26-50%

<25%

Q.11 | Do you think University has to Yes
include online education in its study No
modes?

Q.12 | Which learning mode you consider B-learning
more relevant in addition to the e-Learning
classroom in order to use it for a no answer
subject?

Q.14 | Do you think virtual classrooms will Yes
allow optimization of teacher’s time No
and efforts?

Q.16 | Rate the usability of Moodle used at 5 very easy
the University in order to implement
it in virtual classrooms. 1 very

difficult

Q.17 | Indicate why you use the following
Moodle communication tools?

Q.18 | Indicate what you use Moodle for?

Q.19 | Do you consider virtual classrooms Yes
under Moodle to be an accurate No
decision in order to be incorporated
as support tool in the learning
process?

Prepared by the authors.



ACHI 2016 : The Ninth International Conference on Advances in Computer-Human Interactions

A.  Metothodology

This study used as methodology the Davis [35]
Technology Accept Model (TAM), used for a lot of
investigations [15][18][36]-[41] in order to determine the
acceptance of the technology now applied to conclude about
the acceptance of LMS within Moodle used at the
University.

The TAM model is based on the perceived ease of use
and the perceived usefulness [15].

The perceived usefulness can be conceptualized as the
belief of teachers that this tool will help them perform their
duties, which can be seen in the learning outcomes in the
curriculum [15].

Many studies on the acceptance of ICTs revealed that
perceived usefulness and ease are key for their intended
usage [15][19][36][42].

This paper will focus on the degree of acceptance by the
academic authorities of ICTs in the classroom, specifically
the level of acceptance of virtual classrooms under Moodle
as tools to support classroom learning.

The ease of use and perceived usefulness by teachers are
the most important factors that will allow us to predict the
intention of using virtual classrooms [15]. Benefits such as
improvement in performance are expected when these
technologies are used.

V. RESULTS

The results obtained are as follows:

Question 1 Your gender? 31% of the authorities are
women and 69% are men, which is approximately the
promoted gender equality worldwide and is supported at the
state level, and therefore the University.

Question 2. Your age? 34% were between 20 and 30
years old; 29% were between 31 and 40 years of age, 11%
between 41 and 50 years and lastly, 26% were older than 50
years; this reflects young teachers’ participation in the
University decision-making process.

This generational change is due to new government
policies, and it is important that they are open to the use of
new tools such as Moodle.

Question 7. Have you ever taken online classes Question
8? And how many classes have you taken?

50 Q8. How many
classes have

Figure 1. Question 7 and Question 8.
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As it can be seen in Figure 1, 84% have taken an online
class; the number of classes taken was not representative
because they had taken only between one and three online
classes. This shows us the reality of this university.

Question 9. What is your general perception about
quality of online classes? 80% believed that quality of
classes is good or excellent and 20% believed the quality was
average or bad.

Question 9. What is your general perception about
quality of online classes? and Question 8. How many classes
have you taken?

o <
< \\Q,c\ o°b

e°°°
Figure 2. Question 8 and Question 9.
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In this case, in Figure 2, a combination is done with the
information questions. The results were: the more experience
a professor has with the online education, the better the
opinion about its quality.

Question 10. Do you think teachers at the University
include ICTs in their practice and in what percentage? 49%
of those surveyed believed that 25% of the University
professors used ICTs; 39% of the authorities believed ICTs
are used in 50% in classrooms. This is relevant because we
can observe awareness of an existing problem.

Question 11. Do you think the University should include
online education within its study modes? and Question 12.
Which learning mode you consider more relevant in addition
to the classroom?

60

A1 Wkial

\no aswer)

No Yes (no answer)

Figure 3. Question 11 and Question 12.

In these questions in Figure 3, 77% believe that virtual
education has to be included in institutions, and more
specifically 91% consider b-learning as the best option to
support classroom work.
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Question 14. Do you think virtual classrooms will allow
optimization of teacher’s time and effords? 74% answered
affirmatively.

Question 16. Rate usability of Moodle to be used in
virtual classrooms? Usability is the effectiveness perceived
and the possibility of taking advantage of all its potential (1
very difficult- 5 very easy), 75% rated it as having an
intermediate level of usability.

Question 17. Indicate why you use the following Moodle
communication tools? Table 2 determines why you use the
following communication Moodle tools in the classroom
from the point view of the authorities: To increase
communication frequency, the most used is chat (31%),
Solving Doubts (34%), Present Case Studies (34%),
Feedback (36%), Promoting knowledge construction (54%),
Generate discussion (68) and Encourage participation (43)
.They used the forum as a major communication tool in the
classroom. For Case studies, the blog was the most used,
with 31%. Finally, for Feedback, the mail was the most used
with 22%, as seen in Table 2.

TABLE II. WHY YOU USE THE FOLLOWING MOODLE
COMMUNICATION TOOLS

=
L =
= @
s =z o o 2
2 S 20 5 =

g E C. sl 2%l ¢8| F3

Prepared by the authors.

Question 18: Indicate what you use Moodle for? Figure 4
shows that the most common use given to Moodle is to
distribute materials (97%), followed by send Homework
(93%) and Organize information and Resources (89%), as
can be seen in Figure 4.

Question 19. Do you consider virtual classrooms to be an
accurate decision in order to be incorporated as support tool
in the learning process? 91% answered yes, which
corroborates international trends and support in e-learning in
Higher Education.

VI. DISCUSSION

The results of the investigation revealed that the inclusion
of tools to support learning is just beginning. The efforts of
this research are needed as real contributions to include tools
such as Moodle to support on-campus teaching-learning.

The results showed the full awareness of authorities
regarding the lack of using Moodle at the university; almost
50% of authorities believed that ICTs are used in fewer than
25% of the classrooms.
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Awareness is the first step in solving the problem; the
second step is the intention of solving the problem. 91% of
the respondents supported the use of virtual classrooms as
tools for on-campus work.

Send Homework 93
Consolidate Knowledge 80
Reflection & Analysis 80
Freelance Work 81
Cooperative Work 69
Pose Problems 74
Present Concepts 76
Organize Inf & Rec 89
Distribute materials 97

0 20 40 60 80 100

Not applicable Never

Alittle M Frequently+a lot

Figure 4. Question 18.

Variables that helped to confirm the research questions of
this study were: optimization of professors’ time and effort,
ease of use, usability and b-learning as the appropriate
modality for the research. Moodle reflected the optimization
of time and efforts of the teachers in 74%, which will be
reflected in their performance benefits [15].

The second variable considered in the study was ease of
use; 70% of authorities the believed the Moodle is not easy
or difficult to use.

Usability  involved  implicit  sub-variables  as
effectiveness, efficiency, satisfaction with 75%. All validated
variables allow us to confirm the hypothesis presented based
on the confirmation of sub-variables involved. These results
will encourage the authorities to include policies for the
usage and implementation of virtual classrooms under
Moodle.

Another important variable was that the most appropriate
e-learning mode in the context of EPN is b-learning. 91%
regarded it as the most appropriate mode through the use of
virtual classrooms.

Another important result in the research that showed the
respondents overwhelmingly considered Moodle as a means
to distribute information, the respondents had a basic
knowledge as to the potential of communication tools that
Moodle provides us. These results confirm the
underutilization of the platform, therefore it is necessary by
the authorities to support training plans for teachers to solve
this problem.
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VII. CONCLUSION AND FUTURE WORK

We must consider that more and better ICTs do not mean
more and better education; it is essential to promote digital
literacy as a new skill for life [15]. One of the most
important contributions of this research has been the
awareness on the part of the academic authorities on the need
to include ICTs in education.

However, there are still many obstacles to be overcome
in order for ICTs to have the desired impact on the teaching-
learning process. The main obstacle is the will of academic
leaders. They have the power in economic and political
topics to support these changes which will create
transcendence in education as a priority, according to the
development of technology in which we are immersed.

In previous research, as well as in this research, there
exists information about the perception of the Institution’s
students, professors and academic authorities. It would be
wise to carry out a comparative study with other HEISs to find
similarities and differences between participants’ points of
views in the teaching-learning process of their respective
universities in the use of Moodle. After analyzing the stake
holders’ opinion in the teaching-learning process under
Moodle, we propose, as future work a methodological
approach for the usage of virtual classrooms, as well as plans
for teachers training.
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Abstract— This paper discusses the prospects of using layered
graphs and eye-tracking system for describing and analyzing
player activity and his/her decisions in video game stories.
Understanding how the game interface affects the user’s
decision is a very interesting problem, especially in the serious
game field, because of real-life applications of acquired skills.
Very often, the game winning strategies lead players to fall into
bad habits. Reasoning based on the formal game system gives
tools to game analysis and to collect information about players’
behavior for further analysis. Eye-tracking information, i.e.,
gaze plot and heat maps give us knowledge about user
perception of the game screen and helps with answering the
question: what has affected the user during the decision
making process? The main goal of the paper is to show
usefulness of the proposed model while answering the sample
questions about players’ decisions.

Keywords-game design; user decisions; narrations; eye
tracking system; layered graph

1. INTRODUCTION

During the narrative game design process, especially for
games with educational aim and real world dependencies and
knowledge base, there are a few conditions that are
extremely important. Scenarios and situations must be
authentic and adequate and push the player to act. The
scenarios should create the illusion of unlimited possibilities,
but they should be precisely connected with the scope of
knowledge and trained skills. It should be possible to replay
and to explain the meaning of the winning strategies [1].

The comparison of user decisions in the game and in the
real life is connected with both problems of the real life
object representation in the game and the problem of the
perception of the Heads-Up Display (HUD) elements. The
challenge is how to prepare the “computable” model, i.e, the
one which helps us compare different players’ activity as
well as connect user physiological reactions (eye perception)
with the decisions taken.

The holistic model is based on the gameplay graph that
represents the current state of the game. Different groups of
elements can be identified: e.g., characters, locations, items
and abstract narrative elements. These four categories reflect
how players perceive games [2]. These elements could be
identified in traditional narratives as well, but such formal
models were not needed for their analysis. The usage of such
model is connected with gameplay based on user’s decision
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while comparing user’s strategies. Our aim was to make all
these elements uniform — so our model would process
elements in the same way. Player actions and all other
interactions in this world are denoted by connections
between these elements [4].

Decision making process is correlated with elements
available in the game, especially those noticed on the screen
at the moment of decision making (others had to be seen
prior) and player’s general knowledge. Especially in
narrative and serious games, it is extremely important to
examine why the user picks a certain game strategy and
condition of decision process. Researchers can speculate on
them using two elements of a given system: typical
sequences of gameplay graph states and information from
the eye-tracking system.

A. State of the art

Eye-tracking is more and more often used in research
game studies, especially as a game controlling device. Many
researches were conducted ease, immersion and player
satisfaction while using eye-tracker as input device, e.g. as
described in [16]. Eye-tracker as an evaluation tool was also
used in research studies to investigate the visual search
patterns and heap maps describing the main area of interest
on the screen [18]. The most popular approach is to collect
heat map data and take into consideration the player activity
throughout the game.

The approach presented in this paper is based on the
dependence between the gaze direction immediately before
decision. This approach is possible due to the graph of user
strategy connected with the eye-tracker data. The gaze
patterns and decision-making patterns can be associated in
this approach.

B. Research goals

The research goal is to find a correlation between players
eye-movement patterns and decision-making actions during
the gameplay. During the work, the simple adventure game
developed in the Department of Games Technology at
Jagiellonian University was tested on a group of students and
a question about their decision on choosing one of the three
strategies was asked. The purpose of the research works is to
show which elements of the user interface influenced the
user’s decision and which are useless in this context. The
idea of the graph representation of the game state is
presented in Section II and formal definitions are explained
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in Section III. Sections IV and V show the experiment and
implementation details and describe user-game interactions
noticed during research, especially the visual elements
influence controlled by the eye-tracking system. The last two
sections describe conclusions and future development.

II.  GAMEPLAY GRAPH

The basis for our further considerations will be a
gameplay graph, showing the game state in a specific
moment. It has been developed on a layered hierarchical
graph due to the expansions of the graph structure that layers
and hierarchies offer. Layered graphs have been used in
research models [5] and in video game design [6].

A. Structure homogeneity

First, as mentioned, the representation of the story with
graph nodes and edges is inherently arbitrary. Our goal was
to make it intuitive and homogeneous at the same time. It
means that all nodes and edges are identical in their
structure, so any transformation in the game world is
processed in the same way, independent from its narrative
meaning.

B. Graph representation

The key for understanding the universe of discourse is
the game world with its current state. It is quite intuitive,
because video game is commonly imagined as a virtual
reality — simulation of the elements of the real world [3].
Two types of edges are distinguished: internal edges between
nodes of the same layer and external edges between different
layers. The external relational structure for the game world is
represented by means of the layered graph. Figures 1 and 2
show the general structure of the used graph model and its
specific subsets. Figure 1 shows the general horizontal
dependences between subsets in the game word structure
elements of which layers interact with each other and which
can be embedded. Figure 2 shows the vertical segment of the
graph (a sheaf graph), elements of all layers describing the
character.

Figure 1. An example of a layered graph structure.
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Figure 2. A sheaf graph — an arrangement of the structure

The research mode of the gameplay shows how the graph
model changes after every player’s decision. Researcher can
investigate single players activity, creation and destruction of
the edges in the graph or seek for activity patterns e. g.
picking up items, changing locations, etc. it is possible to
calculate time between different activities and other factors.

III. FORMAL DEFINITIONS

Graphs used for gameplay modeling were formally
defined in [7][8], which in turn were inspired by [9][10].
According to them let us define the terms.

Let L be an alphabet of labels for nodes and edges. Let 4
be a nonempty, finite set of attributes.

Definition 1. A hierarchical graph is a system
G=(V,E,s,t,ch, lab, atr), )]
where:
e JV and E are finite disjoint sets of nodes and edges,
respectively,
o s:E—>Vandt:E —V are edge source and target
functions,
e ch:V UE — 2"%isa child nesting function
e Jab:V UE — Lis alabeling function, and
e atr:V UE — 2*is an attributing function.
Def. 1 determines types of attributes for nodes and edges. A
graph instance needs values of attributes and is defined as
follows:

Definition 2. Graph G or is layered if and only if:

vxeV:labx)eY;=lab(VNch'(x)eY; (2)
(i.e., anode and all its descendant nodes have labels from the
same layer).

IV. GAME STORY STRUCTURE AND USER DECISIONS
ANALYSIS

A. User strategy graph

Commercial video games use high performance game
engines, so graph-based models would not be used beyond
design phase. The main goal of this model is to analyze
player strategies through simpler graph structure — user
strategy graph.
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Knowledge is strong limitation for a player, whose
design activity involves manipulating on the word state
using elements of the language over the vocabulary [10]. As
we compare the graphs created — unconsciously — by the
player, we can analyze these productions.

B. Participants

Data was collected during the sessions of gameplay
(students of the Jagiellonian University and the author). The
used equipment was The Eye Tribe tracker (specification in

[15D).

The game is based on Polish folktale, where a young
shoemaker slays a dragon by feeding it sulfur-stuffed sheep
(by being a shoemaker, he can easily sew the sheep back
together). Apart from this, we have added a way of killing
the dragon by conventional armed force. There are two
versions of the game, each promotes one solution over the
other. The relative difficulty between victory paths in these
versions, as well as player performance are the focus of our
ongoing research.

The player takes the role of the young Shoemaker and
his quest is to defend the land against a Dragon. After doing
it, he may marry the Princess and has the right to rule the
land as a consequence.

C. Implementation

The model is currently developedin the Games
Technology Department of Jagiellonian University. The
game engine was built in C++ using Qt5 [18]. The
communication with the eye-tracking system (The Eye
Tribe tracker, 60 Hz, with latency <20 ms) was established
with open Application Programming Interface relying on the
standard TCP/IP protocol using open-source Node.js
runtime environment.

V. EXAMPLES OF USER-GAME INTERACTIONS

Thanks to the graph model, it is now possible to
connect user decision moments with the specific game state
and exact sequence of eye movements preceding the
moment of the decision.

There were three main factors influencing players
during the decision making process:

e textual scene characteristic with hints and
characters dialogs,

e visualization of game scene and player
condition (e.g., equipment, lives),

e players general knowledge.

In most cases, deliberated decisions were based on
these factors. Of course, there are decisions made by
chance, as a result of free exploration of the game world.

A. Free exploring effects

The group of players can be indicated with specific
user strategy graph: many visited locations (significantly
more then others), some of the locations visited repeatedly,
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but in unusual order (other players choose mostly one of a
few sequences of locations visited). Additionally, the time
of each visit was rather short.

B. General knowledge influence

In general, it is hard to prove that some players’ actions
arise due to general knowledge, not the game hints. An
interesting result of analyzing user strategy graph was
finding a fault in the story by our students. Their task was to
complete the game and they had several different paths to
do so. Some of them were stuck in a dead end when they fed
a sheep to the dragon. The sheep was designed to be fed to
the dragon, but according to the original story it should have
been stuffed with sulfur before. Designers knew the story
and did not try to feed the dragon with a raw sheep.
However, some students did not know the story very well
and fed the dragon with the sheep (as the folktale said), but
they did not remember why, so they did not fill the sheep
with the sulfur. As a result, the Dragon was thrived and
killed the player.

C. Textual description influence

Getting information from texts or images in the
gameplay is impossible to deduce from the graph, but there
are sequences of eye-tracking data — gaze plot — preluding
each decision made in the game.

Due to eye tracking studies taken on part of the
participants, there are two main strategies of gathering
information: take into consideration images, then text (an
example is shown in Figure 3); take into consideration text,
then images (different direction of gaze plot, as shown in
Figure 4) or, surprisingly, taking into consideration only the
text (as shown in Figure 5). In the figures mentioned, yellow
numbers show the order of object examined before the
players take action (keyboard event).

Figure 3. Most participants first stare at the screen images, then
take a look at the text
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Figure 4. Some participants have chosen a different order, first read
the text and then look at an image

Typical behavior in the difficult moments of the game
is to slow down (long time between state changes in the user
strategy graph) and to follow several times different
elements of the scene (textual and visual as well) with
player eyes (Figure 6.)

Figure 5. Surprisingly, a few participants did not take images
into consideration.

Figure 6. Typical process of looking for a solution of a difficult
situation in the game
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D. Visual elements influence

In most cases, after gathering visual information from
the scene, the user has focused on the text and only then has
made the decision.

There was a way to check whether the visualization
bothered the reception of the gameworld or not. A scene
was prepared where text gives the user advice to take a bath,
but there was no visual hint to do so (Figure 7). This was the
least often chosen way in the entire the game.

Figure 7. Textual hint (indicated by the yellow ring) not
visualized in the image

A surprising result of eye-tracking data analysis is the
fact that no one noticed the equipment backpack located in
the right top corner of the screen (Figure 6: backpack with
the item, Figure 7: backpack without any items). No one
throws a single glance at it throughout the entire game. It is
undoubtedly the fault of the user interface designer.

VI.  FURTHER DEVELOPMENT

The next step of the planned research is to take into
consideration educational serious games where information
of the reasons of player decisions is extremely important
and affects the estimate of learning efficiency.

Another problem is to prepare player strategy graphs
not only in the games designed by researchers, but also for
popular commercial games (in the individual cases of
experiments participants, but in such way automatically).

Research field of further challenges is to find closer
correlations between sequences of user decisions (currently
collected in user strategies graph) and eye movement as a
signal of wuser mental state (seeking the solvation,
determined, sure or lost, etc).

VIL

The proposed graph model can be considered as a tool
that can be used for testing storylines, as well as analyzing
user strategies. Thanks to automation and standardization,
several variations of a story can be reliably compared.
Players can also be surveyed for their strategies, perceived
difficulty level and general satisfaction with the stories.

CONCLUSION
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Furthermore the graph-based mechanisms are easily
used for deduction in the assigned logic. Using this
approach to the universe of discourse gives us a way to
investigate designer intentions and decisions.

One of the outcomes of the eye-tracking research is the
unique possibility of comparing effects of the users
decisions made in the game.
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Abstract— Electronic textbooks are a common topic in
academic research, yet the future is not being investigated
from a student perspective. This paper aims to add to the
current research by outlining students’ reading habits in
physical and electronic textbooks and identify what students
believe they need to properly study. This study utilized focus
groups with design and engineering students. These disciplines
were chosen due to their similar goals, yet different
approaches. Findings showed that the two groups of students
approach their academic readings in a different way and when
looking towards future electronic textbooks require some
discipline specific components. Yet, their similarities caused
some of their views and ideas to be the same, such as being able
to insert their own images into the textbooks and the desire for
less text and more interactive components to facilitate their
learning.  Understanding discipline needs and including
student input based on their perceived needs will assist in
designing future electronic textbooks that will meet academic
needs.

Keywords - focus group; electronic textbooks; academic
reading; design education; engineering education.

l. INTRODUCTION

Electronic textbooks are considered the future of
textbooks in higher education. Yet, students are not as
excited about this trend as many universities. While 60% of
students reported using electronic textbooks during their
academic studies, with half being required to by their
instructors, student preference for physical textbooks has not
waned [1]. In fact, many studies have shown that student
preferences of some components, such as search functions
and long blocks of text, negatively impacted student opinion
of electronic textbooks [2].

While electronic textbooks are starting to evolve past
simple .pdf representations of the physical text, they are in
their infancy. It has been individual schools creating their
own interactive electronic textbooks, which are shifting away
from the textbook metaphor [3] and creating this evolution.
This shift from the textbook metaphor will allow for
additional materials and components, which will enhance
and assist with the reading task [4]. Yet, creating this type of
electronic textbook for individual courses is time consuming
and impractical on a larger scale. On the other hand,
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electronic textbooks coming from major publishers tend to
follow a one size fits all mentality, assuming that all
components included in electronic textbooks can be used
broadly across disciplines. This is already accepted as
incorrect reasoning, as different disciplines are known to
approach their education in different ways [5], yet is still in
broad practice. Regardless of creating electronic textbooks
specifically tailored for courses or broader textbooks, there is
still the challenge of selecting and creating new supplemental
materials and components for this new type of electronic
textbook [6].

Not only would academics and publishers find creating
new content difficult, advancing technology and the use of
electronic textbooks may have altered the ways in which
students use textbooks. Students can now easily read in
cafes or while travelling [7], moving away from the desks
and tables that used to confine students. Being able to study
in more locations may seem positive, but without normal
study aides such as highlighters and notebooks, students may
find themselves slipping from the deep reading required
during revision, which allows for in-depth comprehension
and recall [8] to surface reading, which provides students
with a more limited understanding of the materials [9].
While some components included in current electronic
textbooks seem similar to the support activities students
employ during reading, they are noticeably different. For
example, many students take notes in the margins of their
physical textbooks to support their studying.  While
electronic textbooks commonly offer notation software,
notes are typically not displayed on the screen and require
clicking on a small icon to later revisit. This could cause the
students to miss their notes or interrupt their reading process
leading them to become distracted. In fact, electronic
annotation software is used less often than traditional note
taking done with a physical textbook [10]. The lack of
tangibility associated with electronic textbooks also
negatively affects the reading task [11]. Past research has
stated that electronic textbooks should enhance current
physical active reading activities while presenting an
interface that is easy to use [12].

Currently, the components being designed for future
electronic textbooks are not being decided by the students
[13]. This could lead to new textbooks not being able to
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fully support students’ study habits and not only failing the
student but becoming something that is looked on with
derision. The purpose of the focus groups outlined in this
paper was to identify, which components are important to
students during their studies. Since each discipline has
different approaches to studying and different needs, focus
groups were separated based on the two disciplines studied:
engineering and design. This allows for a better
understanding of how these groups of students approach
their studies. It also assists in identifying what type of
supplemental content needs to be created and what tools
need to be included to support academic reading in these
different disciplines.

This paper also aims to bring a deeper understanding to
the data from an earlier survey released at The Hong Kong
Polytechnic University [14]. It also provides insights into
how students complete their academic readings in physical
and electronic mediums and how they envision their future
electronic textbooks based on their discipline specific needs.
The rest of this paper is organized the following way.
Section Il describes the method employed in this paper.
Section Il presents the results of the focus groups. Section
IV discusses the results within the literature and in a more
general context. Section V presents the main conclusions
and presents some future areas that should be explored.

II.  METHOD

The method chosen to uncover student needs and
approaches in-depth was focus group [15]. The focus group
method allows for internal validity, a better understanding of
the phenomenon that would not be possible through methods
that use quantitative analysis, and assists in understanding
truly complex issues [15], which are necessary in this type of
research.

A. Participants

Students were recruited from The Hong Kong
Polytechnic University. There were two requirements for
participation. The first, students need to be enrolled in either
an undergraduate design or engineering program. The
second, the students needed to have prior experience using
electronic textbooks during their academic studies. Once
students volunteered for participation, they were placed into
three person focus groups made up of participants only from
their discipline. Students were overall balanced male and
female aged between 18 and 23.

B. Session Design

Each focus group session was designed to last
approximately one hour. The sessions were made up of
sixteen semi-structured interview questions, which were
followed up with questions related to the answers. Students
also participated in two activities during the session. The
first activity asked them how they define current electronic
textbooks. The second activity asked them to envision their
future electronic textbooks, without considering the
limitations of current technology. In this activity, students
were asked to include components they wanted in their
discipline specific electronic textbooks and then asked
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questions about how they would interact with these new
textbooks.  Each session was audio taped and later
transcribed.

C. Data Analysis

Once each session was transcribed, the data was coded.
The codes used in this research were grounded in the data
[16] and used to organize the data into recurring topics and
subtopics for easier analysis and development of theory.

I1l.  RESULTS

The semi-structured interview questions investigated the
habits, task requirements, and preferences of students in
regards to textbooks. The questions were broken up into
three segments on physical textbooks, electronic textbooks,
and future electronic textbooks. The same questions were
used for both design and engineering focus groups, although
follow up questions differed slightly based on the responses
given by students. During the future electronic textbook
segment, students were also asked for feedback based on
ranking data gained from an earlier survey. Two activities
were also completed by students, one during the electronic
textbook segment and one during the future electronic
textbook section. The results presented in this paper are the
detailed results from one design focus group and one
engineering focus group. These focus groups were a part of
a larger set of focus groups conducted until homogeneity was
reached [17, 18, 19].

A. Physical Textbooks

The questions regarding physical textbooks mostly dealt
with student habits regarding physical textbook reading.
Overall, design students reported to using physical textbooks
around 80% of their time while doing academic readings at a
desk at home for around two hours in the morning before
lectures. They reported using the textbooks as the main
source of learning concepts. The location preference is
related to the reported issue of dizziness from reading
physical textbooks on transportation. Engineering students
reported to using physical textbooks less than 50% of their
time while doing academic readings. How often engineering
students did academic reading varied greatly from only
during exam times to one hour per day in the afternoons and
evenings. They agreed that it should be done in the school
library due to the quiet environment away from the
distractions at home. Engineering students reported that the
purpose of their academic reading was to review that they
had learned during the lecture.

Investigation into the task requirements of academic
reading in a physical textbook was undertaken. Students
were questioned about what types of supporting activities
they did during physical textbook reading to help them
comprehend the material. Design students reported different
supporting activities such as summarizing important points
from the text into lists, highlighting, and searching for more
information by keywords. These students make notes in the
margins of the text, or if on a separate piece of paper, they
attach it to the original text. Similarly engineering students
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reported taking notes in the margins, highlighting, looking
over drafts from class, and looking up definitions in the
dictionary.

Students also reported some ergonomics issues and other
considerations when deciding to use physical textbooks.
Both groups of students reported that physical textbooks are
very difficult to carry around and that they are much more
expensive than their electronic counterparts. Yet, they
believe that physical textbooks are much more convenient to
take notes in.

B. Electronic Textbooks

1) Definition

Before answering questions similar to those asked during
the physical textbook segment, students were asked to
complete an activity in which they defined the term
electronic textbook. Design students defined electronic
textbooks as ““a tool for learning without physical barriers. It
contains lots of text, with additional elements including
pictures, audio, and video.” During this process, they also
highlighted several components as important to their current
electronic textbooks such as text, animations, images, video,
dictionaries, and infographics. = Text was considered
especially vital to the electronic textbook as students felt that
without text, the textbook loses its main purpose. They also
highlighted some ways that electronic textbooks have
enriched their learning experience such as facilitating
communication, increased mobility, and increased
interaction between the reader and the text. Engineering
students defined electronic textbooks as “a portable device
which includes all notes or text, video, and pictures into one
appliance. It is cheap, environmentally friendly, and
convenient when comparing to the physical textbook.”
Engineering students placed value on the electronic
textbook’s ability to search for keywords and additional
components such as animations, video, and images that help
facilitate their learning. They believe that the main purpose
of electronic textbooks is to help students revise concepts
they’ve learned in the classroom.

2) Usage

The questions regarding electronic textbooks mostly
dealt with student habits regarding electronic textbook
reading. Overall, design students reported that they spent
around 20% of their time reading in electronic textbooks in
the classroom at their desk during the lecture. The majority
of the time they access electronic textbooks, they use
laptops. They will use the phone if they need to do a short
reading and they feel the convenience outweighs the
limitations. Engineering students reported that they spent
around 10% of their time reading in electronic textbooks at
home or while travelling in the afternoon and evenings. The
students access their electronic textbooks on computers most
of the time.

Investigation into the task requirements of academic
reading in an electronic textbook was undertaken. Students
were questioned about what types of supporting activities
they did during electronic textbook reading to help them
comprehend the material. Design students reported using
highlighting tools, music to help them focus, and Microsoft
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Word or the comment function to take notes. While design
students reported taking notes while reading electronic
textbooks, they reported taking less notes than when using
physical textbooks. Engineering students reported using
built in encyclopedia functions, search functions,
highlighting, and screen capture functions most often.

While not explicitly asked about physical and cognitive
ergonomics issues related to electronic textbooks, both
engineering students and design students brought this subject
up. Both groups cited eye fatigue as a major concern
associated with the use of electronic textbooks, so students
prefer to use them for shorter readings. Design students also
discussed how they would rather print long readings instead
of viewing them online to facilitate their learning, believing
that the addition of too many components may destroy their
creativity, and difficulties reading paragraphs in the digital
form.  While engineering students stressed electronic
textbooks were easier to carry and allowed for more
mobility.

Students also reported several technical issues and other
aspects, which influence their interaction with electronic
textbooks. Design students repeatedly reported the battery
on their mobile devices as negatively impacting their
academic reading along with the scrolling times and the size
of the text. Both sets of students also discussed how the ease
of sharing and downloading electronic textbooks facilitated
their learning. In addition, the ability to take digital notes
makes them less likely to lose said notes. Yet, students felt
like typing instead of writing made it more difficult to
remember and digest the concepts. Engineering students
also wished for the ability to draw or write manually in their
electronic textbooks, but reported that the current technology
that allows these actions are buggy and slow making them
unusable. These students also discussed how cost, mobility,
and environmental friendliness made using electronic
textbooks more desirable.

C. Future Electronic Textbooks

The future of electronic textbooks was investigated in
many ways. Overall, design students reported that they
would be more likely to use electronic textbooks if they were
more interactive. They also desire more features such as
accurate text to speech and improved bookmarks that used a
sentence or word as the placer. Engineering students also
agreed that they would be more likely to use electronic
textbooks that were more interactive. They believed that this
type of electronic textbook would facilitate their learning,
speed up their work progress, and make them more efficient
students. They wanted less text and more components such
as 3D and manipulatable pictures and videos to help
illuminate the concepts.

When students were presented with information
regarding the answers from the previous survey, design
students agreed that the top five components chosen were
appropriate. They believed that text was more vital to the
learning experience than students in the survey rated it, but
agreed that the readings they have to read are diverse and
that a lot of it seems unimportant to them, which could have
influenced the ranking. Design students also reported that
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the findings of the undesirable components from the survey
were valid. Engineering students thought survey
respondents had overestimated the importance of text and
underestimated components such as 3D images. They
believed that this was because respondents chose
components they were more familiar with and could
envision.  Other than that, students believed the other
components chosen as desirable and undesirable were valid.

After this general information was gathered, students
were asked to complete the final activity in which they were
given free rein to create the perfect representation of an
electronic textbook for their discipline. As this was without
the constraints of current technology, many of the solutions
students presented would not be fully functional at this time.
Design students produced a sketch of their electronic
textbook, keeping notes on functionality and features
surrounding the sketch (see Figure 1).

Their electronic textbook took inspiration from Adobe
[lustrator’s interface and included the ability to add notes or
photos directly inline, bullet form text instead of paragraphs,
adjustable line spacing and text size, a table of contents,
video, audio, adjustable images, bookmarks, the ability to
synchronize across devices, translations, a dictionary, and an
encyclopedia. They felt that highlighting and annotation
tools would no longer be needed in their future electronic
textbook because there would be much less text. Students
built in the ability to hide unimportant content automatically
by extending the text by clicking on the bullet point text.
Many similar components appeared in the engineering future
electronic textbook, yet the representation students chose to
convey their textbook was a list form (see Figure 2). This
electronic textbook also relied on less text, yet included some
discipline specific aspects like interactive equations.
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Figure 1. Future electronic textbook by Design Students.
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Figure 2. Future electronic textbook by Engineering Students.
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IV. DISCUSSION

A. Student Usage

Student usage of physical and electronic textbooks
differed in both disciplines in all aspects of use. The
mobility offered to students by electronic textbooks change
where and when they do their studies. Even with this ease of
downloading and mobility, students still reported that they
preferred physical textbooks [1]. Similar to what past
research has uncovered, students do not want to read long
blocks of text in an electronic textbook [2]. Many of the
focus group participants reported that they would print out
long readings, rather than printing them on the screen.
Printing out pages from electronic textbooks allows for
students to continue to experience the four affordances of
spatial flexibility, manipulability, tangibility, and tailorability
which students are nostalgic about in regard to print
textbooks [11]. Supporting activities also changed for many
students. They found themselves taking notes less and
becoming frustrated with built in functions such as
bookmarking and annotation tools [10].  Repeatedly,
students reported taking notes in the physical form was
easier and allowed them to see their notes with the concepts,
which later assisted in revising the material. By
investigating current use of both types of textbooks, the
differences in usage, and understanding the reasoning behind
the usage design recommendations, such as shortening
blocks of text and finding opportunities to incorporate
aspects reminiscent of the four affordances, such as the
ability to see notes on the page instead of hidden within an
icon, can be made for future electronic textbooks.

B. Future Textbooks
Student preference for design attributes of electronic

m‘)w'bmf
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textbooks was similar in both fields of design and
engineering, yet several components differed. Overall, all
students agreed that text should be limited to the most
important information presented in a bullet point form.
More information could then be accessed through hovering
over the text. Students also felt that creating textbooks that
were more interactive would facilitate their learning and
allow them to truly understand the material. Based on
student responses, making this type of change would rectify
the change in reading style from surface reading back to deep
reading [8, 9], which is necessary for succeeding
academically. While these reported changes may make
electronic textbooks more appropriate for the type of reading
required, reported interaction may have been influenced by
current ideas of electronic textbooks like the students in the
focus group found with the past survey results [14]. In
addition, student enthusiasm for these components may later
wane yet that should do little to the effectiveness of the
components [20].

Because of the issues associated with students’ dislike of
long blocks of text and subsequent effect on reading quality,
it is recommended that designers incorporate short blocks of
text with extended information hidden. The loss of
information in long form can be supplemented with
components such as multimedia or other engaging
components.

C. Comparison of Disciplines

While there are many similarities in responses from both
engineering students and design students, there were some
fundamental differences. One of these differences was
illuminated during the second activity in which it became
apparent that while similar requirements may be requested,
the way students think and interact are different. Design
students felt comfortable creating a visual representation of
what they thought their perfect discipline specific future
electronic textbook was and worked together from the start
to create their ultimate proposal. This can be associated with
the nature of design being undertaken as a team project. On
the contrary, engineering students presented their answers in
a list form and instead of compromising and discussing
opinions during the creation process, waited until after their
individual lists were made to try and unify their answers.
This can be attributed to the often solitary nature of
engineering projects.

When examining the differences in component inclusion,
the discipline requirements become apparent. While both
groups of students wanted to be able to add their own photos
to the text inline and have text represented in bullet form,
engineering students did not feel that taking their own notes
were necessary in the new textbook. When asked about this,
they stated that the information was now in point form and
they no longer needed to take notes. On the contrary, design
students still wanted to take their own notes because of the
interdisciplinary and creative aspects of the design process.
Engineering students also requested the component
interactive equations be included in their future textbook,
which is consistent with a discipline that requires equations
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over those that do not such as design. Based on the
educational requirements of both disciplines of students, it is
important to ensure that components change based on the
needs of the students.

V. CONCLUSION AND FUTURE WORK

Overall, students believe that future electronic textbooks
need to be improved to become more interactive to facilitate
their learning and help them fully engage with the material.
Although, students can agree on this, when comparing two
similar  disciplines that share many fundamental
characteristics with differences in approaches, it becomes
apparent that the one-size fits all approach to textbook design
needs to be abandoned. Generally, students place high
priority on making future electronic textbooks more
interactive, discipline specific, and with less text. Yet,
students also note discipline specific components as vital,
such as interactive equations, in facilitating the
understanding of their work.

While design recommendations such as these have
important applications to industry and academia, more
research should be conducted to truly verify the practical
validity of the components suggested. The educational
perspective should also be investigated to understand the use
of electronic textbooks as a teaching aid. This perspective is
best investigated on an individual basis because of the
changing opinions of instructors.
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Abstract— A training-assistance system using mobile
augmented reality (AR) for outdoor-facility inspection was
designed, developed, and evaluated. In inspection training for
pole-mounted communication facilities for eectric power
supply operation, the realization of efficient, effective, and
autonomous learning is desired. In light of these, three AR
functions supporting inspection training, namely, pole
navigation, visualization for facility attributes, and facility-
defect search, were proposed. To realize these functions, a
hybrid tracking method for accurate AR overlaying was
proposed. Moreover, a prototype system was developed and
evaluated at a real training site. The evaluation results show
that the proposed system supports efficient, effective, and
autonomous learning. In other words, AR technology can be
applied totraining in outdoor-facility inspection.

Keywords-augmented reality; facility inspection; aining
assistance.

l. INTRODUCTION
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based training-assistance system and an effectaser u
interface were designed, and several technical adstffior
the system were proposed in section IV. In sectora
prototype system was developed. In section VI,
availability and practicability of the prototype svavaluated
by active workers and trainers at a real trainitg. ©n the
basis of the evaluation results, the applicabditynobile AR
technology to training in outdoor-facility inspemi was
examined. In section VII, some related works ateduced
and compared with our work. Finally, the conclusemd
future works are described in section VIILI.

the

Il.  ISSUESCONCERNINGINSPECTIONTRAINING AND
RESEARCHOBJECTIVE

Electric-power companies manage their communication
facilities for electric-power supply operation. Tinepection-
target facilities (e.g., communication lines andcibary
equipment such as hangers and closures) are moonted
utility poles. Conventionally, communication fati#is are
maintained by periodic inspection. During the irdjomn of a

Recently, demand for using smart devices has beefacility, inspectors visually check the conditiorf the

growing, such as smartphones and tablets, to aveessIs
types of information during field work. Furthermoneith

improving performance of such smart devices, “auget
reality” (AR) has been increasingly becoming a ragraool

for supporting field work in various industrial segnts [1]-
[6]. In the electric power industry, improving eféncy of

facility maintenance while retaining reliability iddecome a
significant issue. Conventionally, high reliabiligf pole-

mounted facilities for electric-power supply opé@at is

ensured by periodic inspection. Recently, successibd
inspection skills and maintaining inspection qyalitave
become more important. Therefore, to nurture erpeed
inspectors, a supporting framework for efficientfeetive,

and autonomous learning is desired. As for theeotpn

training, a training assistance system using ARrtelogy

may become an useful solution.

In this work, a training-assistance system usingilao
AR technology for inspection training of outdoorcifdies
was proposed. The organization of the paper islamafs. In
section Il, the workflow of typical inspection tning was
surveyed. On the basis of survey results, requiddtl
functions for supporting the training were estdi@di$ in
section lll. After the requirements were defined, AR-

Copyright (c) IARIA, 2016. ISBN: 978-1-61208-468-8

facilities (e.g., cracks, rust, distortion, varioseparation
distances, and botanical collision). To check ailifac
comprehensively, an inspector has to learn the ratzu
knowledge about the target facilities, namely, tiype,

specification, normal and abnormal conditions. Rége

succession of inspection skills and maintainingo@tsion

quality have become more important. Therefore, udune

experienced inspectors, an effective training fraom& is

desired. The objectives of the inspection trainiage

described as follows.

(1) Ensure trainees understand types, specificatiamd
structures of the facilities.

(2) Ensure trainees understand how to inspecfattibities.
That is, trainees are taught to concretely judgetidr
conditions of each facility are normal or abnorraad
find defects comprehensively.

In the inspection training, the trainer gives saber
trainees specific guidance on inspection know-how.
Improving efficiency of the training and trainees’
understanding are crucial issues.
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In consideration of these issues, AR technology wa#. Pole Navigation

applied to facility-inspection training with the nai of Conventionally, trainees move to a target facilitiiile
realizing efficient, effective, and autonomous ag.  confirming the target location on a map. Therefoze,
Furthermore, a prototype training-assistance sysi8Mg  faijity-navigation function for identifying the fget was
mobile AR technology was designed and developed,ian  eyised. The function informs the trainees of thelative
availability and practicability were evaluated atreal |ocations in regard to surrounding facilities. Theposed
training site. pole-navigation method and user interface are shown
schematically in Figure 1. The location (latitudeda
longitude) of each utility pole is stored in a dmtse. A
First, in this section, a conventional training Witow is  rough user location is obtained from the GPS (dloba
defined. Second, functional requirements to suppet positioning system). User heading is obtained from
workflow and the system concepts are proposed. acceleration and geomagnetic sensors mounted daliles.
A Training Workilow First, surrounding facility's data is retrieved rmo the
: 9 database on the basis of GPS location of the useation
The inspection training is performed in a trainisite  and heading of the facility in relation to the usae
containing mock utility poles and pole-mounted calculated. On the basis of the calculation reséi® tags
communication facilities. Certain types of defegtere gare mapped onto the tablet's screen as shown inré=if).
preliminarily set in the mock facilities. The comiienal The center of the screen represents user locdfiach AR
training workflow is explained as follows. Firshettrainees tag shows the relative distance and heading obsnding
confirm the inspection target on a (paper) facifitgp. They poles. Relative distance from each pole to the user
move to the target and identify it while confirmiitgon the represented by the tag’s color and size. These 28R are

map. They confirm the target facility and its distqtype, rendered every time the GPS location and user hgaatie
specification, structure, and so on) using papeeda changed.
manuals. After confirming the facility details, theheck the

Ill.  FUNCTIONAL REQUIREMENTS

condition of the target against a checklist. Ineotords, the Camera heading
trainees search for the preliminarily set facilidgfects. User haading T Camera prevew
When they find a defect, they write an inspectieport.
These steps are performed at all facilities. Fnathe Pole ID: 001 poleiD:001

(Iat&m. Ing001) Fidistance: 151

trainees receive feedback from their trainer.

Pole tag GPS location

B. Functional Requirements and System Concept -

pcation
Functional requirements for the training-assistance tao0s, 1o
. . . b / K {
system using mobile AR are described as followse Th / oo co: 30
system is “paper-less” and implemented on a general ool 002 ¥ o 0002
purpose tablet. In view of applicability to the [estion (1at002, Ing002) e
training, the conventional training workflow shoudtso be
supported by the system. To realize efficient, ative, and Figure 1. Pole-navigation function and user interface.
autonomous learning, the three main AR functiomgired
are summarized as follows.

(1) Pole navigation
Trainees confirm their location and surroundinglitées
on a digital facility map and AR. The system assist
identifying the target facility.

(2) Visualization of facility attributes

g m Detailed Info

¢ (picked up from conventional
Trainees acquire facility information (tymmecification,
structure, and so on) by AR, which enables the teer

training manuals)
link the real facility to that information. ARtag -> tap

(3) Facility-defect search Camera preview
The system not only provides defect information to
trainees but also assists autonomous defect search Figure 2. Visualization of facility attributes and user irfeere.
utilizing AR.

Assembling

7

———
Closure ID:
L___J

IV. SYSTEM OVERVIEW B. Visualization of facility attributes
This section describes technical detail of the psed ~ This function ~enables visualization ~of = facility
system and the concrete methods to satisfy the tipeve- information (hereafter, attributes) using AR. Thendtion
listed AR functional requirements. and user-interface design are summarized in Figuighe

AR contents are defined for each type of facilDetailed
information is not suitable for visualization by Afecause
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it is “floating” in accord with the live camera mat of the
tablet. Therefore, AR is only used to point out gasition

of the target. Facility ID or type is displayed ngiAR. If

the user taps an AR “balloon,” detailed informatagpears
on the right side of the screen. In this way, teerican link
the real facility to related information.

To realize the function explained above, an aceufd®
method is needed. In general, AR technologies lassified
as vision-based or location-based methods [7][8%iovi-
based methods identify target objects by usingufeat
obtained from images. Moreover, they can be cairgdas
either of two approaches: marker-based [9] or nrades
[4]. In case of marker-based approaches, the tafgjects
are identified by recognizing artificial markerspplying
marker-based approaches to pole-mounted facibgesns a

distant prospect because an enormous number ofensark

are required. Location-based methods, on the dthed,
identify target objects on the basis of GPS locatfeading,
and geographical locations of target objects [1][While
such approaches have a merit of low computationat, ¢
their identification accuracy is low because of megament
errors. The location-based method seems to bebtriifar
this case because geographical locations (latifodgjtude,
and ground height) of the facilities are alreadyed in the
database.

Therefore, in our previous study, a robust idecdifion
algorithm was proposed [12]. The algorithm is amaated
approach for conventional location-based methodsisés
GPS data as well as data from acceleration and ggostic
sensors. Concretely, the facilities are identifoedthe basis
of not only a tablet’s current location and headafgained
from these sensors but also object distance e distance

between the user and the object being inspectedpn by

triangulation method using acceleration and georaégn
sensors. The facilities can be identified robustiyhout
being influenced by measurement errors of the senso

A target facility is initially registered and AR jalots are
overlaid accurately by a robust identification nuethAfter
the target is identified, it should be continuaitgcked so
that the AR contents can be overlaid accuratelgrdfore, a
hybrid tracking method is proposed. The proposethate
realizes accurate tracking using a combinationablet’s
attitude angles and line-detection results from eam
images (see Figure 3). First, the overlaid AR disjexter
the robust identification keep tracking the tarfgetlity by
using the tablet’s attitude angles (yaw, pitch, aolt) as
shown in Figure 3(a). Simultaneously, line objeet®
detected by using a probabilistic Hough transforrd Bne-
segment clustering (Figure 3(b)). The objectivesliné
detection are horizontal lines corresponding to
communication lines and vertical lines correspogdimthe
utility pole. In an outdoor situation, it is diffitt to detect
these lines only because captured images contaiousa
background noises. Detected line objects are tberef
narrowed down (Figure 3(c)). Concretely, detectett |
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objects located near the sensor-based AR objedtsiré-
3(a)) are extracted. The amount of horizontal ativa is
calculated by using the AR object for the pole antbuple
of vertical lines (Figure 3(d)). The amount of veat
correction is calculated by using the AR object fbe
communication lines and the same number of horaont
lines (In Figure 3(e), the number of lines is twdhe
overlaid positions of the AR objects are translatgdising
these correction amounts. These steps are lauradtesdhe
identification process is finished and repeated. the
training operation, the AR rectangles and lineswshan
Figure 3(a) are hidden, and this procedure is pad in
the background. The accurate tracking by the pmrxgbos
hybrid tracking method realizes our training assise
functions.

Located near the
sensor-based AR objects
\ Exiracted
horizontal
ling objects

ole object
(sensor-bask:

=X

Pole | -
communicatig

n
line object
(sensor-based)| q
Line objegt:
(detected|fjom

imngn\
(@) Sensor-based tracking  (b) Line-detection results (c) Narrowing down of line objects

Extracte
vertical
line objeqts

| r—

, Amount of vertical

Amount|of horizontg T

correction

(d) Horizontal correction using vertical lines (e) Vertical correction using horizontal lines

Figure 3. Summary of hybrid tracking method.

C. Search for facility defects

As mentioned before, the training facilities hawms
preliminarily set defects. The trainees learn hovinspect a
facility by searching for these defects. The trajpi
assistance system should not only provide deféatriration
to the trainees but also assist autonomous defactis using
AR. Therefore, a function for searching for autooos
defects is proposed. A summary of the proposedtifumds
described in Figure 4. The defect locations (ld&fu
longitude, and ground height) are also stored éenddtabase.
AR objects for the defects are overlaid as trarsygarbjects.
The correction amounts obtained from the hybrickireg

thenethod are used to overlay the AR objects for dgfe¢oo.

First, the user searches for a facility defecthéf user finds a
defect, they capture an image containing the deféue
inside of the blue box shown in Figure 4(b). Aftapturing
the image, the user selects a corresponding dgfeetfrom
a check list. Once a defect type is selected, Hpmuced
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image and selected defect type are linked and dedoifter
the defect search is finished, the recorded refiudts defect
type and position) are evaluated. That is, capturede
position and selected-defect type are checked mpeaang
them with actual defect data, and the user is inéor
whether or not their recorded data is correct. IFina
hidden AR object is displayed to inform the usertioé
correct data.

The proposed function assists the trainees to lsefarc
facility defects autonomously while actually thingi for
themselves. Moreover, learning how to inspect itaesl
becomes more enjoyable for the user in a similarmeato a
treasure hunt.

o = Defect =
Communicationline; __|3

L Communication line

/Pole

Tablet

(a) Example of defect search.

iii) After done button is pushed,
= recorded dataare evaluated. one
i) Search defect =
f>) capture image 1o, | checkitems

JEDN 1 Vegetation Add
—‘i——%—“‘ H— | 2 Separation distance Add
(iv) Correct defect B - (i) Select defect type
is displayed 4 - | from check list
I ->found defectis recorded
Results

Transéarent No.
AR object

Check items OIx

1 Separation distance o

2

Pole

- 3

Camera preview

(b) Design of user interface.

Figure 4. Summary of searching for facility defects.

V. SYSTEMIMPLEMENTATION

and two communication lines are pointed out by &k

balloons. As shown in Figure 6, the AR objectsarerlaid

accurately by the robust identification and the rid/b
tracking methods. An example of the hybrid trackisg
shown in Figure 7. In normal operation, the hylratking

is performed in the background. Therefore,
rectangles and detected lines are hidden. In Figuttee blue
rectangle and the green -lines were overlaid bg@ebased
tracking. The red lines were obtained by line detac The
amounts of horizontal and vertical corrections (esped in
pixels) obtained by the hybrid tracking are displdyn the
upper side of screen.

Figure 5. Pole navigation.

(a) Utility pole.

Based on the technical methods described above, the

prototype system was implemented on an Androidetabl

Operation examples of each function are showngures 5,
6, and 7. In Figure 5, an example of pole navigeioshown.
On the left side of the screen, relative distanfceazh pole
from the user is represented by the tag’s colorsiral A red
tag means near the pole. On the right side of thees, a
facility map and the user’s location are displayed.
Examples of the function for
attributes are shown in Figure 6. AR is only useg@dint out
the target position. Facility ID or type is ovedaising an
AR balloon. In Figure 6(a), a pole ID is overlaid a live
camera view. If the user taps the AR balloon, tkdai
information about the pole is displayed on the trigide of
the screen. In Figure 6(b), two assembly pattemne,closure,
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visualizing facility

(b) Attachments (left) and communication lineslt)g

Figure 6. Visualization of facility attributes.
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An example of the facility-defect search functios i
shown in Figure 8. In this example, one facilityfed® was
preliminarily set. The defect type is insufficiesgparation
between two communication lines. In Figure 8(ag tiser
searches for the defect and captures an imageimiogtéhe
detected defect point inside the blue box. Afteateang the
image, the user selects a corresponding defectftgpethe
check list on the right side of the screen. In Fég8(b), the
recorded data (position and type) are evaluatedl ttaa user
is informed of the evaluation result. After thdiethidden
AR object is displayed to inform the user of thereot data.

As explained above, the correct operation of pregos
AR functions were confirmed by prototyping.

ARRANGE:30M  DEFECT SEARCHING MODE  DETAILED INFO  GPS LOCATION

Inspection mode

ybrid track ction amount:( 3-10)
v }) (U
D2(pattern) N\ e

\ pole ID:097571

\ /| lat/Ing: (35.12849056,137.0811614)
| 4 |

Figure 7. Hybrid tracking.

AR HANGE:ZOM

DETAILED INFO

Hint  Done
Add

pole ID : 997571

2 Corrcsion/declication of hanger
3 Vegetation Add
Ad

4 Separation distance

Add

5 Brezking of hanger

6 Condition of junction
Searching results

(a) Search for defect .
ARRANGE:30M  INSPECTION MODE  DETAILED INFO  GPS LOCATION

pole ID : 997571 Hint  Done

Add

Add

1 Declination of supoorting band/clasp
2 Corrosion/declication of hanger
Add

3 Vegetation

Add

4 Separation distance

(b) Evaluate recorded data and inform user

Figure 8. Search for facility defect.
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VI. EVALUATION

The developed AR system was evaluated as follows. O
the basis of the evaluation results, the applitgbdf the
proposed system to outdoor-facility-inspectionrtirag was
examined.

A. Evaluation Approach

The proposed AR system was evaluated in the fadla (
training center). In the evaluation, seven usenewelected
from active workers and trainers belonging to tloaver
distribution department, and the communication lifgci
department of Chubu Electric Power Co., Inc. They
evaluated the system by comparing it with that used
conventional inspection training (because theyaalyehave
knowledge of the training). While using the propbse
system in the evaluation trial, they experience ttiaging
workflow. After finishing the trial, each user evated the
system by questionnaire, which was based on the- web
usability scale (WUS) [13], the technology-acceptan
model (TAM) [14], and the AR acceptance model [IHje
guestionnaire consists of 20 statements on a foietscale
(1 (disagree) to 5 (agree)) and a free-commendl.fi€he
statements were categorized into five categorieability,
autonomy, efficiency, understanding, and appliéghbil
Autonomy, efficiency, understanding are defined
accordance with our research objective. Besidesjility is
an important factor because insufficient usabilityay
hinder the evaluation of the proposed AR functiohse
statements are listed as follows.

in

Usability:

*  The system was easy to use.

e Itresponded quickly to my commands.

* It was easy to understand.

* It was easy to make substantial use of the system.

Autonomy:

e The support of a trainer was unnecessary.

e Learnt to use the system was anxiety-free.

*  Learning by using the system was enjoyable.

Efficiency:

*  Facility information could be acquired when needed.

* Information necessary for training could be acqtire

*  Learning was smooth.

*  The system is more useful than paper-based manuals.

Understanding:

* It was easy to find where a facility.

* | could determine facility attributes easily.

* | could quickly learn how to inspect a facility.

* The AR contents in the left side of screen areulsef

*  The detailed information appearing on the righe sl
screen is useful.

Applicability:

*  The system is applicable to inspection work.

* The system matches the objective and workflow of
inspection training.

*  The system is promising for inspection training.
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e | will recommend the system to new employees.

B. Evaluation Results

The evaluation results are summarized and discussed
Figure 9, the average scores for each category were
expressed as a radar chart. Average score andastand
deviation for each statement are listed in Tabl&ctording
to the figure, the average score for each categaiy more
than 3.0, which shows the proposed AR system waengi
positive feedback. The category “efficiency” reaavthe
highest score among the five categories. Especitily
statements “Facility information could be acquiretien
needed.” and “Information necessary for trainingildobe
acquired.” received high scores over 4.0. For “aatoy”,
the statement “Learning by using the system was
enjoyable.” also received a high score over 4.0e Th TABLEL
evaluation results show that the proposed AR fonstiand
system are useful for the inspection training. Aplaned
above, whereas the users give positive feedbadesdiag
the proposed AR functions and system, the category
“applicability” gets a lower score than those fae tother
categories. It consists of several statements fatuating
the user’s intention to apply the AR system in ewjn
training. The low score for applicability infersaththe users
have some reservations in regard to applying thesygkem
in inspection training. To determine the reason fioe
slightly lower score for applicability, the free mmments
written by the users are reviewed as follows. Some
examples of the comments are listed below.

Applicability

Understanding” “Efficiency

Figure 9. Summary of evaluation result.

AVERAGE SCORE AND STANDARD DEVIATION FOR EACH
STATEMENT.

Average
scores

3.6

Standard
deviations|

0.7

(Categories [Statements

[The system was easy to use.

It responded quickly to my commands.

It was easy to understand.

Iitwas easy to make substantial use of the system.

[The support of a trainer was unnecessary.

Learnt to use the system was anxiety-free.

Learning by using the system was enjoyable.

Facility information could be acquired when needed.

Information necessary for training could be acquired.

Learning was smooth.

[The system is more useful than paper-based manuals.

It was easy to find where a facility.

| could determine facility attributes easily.

| could quickly learn how to inspect a facility.

[The AR contents in the left side of screen are useful.

[The detailed information appearing on the right side of screen is useful.
[The system is applicable to inspection training.

[The system matches the objective and workflow of inspection training.
[The system is promising for inspection training.

| will recommend the system to new employees.

Usability

|Autonomy

Efficiency

Understanding

*  This system might miss facility defects that sholid
found.

* When the user moves in the wrong direction or
chooses the wrong target, assist functions to cbrre VI. RELATED WORKS
these errors are required. . . i )

e The system is useful because it assists with an [N industrial segments, several researchers haceissed
autonomous defect search. However, the trainin@PPying AR technology to industrial education araining.
contents are insufficient. For example, the useuh 0 €xample, ~an AR-based educational system
be taught not only how to identify each defect &lsb automotive engineering has be?“ proposed [1][2Feldeer,
why it is defect and the safety risk is poses. support systems for aircraft maintenance, nametypaeker-

estimation method, respectively, have been prop{jgél.

These comments suggest two future tasks in regard 'An interactive AR application prototype for induatr

improving the proposed AR system. First, assistfions 10 gqycation and training applications has also beepgsed
correct wrong operation by the user are requiredis | [5]. In [5], their system was applied to a simplitual
assumed that these comments may influence the $wore gemonstration of assembling/disassembling procedure

based registration method and a marker-less capose-

for

the statement “Learning to use the system was gftiee.”
Second, more training materials should be preparbe.
AR system should cover the same training contentba@se
taught in the inspection training course. Moreovire
proposed AR system will be more effective if additl
training materials are displayed using AR.

As described above, the evaluation results showtiiea

these works, the target facilities onto which ARormation
is overlaid are used indoors or located locally.rdbwer, the
above-described systems only present maintenance or
assembly procedures by AR. From the perspective of
training, these systems may not support autonoreausing
sufficiently. In industrial education and trainingyainees
should be taught not only “how” they should work lalso

proposed AR functions and system support efficient;why” they should work in accordance with the prdeees
effective' and autonomous |earning_ |f the two &OV n the manual. AS deSC”bed abOVe, AR'based autooem

described tasks are accomplished, the AR systembuwil
truly applicable to training in outdoor-facilityspection.
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training systems that teach the ability to think &meself
have not been studied so much.
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On the contrary, a mobile AR application for vismialg
maintenance data about power-distribution facditiwas
proposed [6]. It was developed for facility-inspeatwork,
not for inspection training. In detail, a convenablocation-
based approach was applied. However, the measurem%
errors of sensors mounted on a tablet were noidenesl. In
the fields of industrial education and trainingaarapplying
AR technology to outdoor widely-scattered facitieas not
been studied so much.

VIIl. CONCLUSION

A training-assistance system for outdoor-facility
inspection using mobile augmented reality was dmped
and evaluated. In early phase of the research,ectional
inspection training for pole-mounted communication
facilities was surveyed. On the basis of the sumesyults,
three AR functions to realize efficient, effectivand
autonomous learning, namely, a pole-navigation tianc a
visualization function for facility attributes, aral facility-
defect search function, were proposed. A hybriakirey
method was also proposed to realize accurate ARayueg.
Moreover, the prototype system was evaluated biveact [8]
workers and trainers using questionnaire at a traahing
site. The evaluation results show that the propasastem
supports efficient, effective, and autonomous liegrnin

(3]

5]

(6]

(7]

other words, AR technology can be applied to tragnin ol
outdoor-facility inspection.
In future work, the proposed AR system will be
[10]

improved on the basis of the feedback obtained ftben
evaluation. Furthermore, the effects of using theppsed
system on training will be evaluated by furtherldie
evaluations by more test subjects. [11]
After applying the proposed system to the facility
inspection training, some technologies for suppgrti
inspection work will be developed and evaluated dg.

facility defect detection using image recognition). [12]
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Abstract— Gaze tracking functionalities provide a new way of
interacting with electronic devices. As things are now, they are
often limited to one specific device and require proprietary
hardware and software. We propose a solution for web
applications to counteract those limitations. By using the latest
web technologies, we ensure platform independence. Due to
the design and modularity of our solution, gaze tracking
solutions become interchangeable. Web applications can easily
consume gaze data provided by a generic event-based web-
interface. The main contribution of this work is a universal
calibration and mapping functionality. The raw data of
miscellaneous gaze trackers can be processed and trans-
formed, so that the gaze points are stabilized and correctly
mapped onto screen coordinates. In the present paper, we
describe the three-layer-architecture we use. Our work shows
how to combine recent web technologies and algorithms to
supply gaze tracking functionalities in a generic way.

Keywords-Gaze tracking; cross-platform; calibration; eye
tracking; gaze events; interaction; gaze-enhanced web; e-
learning; real-time; adaptivity; adaptive e-learning

. INTRODUCTION

In the last decades, eye tracking technologies were
developed and established for analyzing human eye and
gaze movements. In the fields of neuroscience, psychology
and marketing, but also in the field of human computer
interaction it became a widely accepted tool. However, the
technology has not been accessible for the consumer market
for a long time. No affordable solutions existed, since most
systems were based on expensive hardware components.
With ongoing development of algorithms and processing
units, affordable software solutions reached the consumer
market.

Even mobile devices are capable of gaze tracking now,
but existing solutions are still very limited. The diversity of
gaze tracking hardware and software makes it hard to
integrate gaze tracking functionalities into existing applica-
tions.

While trying to simplify the process of application
development for desktop computers and mobile devices, a
wide range of approaches emerged to handle this
complexity. Applications can be written in different
programming languages and even with web technologies to
use them as “enriched web applications” in a browser.

* Authors contributed equally to the work
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The latter one is advantageous for developing multi-
platform applications, because a browser is available on
almost every platform.

This motivates our research group to develop a gaze
tracking framework based on web technologies. Previous
works include a client-side web interface to connect mis-
cellaneous gaze trackers to web applications. In this way,
web applications can simply consume gaze events, without
caring about the actual source.

Since gaze tracking affords high accuracy measurements
and algorithms are quite sensible to various condition
changes, most systems require regular re-calibrations. This
makes it necessary to switch to a calibration software, which
is usually supplied by the manufacturer of the eye tracker. In
order to overcome this obstacle, we move the entire
processing of the raw gaze data into the browser. The
processing unit includes a calibration procedure and a
mapping function, which transforms raw gaze data to
display coordinates. This way the user can control the entire
process through an arbitrary browser, without switching
between applications.

The developed solution claims for general usage in web
applications, but is actually part of the research project
Adaptable and Adaptive Multimedia Systems (AAMS),
which is an interdisciplinary research project driven by
cluster 3 of the ScienceCampus Tuebingen [22]. The
members of this cluster are from Tuebingen [23], Freiburg
[24] [25] and Stuttgart [26]. The overall goal is to support
self-regulated versus external-regulated learning from
multimedia. Knowing that learning is a very individual
process, future learning environments should automatically
adapt to the needs of a user. In order to reach that target,
advanced techniques have to be developed. Monitoring the
gaze and eye movements allows to analyze the user’s
learning behavior and momentary emotional state, which
gives the opportunity to make adaptations on the system.
Furthermore gaze trackers can act as input devices to
enhance the accessibility.

Before describing our concept of in-browser calibration
and mapping, we will give an overview of related work in
the field of eye tracking technology in section Il. In
particular, we focus on the use of gaze tracking together
with web applications like E-Learning environments. After
that, we will introduce the frameworks we used or dev-
eloped that enable web applications to consume gaze data
provided by miscellaneous eye trackers as part of the
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systems architecture in section 111 followed by known issues
in section V.

Next we present the results of user studies we performed
with two different gaze tracking systems in section V. The
first system consists of a desktop computer and a high-cost,
hardware-based eye tracker for professional use and the
second system is an unmodified tablet with a front camera
available for the consumer market. We evaluated the
accuracy of both the stationary hardware system and the
tablet with a user test to be able to compare those solutions.

We describe our E-Learning environment and motivate
the usage of eye tracking in future applications like e-
learning, accessibility or games in section V.

We finally discuss the project in the conclusion in
section VII.

Il.  RELATED WORK

Since eye trackers are entering the consumer market and
even have been integrated in the first mobile devices, the
development of gaze tracking applications got more and
more attention. Besides traditional applications for analyzing
the perception of users, a broad range of different
applications appeared over the years.

The idea to use gaze tracking for interactive systems as
an input device is actually quite old. One of the main
challenges is to find a suitable way to allow the user to select
or to confirm something. The first approach to solve the so
called “midas problem” was dwell time selection, which was
first suggested by Ware and Mikaelian [19]. The user has to
fixate a target for a specific amount of time to perform a
dwell time selection. Naturally this technique introduces
some latency to the process. To ensure that the user is able
to keep the fixation point inside the boundaries of the target
until the dwell time is reached, the target has to be of a
minimum size, which depends of course on the accuracy of
the tracker.

Jacob [11] discussed different gaze interactions such as
object selection, object movement and scrolling for text.
Drewes [8] examined different gaze selection methods on
mobile devices and introduced a new technique based on
gaze gestures. Dybdal [9] investigated on the feasibility of
different eye control techniques performed on small
smartphone displays and compared them to alternative
selection methods like finger-strokes and accelerometer-
based techniques. Stellmach et al. [17] examined on
different modalities of gaze-supported pan and zoom. A
gaze-directed panning with mouse-wheel or touch-based
zooming Yielded high acceptance among the study
participants.

There are several options to provide gaze data for web
applications. Biedert et al. [4] developed a browser plugin to
transfer the data from the eye tracker into the browser.
Another browser-independent approach, developed by
Wassermann, Hardt and Zimmermann [20], is a generic
interface via HTML5 websockets. The interface technique
of Wassermann et al. was developed as early part of the
AAMS project and is also used in the scenario of using an
SMI native eye tracker in combination with the newly
developed in-browser calibration framework.
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There are several promising ideas to use gaze data within
web applications. Besides using the gaze data as an input
device, it is possible to improve the usability of web
applications by taking additional knowledge about the user’s
interaction into account.

One idea is to use the user’s gaze point to make a
prediction on what he will do next. Rozado’s, Shoghri’s and
Jurdak’s studies [16] show that the gaze data can be used to
predict which link is likely to be clicked next. With this
additional information, the web content can be prefetched in
order to speed up the browsing experience.

Alt et al. [2] investigated on adaptation and tailoring of
web content based on gazing behavior. With a case study,
they were able to prove that the adaptation induced a
significant increase of the user’s attention.

Similar attempts exist in the field of E-Learning
environments. Several research groups investigate on the
integration of eye tracking into E-Learning environments [7]
[18] [15]. Copeland and Gedeon [6] investigated on the
gaze-based prediction of reading comprehension. Their
results have shown, that the number of fixations and total
duration of fixations are suitable measures for subject
familiarity and extent of answer-seeking.

E-Learning environments can make use of such
measurements to offer additional assistance to the learner
whenever suitable. One example is iDict, a translation aid
for language courses, which displays tooltips to support the
learner in case difficulties arise [10].

I1l.  ARCHITECTURE

Gaze trackers can be classified in two main categories.
Software-driven solutions have the advantage of being
independent of additional devices except for a camera, thus
reducing expenses. In contrast, most external modules
include a dedicated capturing engine like an infrared camera
with a special illumination unit, which makes the recog-
nition of pupils more robust.

During the development of the framework, we used two
different devices. On the one hand a hardware eye tracker
from SensoMotoric Instruments (SMI), on the other hand an
Amazon Kindle Fire tablet with a built-in front camera.

To be able to use both (or even other) devices for gaze
tracking, we developed a three-layer-architecture: layer 1,
which includes the gaze tracking hardware with its drivers,
layer 2 including different ways to enable the commu-
nication between layer 1 and 3, and layer 3, the JavaScript-
based gaze data processing unit as a web frontend which
receives the gaze data from the communicator and provides
functionalities for third party applications to use the gaze
data.

Using this three-layer-architecture, gaze tracking
functionalities can be provided on different devices and for
different applications. These three layers are exchangeable if
required, e.g. irrespective of the underlying hardware (layer
1), the communicator can be enabled to send the gaze data to
the frontend. Moreover, the application that uses the gaze
data can be exchanged, e.g. it does not matter whether it is
an E-Learning-platform or a game. Fig. 1 shows the three-
layer-architecture.
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Layer 3
iTrack JavaScript API
Communi-
cation Websocket Injection Other
Adapter Adapter Adapter
§ [ 4 )
| | T |
Layer 2 {/O via cu?toT protocolf
Communi- v l * l *
cation Websocket Injection Other
Adapter Adapter Adapter
A
Generic Eye Tracker API
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Eye Tracker SMT
Connector Snapdragon Other
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Layer 1 E/q via propﬁleﬁary proto?ol?
SMI Snapdragon Other

Figure 1. The three layer architecture guarantees interchangeability.

A. Layer 1: Hardware Layer

The base layer is the gaze tracking hardware with its
proprietary drivers. Whether you use a purpose-built gaze
tracking hardware, a desktop computer with a webcam or a
mobile device with a built-in camera, you still need drivers
to receive image data from the camera.

The SMI eye tracker is a typical, purpose-built gaze
tracking solution which consists of the gaze tracking
hardware and the proprietary software. The SMI eye tracker
works with a video camera in combination with an infrared
LED, which creates a reflection on the user’s eyeball. The
vector between the reflection and the centre of the pupil can
be used to calculate the direction of the gaze. We use the
iTrackServer as described in the following section to capture
the gaze data in order to use it in the context of the three-
layer-architecture.

The tablet is equipped with a front camera, which can
provide a video stream of the user. By detecting the eyes in
the image, it is possible to compute the gaze point of the
user. We use the Snapdragon SDK [1] to do this in an
efficient way. The SDK includes several facial processing
algorithms which can be executed in real time. The
Snapdragon SDK is compatible with Android devices
equipped with appropriate Snapdragon processors.

For the gaze tracking functionality, we use the face
recognition module of the Snapdragon SDK. Properties of
detected faces are stored in FaceData objects, which
includes the following information:

o Blink Detection - information about how wide the user’s
eyes are opened

o Gaze - information about the gaze point of the user

o Smile Value - probability of the user’s smile
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e Face Orientation - orientation of the user’s head in all
three axes

For our purpose we are mainly interested in the provided
gaze points. They are presented in a normalized, two-
dimensional camera space with values between -1 and 1.
The origin is defined by the optical axis of the camera. We
implemented a mapping algorithm to map this raw data onto
screen coordinates, seen in Fig. 2, which is described below.
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Figure 2. Visualization of gaze tracking

Since we want to use the gaze data in web applications,
we embedded a webview [3] in our native application. The
data is then delivered in a JSON format by injecting code
into the webview. We will describe this in more detail in the
next section.

B. Layer 2: Communication Layer

Layer 2 is a communication interface between layer 1
and layer 3, for sending the uncalibrated raw gaze data from
the gaze tracker to the gaze-data processing unit. This
interface is implemented in a generic and customizable way,
ensuring that hardware and processing software can be
exchanged.

Benjamin Wassermann and Adrian Hardt from the
Stuttgart Media University developed a universal interface
called iTrack [20] as part of the project AAMS. It was
mainly implemented to provide an interface between data
from SMI eye trackers and a browser. It consists of two
parts: an iTrackServer and a JavaScript file called itrack.js.
The iTrackServer is a command line tool, providing a
websocket server to forward the data from the SMI software
to a browser. The corresponding JavaScript is embedded
into a web page to receive data from the websocket server.

Websockets offer a bidirectional communication
between different hardware and software, but Android
prohibits a device-local websocket communication between
an Android web view and its wrapping native application for
security reasons. This fact denies the use of a native
webbrowser while having access to the systems front
camera. In contrast, a webview does not have these
limitations.

Moreover, building a client-server-architecture on a
single device to establish a communication between native
Android code and the contained webview is not an
appropriate solution. This is why we developed a second
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way to let layer 1 communicate with layer 3: an injection
adapter based communicator (injection communicator).

To establish a reliable connection between Android code
and the contained webview, we extended the iTrack library
with an injection communicator which uses JavaScript event
emitting and event handlers. Depending on the availability
of websockets, layer 2 provides a fallback mechanism in the
form of the injection communicator, enabling the layer 1
software to send the gaze data by triggering JavaScript
events.

According to the availability of the communication
interface, layer 3 automatically chooses the data source to
handle the raw gaze data.

C. Layer 3: JavaScript-based processing

Irrespective of the underlying gaze tracking hardware or
communication, layer 3 is implemented in JavaScript to
work in a browser. This browser can be a typical browser on
a desktop computer or a webview integrated in a mobile
App. Due to the usage of the extended iTrack library, layer 3
is able to automatically choose the data source through its
fallback mechanism. If neither the websocket, nor the
injection communication is available, layer 3 can simulate
incoming data by using the mouse or touch coordinates as
gaze data for testing purposes.

Like JavaScript emits mouseln or mouseOut events
when the cursor enters or leaves an object in the browser,
the iTrack library emits gaze events like gazeln or gazeOut.
These events can be handled by conventional event handlers
in JavaScript, providing a gaze-tracking API that is usable in
different contexts.

Since the iTrack library requires previously calibrated
and mapped gaze data (as provided when using a calibrated
eye tracker), we extended the library to be able to handle
raw gaze data.

The incoming gaze messages contain two-dimensional
coordinates of a gaze point. Depending on the hardware and
its drivers, this data might be normalized within distinct
limits (e.g. [-1;1]), having its origin defined by the optical
axis of the camera (Figure 2), but it is not implicitly the case.
Therefore the calibration procedure has to be able to handle
different scales and offsets of the raw data. Next we will
describe our calibration procedure for mapping the (raw)
gaze data to screen coordinates.

1) Calibration

Mapping the gaze data to screen coordinates can be done
in different ways. Hardware suppliers like SMI provide their
own software to calibrate and map the raw data, depending
on particular hardware.

To be independent from proprietary software and to meet
the requirements of different display sizes, pixel densities
and camera positions, we developed a semi-automatic
calibration procedure which runs in a webbrowser or
webview. In the following, we give an overview of our
calibration procedure.

While calibrating, the user is asked to gaze at reference
points shown on the display, see Figure 3. These points are
successively shown for a short while to collect the user’s
gaze data. The recording of gaze-data is shortly interrupted
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after the reference position moved to avoid wrong
measurements due to the latency of the user's focus.

The resulting gaze data is usually noisy and contains
some outliers. A simple solution to identify outliers is to
look at the distances between each acquired point and the
centroid of all points.

Figure 3. Screenshot of our calibration screen. We subsequently display a
target point (grey targets are in fact currently invisible).

Those distances are compared to the mean of all
distances among points. Points with a large relative distance
are rejected from the further processing. The known screen
coordinates of the reference points and the collected raw
gaze data are used to approximate the transformation
parameters for both horizontal and vertical direction. This is
a straightforward fitting problem, called linear regression,
which can be solved by a least-squares technique [27].

o
s s

Figure 4. Acquired (noisy) data points, which build the basis to fit the
mapping functions.

Since the accuracy of the calibration is influenced by
conditions of attendance, such as head movement or correct
gazing, a stability index is computed to check the quality of
the calibration. If the index falls below a certain threshold,
the user is informed about the problem and the calibration
process will automatically restart.

Our described approach is quite simple and could be
replaced by a more advanced technique. For example, a
support vector machine (an advanced learning algorithm for
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classification and regression analysis) could be used to learn
a mapping function from the data. During the development
process we tested a so called epsilon-SVR to fit a mapping
function. The epsilon-SVR has the advantage that it is more
robust against outliers and therefore does not need a pre-
filtering step. For our testing purpose, we used the Java
implementation of libsvm [5] on the tablet. The
improvements were relatively low in comparison to the loss
of performance. Therefore, we kept our first approach.

2) Mapping and Filtering

The x- and y-components of the raw gaze points are
mapped according to two independent, linear functions. The
parameterization is provided by the previously described
calibration procedure.

The signal of a gaze tracker can be relatively unstable,
because it includes a certain amount of noise and also
measures micro saccades of the eye. Especially, when we
use the data as a pointing device, we want to smooth those
small changes, as they are very disturbing for the user.
Conventional smoothing algorithms, like moving averages
(a series of averages of different data subsets), are unsuitable
for this task, since those introduce large delays subsequent
to a saccade. For this reason, we have to treat fixations and
saccades separately. Furthermore, we have to ensure
robustness regarding outliers. Spakov [14] compared several
eye movement filters for the usage in HCI applications. The
comparison was based on the introduced delay, smoothness
and closeness to the idealized data. The outcome of this
study was that algorithms with state detection (“fixation”
and “saccade”) and adapted processing generally performed
better than others. The type of smoothing we use during a
fixation is less important and can be quite simple. Kumar
presented an algorithm [12], which uses a one-sided
triangular filter to smooth the data points during fixations.
For each new data point, we determine whether it is the start
of a saccade, a continuation of the current fixation or a
single outlier during a fixation. For further readings and
instructions, we refer to the existing works [12] [13].

In addition to the smoothing effect, the algorithm
indirectly generates information about the start and end of
fixations. This side product can be used to generate high
level gaze events as proposed by Wassermann et al. [20].

In addition, one could consider more specialized filtering
solutions. For example, the stability could be enhanced for
gaze pointing tasks, such as activating a button on a website,
by including knowledge about the position of such gaze
sensitive areas in the algorithms. Reasonable results were
obtained by a “speed reduction” algorithm such as described
by Xinyong, Xiangshi and Hongbin [21]. This method
reduces the risk that the cursor temporarily leaves the target
area due to eye jitter or noise. Especially dwell time
selection benefits from this behaviour. Since our solution
should be as universal as possible, we did not directly
include the algorithm in our framework.

IV.  KNOWN ISSUES

Gaze tracking is complex, especially on mobile devices
without purpose-built hardware. A reasonable use in
applications demands in general high reliability and
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robustness. There are additional requirements depending on
the purpose. Real time applications require a high-frequent
data supply and applications such as gaze pointing require
high precision.

A. Performance

Since the framework is based on JavaScript, its
performance depends on the JavaScript performance of the
device. As things are now, the performance of the Android
webview [3] we used on the Kindle Fire tablet is limited: our
measurements have shown, that the webview is able to
process around four frames per second, irrespective of the
application which uses the gaze data.

B. Latency

The latency between a user’s gaze and the mapped result
plays an important role. When using gaze tracking as a real-
time application, the latency must be as low as possible. We
developed our gaze tracking framework and the
communication layer with low-latency in mind: single gaze
messages can be dropped if the frontend is not able to
process those. Since the performance of the webview is
limited, the latency can grow up to about 250 ms, which
makes real-time applications unusable.

Latency is also caused by smoothing algorithms,
especially when large time windows are used. Therefore
filtering algorithms should be parameterized, such that a
reasonable balance between latency and smoothing is given.
In addition, it is important that algorithms treat saccades and
fixations differently. It is evident that fixations require
stability, whereas a saccade demands an immediate
response.

C. Accuracy

The accuracy of a gaze tracking solution means that the
distance between the user’s actual gaze point and the
calculated gaze point on the screen should be as small as
possible. It is influenced by many factors, which can be
classified into algorithmically minimizable influences,
unavoidable hardware influences and outside influences.

Lens-distortions for example can be minimized by
algorithms, whereas the display size or the monocular
camera position cannot be manipulated. Outside influences,
like the user’s position, his distance to the screen and
movement or influences like light conditions, can be
optimized but not avoided.

The degree of influence of these factors vary, depending
on the eye tracking hard- and software.

V.  TESTING WITH USERS

As described before, one of the most important parts of a
gaze tracking solution is its accuracy. Within this project, we
developed a gaze tracking software for a mobile device,
extended the iTrack library and built an in-browser
calibration algorithm. We developed an appropriate
browser-based calibration checker software to be able to
give a general statement about the accuracy of this solution.

Due to the fact that the framework works on both,
desktop computers and mobile devices, we are now able to
compare (a) the desktop solution with a hardware-based eye
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tracker, (b) the hardware-based eye tracker combined with
the in-browser calibration, (c) the mobile solution with the
software-based eye tracker and a calibration process written
in native Android code and (d) the software-based eye
tracker combined with the in-browser calibration.

TABLE 1. OVERVIEW OF OUR DIFFERENT TEST-SETTINGS

calibration | Desktop Mobile
native a c
in-browser b d

We invited people to an appropriate user test to find out
if the results are comparable and probably determine a factor
to compare the accuracy of those solutions. We tested the
four different calibration methods with 45 subjects. Most of
them had never used an eye tracker before, neither a
stationary one nor a mobile one.

A. Testing a calibration

It is at first required to calibrate the gaze tracking
software to test a calibration. The calibration shows
reference points on the display and meanwhile collects gaze
data of the subject to determine the mapping function from
raw data to gaze points. The calibration checker acts in a
similar way, after collecting data it saves the reference
points’ coordinates with the actual gaze points' coordinates
in a plain text format. Subsequent to the user test, we
aggregated and evaluated the collected data.

B. Test conditions

Both, the stationary eye tracker and the mobile device,
were placed on a table to avoid influences of movement of
the hardware. The subjects sat on chairs and were told to
move as little as possible. We tested in a low-distraction
environment and under constant conditions concerning
lighting to reduce ambient impacts on the results.

C. Test procedure

Every subject was asked to test both, the stationary gaze
tracker as well as the mobile solution. Both devices support
a native calibration and our in-browser calibration, so every
subject had to calibrate and evaluate four times. We shuffled
the order of calibration processes randomly between subjects
to avoid systematic errors.

In every situation, the calibration procedure was started
first. Afterwards, the calibration checker was started to
collect data for the evaluation of the calibration.

SMI provides a proprietary calibration method built into
the software shipped with the hardware. Since SMI does not
disclose its calibration algorithms, we cannot provide any
information on them.

When calibrating the SMI device, the software creates a
plain text configuration file. This file contains calibration
parameters in the form of (a) screen points from the
calibration, (b) numeric RAWLEFT and RAWRIGHT
values and (c) numeric COEFFLEFT and COEFFRIGHT
values and is used by the SMI software to map the raw data
to screen coordinates. The iTrackServer then sends the
resulting data of the software to a websocket, which makes it
impossible to use the SMI eye tracker raw data in an
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uncalibrated state. Since the in-browser calibration needs to
be tested with an uncalibrated gaze tracker, we overwrote
the values of (b) and (c) in the mentioned file with random
numbers. The resulting calibration file was then loaded into
the SMI calibration software to simulate an uncalibrated
state.

D. Evaluation

The collected data consists of plain-text files containing
the two-dimensional coordinates of the reference points and
the actual gaze coordinates for each of the calibration
methods. The absolute distance between the reference point
and the actual gaze point describes the mean absolute error
(MAE).

TABLE 2. STATISTICAL DATA OF THE EVALUATION

Desktop Kindle
Browser Native Browser Native
MAE [px] 89.6  80.0 176.9 163.7
Std deviation [px] 15.7 14.9 272 250
Sample size 20,812 20,330 19,260 18,780
Outlier count 271 977 1,023 834
Outlier-ratio [%] 130 481 531 4.44

The aggregated data contains between 1.30% and
5.31 % outliers, which are points with distances greater than
the threshold of 500 pixels (marked grey in TABLE 3
below). This threshold is about half the display size of the
mobile device, so we decided to reject those outliers from
further processing. These outliers can occur (a) through
distraction of the subject, followed by a gaze point outside
of the calibrated area or even outside of the monitor, (b) by
saccades of the eyes of the subject, which are not
measureable or (c) due to measuring inaccuracy of the gaze
tracking hard- or software (also due to external influences
like reflections).

TABLE 3. NUMBER OF GAZE POINTS WITH A DISTANCE TO THE
REFERENCE GREATER THAN GIVEN ERROR

Desktop Kindle
Error [px] Browser Native Browser Native
>0 9,196 8,712 8,160 8,160
>1 9,196 8,711 8,160 8,160
>10 9,195 8,532 8,096 8,136
> 100 5,749 1,852 5351 5,610
> 500 170 401 414 475
> 1,000 63 231 155 82
> 10,000 3 205 0 0
> 100,000 3 205 0 0

Excluding those outliers, the mean distances between the
reference points and the gaze points vary from about
80 pixels (desktop) up to about 180 pixels (mobile device).
In Figure 5, these mean absolute errors are shown with the
standard deviation (SD). Compared to the desktop eye
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tracking solution, the mean distance between the reference
and the actual gaze point of the mobile solution is more than
twice as high which gives hints to a greater inaccuracy of the
webcam based gaze detection quality.

Nl

Kindle In-
Browser
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125 px
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Desktop Kindle native

native

Desktop In-
Browser

Figure 5. Mean absolute error (MAE) between the reference points and the
gaze points in pixels with standard deviations

Figure 6 shows the calibration result from one of the test
persons with the SMI eye tracker using the in-browser
calibration. Crosses illustrates the reference points shown on
the screen, the point near each of the crosses is the collected
gaze data. Figure 7 shows the data from the same subject
using the mobile gaze tracker with the in-browser calibration
as well. Again, the cross illustrate the reference points,
whereas the collected gaze data is shown as squares (upper
reference), triangles (right), lines (lower) and circles (left).
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Figure 6. Calibration checker result from the SMI eye tracker, the cross
show the target, the points show the actual values

As can be seen in the graph, the accuracy of the mobile
gaze tracker using the same algorithm as the desktop is
comparatively poor. About 26 % of the collected gaze points
show an error less than 100 pixels, which is approximately
one third of the amount of the desktop’s native eye tracker
(In-Browser calibration: 64 %, native calibration: 74 %).

The desktop eye tracker is a solution for professional
use, providing binocular optics with purpose-built infrared
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illumination and proprietary software. In contrast, the
mobile solution is built from a consumer tablet with a single
front camera. Keeping these facts in mind, the mobile
solution is in fact not as accurate as the desktop solution, but
quite usable to get an estimate of the gaze point of the user.
In the next section, we introduce possible applications for
eye tracking.
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Figure 7. Calibration checker result from the Kindle tablet, the cross show
the target, the other signs show the actual values

VI. POSSIBLE APPLICATIONS

Eye tracking does not necessarily require high precision
gaze tracking hardware. Depending on the context of use, it
might be sufficient to be able to distinguish a few screen
points.

A. E-Learning

In the area of E-Learning, gaze tracking provides new
possibilities for both, the learners and lecturers. For instance,
the individual learning process could be supported by
automatic adaption of content or interfaces. By deriving
information about the emotional and cognitive state of a
user, we can adapt the learning environment and content to
their specific needs. For example, the system can provide
additional information (e.g. a “Bubble Help”) if it discovers
that the user has problems in understanding the content. It is
also possible to classify different types of learners (e.g.
“visualizer”, “verbalizer”, “intermediate”) in order to be able
to present the knowledge in the most suitable form.
Furthermore the accessibility can be extended by supplying
an additional input device.

The lecturer can also take advantage by better
understanding how people learn. He can evaluate peoples’
eye movement with heat maps, determining which parts of
the learning matter seem to be the most interesting parts for
a particular learner.

B. Accessibility

Moreover, gaze tracking is an interesting field of
research for accessibility. Providing hardware-independent
gaze tracking can optimize functionalities on websites or in
software. People with disabilities can take advantage of this
technology, even if they do not own purpose-built gaze
trackers.
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Providing different ways to navigate through web
contents improves the accessibility of a website. However, it
is not standardized how to connect miscellaneous gaze
trackers with web applications, which can be done using our
gaze tracking framework.

C. Games

Games, especially browser-based games, can take
advantage from this technology to provide a new user
experience and enable attention-awareness. Using eye
tracking as an input device, it is possible to replace the
mouse or keyboard input with gaze data, e.g. for moving
around in a virtual world.

Furthermore, gaze-supporting games can respond to the
user’s gaze with changing graphics, e.g. supply additional
information for the gameplay when looking in one of the
screen corners. An interdisciplinary field of use are serious
games and e-learning games.

VII. CONCLUSION AND OUTLOOK

In this work we have presented a concept of providing
gaze data to web applications in a generic way. The concrete
implementation of the calibration functionality is kept
intentionally very simple and could be substituted by more
advanced algorithms. It is also thinkable, that other gaze
trackers afford higher polynomial mapping functions to
achieve accurate results.

User tests proved the capability of our approach for two
possible systems. We looked at two extremities, a desktop
computer in combination with a purpose-built eye tracker
and a low-cost solution on an unmodified tablet without any
external hardware.

As expected, the accuracy is highly dependent on the
quality of the supplied raw data. Inaccuracies actually limit
the practical use in applications. Primarily real-time usage,
such as forms of user interactions, are very critical and
demand high accuracy and low latency.

For the purpose of antagonizing this issue, one could
deploy alternative user-interaction techniques. In some case
it may be feasible to use eye or head gestures. Gestures do
not require absolute precision and are therefore more robust
with regard to noise and calibration inaccuracies. In spite of
those advantages, gestures are not always suitable and
cannot fully substitute a gaze pointer. On the other hand, we
expect that the accuracy, especially of low-cost solutions,
will be improved dramatically in the near future.

With this work, we made a contribution for the AAMS
project towards innovative, auto-adaptive E-Learning
environments of tomorrow. The very next steps will include
the integration of our framework into the E-Learning system
developed and used in the project AAMS called Adaptive
Learning Module (ALM) and the implementation of several
gaze tracking-based functionalities.
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Abstract—Gesture learning is a complex and multistep process
where trainees are supposed to improve several psychomotor and
cognitive skills. According to numerous studies, trainees need to
be provided with various types of feedback to improve these skills.
These studies also highlight that benefits of a given type of feed-
back depend on trainees situation. Therefore, feedback must be
chosen according to an analysis of trainees activity. Sensorimotor
approaches have investigated the impact of feedback on specific
learning situations, but the analysis of gestural activity, which
would allow the automatic selection of an appropriate type of
feedback, is still a recurring issue. In this paper, we propose a new
model for gestural training systems based on smart interaction.
This model relies on a recognition module based on Naive Bayes
classifiers, representing trainees activity by a vector describing
their errors, and representing training environments by vectors
describing their set of implemented types of feedback. We present
a platform for calligraphy training we designed and developed
based on our model. Through a user study, we emphasize the
benefits of our approach on trainees development.

Keywords—Training Systems, Interactive systems, Adaptive Sys-
tems, Gesture Recognition.

I. INTRODUCTION

Gestural training systems have been studied in various
research fields, which can be divided into two families: sen-
sorimotor approaches and modeling approaches. Sensorimotor
approaches focus on the impact of providing a specific type
of feedback on trainees activity. Virtual training environments
belong to these approaches, and enhance training by providing
real-time 3D feedback. Such systems have been used for dif-
ferent kinds of gestures, such as welding gestures [1], obstetric
gestures [2], or pottery gestures [3]. Haptic systems are also
part of sensorimotor approaches, as they investigate trainees
kinesthetic memory [4] by adding proprioceptive cues during
visuo-motor learning tasks [5]. These systems have proven to
benefit motor skill training, including within the context of
handwriting [6]. Although these fields focus on the impact of
providing a specific type of feedback in a given context, they
do not question the issue of modeling gestural activity, nor
the issue of adapting feedback according to this model. Yet
results have shown the benefits of providing diversified [7]
and personalized [8] feedback on the learning experience.

Intelligent tutoring systems are part of modeling ap-
proaches. A key feature of these systems is the adaptation of
learning content and difficulty level to the trainee. This adapta-
tion requires an accurate student model [9] which allows for in-
dividualization [10]. These systems process interpretable data
(results from a form, answer to a multiple-choice question).
Such systems do not capture motor skills, which necessitates
the use of sensors and results in huge amount of data which
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need to be processed to become interpretable. Furthermore, al-
though intelligent tutoring systems model students knowledge,
very few studies have tackled the issue of modeling gestural
activity.

Calligraphy training is an interesting case study. When
trainees learn calligraphy with a human teacher, the teacher
analyzes trainees gestural and cognitive activity. The teacher
also analyzes trainees drawing to identify patterns of error.
From this analysis, the teacher can provide various guidance
by giving verbal advice and focusing trainees attention on
specific characteristics, or demonstrating the gestures. With
such training, trainees build a knowledge based on their
experience and the kinesthetic memory of the gestures, leading
them to the acquisition of control and regularity, which are
essential skills to produce calligraphy. We believe that being
able to model users activity from sensor data, so that systems
adapt according to this model, would enhance trainees gestural
learning experience. Therefore, our goal is to model and link
highly variable sensor data representing trainees performances
over training time, and training environments containing their
set of implemented types of feedback.

This paper proposes CalliSmart, an intelligent interactive
system with gestural input, relying on a framework which
makes it possible to place trainees in a representation space,
from which it is possible to analyze the evolution of their
performances. By placing feedback types in this representation
space depending on their relevance in a given situation, the
system provides appropriate types of feedback to trainees ac-
cording to their activity. The paper is structured as follows: the
next section present an overview of related studies. Section III
introduces our interaction model. Experiments are presented in
Section IV, and results are exhibited in Section V. Finally, we
discuss these results and introduce future works in Section VI.

II. RELATED WORK

This section introduces several studies investigating the
process of gesture learning, and the impact of feedback on
this process. As these studies advocate to provide a diversity
of feedback, research works on learning modeling and gesture
recognition are then presented.

A. Gesture learning

Trainees learn gestures through different steps, each step
involving cognitive, psychomotor or biophysical skills [4],
[11]. In each of these steps, trainees build very specific gestural
and kinesthetic abilities, and focus on very different parts of
their activity (Figure 1).
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Figure 1. The three steps of motor skill learning, inspired from [11].
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Easy... I'm
mastering it.

Although some questions still have to be answered, most
learning strategies advocate to give very simple and precise in-
formation to trainees in the cognitive step, trainees in this early
stage of learning being very prone to suffer from cognitive
overload. In the associative step, trainees need very specific
feedback to understand their errors and correct them. They
can also benefit from knowledge of performance feedback (KP
feedback). Finally, in the autonomous step, trainees barely need
feedback, but can benefit from knowledge of results feedback
(KR feedback). Hence, it is the variety of (appropriate) types of
feedback which helps trainees during their learning process by
enhancing their perception of their performance. This variety
is also essential to avoid the syndrome of dependence to the
teacher [12], where trainees improve their performances on a
training system but are unable to transfer these improvements
in a real environment.

B. Intelligent tutoring systems

Providing a variety of feedback types is a concern tackled
by Intelligent tutoring systems (ITS). ITS aim at modeling
the students activity by collecting knowledge about them.
Knowledge represented in these models can include students
skills, affect, experience, or stereotypes [13]. From these
models, ITS can analyze how trainees develop over time, and
use this knowledge to determine the most efficient training
situation. To build and update these models, ITS use cognitive
techniques (model-tracing, constraint-based), or artificial in-
telligence techniques (formal logic, expert-systems, planning,
Bayesian belief networks). From a student representation,
ITS can provide various types of feedback by following a
learning strategy. The main learning strategies either follow
the behaviorist approach, which considers learning as a set of
modifications directly correlated with trainees actions within
the learning environment; the cognitive approach, which claims
that unobservable and internal constructs (perception, moti-
vation) influence the learning process; or the constructivist
approach, which holds that individuals construct the world in
their own way, implicating that training should be focused on
the student activity more than on training monolithic strategies.

ITS acquire interpretable data: a score from a test, an
answer to a multiple choice quiz. Thus, ITS cannot deal with
sensor data, as they are not explicit enough to be used directly.
Modeling gestural activity in the same fashion ITS model
students knowledge necessitates a recognition process to make
gestural data acquired from sensors interpretable.
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C. Recognition

Research in gesture recognition has been growing to look
for the best way to make sense of sensor data. The most pop-
ular approaches [14] either rely on matching-based strategies
(Dynamic Time Warping, k-Nearest Neighbors), which com-
pute a distance between the data to label and labeled data from
a training database; or on learning models (Markovian models,
Support Vector Machines, Naive Bayes Classifiers), which are
optimized to model or discriminate training examples from
different classes. Such methods have numerous applications,
from intelligent training [15], to gestural training [3], or
human-robot collaboration on assembly lines [16]. A recurrent
issue when dealing with the recognition of gestural or cognitive
activity is the issue of multilabeling, when a data sample can
be labeled not only with one label, but possibly with a set of
labels [17]. The existing methods for multilabel classification
can be divided into two main categories: the problem trans-
formation methods, which transform a multilabel classification
problem into one or more single-label classification problem,
and the algorithm adaptation methods, which extend specific
learning algorithms to directly handle multilabel data [18].
Within the context of gestural training, multilabel recognition
makes it possible to detect several patterns of error at once,
and hence to consider every aspects of trainees performance
when determining which types of feedback to provide.

D. Feedback

Numerous research projects have investigated the impact
of feedback which should, no matter whether it is delivered
by a teacher or a computer, “enhance learning, performance,
or both, engendering the formation of accurate, targeted con-
ceptualizations and skills” [19]. With the possibilities brought
by the emergence of tablets and haptic devices, feedback
has been studied through its sensory modalities (visual, au-
dio, visuo-haptic), certain modalities being more appropriate
than others depending on the context [20]. Temporal features
(static or dynamic feedback, temporal information) are also
determinant, studies showing that changing feedback temporal
features make trainees develop different components of their
gestures [21]. If some configurations have proven to be more
or less effective than others depending on the training situation,
it appears that each configuration has its advantages and
drawbacks, depending upon the learning situation and trainees
abilities [19], [22].

III. INTERACTION MODELING

Providing a variety of appropriate feedback types through-
out the learning enhance trainees learning [22]. A fundamental
issue when creating a gesture training system is therefore to
decide which type of feedback to provide in order to maximize
the benefits for trainees learning. This issue can be split into
four issues: 1) The recognition and modeling of gestural and
cognitive activity. 2) The definition of a set of feedback types
the system can provide. 3)The selection of the type of feedback
to provide depending upon the situation. 4) The evaluation of
trainees learning throughout the training process.

To tackle these issues, the activity first have to be cap-
tured. Then, the acquired data must be recognized and a
representation model of trainees learning state must be built.
Finally, various types of feedback have to be designed and
implemented. Depending on the modeled learning state, a
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subset of feedback types is selected. This subset must be well-
chosen (appropriate according to trainees learning state) to
make them improve their skills (Figure 2).

Appropriate
feedback

Performs
calligraphy

‘:I‘> E:> e e
Calligraphy Labelling & Representation Set of
modelling Training data space feedback

Figure 2. The CalliSmart process for smart Human-Computer gestural
interaction, within the context of calligraphy training.

=

A. Capturing calligraphy features

Van Galen [23] defines handwriting as a “multi-component
task implying cognitive, psycho-motor and biophysical pro-
cesses”. Handwriting is a motor gesture, where performers
constantly analyze and modify their movements from their
perception of their current actions, and their internal repre-
sentation of the “ideal” actions. Furthermore, writers not only
react to their actions, but also have a spatial and temporal
representation of the shape they intend to draw. These rep-
resentations imply a principle of anticipation, which means
that performers have, besides modifying in real-time their
movements according to their perception, to anticipate their
future movements. Thus, learning handwriting necessitates
having a cognitive representation of the shape to draw, and a
perception of the different steps necessary in order to construct
this shape (acceleration, angle, curve). It is also essential to
spatially visualize the location of the current drawn shape, by
comparison with locations of the previous shapes and the next
ones which will be drawn (principle of anticipation, Figure 3).

In calligraphy, the goal is to analyze trainees performances
according to two main criteria, which are the regularity and the
visuo-spatial attention. Relying on these criteria, we propose
to analyze trainees activity from identified types of errors. For
each of them, we compute the probability of having the type
of error given the trainee’s performance. Trainees performance
can be modeled by the vector U = {1, z2, x3,, %, } where n
is the number of patterns, and x; corresponds to the probability
of having the pattern i. Each pattern being a pattern of error,
U = 0 refers to an expert, and U = {1,1,1,,1} refers to an
absolute novice.

B. Interaction modeling

Three phases of interaction can be distinguished from the
process illustrated in Figure 2:

e  The trainee performing on the system. (A)

e The system providing feedback to the trainee. (B)
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e The trainee making changes/adjustments throughout
the process of interaction. (C)

We propose a space of representation S which aims at
representing these processes. First, (A) is modeled by the
vector U as previously explained. Each type of feedback
implemented in the system is represented in S by a vector
F = {y1,92,Y3,,Yn}, where n is the number of error
criteria and v; is the level of the i*" error criteria for which
feedback type F is the most relevant. Hence, F is considered
optimal in the situation U = F' (B). Each coordinate of F
is empirical and come from an expertise: the expert studies
each type of feedback and decide in which situation it should
be provided. Changes in trainees activity (C) can be tracked
through transition vectors T'r; = U; — U;—;,1 < j < ¢ < n,
n being the number of recorded performances for the studied
trainee.

C. Decision

In our approach, U represents the performance of a trainee,
and each vector F, represents an element in the set F of
implemented feedback types. According to the representation,
the most appropriate feedback type is the one represented by
the closest vector to the current position of the user. Let £,
be the most appropriate type of feedback in the situation Uy,

Fo = argmin(||U; — Fil[,) (1)
F,eF

IV. EXPERIMENTS

By analyzing trainees performances throughout several
exercises, it is possible to investigate the influence of providing
various types of feedback on the evolution of their perfor-
mances, and hence on their progression. Experiments should
determine whether 1) providing feedback will improve the
learning process, and whether 2) providing feedback will re-
duce the variance between performances by enforcing trainees
attention on the task.

Within the process of calligraphy learning, a famous ex-
ercise is the “minimum” exercise (Figure 3). It is used to
train regularity and visuo-spatial attention by asking trainees
to repeat a similar pattern. On a perfectly executed exercise,
white spaces between elements should have the same area, and
elements should have the same shape in term of slope and size.

nunimum

Figure 3. The “minimum” exercise in calligraphy.

The experiment focuses on the strait vertical lines of the
minimum exercise. Participants are asked to produce a series
of straight lines using a Wacom Cintiq tablet (Figure 4), with
the same obligations than in the minimum exercise: spaces
between lines should be regular, lines should be straight and
vertical. Staves are displayed to limit the calligraphy area. This
exercise exhibits the main features constituting the cognitive
and psycho-motor processes surrounding calligraphy and the
drawing of the “minimum” word.
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Figure 4. The CalliSmart platform.

A. Recognition

A database was created to train the recognition module.
46 participants were involved in the creation of the database.
They had none to very little experience using a graphic table or
practicing calligraphy. Each participant was asked to perform
a series of three exercises, an exercise being a sequence
of 10 to 15 strokes. Experts classified and labeled these
exercises by examining both the gestures (participants were
video recorded) and the results (screenshots were taken at the
end of each exercise). Labels identify three patterns of error:
slope error, size error, and regularity errors (irregular spaces
between strokes). Several errors potentially appearing on a
single exercise, the recognition of an exercise is a multilabel
problem. The acquired database contains 138 examples labeled
by two experts. Examples are unequally distributed among
error classes, as some patterns appeared more often than
others. The training database has been built using a subset
of the 138 acquired examples, making balanced the number of
error patterns. The final training database uses 40 examples
per error pattern. Recognition relies on four Naive Bayes
classifiers, one per class which are trained on examples from
the training database (one-vs.-rest strategy). A S-fold cross-
validation was performed on the dataset. Classifiers used the
features described in Table I as a representation of an exercise.
Table II shows the recognition results, using classic multilabel
evaluation metrics [17]. As stated in [17], the subset accuracy
metric tends to drop fast when the number of labels grow, or
when the amount of data is small. In our context, finding the
exact combination of label is important, but not essential. The
most important feature of the recognition process is its ability
to recognize correct labels (errors trainees actually made).
Improving these results will be one of our challenges in the
future. An increase in the amount of training data and the use
of a discriminative model may lead to an improvement of the
results.

B. User study

1) Participants: A total of 28 people participated in the
study. Participants were people working at the university,
students in computer science, design and mechanics, with no
to very little expertise in calligraphy. They were randomly and
evenly distributed into the two experiment conditions described
below.

2) Experimental procedure: The first group (no feedback
group) did not receive any feedback. The second group
(feedback group) received feedback from the following set
of implemented types of feedback: 1) Real-time feedback
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assists trainees by making them focus on a specific category.
“Regularity” feedback displays where trainees should begin
their next stroke (Figure 5a); “slope” feedback colors the stroke
with a color from green to red depending on the slope (Figure
5b); “size” feedback highlights with a different color the limits
of the drawing space (Figure 5c). Trainees can be assisted
with every combination of feedback types, depending on the
recognition of their activity. 2) Knowledge of results feedback
(Figure 6), indicates the level of the trainee in each category
“r7, “v”, “1”). KR feedback is always displayed.

NAARIMIIRIIT

Figure 5. Real-time feedback aiming at assisting trainees with regularity,
size, or slope error.

a

Regularity 31100 |
Slope T 72(100 | |

size AL |

Figure 6. KR feedback providing trainees with explicit indications regarding
their performance.

Feedback was chosen depending on trainees activity during
a whole exercise. Hence, feedback depends on the previous
exercise and cannot change until the end of the current
exercise. Each participant was asked to perform a series of
six exercises, an exercise being itself a series of 10 to 15 lines
to draw. The first series was not saved and allowed trainees
to familiarize with the platform. For the feedback group, the
system used this first series to decide which feedback types to
provide during the first recorded series. Our hypothesis are:

e  HI1 Participants in the feedback group will improve
better than participants in the no feedback group.

e  H2 Variance between participants will be lower in the
feedback group than in the no feedback group.

At the end of the fifth series, we asked participants to perform
a last series. This series was performed without any feedback
from the system for the two groups, to compare their perfor-
mances in the same conditions. This last experiment should
test our third hypothesis:

e  H3 Participants in the feedback group will outperform
participants in the no feedback group in real condi-
tions.

V. RESULTS

To evaluate participants performances, a dataset of expert
performances was created, gathering 22 exercises performed
by three different people. The same representation was used
in the recognition and in the evaluation processes, participants
as well as experts being represented by their feature vectors
(Table I). In a similar way of a k-Nearest Neighbors algorithm,
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TABLE I. Features computed from trainees activity.

Slope error

Angle of the most sloping stroke, using real stroke coordinates.
Angle of the most sloping stroke, using linear regressions of strokes.

max(distance)
min(distance)’
max(area)
min(area)
(max(area)—min(area))
pn(area)

Regularity error

using distances between consecutive strokes.
, using areas between linear regressions of strokes.

, using areas between linear regressions of strokes.

Size error

Maximum difference between stroke vertical size and stave size

TABLE II. Validation results of the recognition process on multilabel data.

Recall | Precision | Hamming Loss Subset Accuracy | Accuracy

0.79 0.83 0.70 0.55 0.72

we evaluate our method by computing the Euclidean distance
between a trainee performance and its k-closest expert repre-
sentations. Such a method reduces potential bias induced by a
parametric modeling. In our experiment, the value & is empiri-
cally set to three. We carried a Shapiro-Wilk test on the result
data, which showed that data were not normally distributed.
Therefore, we performed the non-parametric Mann-Whitney
test to confirm the efficiency of our method.
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Figure 7. Distance between trainees and expert performances over the
training iterations.

Figure 7 illustrates a significant improvement of perfor-
mances for the feedback group, from a distance of 2.88 at the
end of the first exercise, to 1.75 at the end of the fifth exercise,
while the no feedback group only slightly improved, from
a distance of 3.20 to 3.11. A two-tailed Mann-Whitney test
was performed between the two groups for the fifth exercise,
which resulted in a p-value of 0.029. We can hence confirm
our first hypothesis (H1), which is significant at a standard
0.05 threshold. Variance between participants in the feedback
group drops over the training, which implies a convergence
of trainees performances (Figure 7). Variance between partic-
ipants in the no feedback group stays high over the exercises.
These two observations confirm our second hypothesis (H2).
Results obtained in the no feedback group can be explained
by two factors: incomprehension and weariness. The task
proposed in this experiment is repetitive, and participants
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in the no feedback group did not see any changes in the
training environment throughout the exercises. From the fourth
exercise, they seem to suffer from a loss of focus as they do
not see any improvement or changes that would reflect their
performances. Participants often asked how well they were
performing, indicating that they were seeking for information
reflecting their performances. People in the feedback group
could see their improvement through the KR feedback at the
end of each exercise. Moreover, a real-time feedback tailored to
the errors made in the previous exercise was provided, helping
them understand their performance, and improve on the aspects
they needed the most. Figure 8 illustrates the results of the
last exercise with participants form each groups performing
in real conditions, without feedback. We note that participants
from the feedback group outperform participants from the no
feedback group. Moreover, performances of the participants in
the feedback group only decrease from a distance of 1,75 to
the expert to a distance of 1,88 between the fifth exercise (with
feedback) and the sixth exercise (in real conditions). This result
is promising, since the dependence to the teacher syndrome
tends to make performances drop significantly when trainees
trained on aided system first perform in real conditions. How-
ever, variance between performances in the feedback group in
the sixth exercise grows compared to variance measured in
the fifth exercise. This grow in the variance is reflected by the
Mann-Whitney test, which results for this last exercise in a p-
value of 0.05486. Differences between our two groups on this
last exercise is hence significant at a 0.1 threshold, but not at a
0.05 threshold. Further experiments should thus be conducted
to fully confirm our third hypothesis (H3).

Mo feedback group  [Feedback group

al -
I
1

Distance to the expert gestures

T
I
I
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Figure 8. In real conditions (without any feedback), performances of
participants trained with, and without feedback.
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VI. DISCUSSION AND CONCLUSION

In this paper, we proposed a new model for gestural
training systems based on smart interaction. In opposition to
intelligent tutoring systems input data, our input data come
from sensors and are not directly interpretable. Our system re-
lies on a recognition module based on Naive Bayes classifiers,
which aim at recognizing pattern of errors in trainees activity.
This module provides probabilistic outputs, one per pattern of
errors, that we use to build a representation of trainees activity
in n dimensions, n being the number of possible errors. This
representation is used to determine the types of feedback to
provide to the trainee.

An experiment comparing the progression of two groups,
one with feedback and one without feedback, showed that
trainees perform better when provided with appropriate feed-
back, compared with trainees trained by practicing in real
conditions. Variance between trainees performances was also
reduced when they were provided with feedback. A last exper-
iment, where participants in the feedback group had to perform
in real conditions, showed that they still outperform trainees
from the no feedback group, and that their performances only
slightly drop from training to real conditions. These last results
should be confirmed by further experiment, but seemed to
highlight the benefits of our system to reduce the effects of
dependence to the teacher.

In future works, we will extend our recognition system
so that it should be able to detect a larger number of errors,
and thus have a more precise recognition of the gestures.
More types of feedback should be implemented so that the
system can choose the appropriate configuration in a larger
number of possible situations. An interesting issue regarding
feedback is how well it is adapted to a situation, and to a
trainee. In intelligent tutoring systems, the pertinence of a
specific feedback type is determined empirically or from study
results. One could argue that users have their own sensitivity
and comprehension (cognitive and constructivist approaches,
see Part II-B), and that systems should be able to reconsider,
as experienced human tutors do, what they thought to be
an appropriate type of feedback. We will investigate this
issue, and examine the possibility of adding another degree
of adaptation in our interactive gestural training system. We
will also evaluate the impact of this adaptation on trainees
learning experience.
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Abstract— In this paper, we describe a proposal set of Web
accessibility guidelines of interaction and interface design for
people with Autism Spectrum Disorder (ASD) to help Web
professionals to design accessible Web interfaces for these
users. The guidelines were extracted from an exploratory
bibliographic survey of 17 works published between 2005 and
2015 including international recommendations, commercial or
academic software and peer-reviewed papers. We identified
107 guidelines that were grouped in 10 categories using the
affinity diagram technique. Then, we systematized the
guidelines in each group according to similarities and
duplicated statements, generating a set of 28 guidelines. As a
result, we evidenced best practices to design accessible Web
interfaces for people with ASD based on well succeeded
solutions presented in works of different contexts. With those
results, we aim to contribute to the state of the art of cognitive
Web accessibility. Therefore, we intend to make the set of
guidelines available in a repository on GitHub.

Keywords- Web Accessibility; Autism; Guidelines; Universal
Access; Interface Design for People with Autism.

L INTRODUCTION

Autism Spectrum Disorder (ASD) is a syndrome which
affects three developmental abilities: social, communication
and interest skills [1]-[3]. People with ASD usually present
difficulties regarding social interaction, verbal and non-
verbal communication and imagination, as well as a
restricted repertoire of interests and activities [3][4]. As a
spectrum, ASD has a myriad of characteristics and severity
degrees related to the level of impairment of skills, from
mild (high-functional autism) to severe. As soon as it is
diagnosed, ASD has effective treatments to minimize the
impact of the impairment of skills and improve life quality of
people with the syndrome and their families [1]-[3][5].

In the past 20 years, computer technology has been used
as a support tool for parents, therapists, educators and people
with ASD [5]-[8]. Previous works showed that people with
ASD are interested in technology [7] and that is beneficial to
a) develop their abilities [6][9]-[11]; b) facilitate their lives
[12]; and ¢) be a helpful tool for pedagogical, therapeutic and
everyday life activities [11][13][14], independent of age.
Nowadays, devices exploring natural interactions and direct
manipulation with touch screens, such as tablets, increase the
acceptance of technology by these users [9][15]-[17].
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However, even having some successful solutions
available for this audience, software developers still have a
limited knowledge on how to develop native or Web-based
applications suitable for people with ASD. Other cognitive
disabilities are also challenging for developers. This happens
mainly because they still do not know how technology is
used in these users’ life [7]. When we analyze the Web
context, Web developers and designers have a lack of
experience working with accessibility [18] and, when they
have it, it is wusually only about people with visual
disabilities.

Another bias is that we have few Human-Computer
Interaction (HCI) guidelines to help Web developers design
for people with ASD [6][19]. Although specific literature
provides some clues [7][12][20]-[24], the state of art
regarding cognitive Web accessibility contains fewer works
than expected [21]. HCI guidelines provide an
understandable knowledge about needs and preferences of
people with ASD and can help Web developers understand
how technology is used by these users [25], also allowing
Web access equity [21].

Thus, researches are needed to investigate which design
features are critical in providing therapeutic and pedagogical
support for people with ASD in order to understand the
potential impact of technology in their change of behavior
[14][26] and provide a formalization of this knowledge for
Web developers and designers.

In this paper, we describe a proposal set of Web
accessibility guidelines for people with ASD to help Web
developers to design accessible Web interfaces for these
users. These guidelines systematize and formalize
recommendations and best practices extracted from literature
and reviewed software.

This paper is organized as follow: in Section II, we
present previous works related to the development of
interface and interaction design guidelines for people with
ASD, including exclusive and non-exclusive guidelines. In
Section III, we describe our methodological approach to
identify, extract and systematize the guidelines presented in
this work. Section IV presents the proposed set of guidelines
and describes each category, while in Section V we discuss
their potential effectiveness for people with ASD. Finally,
we present our conclusions in Section VI.
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II.  BACKGROUND

Friedman and Bryan [21] were two of the first to
formally propose Web accessibility guidelines for people
with cognitive or neuronal disabilities. Through an extensive
literature review of 20 studies involving guidelines from
experts, governments and institutions, the authors established
the 22 most frequent recommendations on selected works.
Similarly, Darejeh and Singh [12] investigated usability
principles for people with low digital literacy, including
people with cognitive disabilities and ASD. Putnam and
Chong [8] conducted a survey with parents and educators of
children and adolescents with autism and adults with autism
through an online questionnaire to identify software
solutions that cater to people with ASD. The study does not
define design recommendations, but highlights aspects that
can help in building technology products for people with
ASD considering the objectives, interests and abilities of the
public. Web Accessibility Initiative (WAI), a W3C (World
Wide Web Consortium) group to delimit Web accessibility
guidelines, published in 2012 a draft of principles of Web
accessibility for people with cognitive or neuronal
disabilities and potential barriers to this group [24]. As these
recommendations were a draft, the W3C created a task force
group called Cognitive and Learning Disabilities
Accessibility Task Force (COGA) focusing on the area now
called Cognitive Web Accessibility. In January of 2015,
COGA published the results of a user research conducted to
address problems and solutions concerning Web accessibility
for people with cognitive, neuronal or learning disabilities
[22].

In general, most of the works presented preliminary
results and need further details about their proposed
solutions, although they have significant contributions. An
observed bias is that these works aim to focus on technology
professional and tend to have more technical content.
Recommendations considering the skills of a person with
ASD that can be used by professionals from different areas
may have a potentially greater adoption and allow
multidisciplinary works to develop affordable solutions.

III. METHODS

The process to identify, extract and systematize the
guidelines presented in this work was conducted in three
phases:

A. Phase 1 — Studies selection

We conducted an exploratory bibliographic survey to
selected works about accessibility for people with ASD and
other cognitive or neuronal disabilities published or
developed between 2005 and 2015. We analyzed
international recommendations, mobile and desktop
applications, universal design approaches for educational
purposed and peer-reviewed papers published in conferences
and journals. The process of the survey involved an
extensive search in databases, such as Association of
Computer Machinery (ACM), IEEE, PubMed and Google
Scholar. We also performed manual searches to find
solutions that were not restricted to scientific papers. Table I
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presents the inclusion and exclusion criteria considered to
select the works. Only the last inclusion criteria were

mandatory to select or exclude works.

TABLE L.

INCLUSION AND EXCLUSION CRITERIA TO SELECT THE

WORKS TO BE ANALYZED IN PHASE 2

Inclusion criteria

Exclusion criteria

Peer-reviewed papers published
in conference proceedings or

Unpublished papers, blog posts
and other materials that did not
presented verified empirical

scientific journals. evidences and results.
Computational ~ solutions  for | Computational solutions focused
people with ASD, specially | on parents, therapists or educators
children. of people with ASD.

Works approaching accessibility
recommendations for computing
systems and/or Web acessibility
for people with cognitive,
neuronal or learning disabilities.

Papers that didn’t described
clearly the design decisions taken
to develop the solution regarding
the needs of people with ASD.

Works  approaching  mainly
interaction models based on touch
screens or Web interfaces.

Works focused on robotics.

Works and solutions publised or
developed between 2005 and
March of 2015.

Works out of the inclusion
criteria.

B. Phase 2 — Extraction

In this phase, we performed a triage to extract
recommendations from selected works, where we identified
107 potential recommendations and best practices.
Subsequently, we executed a process to group them using a
process similar to the affinity diagram technique, in order to
arrange the extracted statements in logical sets according to
the patterns we could identify in each statement. This process
resulted in ten categories of guidelines.

C. Phase 3 — Consolidation

Upon grouping the recommendations by affinity
diagram, we could perceive similarities between
recommendations within a group that was not noticed during
the analysis of the raw material of the 107 recommendations.
Thus, we did a second grouping process to combine
analogue recommendations contained in each category,
refine the statements and systematize the final set of
guidelines. We also wrote a detailed description of each
guideline, including how to implement them and their
respective importance for people with ASD, a gap we
identified in the selected works.

IV. RESULTS

Through an exploratory review of literature and available
software, we selected 17 works according to the criteria of
Phase 1, divided into international recommendations (3),
software accessible for people with ASD (3), universal
design guidelines for learning (1) and peer-reviewed papers
(10). The selected works came from nine countries (United
States, Brazil, Italy, England, Israel, India, Malaysia, Chile
and Hong Kong), except the international recommendations,
which can be considered global. Although contributions
from United States correspond to 47% of works, it was still
possible to bring cultural diversity from different countries.
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Regarding the platform, this work is focused on Web-based
interfaces, but we selected works exploring distinct platforms
and applications, such as Virtual Reality, Multitouch Table
and native (desktop or mobile) due to the possibility of
generalizing recommendations and interaction patterns that
can be platform-independent. Most of the works are
technology specific or accessible for people with ASD,
although all works from International Recommendations are
not exclusively focused on ASD.

In Phase 2, after extracting the potential guidelines, we
grouped all 107 recommendations, organizing them based on
a similarity criterion. This process resulted in ten categories
carefully labeled to represent common elements in Web
interfaces. The categories are: (Gl) Visual and Textual
Vocabulary; (G2) Customization; (G3) Engagement; (G4)
Redundant Representation; (G5) Multimedia; (G6)
Feedback; (G7) Affordance; (G8) Navigability; (G9) System
Status; (G10) Interaction with Touch Screen.

In Table II, we present a summary of recommendations
extracted from the first triage, where it is observed that the
most critical interface design aspects are related to Visual
and textual vocabulary, Customization, Engagement and
Redundant Representation, according to the number of
extracted recommendation and number of works from which
we extracted these recommendations. At first, we had a
hypothesis that Customization guidelines would be critical
due to the diversity of characteristics of people with ASD as
customization allows them to be in control and to tailor the
interface according to their preferences. However, one of the
biggest challenges for people with ASD when using the Web
are: a)to focus or comprehend lengthy sections of text [23];
and b) to understand visual/textual information due to
inaccurate visual and textual communication [12][22]. It is
worth mentioning that Visual and textual vocabulary is
recommended to be the first concern for developers and
should be complemented with Redundant representation in
order to increase the potential of being understood. As
people with ASD, especially children, may be uncomfortable
with certain distractive elements and also present some
difficulties regarding focus and attention, Engagement
guidelines are important to work memory, attention and
reading skills on the Web interface.

TABLE II. DISTRIBUTION OF EXTRACTED RECOMMENDATIONS
BETWEEN CATEGORIES AND QUANTITY OF WORKS REFERENCED IN EACH
CATEGORY
Category | Extracted recommendations Referenced works
Gl 26 9
G2 14 10
G3 12 9
G4 12 7
G5 10 9
G6 8 8
G7 8 6
G8 7 4
G9 6 4
G10 4 4

Copyright (c) IARIA, 2016. ISBN: 978-1-61208-468-8

The final step in Phase 2 was a second arrangement
process to generate unique guidelines and reduce ambiguity
and redundancy, since several recommendations in each
category, from different authors, presented similar
statements. As a result, we would formalize a set of 28
guidelines distributed in the ten categories, as presented in
Figure 1. The guidelines from Visual and textual vocabulary,
Customization and Engagement represent about 43% of all
guidelines, reinforcing their importance when designing
interfaces for people with ASD.

Customization

Visual and textual vocabulary
Engagement

System status

Multimedia

Redundant representation
Affordance

Navigability

Interaction with touch screens
Feedback

w w w w
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Figure 1. Number of unique guidelines generated for each category after

systematization and summarization.

A. Description of the guidelines’ categories

The consolidated guidelines compound a set of 28 Web
accessibility recommendations to design and develop
Websites and Web applications more suitable for people
with ASD. As mentioned previously, the guidelines are
distributed in ten categories and each one has a strategic
scope regarding interface and interaction aspects of a Web
interface. We describe in the following sections the scope of
each category. The full set of guidelines ordered by category
is presented in Table III.

1) Gl — Visual and textual vocabulary: This category
presents the most important recommendations, according to
the works we analyzed. They address the proper use of text
and images considering particularities of people with ASD.
About 50% of the works present concerns about text
structure, language, verbal and pictorial communication,
reading flow and color contrast. In guideline 1.2 we
consolidated contributions from four works [12][22]-[24]
and eight recommendations about the use of proper
language. Guideline 1.4 summarizes five similar
recommendations extracted from three works [15][27][28]
related to real world representation of icons and interaction
patterns. As people with ASD may face barriers to
understand information and decode language, the guidelines
of this category can improve the aspect of engaging in
communication [29] and approach social and
communication skills.

2) G2 — Customization: Guidelines from Customization
category address recommendation to enable users to tailor
interfaces according to their needs. It is the second most
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important category and it addresses how users with ASD
can adjust the interface in a more comfortably way to them,
considering that the syndrome presents a myriad of
characteristics and it is often risky to identify patterns
between people with ASD, such as colors preferences.

3) G3 — Engagement: The guidelines of Engagement
present recommendations regarding focus, attention and
strategies to help users interact with the system. These
guidelines address interface design issues and intersect with
recommendation of “Gl- Visual and textual vocabulary”
and “G6 -Feedback”.

4) G4 - Redundant representation: Redundant
representation, along with G5 - Multimedia, refers to
guidelines reinforcing that information should not be linked
exclusively to a format (text, image or audio). Multiple
representations  (specially  graphical) work as a
supplementary content [30] and contribute with enrichment
of the repertory of user’s vocabulary [5][9].

5) G5 — Multimedia: Complementing guidelines from
Redundant Representation, Multimedia’s guidelines detail
the proper use of multimedia in Web interfaces to work
memory, attention, visual and textual understanding and
sensorial integration of people with ASD.

6) G6 — Feedback: Providing feedback for actions
performed in interfaces is a common usability
recommendation independent of the characteristic of users.
However, incomplete feedbacks or their absence are
critical for people with ASD, particularly children, due to
their potential difficulties to pay attention, deal with changes
and understand verbal instructions. Thus, feedbacks are
important for people with ASD to guide them in performing
tasks, understanding the application behavior and predicting
the behavior of similar features or elements. The
recommendations we extracted were very similar to each
other, evidencing how this aspect is important and is
consistently established in different works. As a result, we
could summarize them into a single guideline.

7)  G7 — Affordance: Guidelines in this category address
issues to design interface elements that clearly identify how
they work without a deep investigation or a high cognitive
effort. Reducing cognitive workload is an important
accessibility concern when designing interfaces for people
with ASD. Consequently, interface designers and Web
developers should pay attention to the Web page element
which may not specify clearly if they are clickable,
draggable, pushable, etc.

8) G8 — Navigability: The guidelines of Navigability
present recommendation about the navigational structure
between Web pages. A large amount of information and
number of links contribute to a bad user experience for
people with ASD. Therefore, it is recommended to provide
to the interface: a) a simplified navigation; b) consistent
location indicators; and c) sequential navigation, when
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applicable. Also, it is important not to prevent users to be in
control of the navigation flow.

9) G9 — System status: The System status’ guidelines
address recommendations about progress among tasks
(clearly information about errors, help instructions and
information related to changes in state of elements).

10) G10 — Interaction with touch screen: The last
category presents a recommendation on the use of touch
screen. We consider this recommendation important since
Websites and Web applications are increasingly being
accessed through mobile devices with touch screens. Those
devices present direct manipulation of interface elements,
people with ASD tend to interact better to such devices
[9][15][20] and their interaction model is considered to be
more natural. Interfaces with direct manipulation require
less physical efforts and present interaction patterns
compatible with the real world.

V.  BRIEF DISCUSSION

It is possible to find some software, games and
applications aimed at teaching and learning of people with
ASD, both in scientific works and business solutions.
However, for each of these applications, designers and
developers may need to thoroughly investigate the most
suitable design solution for the proposed application or may
follow generic design guidelines that may not be appropriate
in the context of software for people with ASD [6][27].

By proposing recommendations and guiding principles
for the development of interfaces accessible to people with
autism, it is possible to mitigate the lack of knowledge of
developers and enable the development of more inclusive
technologies. In addition to allowing the developers to know
what they should consider when developing appropriate
solutions for people with ASD, design recommendations can
contribute to raise awareness of these professionals about the
characteristics of the person with ASD and how technology
can be valuable to them. Following recommended guidelines
for proper software design, designers and developers can
support the educational goals defined for the application.

Systematizing contributions from 17 works and selected
solutions generated a consolidation of contributions that, to
date, have been dispersed in different types of publications or
were a tacit knowledge in the design of software solutions.

Some recommendations may not seem new regarding
Web accessibility and interface design, e.g., "provide clear
error messages" and "provide feedback". The difference is
how the fulfillment of these factors has a different impact for
people with ASD. When we suggest, for example, avoiding
using metaphorical expressions in the interface content and
icons, we can consider this as an important guidance for
neurologically typical children in literacy age, because they
often don’t understand some non-literal expressions. But this
recommendation is even more critical for people with ASD,
considering that people with autism, in different age range,
may have difficulty understanding and interpreting
metaphors. The proposed guidelines can be used by interface
designers, Web developers and other professionals involved
in the design of applications for people with ASD as a
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support for decision-making to suggest information and

autism and, potentially, a variety of users.

resources more consistent with the context of children with

TABLE III. SET OF PROPOSED GUIDELINES
ID Summary Description Authors
G1 - Visual and Textual Vocabulary
Colors shouldn’t be the only way to deliver content and the contrast between background and objects in foreground must be
1.1 . Lo - PP . [20][21][23][30]
appropriate to distinguish items and distinct content or relate similar information
12 Use a simple visual and textual language, avoid jargons, spelling errors, metaphors, abbreviations and acronyms, using terms, [12][22]-[24]
) expressions, names and symbols familiar to users’ context
1.3 | Be succinct, avoid writing long paragraphs and use markups that facilitate the reading flow such as lists and heading titles [21][23]
Icons, images and label of menus and actions should be compatible to real world, representing concrete actions and everyday
1.4 . R . . [15][27][28]
life activities in order to be easily recognized
G2 — Customization
2.1 | Allow color, text size and font customization for interface elements [12][16][21]-[23]
2.2 | Provide options to customize information visualization with images, sound and text according to individual user’s preferences | [6][7][16][21][31]
2.3 | Provide options to customize the amount of element in the interface, their arrangement and enable features personalization [6][9][16][17]
2.4 | Enable areading or printing mode for activities involving reading and concentration [21][22]
G3 — Engagement
3] Avoid using elements that distract or interfere in focus and attention. In case you use it, provide options to suppress those [91123][24](31]
elements on screen.
Design simple interfaces, with few elements and which present only the features and content need for the current task to be
32 [12][15][28]
performed by the user
3.3 | Use blank spaces between Web page elements to separate different contents or focus the user attention on a specific content [21][23]
34 Provide clear instructions and orientation about tasks to ease the user understanding of the content and the content language, 91124
) in order to stimulate, motivate and engage the user (7101(24]
G4 — Redundant Representation
The Website or Web application must not rely only in text to present content. Provide alternative representations through
4.1 | . . . : - [S1[6][21][23][31]
image, audio or video and ensure that they will be close to the corresponding text
49 Symbols, pictograms and icons should present a textual equivalent near to facilitate symbol understanding and contribute to [91[21][31]
) enrich user’s vocabulary
4.3 | Provide audio instructions and subtitles for texts, but ensure that this is not the only alternate content representation [21][28]
G5 — Multimedia
51 Provide information in multiple representation, such as text, video, audio and image for better content and vocabulary [51[12][16][23]
) understand, also helping users focus on content [24][28][31]
5.2 | Allow images magnification for better visualization and ensure they continue to be understandable when enlarged [23]
5.3 | Avoid the use of disturbing and explosive sounds, like sirens or fireworks [20]
G6 — Feedback
6.1 Provide feedback confirm correct actions or alerting about potential mistakes and use audio, text and images to represent the [81[9][15][17][20]
) message, avoiding icons with emotions or facial expressions [21][23][27]
G7 — Affordance
7.1 | Similar elements and interaction must produce similar, consistent and predictable results [12][23][24]
7.2 | Use bigger icons, buttons and form controls that provide appropriate click/tap area and ensure that the elements look clickable [91[12][21][23]
7.3 | Provide immediate instructions and feedback over a interaction restriction with the system or a certain interface element [8]
G8 — Navigability
31 Provide a simplified and consistent navigation between pages, use location and progress indicators and present global [21]123][24][28]
) navigation buttons (Exit, Back to home page, help) on every page
32 Avoid automatic page redirects or expiration time for tasks. The user is who should control navigation and time to perform a [21][23]
) task
G9 — System status
91 Present appropriate instructions to interact with interface elements, provide clear messages about errors and provide [99123]
) mechanisms to solve the errors
9.2 | Allow critical actions to be reverted, cancelled, undone or confirmed [21][23]
93 In interactive lessons and educational activities, it is recommended allow up to five attempts before showing the correct [20]
) answer
G10 — Interaction with touch screen
10.1 Touch screen interactions should have the appropriate sensibility and prevent errors in selections and accidental touch in [8][15][16][27]
interface elements
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VI. CONCLUSIONS AND FUTURE WORK

In this work, we investigated and systematized Web
accessibility recommendations and best practices to design
Web interfaces suitable for people with ASD. While the
works we selected usually presented the recommendations in
a format of single sentence, we decided to develop an
extended description for each guideline in order to help
people to implement the guidelines properly and understand
the rationale of the proposed approach. Some guidelines may
present technical details, however, our intention is that the
guidelines can be applied by multidisciplinary teams and
educational professionals involved with use of digital
resources for people with ASD.

Although the focus of the project is Web interfaces, we
carefully propose generalized descriptions for most
guidelines in order to not link them with a specific platform.
The idea is to enable their application to different interaction
contexts.

The full set of guidelines is available at an open-source
repository on GitHub. Therefore, we hope this content may
be complemented, distributed, derived and easily accessible
to professionals and researches from different areas.

Finally, the proposed guidelines should provide advances
in the state of the art of cognitive Web accessibility as: (1)
support material to develop Websites and Web applications
adapted to the needs of people with ASD, especially
children; (2) a guidance documentation about best practices
and potential challenges about interaction of people with
ASD with interactive systems; (3) an open source repository
of recommendations in constant update; (4) a complement to
literature regarding the biases of Web accessibility for people
with cognitive or neuronal disabilities, adding techniques
related to ASD.

A. Next steps

In order to see if the proposed guidelines are effective in
providing a better interaction for people with ASD, the next
step of this work involves the development of an educational
Web application using the guidelines to support the
interaction design, followed by an experimental evaluation
with children with ASD. The evaluation aims to observe how
children react and interact with the application and collect a
feedback to validate and improve the guidelines.

Alongside, we intend to: (1) interview parents and
teacher of children with ASD to understand their perspective
about using technology as an educational and therapeutic
resource in order to contemplate their viewpoint into the
guidelines; (2) perform technical evaluation of the guidelines
with Web developers, accessibility experts and digital
educational teachers involved with special education.
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Abstract—Web accessibility and usability represent an open
challenge for the current research on the Web; in particular,
for specific disabilities such as the Autism Spectrum Disorders
(ASD), to the best of our knowledge, no experimental case study
on an autistic-friendly Website on tourism is available.
However, people with ASD are usually solitary and visual thinkers
and they could take advantage by the use of the Web. This paper
identifies the set of basic and general guidelines provided by
the World Wide Web Consortium (W3C) to make a Website
accessible and usable to this specific set of users, and extends it,
integrating new specific features.
Following these new guidelines, the paper proposes a case study
dedicated to a tourist, autistic-friendly, Website developed in the
area of Rieti, central Italy; it has been validated through expert
reviews, and several trials with users of a specialised centre for
neurological and physical disabilities.
Keywords—Autistic-friendly Website; Accessibility;
Tourism; Autism Spectrum Disorders.

Usability;

I. INTRODUCTION

Web accessibility and usability represent an open challenge
for the current research on the Web: they aim to make Web
content more accessible and usable to a wider range of people
with disabilities, including blindness and low vision, deafness
and hearing loss, learning disabilities, cognitive limitations,
limited movement, speech disabilities, photo sensitivity and
combinations of these [1]. Usually, Web developers apply
general standards, following the guidelines provided but the
W3C [2], without considering the importance of a universal
Web access. However, every country supports the application
of the Web Content Accessibility Guidelines (WCAG) 2.0
[1], although adopts a different Web accessibility legislation:
WCAG 2.0 are recommended, but become mandatory only
in specific cases, such as, for example, in Italy, for the Web
sites of public Institutions (see the so-called “Legge Stanca”,
literally Stanca Act [3]).

A. Autism Spectrum Disorders

In this paper, we are interested in the development of
websites for people with the disabilities denominated Autism
Spectrum Disorders (ASD). The American Psychiatric Associ-
ation defines the ASD as neuro-developmental disorders with
persistent impairments in social communication and social
interaction, and restricted, repetitive patterns of behaviour,
interests, or activities [4]. This general definition puts together
people with a wide and different set of features and behaviours;
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so, it is difficult create multi-purpose environments, but some
general guidelines may be followed. We have focused our
attention on ASD user profiles with the following features.

Typically, the impairments in social communication are
related to language delays, however, people with ASD often
present good visual abilities. Thus, modern speech therapies
are usually combined with Augmentative and Alternative
Communication (AAC) techniques, i.e., powerful methods that
combine different visual components in order to create syntac-
tically and semantically correct sentences [5] [6]. Among these
AAC techniques a standard approach is to use the Picture Ex-
change Communication System (PECS) which promotes inter-
actions among users with the exchanging of images [7]. People
with ASD are usually visual thinkers, i.e., think in pictures and
express their concepts by visualising sequences of pictures of
the same object [8]. They have often limited attention, i.e.,
limited time in which they might be able to concentrate on
a particular task, thus defining limited, self-contained tasks is
very important. They might also suffer of Sensory Processing
Disorders (SPD), and may thus feel distressed and confused
in particular situations. SPD are neurological disorders that
cause difficulties with processing information from the five
senses (vision, auditory, touch, olfaction, and taste), as well
as from the sense of movement (vestibular system), and/or the
positional sense (proprioception) [9].

B. Website usability and accessibility

Access to information and communication technologies
is a basic human right as recognised in the United Nations
Convention on the Rights of Persons with Disabilities (CRPD)
[10].

Disabilities might be either physical (visual, auditory, etc.),
or cognitive and neurological, might be temporary or bound-
less.

The W3C [1] [2] has proposed different guidelines to pro-
duce accessible websites, however specific features have to be
considered while dealing with people with specific disabilities
such as ASD. As we have previously mentioned, typical prob-
lems that people with ASD face are limited attention, sensory
hypersensitiveness, different way of learning and reacting to
things, problems related to limited text comprehension (e.g.,
not understanding figurative language, etc.). For such a reason
standard usable and accessible websites might not be suitable
for such users.
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Web usability and accessibility are closely related: their
goals, approaches, and guidelines overlap significantly [11].

Usability is all about designing an easy to use website that
appeals to as many people as possible. Websites should be
intuitively usable. Usability is a quality attribute that assesses
how easy user interfaces are to use; it is is defined in [12] by
five quality components:

e Learnability: How easy is it for users to accomplish
basic tasks the first time they encounter the design?

e  Efficiency: Once users have learned the design, how
quickly can they perform tasks?

e  Memorability: When users return to the design after a
period of not using it, how easily can they reestablish
proficiency?

e  FErrors: How many errors do users make, how severe
are these errors, and how easily can they recover from
the errors?

e  Satisfaction: How pleasant is it to use the design?

For Web developers, a key aspect of usability is following
a user-centred design (UCD) process to create positive and
emotional user experiences [13].

Accessibility is about ensuring an equivalent user experi-
ence for people with disabilities. For the Web, accessibility
means that people with disabilities can perceive, understand,
navigate, and interact with websites and tools, and that they
can contribute equally without barriers.

Usable accessibility combines usability and accessibility to
develop positive user experiences for people with disabilities.
User-centred design processes include both techniques for
including users throughout design and evaluation, and using
guidelines for design and evaluation. UCD helps making
informed decisions about accessible design. Thus UCD is
necessary to improve accessibility in websites and Web tools.

The goal of Web accessibility is to make the Web work
well for people, specifically people with disabilities. While
technical standards are an essential tool for meeting that goal,
marking off a checklist is not the end goal. People with
disabilities effectively interacting with and contributing to the
Web is the end goal [11].

We note that accessibility # usability: a website can com-
ply with standards; pass all the automated accessibility checks,
appear to be accessible. However, an accessible website is not
necessarily usable; Web pages can be verified accessible by fo-
cus groups, and still be inaccessible to a third party. Individual
users may have cognitive, technical, or other barriers.

In this paper, we are interested in websites which are ac-
cessible and usable by people with ASD. We thus first present
the state of art of existing guidelines for the development of
websites for people with ASD, and extend them with new
features. We then consider the relation between autism and
tourism, and show the existing solutions for proposing tours
for these specific users. To the best of our knowledge, there are
no existing websites that are usable and accessible for people
with ASD, and let them freely navigate inside them and take
independent decisions (as, e.g., the choice of a tour). We thus
propose an interesting case study of a touristic website for
autistic users and we show some experimental results on a set
of 9 users.

The paper is organised as follows: Section II is dedicated
to the state of art in autism and tourism; Section II-B presents
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general guidelines for accessibility and usability, specialised
for users with ASD, while Section III extends them, and
Section IV proposes our case study, focused on accessible
and usable tourism, autistic-friendly website. Finally, Section
V describes the experimentation made with a group of autistic
users and the related results. Section VI ends the paper with
future work.

II. RELATED WORK

The improvement of the quality of life for autistic people
is a big challenge. In this section we analyse the state of art
related to two aspects:

e Autism and tourism;

e  Website usability and accessibility for people with
ASD.

A. Autism and tourism

Some issues that have to be considered are: social inclu-
sion, e.g. in community activities, emotional well being, e.g.
happiness, interpersonal relations, e.g. friendship, and physical
well-being, e.g. leisure [14]. All this, may be achieved with a
well planned tourism trip, being it an experience that stimulates
all the above domains. However, this is not trivial since all
the different activities related to a trip, i.e. transportation,
accommodation, etc. have to be adjusted to meet special needs.

The first issue that has to be considered is the preparation
phase since it is well known that autistic people get stressed
in unknown, unexpected situations, thus everything has to be
previously planned, and the user has to be prepared to tackle
each of the trip steps.

In [14] [15] the authors identify some of the issues that
a travel agency or whoever organises the trip should consider
while planning it for an autistic user:

- Survey phase: A questionnaire should be provided so to
identify which are the main physical, sensory, or language
problems the user has, and which are his/her main interests.
According to this, the agency can suggest suitable tourism
destinations or trips. E.g., a person that gets stressed in very
crowded, loud or noisy placed should avoid amusement parks,
crowded exhibitions, etc..

- Trip planning: At this point a trip may be planned by
taking into consideration all the provided information. The first
thing is transportation, so how to move from a home place to
the destination. This can be achieved in different ways, what
is important is that all the steps are previously explained to
the user. If the transportation is by air the airline company
has to be contacted. Some airports offer some pre-planned
visits of the airport [15], the airport of Dublin also offers some
very interesting on-line material which visually describes the
different parts of the airport, following a logical sequence of
actions which a traveller is supposed to do. It also provides
interesting tips on how to face all the different situations while
being at the airport and also some general rules to follow
during a trip [16].

- Accommodation: What seems to be more suitable for
autistic users, are small size accommodations, such as small
hotels and motels, or preferably the renting of a condo where
the user can "feel at home”. In the USA, there are some hotels
that already provide “autism-friendly accommodations” with
special rooms, staff, and meals [14].
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- Tours: What concerns the tourism activities, is obviously
based on the preference of the user. Thus, following the
guidelines of the survey is a good starting point. Here, we
have to distinguish between one day trips which obviously
have to be planned in the surrounding area, avoiding too much
stress for the trip, and longer trips of two or more days. There
are obviously different options, depending on the preferences
and also considering the sensory problems which autistic users
might have. Possible options are sightseeing in scenic areas
since autistic users often like silent places and love taking pic-
tures, visiting historical and cultural sites, museums, aquariums
etc.. Some museums are “Autism-Friendly Museums”, and are
prepared to host these special tourists. An example is the Royal
air force museum in London which offers an autism friendly
trail that can be downloaded from the site, and has won an
Autism Access Award [17], or the Metropolitan museum of
art in New York which offers e.g., a social narrative (PDF)
about visiting the Museum with tips, and a Sensory Friendly
Map of the museum with the list of quiet and less crowded
areas [18].

Obviously, general considerations are that first one should
prepare the autistic user to very simple day trips, then these
trips might be planned for a longer time. Daily activities should
not be too intense, locations should be visited in times of the
day during which places are not too crowded, i.e., stressful
situations should be avoided as much as possible. A good
idea, is also to prepare the user for the changes of routine
by illustrating the trip using brochures, photos, videos, etc.
A last consideration is that, often, things might not go as
expected, thus the trip should be planned with flexibility so
to consider last minute changes of planes, i.e., alternative
destination, activities and so on.

The site [19] encourages families with people with ASD
to travel around the world; it provides interesting hints for
travelling, e.g., how to let a person with ASD pack his/her
luggage, interesting destinations and hotels, and so on. It also
states that the benefits of travelling outweigh the problems
one will face. For instance, travelling provides a hand on
experience on some topics which are studied in books at school
(also normal people would benefit from it). Mathematics for
calculating money exchange or tips, art by visiting museum
and galleries, geography by physically moving from a city to
another, literature by visiting homes of famous authors, and
so on. It increases flexibility not only in the daily routine but
also in the dietary restrictions by encouraging the experience
of tasting different food, in the interaction with other people
by enhancing social and language skills, in raising family
bondings, etc..

B. Website usability and accessibility for people with ASD

An interesting reading [20] is provided by Jamie Knight,
autistic developer and senior accessibility specialist: he dis-
cusses on cognitive accessibility and provide some practical
guidelines.

While the Web Content Accessibility Guidelines, WCAG
1.0 and WCAG 2.0 [1] represent the international standard
reference model in this research domain, different practical
and operative guidelines have been proposed [1] [2] [20]-[21].
Given that most of them consider similar aspects, we have
analysed and summarised all of them in the following list:
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a) Graphical layout: Users with ADS may easily be
distracted by secondary contents, thus webpages should be
very simple and should not contain information, images,
frames that create distractions. The page layout should be
consistent throughout the website. Images and white space
should be copiously used in order to focus the user attention
and to simplify the concepts absorption. Background sounds,
moving text, blinking images and horizontal scrolling should
be avoided.

b) Structure and Navigation: The website should have
a simple and logical navigation structure, links should be easy-
to-access and to find, and few options should be given in order
to avoid the user confusion. The navigation inside the site
should be limited by three clicks. Each page should contain
the navigation information and navigation buttons at the top
and the bottom of the page.

c) Fonts and colours: Words should be easily read-
able, thus should usually be written in plain Sans-serif fonts
(e.g., Verdana) of at least 12 points. To emphasise words,
bold should be used. The choice of the right color is very
important, people with ASD may avoid the navigation in sites
with particular predominant colours, e.g., red. Foreground and
background colours should have sufficient contrast but not too
much, some ASD users find e.g., that black on white, is too
visually stimulating.

d) Language: The language should be simple and
precise so that it does not create ambiguity, secondary and
irrelevant information should be avoided. The text should be
short and self-contained. The words should refer to things that
“can be seen”, acronyms and abbreviations, together with non-
literal text, and jargon should not be used since people with
ASD literally interpret the text content.

III. SPECIALISING THE GUIDELINES FOR AUTISM

The guidelines proposed in previous subsection II-B define
a set of general features; in this section we specialise them,
integrating new features, specific for the ASD characteristics.
We list them, following the four aspects introduced above:

Graphical layout: Limit the text to very few, simple
sentences, and add many images in a PECS-like style so to
describe concepts and actions through sequences of images.
This is the most important feature, i.e., the copious use of
images throughout the site, in order to transmit all messages.
Repeat concepts, and in the homepage write a sentence that
let the user feel it navigates in its “own” site.

Structure and Navigation: Use simple and sketchy sym-
bolic pictures. If the site is directed to a group of young users,
add, when possible, some simple games to involve the user,
and also to check his/her level of attention.

Fonts and colours: Write sentences in bold, of big size and
uppercase.

Language: Use simple and minimal sentences, and illus-
trate concepts through images, and not though the written text.

To summarise, the main feature that we think should be
added is the use of many figures to explain situations, illustrate
actions, etc.. This choice is based on an Augmentative and Al-
ternative Communication (AAC) approach that is widely used
to improve standard communication. Moreover, we enforce
the involvement of the user on the site navigation by adding
sentences that personalise the site, and by adding games that
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increase his/her curiosity. As we will describe in Section V,
this choice has been proved to be winning in our testing phase.

IV. SCOPRIRIETI: A TOURISM WEBSITE FOR AUTISTIC
USERS

As we have mentioned in the previous Section II, there are
sites that provide tourism destinations for people with ASD,
or that give some tips on how to develop an autistic-friendly
website, however, we could not find sites whose aim was the
independent (or almost-independent) planning of a trip by a
user with ASD.

In [22], we have thus proposed the Scopririeti (literally,
“Discover Rieti”) site [23], an autistic-friendly site, that the
user may use to simply search information, or, what is more
interesting, to independently choose one among different possi-
ble destinations of a one-day tourism trip in the neighbourhood
of Rieti, an Italian town in the north of Rome.

A. The website structure

While developing the site, we made sure that it met all
the accessibility and usability standards we have presented in
Section II-B and Section III. We did this in collaboration with
therapists and operators of the centre Nemo in Rieti, which
hosts different users with neurological and physical disabilities.

Graphical layout. The page layout is essential and simple
so to be enjoyable and comprehensible. The background is
white and it has just some simple bars in a flexible colour
(blue and orange), so to avoid too much contrast on the
colour, and thus prevent visual discomfort. The header of the
website contains typical standards such as the logo, the primary
navigation menu and the search bar, as shown in Figure 1. We

Sgp@rﬁﬁﬁ@ﬁﬁ Home NATURA SPORT STORIA RELIGIONE
—

Go

Figure 1. The header bar of our website. The menu contains four main
items: nature, sport, history, and religion.

have inserted many pictures and photos in order to increase
the full comprehension of the site content, which is simple,
repetitive and synthetic. We have also followed the guidelines
and the suggestions proposed by the therapists, and we have
included travel itineraries that well suited the users. In the
homepage we have written a sentence “Sei un ragazzo del
Centro Nemo? Questo sito ¢ stato realizzato proprio per te”
(Translation: “Are you a guy of the Nemo center? This site has
been developed for you”) that would let the user feel happy
to navigate inside his “own” site.

Fonts and colours. We have used simple fonts, big size
and uppercase for letters in order to facilitate the reading (see
Figure 2. Translation: Discover several new places of Rieti and
organise a tour with your friends or your family. What do you
like?).

Language. The language used is simple, sentences are
minimal and do not contain acronyms or abbreviations (see,
e.g., Figure 2). Note that, the site is in Italian since it had
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SCOPRI TANTI NUOVI POSTI DI RIETI E ORGANIZZA UNA GITA CON | TUOI AMICI O CON LA TUA
FAMIGLIA!

0o (COSA TI PIACE?

NATURA SPORT

STORIA

RELIGIONE

Figure 2. The fonts.

to be accessible by Italian disabled users. We have preferred
to illustrate all the tourism experience with a sequence of
pictures, rather than with some text (see the entire home page
in Figure 3). This prepares the user with ASD to a sequence
of practical experiences and actions which he/she has already
visualized and pre-processed, and thus reassures him/her.

Structure and navigation. The site is organised in at most
four levels. From the logo, the user can go back to the
homepage. In some pages, there is a back command. We
have not included pop-ups in Javascript, background sounds,
moving images so to avoid sensory annoyance.

The user may navigate from the homepage to the secondary
pages by clicking (a) on the images or (b) on the green smiles
below, or from the main menu in the header (see Figure 3).

ScOpriRieti

Home NATURA SPORT STORIA RELIGIONE

Go

SEI UN RAGAZZO DEL CENTRO NEMO? QUESTO SITO E’ STATO REALIZZATO PROPRIO PER TE!
SCOPRI TANTI NUQVI POSTI DI RIETI E ORGANIZZA UNA GITA CON | TUOI AMICI O CON LA TUA FAMIGLIA!

.”. £ (COSA TI PIACE?

NATURA SPORT STORIA RELIGIONE

M 200 M A

¢
¢

Figure 3. The homepage.

We have discussed with the psychologists, and opted for
the use of simple and sketchy symbolic pictures. The idea is
that if a user with ASD sees a picture with a bike inside a
bike trail (see Figure 4) s/he will conclude s/he can practice
this sport.

In the homepage, the user faces a decision “Cosa ti piace?”
(“What do you like?”), and has to choose one of the four
itineraries, each of one has the same structure and contains: a
simple question, an image that represents the general content
of the page, links to pictures, videos, four images that link to
subsections which include information on where it is located,
how we can go there, what can we do there, and what to bring
(see Figure 4). All these links can be used to prepare the user
to the trip by visualising in advance a map of the location, the
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ScOpriRieti
Home NATURA SPORT STORIA RELIGIONE

Search Go

ScopriRieti > SPORT

SAPEVI CHE ESISTE UNA PERCORSO PER LE BICI CHE ATTRAVERSA RIETI E LA PIANURA
REATINA?

LA PISTA CICLABILE DELLA PIANA REATINA

UN PERCORSO FACILE E PIANEGGIANTE NELLA NATURA!

2N

FOTO VIDEO

COME COMPORTARTI COSA PUOI  PRIMA DI PARTIRE: PREPARA

VEDERE

Figure 4. A bike trail tour.

way the trip will be done (by car, by bus, with relatives, etc),
how to behave, and what to see. The last link, a backpack,
contains instructions on how pack it and what to bring on that
specific itinerary (see Figure 5).

Some sections contain some games, in which we can check
the level of attention of the user. There are questions as: “Have
you seen this image during the itinerary?” and so on (see
Figure 6).

Finally, at the end of most of the pages we can find a print
command (“stampa la pagina”) and a back command (“torna
indietro”), see Figure 7.

Itineraries. We have chosen four possible itineraries, for
a one day tourism trip in the neighbourhood of Rieti and the
options are: nature, sport, history, and religion. These topics,
well fit these users since people with ASD like to explore
quiet and relaxing places (nature and religion), love to move
around (sport), are very good at memorising dates and images,
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NELLO ZAINO
PRIMA DI PARTIRE: PREPARA LO ZAINO

Figure 5. What to bring in the backpack.

ScopriRieti > STORIA > COME ANDARE > ITINERARIO CENTRO DI RIETI > GIOCA IN VIAGGIO

GIOCA IN VIAGGIO
GIOCHIAMO!
UN BRAVO TURISTA OSSERVA SEMPRE!

1) PRIMA DI PARTIRE: STAMPA QUESTA PAGINA E PORTALA CON TE!
2) RISPONDI A QUESTA DOMANDA:

HAI VISTO QUESTI POSTI DURANTE IL TUO
VIAGGIO?
NEL CENTRO STORICO DI RIETI

IL FIUME VELINO
—

(=] [oe]

Figure 6. A partial screenshot of the game, Si, No (literally Yes, No).
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= STAMPA LA PAGINA!

Q
.”.o 0 TORNA INDIETRO!

Figure 7. A print and a back command.

and often like to take pictures (history). As we will mention
in Section V, all these itineraries have all been very much
appreciated by the users of the experimentation.

All these itineraries can be done in one day, having as a
starting position the centre Nemo, and given that some are
urban tours we have pointed out known places inside town to
facilitate the comprehension of the destination location.

V. EXPERIMENTAL RESULTS

We first describe the methodology we have used and we
then illustrate our experimental results.

A. Methodology.

The development of the Scopririeti (literally, “Discover
Rieti”) site [23] has followed different steps:

Collection of medical material.

The first phase was the search for the medical material
on the specific disability, and the study of the characteristics
that define these specific users. This is important both to well
meet the accessibility requirements, and for the choice of the
appropriate content for the site.

Literature survey.

In the second phase, we have collected all the information
about usable and accessible websites for users with ASD, and
we have proposed some new interesting features that the site
should include (e.g., pictures, games, etc.)

Interviews.

In the third phase, one of our group members (Elisa) has
interviewed a group of specialised therapists and professionals
of the centre Nemo of Rieti, Italy. This centre hosts people
with different neurological and physical disabilities. Elisa has
collected information about the different disabilities and about
the limits and expectations one could meet while developing
the site. She has also participated to different meetings in
order to analyse the methodology used by the professionals for
approaching these users. What we have realised in this phase
is that the site had to be developed for users which were not
“too much serious”, given that it is not easy to include users
with big behavioural problems in tourism activities outdoor.
Thus, we have developed our site for users with non-serious
or mild disabilities, that had some elementary ability with the
use of a computer and with reading.

Website development.

The forth phase was the development of the website
applying the four categories of guidelines (discussed in sub-
section II-B and in Section III), and the hints and suggestions
collected in the two previous phases.

Preliminary test on a single user.

The fifth phase was a preliminary test on a single user. We
wanted to ensure that the site had been appropriately developed
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and was comprehensible. We have collected the impressions
both of the user and the therapist that was following the
meeting. We have thus accordingly adjusted and improved the
site.

Test on a group of 9 users.

In the sixth phase, we have then presented this new version
to a wider set of users which were first instructed, and were
then left free to navigate and explore the site. We have then
collected their impressions.

Assessment questionnaire.

The last phase, was the collection of the impressions from
the relatives of the users by an assessment questionnaire.

B. Outcomes of the tests and of the assessment questionnaire.

We have tested the site with a set of 9 users (1 female and
8 male) with non-serious or mild disabilities, with different
backgrounds and general expertise, with some computer skills,
and with some interest on this touring activity.

Disabilities. Our 9 users (whose names have been omitted
for privacy reasons) had the following disabilities:

e Ul (19 years old), U2 (18 years old), and U3 (18 years
old
AS%) and medium mental retardation;
e U4 (19 years old)
ASD and mild mental retardation;
e US5 (14 years old), and U6 (15 years old)
Asperger syndrome;

e U7 (22 years old) ASD and psychosis;

U8 (15 years old)
medium mental retardation

e U9 (17 years old)
mild mental retardation.

We have excluded from this group users with serious
mental disabilities.

Computer skills. All the users had some basics skills on
how to use the computer. Depending on the skills, we have left
the users to either autonomously navigate, or we have partially
helped them. Some have been able to type the name of the site,
others have found it already opened. We made sure that could
navigate without external distractions.

Test results. We have tested the site with one user at a time.

e User Ul has shown very good computer skills; she
was able to autonomously navigate inside the site; she
has chosen the historical itinerary, and has navigated
inside it in a non sequential way, being intensely
involved. She has spent a lot of time looking at
pictures and videos.

e User U2 was able to autonomously navigate; he has
shown interest for the religious itinerary, and, in
general, for the preparation of the backpack in all the
different itineraries.

e User U3 was almost independent in the navigation
phase. He chose the historical itinerary, and got so
involved by looking and photos and videos and com-
pleted the test saying “I want to go there!”. He really
liked the proposed games.

e User U4 has navigated inside the sport section; he
has intensely observed pictures and videos, and has
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autonomously discussed which places he had already
explored, and which were new.

e  User U5 has shown very good computer abilities. He
has chosen the historical itinerary, and has explored
it following the sequential sequence, observing all
the pictures, and enthusiastically playing the proposed
games.

e User U6 had more difficulties on the use of the
computer; thus he had found the homepage open. He
has chosen the naturalistic itinerary which he had
already visited with the school. He has intensively
observed all the pictures, and declared that he wants
to go back there with his family.

e User U7 has chosen the religious itinerary; he was
very curious about all the churches and saints (he did
not know about), thus asking many questions during
the navigation and observation of the photos.

e  User U8 has chosen the naturalistic itinerary. He was
not very skilled in the use of the computer, thus
followed some verbal suggestions. He was enthusiastic
about the pictures of lakes, plant and animals. We
are not sure wether he has really understood all the
information, as, e.g., the location of the lakes.

e User U9 has chosen the historical itinerary; he was
enthusiastic about the pictures of the underground trail
and has declared he wanted to do it soon. Even in
this case he needed some verbal help, and we are not
sure he has completely understood all the information
collected during navigation.

To summarise, the result is that all the users were able
to complete the test up to the end. All the users, except a
couple of them, had previous navigational experience on the
Web, and were able to follow the itineraries and to use the
mouse. Figure 8 shows the percentages related to the chosen
itineraries. All the users were enthusiastic, and have really

44%

22% ﬁ 22%
_ T [ —

Nature  Sport  History Religion

Figure 8. The typologies of chosen itineraries.

liked the site and all the itineraries. In particular, the elements
they have preferred are: the pictures, an explanation on how to
prepare the backpack, the proposed games. All of them have
also asked questions about specific pictures, have discussed
the site contents, and some of them really wanted to try the
real itinerary right away. The use of the mouse facilitated the
navigation. We also tried to run the tests using touch screens,
but this seemed to complicate it.

As a limit, we have found that some users have shown
some small difficulties on finding the location of some specific
pictures, and on the sequences of some itineraries.

Assessment questionnaire. We have finally proposed an
assessment questionnaire to the families. We have first met

Copyright (c) IARIA, 2016. ISBN: 978-1-61208-468-8

them and we have illustrated and shown the site. Some of
them had already seen it previously and had given suggestions
on the development of it. This project and the site have
been really appreciated, since relatives were happy to have
a site where their kids could ‘“autonomously navigate”. What
emerged is that some of the itineraries were known, others
were new. Parents really liked the section on the preparation
of the backpack, and the indications on how the trip evolves in
order to stimulate their kids orientation capabilities. Globally,
the site has been really appreciated both for the contents and
for its graphical design, and parents have claimed they will
surely use it for future trips.

VI. CONCLUSION AND FUTURE WORK

In this paper, we analysed how an accessible and usable
website should be developed in order to be enjoyable by a
user with ASD. We have also considered, how such a user can
benefit of travelling around the world, and which tips it should
follow in order to be able to face in serenity the trip. We have
finally presented, an interesting accessible and usable website
we have developed for users with ASD. With this site, the
users were able to plan and almost independently decide the
trip they wanted to do. We have also shown the appreciation
results it has received while experimented on a group of users
with ASD. This work represented a pilot, prototypal project
and the encouraging feedbacks allow us to plan future work:

e validate the usability and the accessibility of the
website on a systematic analysis of data collected on
a statistically significant sample of users. This will
require: (a) the creation of new websites that will
use our conceptual model; they will contain as case
study other cities; (b) the definition of the features
of potential user profiles, in order to generating a
taxonomic analysis of the experimentation results.

e implement a mobile app, that will contain all the
case studies and will become a concrete tool for the
tourism; it should be an adaptive and ubiquitous app
able to follow the users on their trips. We will collect
all the information generated by the use of the app,
like navigation paths, user profiles, user preferences,
geo-localisations, etc.; the aim will be to analyse these
data and define a reference model for an adaptive, and
semantic app for the tourism of specific class of users.

e implement the social aspects, in such a way users
could vote their preferred pages, insert a personal
comment or share their trips and their experience.
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Abstract— In this paper, we are introducing a low cost and real
time computer interaction technique with eye and head gestures
along with voice commands, based on a standard webcam.
Improving the accuracy of the cursor movement was one of the
main challenges while building a system like this. We have
applied Kalman filtering for smoothing the mouse cursor
movement. The use of voice modality, along with head and eye
gestures, made the computer operation more interactive.
Calculations of our own defined heuristics were used to improve
the accuracy of head and eye detection rate. We obtained
remarkable results in eye blink detection, voice command
accuracy, and cursor movement. This new multimodal
technique, named “EYE POINTER?” can be a useful system for
the physically impaired people, such as amputees.

Keywords—face and eye detection; image processing; eye
focus point; voice commands; kalman filter; heuristics
calculation; gestures; computer navigation; eye movement
synchronization.

I.  INTRODUCTION

Nowadays, human computer interaction is a vital concept
for researchers. The computer mouse is arguably the most
fundamental element that lets us interact with our computers.
As the usage of computer has increased along with the number
of users, the interaction devices should provide advanced and
user friendly techniques. Rather than using traditional input
devices which may not fit a varieties of users, researchers are
working on multimodal input, such as eye gestures, voice
commands and touch based interaction.

It has been shown that the Reaction Time (RT) latency
of the hand is slower than the RT latencies of the eye and
head when the subject had to make a button press response
with either the index or middle finger of the right hand,
dependent upon whether the stimulus occurred to the right or
left of the control fixation point [1]. Figure 1 shows the
response time for eye and finger in ms.

The number of computer users is increasing every day.
There is a large number of disabled people in the world that
need to be taken into account. Among them, amputees
(people who lost hands in an accident) and acheiropodia
(born without hands and feet) [18] exist in great numbers and
cannot have the facilities of using a computer because of the
lack of having a pair of working hands. For people who do
not have hands, there is no efficient solution to interact with

Copyright (c) IARIA, 2016. ISBN: 978-1-61208-468-8

the computer. Elderly people also face problems to use
current input devices. Considering all these facts, we are
introducing another technique to interact with a computer.
We are only using a webcam and a microphone. The webcam
is used to take the head and eye gestures and to synchronize
the mouse pointer with these gestures. The microphone is
used to take voice commands, which are interpreted as
commands for the computer. As eye and head gestures, along
with voice commands, are used to interact with computers,
our system is fast and comparable with real time interaction.
For the physically disabled people, this can be a way of
interacting with a computer.
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Figure 1. Mean RT latencies of eye and button in both single and dual task
conditions

In our system, we have considered the standard resolution
of the input image, so that the hardware cost is relatively low.
The compensation of the lower resolution image is done using
several filtering (median filter, Gaussian filter) and contrast
stretching method. A former solution [2][3] was very
expensive and did not provide all functionalities that we are
providing in our system. We developed our own algorithm to
detect eye and face more accurately only using a webcam. Our
own developed voice commands were designed considering
what human intend to perform through natural voice
commands. We introduced Kalman filtering for getting better
accuracy of mouse pointer movement. We developed several
gestures of the head (e.g., tilting head to the left, right, up,
down and movement of the head to any direction) and eye
(e.g., eye blink) as navigation methods, which are new in the
research area. Therefore, we believe that our interaction
technique will bring a new contribution to Human Computer
Interaction.
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In Section I, the related works are described. Sections 111
contains some key terms that are defined throughout our work.
In Section IV, the system overview is described. Section V has
the major focus on the architecture of this system. Section VI
contains evaluation and test analysis of the system.

Il. RELATED WORKS

It has been found that musculoskeletal disorders due to
computer work are directly related to ergonomic factors [4].
Traditional computer input devices have some difficulties.
They affect the muscles in the human body in many ways. An
inappropriate location of the computer can strain the
shoulders. When the mouse and the keyboard are in such a
place that someone needs to reach, then their shoulders extend
forward and the shoulder blades rotate. Too much of these
stretches of shoulder muscles causes spasm, fatigue,
headaches and stiffness in the neck and shoulders. Long term
effects may include severe shoulder pain and muscular
imbalance [5][6]. Furthermore, any repetitive movement can
result in a health problem called repetitive strain injury (RSI).
Using a computer mouse for a long period of time is common
cause of RSI in the wrist.

Many input techniques have been introduced as solutions
of these aforementioned issues of interacting with a computer.
Most of the techniques propose an external hardware. People
need to wear external hardware, such as head mounted devices
or extra glasses to give gaze information [3]. Tobi 1750 [2]
eye tracking device takes eye gaze information using inferred
camera. There are three classifications of the infrared
wavelength. IR-A, IR-B and IR-C. The International
Commission on Non-Ionizing Radiation Protection’s
(ICNIRP) statement on Far Infrared Radiation Exposure have
concluded that mainly IR in the IR-A band in high intensities
are hazardous to the skin and eye [7]. Moreover, these devices
are expensive for the general people to use.

Our solution is based on a simple webcam that does not
use any infrared ray. It reduces the burden of carrying external
devices. The cost of a webcam minimal compared to the other
aforementioned interactive devices. Some computers, such as
laptop, has a webcam integrated into them, so our system
reduces the cost as well. The main challenge of this system
was to work with a low resolution image that we can get from
standard webcam. To fetch the required information from that
input image, we used image processing techniques and our
own algorithm. Another challenge was to design an interactive
system that can interpret human intention. We have designed
our voice commands in such a way so that it can predict human
intention.

I1l. PROPOSED SYSTEM

Our system includes many interactive features which are
very user friendly and easy to use. Our system provides whole
computer navigation facility along with extensive features. We
designed the system keeping in mind human cognition,
intention and normal interaction techniques that a person
follows while interacting in his or her daily life. Computer
navigation is done by taking the movement information of the
human head and eye and the commands are passed through
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voice input the same way a person expresses his or her
intentions. The voice commands are also designed in a way
such that a user need not memorize them, e.g., for moving
mouse cursor the voice command is “move mouse CUrsor or
move cursor”, which is very straight forward in regards to the
human intention. Again, the cursor movement is smoothened
using Kalman filtering [8], so that it gives the same kind of
accuracy that a traditional mouse provides. We have proposed
our very own heuristics calculation for face and eye detection
purpose, which allowed the system to detect face and eye with
a very high accuracy rate.

To understand our system, the following keywords
descriptive knowledge is necessary:

Fixation or visual fixation is the maintaining of visual gaze
on a single location. Whenever someone finds something of
interest, his eyes fixate in that direction.

ROl (region of interest) [9] is the selected region of
information among several regions of information. Here, the
facial position and the possible eye position is the region of
our interest. It is used to estimate visual interest information.
We have calculated the ROI using our own heuristics.

Eye and head movement refers to voluntary or involuntary
movement of the eye and head, helping in acquiring, fixating
and tracking visual stimuli. The path followed during the
movement of eye and head is the movement path. We are
using the eye and head movement calculation to synchronize
the mouse cursor movement with it.

Image enhancement technique includes several image
preprocessing methodologies. This is a very important step
for image processing and noise removal. This enhancement
technique usually varies from application to application. For
image enhancement, some key processing includes, i.e.,
filtering (Median filter, Laplacian filter, Gaussian filter,
Weighted average filter) [10]. As we worked with low
resolution images, we needed several enhancement
techniques to compensate for the noises.

Kalman filter [8] is a recursive process that works in real
time. It works on noisy observation of data like Gaussian
noise. It is largely dependable on feedback. Kalman filtering
is used to improve targets tracking, robot localization etc. It
takes previous data and the current actual measurement and,
based on the previous data, it predicts an optimal solution.
Here, prediction and correction is determined by the gain
factor.

If Measurement accurate > gain high (Ki) > observation
dominate the filter response.

Or if Measurement noisy > gain low (Ky) > observed position
considering estimated / predicted position is considered for
filter response.
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Some basic equations of Kalman filter are shown in Figure2.
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Figure 2. Equations of Kalman Filter

The time update equations can also be mentioned as
predictor equations, while the measurement update equations
can be mentioned as corrector equations. The final estimation
algorithm resembles that of a predictor-corrector algorithm.

IV. SYSTEM OVERVIEW

The whole system is divided into two modes, i.e., “cursor
control mode” (for navigation purpose) and “multi-mode” (for
performing multipurpose operation).

The first mode is named the Cursor control mode. In this
mode, the user can simply navigate throughout the computer.
The user can move the cursor with eye and head gestures.
Here, basic voice commands are implemented to do click
options. The user can single click or double click or right click
in this mode. They can perform click events with voice
commands, as well as with eye blinks. Eye blink detection
algorithm is used along with certain time threshold to do the
click option. There is a specific voice command to activate the
cursor control mode. If a user activates this mode, an
activation confirmation feedback (e.g., cursor control mode is
activated) will be returned from the system. In this mode,
several operations can be performed, such as movement of
mouse pointer, maximize or minimize windows, navigate
throughout  different  folders, open and  close
programs/applications, control mouse pointer
synchronization.

The second mode is named Multi mode. This mode is
mainly introduced for multimedia purposes. After activating
this mode (through voice command), voice confirmation
feedback will be generated. Different voice commands are
introduced here for different multimedia purpose. Here, we
can watch video clips with gestures. We can fast forward the
video or rewind the video using facial gestures. Other voice
commands are introduced to do different tasks. There are voice
commands for adjusting the volume or for watching full
screen. There are commands to stop, play and pause the video.
So, now, the users can enjoy and express their desire in a more
flexible way. In this mode, the user can also view photo
albums using head gestures. The user will be able to read
document files by sliding it up and down using gestures. So, it
makes the reading a more flexible and interesting technique.
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V. SYSTEM FUNCTIONALITIES

Here, we describe our system functionalities and
methodologies to implement them. The common
functionalities are divided into 3 parts: 1) Navigation through
eye and head movement, 2) Reading and multimedia control
through different head and eye gestures, 3) Different
operations through voice commands. Figure 3 shows the entire
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The process begins with taking an input image from an
ordinary webcam. As the main challenge in this research is to
work with standard resolution image, we have considered the
image resolution as 800x600. The frame rate is set to the
standard 30 fps. The webcam is set on top of the monitor so
that the face of the user can be recorded.

1) Navigation through eye and head movement:

To implement this functionality, face detection
methodology is applied by using Viola Jones algorithm
[11][12]. It is a machine learning based approach. This
technique employs a Haar-features (digital
image features used in object recognition) based approach,
which makes the rapid and accurate object detection
possible. In our case, we have used a sample dataset [13]
which includes thousands of negative and positive facial
image information. For enhancing the poor image, input
taken by the webcam is converted into gray. After that,
binary thresholding is applied on the input image. Then,
transformation of the image is done using image pyramid.
An image pyramid is a collection of images - all arising from
a single original image - that are successively down sampled
until some desired stopping point is reached. There are two
kinds of image pyramids. We have used Gaussian pyramid
[14]. Next, contrast stretching Histogram Equalization [10]
methodology is applied to enhance the contrast of the image.
Face detection is done on the input image afterwards. To
detect the eyes, a heuristic calculation is applied to determine
the possible area of the eye within the detected face region.
This area is named as Region of Interest (ROI) (orange
rectangle in Figure 4).

From Figure 4, the Y coordinate of point A(X, Y) is
calculated by adding top of the face rectangle (yellow box)
with face rectangle height multiplied by a scale factor. Here,
the scale factor is user dependent. We have found that our
chosen scale factor (3/11) gives the best result for any user
sitting in front of the camera. Therefore, point A(X, Y) is
determined when the X coordinate is equal to the X
coordinate of the face rectangle and the coordinate is
previously calculated. Accordingly, the X coordinate of
point B(X, Y) is the addition of X coordinate of the face
rectangle (yellow box) and face rectangle width, and the Y
coordinate of point B(X, Y) is previously calculated. The
search area size is approximated by height: height of the
face rectangle multiplied by the scale factor and width: face
rectangle width. Finally, the possible ROI area (orange box)
is approximated from the value of point A(X, Y) and the
search area size. The calculations are as follows:

YCoordSearchEye = FaceRectangleTop +
(FaceRectangleHeight x 3/11)
StartingEyeSearchPoint = new Point (XCoordFaceRectangle,
YCoordSearchEye)

SearchEyeAreaSize = new Size (FaceRectangleWidth,
(FaceRectangleHeight x 3/11))
PossibleROIEyes = new Rectangle (StartingEyeSearchPoint,
SearchEyeAreaSize)
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Figure 4. Face and Eye detection

For eye detection inside the ROI region (orange box),
Viola Jones algorithm [11][12] is applied using a sample
dataset matching of eye [15]. After completion of the
detection process, synchronizing the mouse pointer
movement with the head movement is needed. For that, we
have considered a focus point calculation mechanism.

From Figure 5, the focus point F(X, Y) is calculated using
a heuristic value. The X coordinate of F(X, Y) is the addition
of the X coordinate of face rectangle (yellow box) and half of
the search area size width and the Y coordinate is the addition
of the Y coordinate of A(from Figure 4) and half of the search
area size height.

FocusPoint = new Point (XCoordFaceRectangle +
SearchEyeAreaSizeWidth / 2, YCoordSearchEye +
SearchEyeAreaSizeHeight / 2)

The considered focus point is synchronized later as the
mouse pointer. Figure 5 shows the white dot point in

between the two eyes which we have considered as focus
point.

Figure 5. Focus point

Screen movement area calculation is the base region,
inside where we have taken the relative focus point
movement. This area is the subdivision of the total screen
resolution. The movement of the focus point inside this
region is multiplied by a factor to interpret that point
throughout the total screen resolution. As a result, the little
movement of the focus point inside the region is interpreted
as the cursor movement within the monitor screen resolution.
Though this rapid detection and calculation process in real
time is very much effective, there were some mechanical
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noises which resulted in some disturbance in the movement
path of the cursor. We found a blinking effect of the cursor,
which is the presence and absence of the mouse cursor due to
noises. Therefore, the accuracy in the navigation process was
negatively affected. To compensate for this we have
implemented Kalman filter [8]: a set of mathematical
equations that provides an efficient computational means to
estimate the state of the movement. It supports estimation of
past, present and future states and it can do so even when the
precise nature of the modeled system is unknown. Finally,
after applying Kalman filtering we obtained a very smooth
movement path resulting in greater accuracy in the
navigation process.

2) Reading and multimedia control through different head
and eye gestures

For reading and multimedia control, we have defined
several head and eye gestures. Different operations are
introduced using very effective and easy to learn head
gestures. The common operations are: scrolling documents
and reading documents, viewing images and switching
images, forwarding and rewinding videos, switching through
folders etc.

From different gestures, we have used head up, head
down, head tilt left and head tilt right. Figure 6 shows the
different head gestures used in “EYE POINTER”.

Regular Cursor Multi  Security Settings

T

Figure 6. Different Gestures used in EYE POINTER

Mouse click events were defined through eye blinks,
whereas click events can also be triggered by voice
commands. With proper setup and lighting conditions, eye
blink activation triggers the click event.

3) Different operations through voice commands

A number of voice commands are predefined for different
operations on the computer. The operations are: maximize
window, minimize window, increase /decrease volume, close
any window/program, zoom in/out, play/pause video,
copy/paste/cut, single click, double click, right click, show
previous window, eye blink detect activation on/off, cursor
movement on/off, pointer sensitivity increase/decrease,
pointer speed increase/decrease, show cursor coordinate,
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switch through different modes, scrolling up/down, show
next/previous picture, full screen on/off and many more.

VI. EVALUATION AND RESULT ANALYSIS

Evaluating a system is a continuous process. We
evaluated the system on a group of twenty people of different
ages. Among them, 5 were aged between 15 and 20, 9 were
between 21 and 40 and the others were above 40. They were
given a particular task to do using our system. Their
performance was calculated based on the following
parameters:

»  Time to complete that task.

*  Number of errors made in a particular time.

*  Number of users making a particular error.

*  Number of people completing the task successfully.

In real life, it was difficult to have real amputees as users
to evaluate the system. So, during the experimental setup, we
have chosen random people, who were restricted to use their
hands for computer interaction. The task was to create a folder
into a drive and copy a file from another folder which is
located in another drive and paste it into that folder. In the
experiment, we asked the users to do the task using the
traditional mouse and then by using our system.

At the very first stage of the evaluation, we did not use the
Kalman filter in our system. For that reason the evaluation
results were not satisfactory although we obtained a good
accuracy rate of face (100%) and eye region detection
(95%).However, the pointer movement accuracy was low. The
blink detection rate was moderate. Users were facing problems
in performing the tasks. Our system takes voice commands
with a very high accuracy rate. So, they faced no problem
while providing voice commands. The main concern was the
less accurate movement of the pointer. The initial accuracy
was approximately 60%.

We faced an important problem while synchronizing the
mouse pointer with the eye and head movements, as there was
some noise in the movement path of the pointer. To
compensate, we used the Kalman filter. This filter provides
estimated values based on the previous values. So, this
increased the accuracy of the pointer movement when some
frames were still missing at the time of tracking. Issues due to
missing frames were compensated by the estimated value
calculation. So, the pointer movement became smoother.
Accuracy increased up to 90%. Table | shows the accuracy
rates of the different functionalities of our system.

TABLE I: ACCURACY RATE

Feature

Blink Detection

Voice Commands

Pointer Movement (Without Kalman)
Pointer Movement (With Kalman)

Accuracy
80%
95%
60%
90%

Previously, when the Kalman filter was not used, the
average number of errors made by the users while completing
the task was very high. However, after using the Kalman filter
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the error rate has decreased remarkably. This result is
resented in Figure 7.

NUMBER OF ERRORS

® Using Mouse ™ Before Kalman ™ After Using Kalman
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Figure 7. Average Number of errors made by the users.

Next, we repeated the experiment with the same group of
people. This time the success rate was very high. Users were
able to complete the task with a very high accuracy. It was
found that the average time taken to complete the task was best
for people aged between 21 and 40. Figure 8 shows the
average time information.
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Figure 8. Average Time taken by the user
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Figure 9. Success Rate.

In the final experiment, the number of people completing the
task was very high. Almost everyone completed the task
successfully. However, it is clear from Figure 9 that, before
using Kalman, the success rate was really poor.

User overview and feedback after using our system was
remarkable. People are always interested in using new
technologies. Our unique system got the attention of everyone.
They felt great interest in using our system.

The voice commands were preferred by the users in our
experiment. The commands are so simple to learn and
remember. It feels like communicating with another person.
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There is appropriate feedback for the commands, so the users
will get a real time experience of computer interaction. There
is no extra burden of using external devices to pass commands.
According to the user feedback we received, we proposed

this user interactive system where, there is a scope of change

if needed.

VII. CONCLUSION

Trying to build a system like “Eye Pointer” is not new
Researchers were trying to build this kind of system for
decades [16][17]. But now, the advancement and the
availability of technology gives us an advantage. The
availability of the latest dataset helped us build a low-cost
system that is very effective. ”Eye Pointer” is an innovative
approach while using these materials. This is a generic
navigation system which makes the computer navigation
technique a real time interactive process. The main focus point
of this paper is to build a navigation system that is completely
hands free with the cheapest cost possible. We have overcome
many challenges in designing this interactive system such as:
designing voice commands considering human cognition,
increasing the mouse pointer movement accuracy rate,
enhancing the detection capability of eyes and face, designing
a system so that it can fit standard goals of a user. Our system
is designed with the focus on disabled people. We have tried
to give them a solution mechanism to interact with the
computer. However, there are some limitations. Our blink
detection can only work in the proper lighting condition. In
case of voice input we have found that, in an environment of
loud noises, our system takes wrong input. Finally, our future
plan is to update our research so that our system can be an
effective approach for any end user.
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Abstract—This work-in-progress article aims to identify and
overcome procedural challenges that impede creation of
universally designed content for the Norwegian Broadcasting
Corporation’s website. Universal design refers to the design of
Web content for use by the widest possible population. This
article presents initial results gathered from current policies,
work practices and employee experiences. Preliminary results
show that editorial employees are unfamiliar with internal and
external guidelines regarding universal design of Web content,
in addition to believing that they, as editors, are not
responsible to ensure universally designed Web content. The
lack of internal guidelines regarding universal design of Web
content, and the employees’ lack of knowledge about these,
may act as a barrier to ensuring universal design in practice.

Keywords-universal design; accessibility; organizational
processes; Web accessibility; Web content; WCAG; ATAG.

L INTRODUCTION

This article investigates current practices and workflows
regarding universal design of Web content and explores
editorial employee’s experiences at the Norwegian
Broadcasting Corporation. Universal design refers to the
design of Web content for use by the widest possible
population. The research will identify organizational issues
through investigating the editorial employees’ workflow,
experience and concerns regarding universal design when
creating Web content. The goal of the research is to
contribute to extend the findings of [9] and [17]. This article
asks, “How do editorial employees utilize current processes
and practices regarding universal design, and how can the
Norwegian Broadcast Corporation’s (NRK) publication
systems help editorial employees to create universally
designed content?” The result of the research will provide
recommendations for ensuring universal design in
organizational processes, policies and workflows.

The areas of protocols, metadata standards, individual
work practices and the development and use of stable and
reliable workflows are not exhaustively researched and
remain somewhat unanswered. Research has not yet fully
examined practices and workflows regarding accessibility
[13]. In addition to this, research has yet to investigate how
the editorial employees experience the content management
system, and how the editorial employees take universal
design into consideration when creating content for the Web.
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The Norwegian Broadcasting Corporation (NRK) is a
non-commercial, government-owned broadcasting
organization that provides TV, radio and Internet content to
the population of Norway. NRK is the largest media
organization in Norway with approximately 3500 employees,
distributed across fourteen district offices. NRK is authorized
to engage in broadcasting activities under the Broadcasting
Act [11]. The Statutes for the Norwegian Broadcasting
Corporation [19] provides the purpose, activities, limits and
structure of NRK. Chapter two outlines NRK’s social
mission [15]. Most notably, that

e NRK should support and strengthen democracy [19]
(§12);

e NRK should provide sufficient information so that
the public can actively participate in democratic
processes [19] (§12a.);

e NRK should be accessible to the public [19] (§13);
and that

e NRK’s services should take into consideration
people with disabilities [19] (§13c.).

All these statements can be interpreted to underline the
importance of universal design of NRK’s products, in this
case Web content on NRK’s website.

NRK’s website is one of Norway’s most visited websites
[1] and is required to comply with the national regulations
[8] (§4) concerning accessibility and universal design of
websites and website content. The national regulations refer
to the Web Content Accessibility Guidelines (WCAG) 2.0
[20] as a measurement of compliance. Researchers argue that
these guidelines may not produce accessible Web content
[16].

Section 2 presents previous work on the subject in
addition to acting as a frame for the research. Section 3 states
the current problem and the research’s importance. Section 4
describes what methods will be used in the research, and
why the methods have been chosen. Section 5 presents the
preliminary results from current research. Section 6 presents
a conclusion that can be drawn from the results and discusses
future work that exceeds the scope of this research. Finally,
Section 7 describes the next steps and plans for the future of
this research.
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II.  PREVIOUS WORK

Researchers argue that there are other factors besides
technical properties and usability metrics involved making
the Internet accessible, e.g., political, economical and social
aspects [2], and states that people, both users and workers,
and processes during development or creation of a product
should play a larger role in Web accessibility [6]. The
research of [6] suggests the British Standard BS8878 [3] as
accessibility guidelines that focuses on processes and
business.

III. STATEMENT OF THE PROBLEM

NRK'’s website must adhere to the NRK policy [19], the
Broadcasting Act and national regulations regarding
universal design of ICT [8]. Norway has ratified the United
Nations Convention on the Rights of Persons with
Disabilities [18], which in Article 9 obligates the Norwegian
government to ensure access to information and
communications technology for people with disabilities.

The employees at NRK create digital print and
multimedia content daily. The editorial employees are
continuously revising news articles and pages on NRK’s
website, which makes content subject to constant change
according to different work practices. In addition to this, the
employees work in a fast-paced and dynamic environment.
The editorial employees are likely to work on multiple tasks
at once, and the cognitive effort of ensuring accessible
content may not always be considered a priority for the
editorial employees [12].

Content on NRK’s website is created through the content
management system Polopoly and rendering system
Panorama as seen in Fig. 1. Most of Polopoly’s
functionality is developed in-house at NRK. Polopoly stores
both textual content and metadata, over which the editorial
employees have control. Polopoly renders Web pages based
on text content and metadata. The editorial employees do not
control the rendering process.

Figure 1.
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However, these systems do not ensure universally designed
Web content for the end-user: Polopoly does not inform
about or aid the authors with creating accessible and
universally designed content. There has been no
investigation of the rendering tool, Panorama, and research
suggests that it may have an impact on the accessibility of
the content that is rendered [9]. Plug-ins for e.g., spell-check
and multimedia management may play a part in the
rendering process, suggested in research by [7] and [14].

Research shows that NRK’s website does not comply
with international accessibility guidelines WCAG 2.0 [20],
their content management system does not comply with
industry guidelines [21], and that consumers experience
usability barriers with the Web content’s structure, layout
and design [17].

IV. RESEARCH METHODOLOGY

It is important to first understand what current practices,
policies and workflows the editorial employees base their
content creation on, so that the research can inform relevant
theory. After exploring and explaining the current state of
content creation at NRK, the research can further inform or
extend on theory to ultimately assist editorial employees
create universally designed content for nrk.no.

In order to explore and explain the current state with
sufficient depth, qualitative methods will be used for data
collection. Qualitative methods are in addition suitable for
informing theory. This stage of the research will focus on
how the editorial employees interpret their environment and
tasks related to content creation. Data will be collected
through field studies/on-site observations and semi-
structured interviews with the editorial employees. This can
be identified as (participatory) action research, which is
suggested to be effective to bridge theory and practice, as
well as to consider and incorporate the editorial employees’
view [4]. Editorial employees will be sampled purposively
because it is only relevant to investigate the employees that
create content for NRK’s website.

A simplified model of how Polopoly and Panorama create content. Editorial employees create content in Polopoly content management system.
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Some themes from the interview guide are responsibility
and activities; interpretation of Polopoly as a Content
Management System (CMS); experiences with Polopoly as a
CMS; familiarity with Universal Design (UD); utilization of
UD (when creating content); the employee’s knowledge of
internal or external accessibility guidelines; internal
processes at NRK; and plain language.

The field study has been performed with one participant.
One researcher sat at the participant’s desk for the duration
of a whole work day while observing the participant and co-
workers involved while taking notes. The participant was
free to comment or elaborate at any time.

A qualitative interview has been performed with one
participant. The interview was audio recorded, transcribed
and analyzed for themes from the interview guide.
Information that came to attention, which was not a part of
the interview guide, created its own theme.

V. PRELIMINARY RESULTS

A. Technical Introduction of Polopoly

A technical introduction of Polopoly with the Technical
Team Leader for Development was conducted in order to
gain domain knowledge and to better understand
terminology and situations for the field studies and semi-
structured interviews. This introduction revealed that there
are numerous plug-ins connected to Polopoly, including
spell-check and media content management in addition to the
Panorama rendering engine.

B. Field Study

One field study has been conducted. An editor was
observed for five hours while creating a news article in
Polypoly. Relevant points and observation was collected.
The editor also made some general comments throughout the
session.

The field study identified that the environment was
generally hectic, but communicative and team-friendly as the
employees often walked up to other employees for advice or
consultation on matters. However, on few occasions one
editor’s workflow was being interrupted while waiting for
proofreading from another colleague. This caused delays and
uncertainty on a matter that had to be handled quickly. In
addition to this, NRK’s intranet solution was not being used
as intended — or at all. This has not proven to be relevant at
this time, but intranets may promote internal communication

[5] and might help tackle challenges with internal
communication.
Regarding universal design, an editor expressed

uncertainty of what a good alternative text to an image
should be. The editor was familiar with the term, and entered
a description on all images in the CMS. At the same time, the
editor expressed that “journalists would never enter
additional text content to multimedia content when creating a
news article” [22], in addition to suggesting that descriptions
could be used as alternative text to images, automatically by
Polopoly.

Similar to a discovery in the technical introduction, there
were numerous plug-ins connected to Panorama that editors
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frequently used. As mentioned earlier, these systems may
interfere with the universal design [7] of the content.

C. Preliminary Interview

One semi-structured interview has been conducted. The
participant had no knowledge of internal NRK guidelines of
policies regarding universal design or accessibility other than
the NRK policy [19]. The participant also stated that
“information flow and inter-department workflow was often
time consuming and complicated” [22].

The qualitative interview revealed that the participant, an
editor, was familiar with universal design as a term.
However, it was explained exclusively as a requirement from
the law, i.e., national regulations [8]. In particular, the editor
did not know what WCAG 2.0 guidelines were or what the
national regulations regarding universal design of ICT
required [22]. Interestingly, the participant experienced
universal design of Web content as "somebody else's
problem" [22], referring to programmers as an example of
employees that were in charge of legal compliance with
universal design of content on NRK’s website. Researchers
argue that Web accessibility evaluation methods often
require technical expertise or knowledge, which can result in
unknowingness of when or how to use these evaluations
[10]. This may be the case for the participant, considering the
statement that other employees are responsible for universal
design compliance.

VL

The preliminary results suggest that there are three main
barriers hindering the creation of universally designed
content on NRK’s website. These are social barriers,
organizational barriers, and technology barriers. More
specifically, the lack of awareness about UD among the
editorial employees, organizational = communication
challenges, and the lack of policies on UD of Web content
may be opportunities for change to ensure a more accessible
website.

Future work may include studying similar organizations
in order to identify if differences in organizational structure
has an affect on how editorial employees publish content
online.

CONCLUSION AND FUTURE WORK

VIIL

A minimum of five editorial employees will participate
in the semi-structured interviews, and a minimum of two
field studies/on-site observations will be conducted.
Polopoly’s plug-ins will be subject of evaluation regarding
how they affect the universal design of Internet content. Data
collection will be completed by the end of February 2016.

NEXT STEPS
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Abstract— This paper presents the design, development and
evaluation of the interfaces of the CAPTAIN MEMO memory
prosthesis that target mainly individuals who are showing
early/moderate signs of Alzheimer’s disease. One of the major
barriers that hinder Alzheimer’s disease patients using
software application is its complex interface. In this paper, we
present a set of design guidelines for accommodating changes
which accompany the Alzheimer’s disease. Based on these
guidelines, we develop the interfaces of the CAPTAIN MEMO
memory prosthesis that meet the special needs of Alzheimer’s
disease patients. The developed interfaces present the
advantages that they are user-friendly, multimodal, enjoyable
and configurable. The objective of this work is to promote
accessibility to the target user. The evaluation of the interfaces’
accessibility is carried out with 24 Alzheimer’s disease patients
who are living in an assisted living environment in Sfax-
Tunisia. The primary results show that the majority of the
users are almost satisfied with the developed interfaces.

Keywords- alzheimer’s disease; memory prosthesis; user
inetrfaces; multimodalities; speech-to-text; spoken interactions;
touch; adjustable interface; design for all.

l. INTRODUCTION

This paper presents user-friendly, multimodal, enjoyable
and configurable interfaces that are developed for the
CAPTAIN MEMO memory prosthesis [1].

In the VIVA project [2] (“Vivre a Paris avec Alzheimer
en 2030 grace aux nouvelles technologies”), we are
proposing a memory aid, called CAPTAIN MEMO, to help
users to palliate mnesic problems. It target mainly
individuals who are showing early/moderate signs of AD
(Alzheimer’s Disease).This prosthesis aims to enhance the
well being of AD patients’ lives.

AD patients present own characteristics that differ from
other user groups, parts of them are related to AD and the
other parts are related to the normal effects of aging. These
characteristics impair AD patients to use standard user
interface. Thus, the design of the user interfaces of the
CAPTAIN MEMO memory prosthesis should suit AD
patients’ specific needs to be accessible and easily used;
becoming user-friendly interfaces. The CAPTAIN MEMO
memory prosthesis tends to follow the “design-for-all”
philosophy [1] that means considering not only intelligent
healthy users who master technologies, but everybody of all
ages and abilities, including the elderly suffering from AD.
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The CAPTAIN MEMO memory prosthesis provides
multimodal interfaces. Indeed, the interfaces’ interactions are
not restricted to traditional modalities. We add other
modalities: audio, speech recognition and touch.

We add humor and fun to the interfaces in order to make
it attractive and seduce more AD patients to use the
CAPTAIN MEMO memory prosthesis frequently.

The interfaces are adjustable since the user can adjust
text size and volume themselves. They can be adapted to the
user’s visual and auditory abilities.

The remainder of this paper is structured as follows:
Section 1l gives an overview of the CAPTAIN MEMO
memory prosthesis.  Section Il reviews the main
characteristics of AD patients, including the changes related
to AD and the changes related to the normal effects of aging.
Section IV proposes a set of design guidelines which should
be taken into account for designing interfaces dedicated to
AD patients. Section V describes the implemented interfaces.
In Section VI, we present the evaluation of the interfaces that
it is conducted on 24 AD patients. In Section VII, we discuss
some related work and describe how our work differs from
the existing ones. Finally, in Section VIII, we conclude and
we give some perspectives.

Il.  OVERVIEW OF THE ONGOING CAPTAIN MEMO
MEMORY PROSTHESIS

This section gives an overview of the ongoing CAPTAIN
MEMO memory prosthesis for persons who are showing
early/moderate sign of AD.

A. Basic Functionalities

The CAPTAIN MEMO memory prosthesis supplies a set
of services indoor and outdoor. We categorize these services
into two categories: “Life Enhancing Services” and
“Memory Refresh/Exercising Service”.

1) Life Enhancing Services

Life enhancing services can be categorised into the
following four services: “Family/Entourage Show”,
“Calendaring”, “Diary” and “Event Show”.

The first module is called “Family/Entourage Show”. It
reminds AD patients of their family members and their
surroundings. It is also devoted to “remember things about
people”, i.e., retrieving a person by navigation in the
family/entourage tree, retrieving a person according to
criteria, retrieving a person facing the camera, retrieving
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information about a person (name, family or conviviality
relationship, age, preferences, gifts exchanged, favourite
meals, recent events, shared events, etc.).

The second service is called “Calendaring”. It reminds
AD patients of all daily activities that should be performed.
The events can refer to information stored in the prosthesis
such as photos to help the patient recognize the person he
needs to talk to or the place he needs to go to. The reminder /
alarm can be set to be passive or active.

Another service is called “Diary”. It allows AD patients
to document their important events and personal details (an
electronic memory). The stored data may be selectively
updated, retrieved and displayed at the convenience of the
user. AD patients may interrogate this electronic diary and
read what they have written before to refresh memory.

The last service is called “Event Show”. It allows AD
patients to take photo and video e.g., photo and video of
people, places and events. The user is then given a chance to
tag the photo or video with phrases that reminds them of the
subject. AD patients can go back to the stored information as
frequently as needed.

2) Memory Refresh/Exercising Service

This service is called “Biographical Quiz”. It aims to
refresh the AD patients’ memory by quizzing the patient
about information related to their family, surrounding, event
and so on, e.g., What is the favourite meal of John? What’s
your son’s favourite animal? Is Alice black-haired? Does
Robert wear clothes (Adding humor)? What does your
mother work? After each question, the patient is asked to
give the correct answer. The highlight of this service is that
each patient has his/her own collection of questions linked to
his/her private life.

B. System Architecture and Used Technologies

In this section, we present the system architecture and the
technologies used to implement the CAPTAIN MEMO
memory prosthesis.

The CAPTAIN MEMO memory prosthesis is a semantic
web application based on RDF ontologies and implemented
in J2EE platform. We use the Jena API [3] and the SPARQL
language [4].

The CAPTAIN MEMO memory prosthesis is a
distributed multitiered application, based on MVC [5] in
J2EE platform. Figure 1 shows the architecture of the
ongoing system.

— Client Tier Application Tier -
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@-—-;'ﬁ;__ Web Container ETE Container o7 1 e Ler
Papp—— - ..-... | h
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Figure 1. System architecture.

The CAPTAIN MEMO prosthesis consists of three tiers
as it is distributed over three different locations: the client
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machines, the J2EE server machine and the data machine.
We use Glassfish [6] as J2EE server and Apache [7] as
HTTP server.

The CAPTAIN MEMO memory prosthesis follows the
MVC design pattern. The Model components represent the
business logic (EJB). The View components (JSP) represent
the interface that displays the processing results of the model
components. The Controller (Servlet) manages the
coordination between the Model and the View.

I1l.  CHARACTERISTICS OF ALZHEIMER'S PATIENTS

In this section, we discuss expected changes which
accompany the AD. In fact, interfaces devoted to AD
patients are not that common [8]. The difficulty in using
interfaces is one of the reasons why AD patients are not
comfortable to use computer or software [8]. The design of
the interfaces should suit the user’s needs [8][9] to be
accessible and easily used. To adapt the interface to their
needs; we first have to know their main problems. Compared
to young healthy people AD patients suffer from AD-related
changes and age-related changes, as shown in Figure 2.

Vinal mpairments
Memery impairmenis Hearing impairments
Cozmitive impairment F—— Mohility Impairmenrs
= Al gz Diecentnes compmrers thilk

Decent'ne of heraoy skilk

Deecliming spesch ahilitie: ]

AD - RELATED CHANGES AGE - RELATED CHANGES

Figure 2. Characteristics of AD patients.

A. Alzheimer’s Disease-Related Changes

Disabilities related to AD can be grouped into four
groups: memory impairments, cognitive impairments,
personality changes and declining language abilities.

Memory impairments - One of the most common
symptoms of AD is memory loss [8][10][12][14], especially
short-term  memory or forgetting recently learned
information. The semantic information is normally preserved
in long-term memory [15], e.g., history and languages.

Cognitive impairments - The cognitive ability is one of
the functions to decline due to AD [8][12]. Cognitive is the
ability to generate ideas, to think, to remember and to focus
on. AD causes a decrease in cognitive abilities such as the
level of intelligence, speed of information processing, ability
to learn, reasoning, judgment, attention ability [16], ability to
solve problem and concentration ability [16].

Personality changes - AD patients experience changes in
personality. The National Alzheimer’s Association estimates
that up to 40% of patients experience depression. They are
anxious about technology [17] and may refuse to learn [18].

Declining language abilities - AD patients exhibit
declining language abilities [14]. Indeed, early stage AD
patients may substitute words that have similar meaning.
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Moderate stage AD patients have increased difficulty in
naming things.

B. Age-Related Changes

Most AD patients are elderly and thus have the usual
limitations associated with aging [15]. Disabilities related to
age can be grouped into six groups: visual impairments,
hearing impairments, mobility impairments, decent/no
computers skills, decent/no of literacy skills and declining
speech abilities.

Visual impairments - Old people experience a decline in
their vision [10][16][19]. Aging is accompanied by a loss in
visual acuity [8][10][20], decline in peripheral vision [19],
decrease in dark adaptation [22], impairment of near-focus
[15] including a computer screen [19], and decline in color
sensitivity [17][19][22]. The Alzheimer’s association reports
that over 60% of AD patients experience a decline in at least
one visual capacity [14].

Hearing impairments - Aging is related to declines in
auditory acuity [15][16][19][20][21][22]. At the age of 65
years, about 50% of men and 30% of women experience
hearing loss [24]. Old people may suffer from another
complaint that they can hear people talking, but they can’t
make out the words [15]. They may also find it hard to
understand synthetic speech [22].

Mobility impairments - The mobility decline with aging
[10][16][17][19][20][21][22]. Seniors with manual dexterity
impairments have difficulties to operate with the mouse and
keyboard. It is difficult for them to position the cursor if the
target is small, and they have problems with control of fine
movements. Because of the reduced motor functions, more
errors occur during fine movements [16].

Decent/no computers skills - The elderly are not
proficient in computer use and related technologies [17][20].

Decent/no literacy skills - The illiteracy rate of seniors
aged 65 years and above are important. Besides, many
seniors are literate; however they have basic literacy skills.
They may not fully understand text-based information. Most
seniors have difficulties with typing; they may forget how to
write words.

Declining speech abilities - Speech ability declines with
aging [16]. Old people have problem in pronouncing
complex words. Therefore, the speech input can be limited
by voice tremors.

Based on these changes, we strongly believe that AD
patients will face difficulties if we adopt standard interfaces
into the CAPTAIN MEMO memory prosthesis. Thus, in the
next section, we propose a set of design guidelines for
accommodating these changes.

I\VV. DESIGN GUIDELINES FOR DEVELOPING INTERFACES

FOR ALZHEIMER'S PATIENT

In this section, we propose a set of design guidelines
which should be taken into account for designing interfaces
dedicated to AD patients. The guidelines are grouped
according to changes identified in the previous section. Ten
groups of accessibility guidelines are created. They are
categorised into AD-related guidelines and age-related
guidelines.
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A. Alzheimer’s Disease-Related Design Guidelines

This section proposes some practical design guidelines to
accommodate the AD-related changes identified before.

Memory impairments - The interface should give a
feedback after every action [10], use short messages
[10][20], support users in their interaction e.g., through a
speaking front end [20] and use consistent navigation
throughout the website.

Cognitive impairments - The information should be
summarised and categorised semantically into short
categories. The headlines should be displayed on the top of
the interface [18]. Image and icon should be simple,
meaningful and easy to understand [18]. Text should be clear
and avoid abbreviation [19][20]. Links should be underlined
to make them identifiable. The design should be simple [15]
and only main information should be displayed [21][22]. The
interface’s distracting elements should be avoided [18][21].
Multimodal solutions improve the accessibility and facilitate
the comprehension [10][11][22].

Personality changes - It is recommended to add fun and
humour to the interface [23]. The wordings should suit the
adults’ semantic field [13]. Error feedback messages should
make it clear that the user is not the cause of the error [18].

Declining language abilities - We recommend reducing
the need for keyboarding or entire text input.

B. Age-Related Design Guidelines

Some practical design guidelines are mentioned in this
section, according to age-related changes.

Visual impairments - the interface should have an
appropriate size of design elements and text [11], use at least
12-points to 14-points type size [16][21] and 16-points for
headings, avoid large blocks of bold or underlined text [19],
use a left aligned text [18], put the ability of zoom in the
interface [15][18][22], use a sans-serif font type [19] and a
medium face type [18], use soft colors [19], avoid decorative
fonts [10][15], maximize the contrast between foreground
and background colors [10][18][19][21] and write main body
in lower cases.

Hearing impairments - It is recommended to use, by
default, higher sound [18], increase the duration of sound
signal [18] and place a volume control in an easy to find spot
[10][18]. The auditory information should be spoken slowly
[10], pause slightly after each statement [15], use male voice
[18][21] and use natural speech [15][22].

Mobility impairments - The design should contain large
targets for accurate selections [13], use an audio supported
menu [11], avoid the use of scrolling [18][19] and pull-down
menus [19] and use touch screens [16][18][21].

Decent/no computers skills - Special assistance in terms
of navigation should be given [9] e.g., providing
previous/next links [19], showing the current location and
providing a web site map. It is important to have an easy way
of inserting special characters [11] e.g., the “@” character.

Decent/no literacy skills - It is recommended to use
graphical metaphors or sounding when users cannot read
easily [10][22], identify buttons by icons and labels [13],
minimize the use of keyboard [13] and use the speech-to-text
mode for typing.
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Declining speech abilities - Acoustic models specialized
for elderly should be used for the speech-to-text mode [21].

Based on these design guidelines, we develop the
interfaces of the CAPTAIN MEMO memory prosthesis.

V. THE DEVELOPED INTERFACES OF THE CAPTAIN MEMO
MEMORY PROSTHESIS

In this section, we present the developed interfaces of
CAPTAIN MEMO prosthesis for persons who are showing
early/moderate sign of AD. The developed interfaces are
user-friendly, multimodal, enjoyable and configurable.

We use a sans-serif font type (Arial), a medium face type
and by default, 12 pt to 15 pt type size for displayed texts
and 25 pt for headings. We use a black font on orange
background to maximize the contrast between foreground
and background. The main body is written in lower cases.
We provide large buttons and images. Graphical metaphors
or images are used to facilitate understanding text-based
information, e.g., the use of the key metaphor associated to
connection step in Figure 3.

Figure 3. Graphical metaphors to facilitate understanding text information.

We put the ability of zoom in the family tree. We provide
large nodes identified by using pictures and labels, as shown
in Figure 4. To ensure the simplicity of the design, we
display details only on demand. We display the details of the
node which is selected. Clicking on a node allows it to be
bigger and distinguishable from the others.

- W

CAPTAIN MEMO

Entourage  Uens - Affichage graphique  Journal intime ~ Planning ~ Rechercher - Interroger

(2 & "s B

Figure 4. Identifying nodes of the family tree by using pictures and labels.
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Different modalities are employed. The input modalities
include speech-to-text, touch and pointing device +
keyboard. The output modalities include vision and
voice/audio.

We provide two modalities for typing: the traditional
mode and the dictation or speech-to-text mode. We give the
possibility of alternating between modalities. We reduce the
need for keyboarding or entire text input. We provide
choices to select from a dropdown list as possible.

We provide feedback after every action. We use two
modalities of feedback: vocal and textual. The text and audio
feedback have the same message. We use easy to understand
and short messages. We use different tones for errors and
successful entries.

We add an old parrot to the interfaces, which is known
for intelligence, fun and especially for the ability to imitate
human voices. We resort to funny sentence for both textual
and vocal message. We use droll emoticons.

We add an auditory background to the interfaces in order
to support the users in their interactions. We use a male voice
and natural speech. We use, by default, higher sound for
delivering the auditory information. The auditory
background can turn on or off.

The interfaces are adjustable. We let the users adjust text
size and the volume themselves.

The interfaces are implemented in three languages:
French, English and Arabic. Figure 5 shows an interface
presented in Arabic language.

Figure 5. An interface presented in Arabic language.

Finally, we have to evaluate the developed interfaces
with AD patients. The next section elaborates the results.

VI. TESTS AND EVALUATION

The evaluation of the interfaces’ accessibility and ease to
use is carried out with 24 AD patients who are living in an
assisted living environment in Sfax- Tunisia (Street Manzel
Chaker km. 8). The participants have an average age of 64
years — the youngest is 55 years old and the oldest is 78.
Most patients have AD in early/moderate stage. Their
profiles are summarized in terms of age, stage of AD,
difficulties in vision/hearing, computer skills and literacy
skills.
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This study was performed from July 2015 for about two
months. Tasks were performed on tablet PC. A stylus pen is
used to input commands to the touch-screen. The
questionnaire covers five dimensions which include:
“Qverall Reaction”, “Visibility”, “Speech-to-text”,
“Terminology” and “Auditory Background”. A five point
scales are used: strongly disagree (1), disagree (2), neutral
(3), agree (4) and strongly agree (5). Table 1 summarizes the
results and the mean score for each dimension.

elderly persons for the speech recognizer. Illiterate
participants are very satisfied with the dictation modality.

30% of all participants ignore totally the speaking front
end since they don’t understand words. Thereafter, in the
next version, we will use slower voice speed.

VII.

In this section, we review some software application
developed to support AD patients such as COGKNOW [25],
AP@LZ [26], BACKUP MEMORY [27] and ARCUS [28].

RELATED WORK

TABLE I. SUMMARY OF THE QUESTIONNAIRE’S RESULTS X . s
_ COGKNOW and AP@LZ provide reminders to do specific
Question (W[ @[E) @ ]E) [ Mean activities according to a schedule. BACKUP MEMORY
OVERALL REACTION (overall mean=4) hel AD tient b their  famili d/
Are the interfaces easy to use? 3 3 5 9 4 elps A patients . rem?m er ell’_ amifies  and/or
Is it easy to learn to use the 71 3 | 10 3.15 surrounding. ARCUS is a virtual name directory that allows
interfaces? searching for names using cues. Table 2 gives a general
i -t0-| ? . . .
Are the interfaces funny-{o-use? 1138 116] 475 comparison between the user interfaces of the cited
Are you satisfied about the 3 3 3 |11 41 ..
interfaces? applications.
VISIBILITY (overall mean=4,75)
By default, can you read the main 4 4 |12 42 TABLE II. COMPARISON BETWEEN INTERFACES OF APPLICATIONS
body? DEDICATED TO ALZHEIMER'S PATIENTS
By default, can you read 2 18 4,9 ERIEICACTATN
headlines?
Iead mes. - . . COGKNOW| AP@LZ | ARCUS MEMORY| MEMO
s the ability to adjust text size 20 5 (2007) (2010) (2012)
useful? _ (2015) (2015)
Are images large enough? 2 18 4,9 ?;TopJf Yes Yes Yes Yes Yes
SPEECH-TO-TEXT (overall mean=3,8) Maximised
Is the speech-to-text mode | 5 4 [11] 38 contrast Yes Yes Yes No Yes
helpful? S [ Readable
TERMINOLOGY (overall mean=4,72) gl tex es ves ves No ves
Are ) the command  names 2 18 49 Z Large Yes No Yes No Yes
meaningful? buttons
Icons are easy to understand? 2 | 3 [15 | 465 Large ~No ~No
Is the use of text labels improves 20 5 Images Yes Images Images No Yes
the icon’s interpretation? - _used _U§9d _ _
Are error feedbacks helpful? 4 2 1 13 | 415 Touch, Vision, Vision, Vision, Vision,
- - vision, touch touch. touch. touch,
Are informative feedbacks 2 18 49 audio. audio
straightforward? Modalities speech-
AUDITORY BACKGROUND (overall mean=3,825) to-text,
Is the voice speed reasonable? 6 10 | 4 3,3 keyboard
Are vocal feedbacks useful? 6 2 12 3,5 + mouse.
Avre spoken interactions helpful? 6 2 12 3,5 Fun No No No No Yes
Is the ability to adjust volume 20 5 Configuration No No No No Yes
useful?

Only 20 participants fully complete all tasks. The others
just start the first test. They say that they are too old and have
no motivation in learning a new technology. Those
participants are the oldest with AD in moderate /late stage.
They have no computer skills. We call them “patient-
restricted users”.

The overall mean score of the 5 dimension is between 3,
8 and 4, 74. Overall, the results indicate that the users are
almost agreed that the developed interfaces are accessible
and easy to use.

55% of all participants are strongly satisfied with the
system. They say that they will use the CAPTAIN MEMO
memory prosthesis frequently. Those participants suffer from
AD in early stage, familiar with computers and have good
literacy skills.

25% of all participants say that it is easier for them to
type with a virtual keyboard; since their voice volume is not
enough to be captured by the device’s microphone. Thus, in
the next iteration, we will use acoustic models specialized for
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Compared to related work, the developed interfaces of
the CAPTAIN MEMO memory prosthesis provide more
features than the other applications. In fact, only
COGKNOW and CAPTAIN MEMO provide a good
management of the screen’s elements. Second, the
developed interfaces provide more modalities, which can
increase the chances of comprehension. Finally, only our
work allow user setting the volume and the size of the font
and add fun to seduce AD patient to use frequently our
memory prosthesis.

VIII.

This paper presented the developed interfaces of the
ongoing CAPTAIN MEMO memory prosthesis, which is
developed to assist individuals who are showing early/
moderate signs of AD to palliate mnesic problems. So, at
the beginning, we discuss the expected changes related to
the AD and the aging process. Based on these changes, we

CONCLUSION AND FUTURE WORK
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believe that the interface plays a big role to ensure that AD
patients can use the CAPTAIN MEMO memory prosthesis
easily. To accommodate those changes, we propose a set of
design guidelines for interfaces dedicated to AD patients.
This set of design guidelines covers the main AD-related
changes and age-related changes that might affect the
accessibility of the interfaces. Based on these design
guidelines, we develop the interfaces of the Captain Memo
memory prosthesis. The developed interfaces present the
advantages that they are user-friendly, multimodal,
enjoyable and configurable. Afterward, a user satisfaction
evaluation of the interfaces is carried out with 24 AD
patients. The results confirm that the developed interfaces
are easy to use and funny to use. The majority of the
participants say that they will use our prosthesis frequently.
Finally, we review some related work and demonstrate how
our work differs from the existing ones.

Future works will be mainly devoted:

e To integrate acoustic model specialized for elderly
persons for the speech recognizer;

e To use slower voice speed for the auditory
background,;

e To add the haptic modality in order to offer a
tactile feedback for the user ,which is a vibration
that occurs when the user selects a button with
his/her finger;

e To add an audio supported menu. Speech should
work not only for dictation when writing a
message, but also for command,;

e To authenticate the users
recognition modality;

e To evaluate the CAPTAIN MEMO memory
prosthesis with memorizing test.

using the facial
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Abstract— The need of a permanent and ubiquitous access to
information is becoming increasingly apparent with the advent
of new materials and the success of handheld devices. This led
to the emergence of new paradigms in human-machine
interaction, such as mobility and ubiquitous computing. The
concept of user interfaces’ adaptation has several facets. It
requires a dynamic modeling approach. In this context, our
paper is about designing an evaluation experiment for context-
aware User Interface (Ul). This evaluation is based on
ergonomic rules proposed by experts. The non-contextualized
ergonomics rules were adapted for the contextualized ones. In
order to demonstrate context aware Ul contribution, we chose
to work on a critical area which is the medical field and
especially on the diabetes disease.

Keywords-Context-aware User Interface; User Interface

Evaluation ; Ergonomic Rules.

l. INTRODUCTION

With increasing of devices’ variety number and their use
in ubiquitous environments by various types of users, user
interfaces’ adaptation has become a necessity rather than an
option. Existing systems lack the ability to satisfy the
heterogeneous needs of many users. These needs also vary
according to the context, where context comprises of
environmental conditions, the characteristics of device used
to interact with the application, and the user characteristics.
There is a need for techniques that can help the User
Interface designer and developer to deal with a myriad of
contextual situations. Also, the user should be provided with
the facility to have an adaptive interface that adapts to
changing user needs.

The final phase in the process of User Interface (Ul)
designing is the evaluation phase. Each created interface
must be evaluated according to definite criteria. Several
methods for user interface evaluation exist in the literature
such as the work of Senach [1] or Grislin and Kolski [2].
However, we noted the scarcity or even the inexistence of
those dedicated to contextualized interfaces.

In this paper, we propose an initial version of
contextualized interfaces evaluation using some ergonomic
criteria  proposed specifically for non-contextualized
interfaces.

We proposed in our recent works an approach for
specification and generation of context-aware interfaces [3].
In this paper, we will evaluate the obtained interfaces. These
interfaces are the interfaces of our application named
DiaMon [3]. To test our approach, we propose DiaMon for
monitoring of diabetic patients. Then, we conduct a
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statistical study with a medical team to evaluate our
interfaces.

This paper is organized as follows: Section 1l discusses
some literature reviews of interface evaluation approaches.
In Section I1l, we present our approach. It is illustrated, in
Section 1V, with an application called DiaMon that concerns
the monitoring of diabetic patients suffering from
hypoglycemia in a smart hospital. In Section V, we propose
the ergonomic rules for context-aware evaluation. Finally, in
Section VI, we present our contextualized user interfaces
used for the experimentation.

Il.  RELATED WORK

Several methods for evaluation Ul exist in the literature.
Senach [1] classified the interface evaluation methods into
two types:

e Empirical evaluation methods (predictive): They are
used to gather data related to user’s behavior using
the system. Such methods require a prototype or the
real system.

e Analytical methods (experimental): they aim at
evaluating the design of the system and not the
usage. The use of abstract representations allows
predictions of performance that cannot be performed
in a purely empirical approach [1].

Grislin and Kaolski [2] distinguish three main evaluation

methods:

e The method centered on the opinions and/or user
activities,

e The method centered on expertise. These approaches
are based on the judgment of experts in Human-
Computer Interaction (HCI) or on the evaluation
forms or questionnaires classifying the qualities of
an HCI.

e Analytical methods based on HCI modeling. These
approaches are typically used to perform inspection
using objective metrics from a human task model or
a screen pages description.

In order to evaluate Ul, some authors define some
ergonomics rules. We can cite for example those proposed
by Vanderdonckt [4] or Smith [5]. Ergonomicsis the
scientific discipline concerned with the understanding of
interactions among humans and other elements of a system.
Through our study, we distinguish three types of ergonomics
[6]:

e Physical ergonomics: represents the characteristics

of human interaction with physical activity such as
work posture, manipulation of objects, repetitive
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movements, arrangement of the workplace, the
health and safety of the user.

e Cognitive ergonomics: is interested in mental
processes involved in human interaction with the
system components. It aims to analyze and verify the
compatibility between the interface and the user.

e Organizational ergonomics: focuses on the
optimization of socio-technical systems, which are
composed of the organizational structure, processes,
cooperative work, communication and resource
management.

In general, the ergonomic knowledge is described as
ergonomic rules used for the design and evaluation of
interactive software.

In the literature, there is a great variety of ergonomic
rules. To facilitate the use of ergonomic rules for designers,
analysts and programmers, more research has focused on
their classification in categories called ergonomic criteria.

Ergonomic guides were proposed. These include, for
example Vanderdonckt recommendations [4], Smith [5] and
Scapin [7].

Scapin and Bastien [7] proposed eight ergonomics rules:
guide, workload, explicit control, adaptability, errors
management, consistency/coherence, significance of codes
and names, compatibility.

All these methods were used for non-contextualized
interfaces evaluation. We combined several of these
techniques in order to evaluate the contextualized interfaces.
Before focusing on the resulting interfaces, we present in the
following section, our approach to specification and
generation of these interfaces.

I1l.  FORMAL APPROACH FOR SPECIFICATION AND
GENERATION OF CONEXT-AWARE USER INTERFACE

The objective of our research is to develop a global
approach for specification and generation of context-aware
interfaces in a medical field. Our methodology is based on
the use of formal tools to cover gradually and consistently all
stages, from the Human-Computer System (HCS) analysis
and modeling to the generation of different graphic views.

The first step in our approach, shown in Figure 1, is the
detection of contextual information. Once the data are
received from the sensor layer, they will be modeled and
decomposed into a user model (we model here the different
user’s profiles), a platform model (we present here the
various platforms hosted on our application and exploited by
different users); and an environment model (it describes the
various environment characteristics such as geographical
location, schedule, etc.). This decomposition is based on the
definition proposed by Calvary et al., [8]. In parallel, the
analysis of the HCS is necessary.

The second step consists in the user's task analysis
specifying the sequence of actions to be performed. This
analysis leads to the task modeling and the user
requirements' identification.

The third step ensures the context and task modeling.
This will be accomplished via the Petri Nets (PN) database
that contains structures and elementary compositions of PN.
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PN were proposed by Carl Adam Petri in 1962 and were
considered as a promising tool for task modeling [9]. PN are
a mathematically based formalism dedicated to the modeling
of parallelism and synchronization in discrete systems. PNs
are continuously expanding and are a suitable tool for HCS
modeling. Initially, they were only used to describe tasks that
were computerized. However, later, especially with the
emergence of High Level Petri Nets, they have been used to
model Human-Computer Interaction [10]. Formal modeling
of the Human-Computer Interaction, with Interpreted Petri
nets allows the identification of all necessary user
requirements in each point of interaction [10].

The fourth step ensures the detection of the user's current
situation. It aims to identify the pair of (Context, Task). After
a critical review, established in our last paper [11], none of
the approaches gives full consideration to the user's activity
or the task to be accomplished. Thus, we have associated the
user task to its context of use. All couples "context, task" are
therefore, previously stored in a database. At a given time,
the status of different models determines the current context
of the user (Ci). The identification of the adequate task Ti
requires browsing the database "context, Task".

The fifth step provides the user interface specification. In
this stage, user's requirements are identified in terms of
interface's objects taking into account the ergonomic rules
for the presentation of a mobile interface.

The last step in this approach is dedicated to the
interface's creation. More details are presented in [3].

We consider our approach as a formal one because we
used formal tools (Petri Nets) for the analysis and the
modeling of contextualized user interface. The use of a
formal method to describe the behavior of a context-aware
system allows us to deduct the properties of the system and
the users’ requirements in order to generate the appropriate
and valid interface at a given time.

After giving an overview of the advocated approach, we
will present in the next section, our application called
DiaMon.

IV. DIAMON: A CONTEXTUAL USER INERFACE ASSISTING
MEDICAL TEAMS FOR MONITORING HYPOGLYCEMIC PATIENTS

The overall objective of our application is monitoring
diabetic patients in a "smart hospital”. Equipped with
biological sensors implanted under their skin, the system
periodically checks the patient's Glucose Level (GL). Thus,
it regularly observes the patient's status to alert by mobile
devices the medical staff in case of an intervention.

The application is continuously connected to the
monitoring system. While collecting information by the
server, the system can, at any time, notices an unusual value
of GL. That's why; an alert is displayed on medical teams'
mobile devices. The user then has access to the patient's
information for better intervention.

Several problems can arise from such an application. For
example, in case of urgent and immediate intervention, how
to alert the medical team and how to generate valid and
significant interfaces guiding the doctor/nurse to fulfill their
tasks?
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Figure 1.

In case of hypoglycemic coma, how can we instantly
notify those present in hospital to ensure a rapid
intervention? And if the treating doctor is not present at the
moment, how will the application interface adapt to the
user's profile and his knowledge?

First, the application must identify the user's profile
taking into account his knowledge in diabetology. Secondly,
DiaMon has to detect the platform used to adjust and display
the interface's graphical components. Finally, it must
consider the environment in which the user evolves such as
geo location and time response. Furthermore, the interface
must adapt according to GL value. The graphical interface's
components will change from one value to another. The
originality of our application resides in the way it is designed
to be used by all medical team regardless of their specialty or
status (specialist, generalist, emergency physician or nurse).
DiaMon fits to its context of use. It takes into account the
user task, its environment, its profile and its level of
knowledge. In addition, the user requirements are adapted
continuously for each situation.

In this example, we are particularly interested in diabetes
type 2.

For a patient with type 2 diabetes, there is a great risk of
hypoglycemia. The latter represents an abnormally low sugar
concentration in the blood. Hypoglycemia can result in a
hypoglycemic coma that may cause the patient's death. We
can recognize hypoglycemia through several signs: nausea,
stomach cramps, palpitation, headache, tremor, etc.

Hypoglycemia may cause a hypoglycemic coma. This
condition occurs due to a sudden onset of a state of agitation,
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HCI

Proposed approach.

muscle contracture, sharp reflexes and profuse sweating.
Curative treatment of hypoglycemia depends on the patient's
condition and his blood sugar. Two scenarios are possible:
patient conscious or unconscious (Table 1) [12].

TABLE I. HYPOGLYCEMIA CURATIVE TREATMENT

Hypoglycemia with

disturbance of consciousness

Moderate hypoglycemia

Condition : Condition :

Blood glucose level between | Blood glucose  level
0.3and0.4¢g/l. between 0.4 and 0.7 g/ |
Unconscious patient conscious patient
Treatment: Treatment:

Slow intravenous infusion of
30 to 50 ml of 30% glucose
solution, relayed by a slow
infusion of serum 10% until
patient wakes up.

A slow intake of sugar (bread)
is then recommended.

Re-sugaring orally: 15g of
fast sugar (3 sugar cubes
diluted in water or juice)
followed by a slow sugar
intake (20g bread)

Wait 15 minutes and
repeat the Re-sugaring .

The two types of hypoglycemia treatment have a slow
sugar intake (bread). In this case, we must consider the
diabetics allergic to gluten (a substance into the bread). For
this type of patients, it must replace the bread with gluten-
free bread such as rice our, corn or buckwheat. A diabetic
patient may be allergic to fructose. In this case, we must
avoid the three pieces of sugar and fruit juice in case of
moderate hypoglycemia. The sugar must be replaced by
saccharin, aspartame, maltose or malt syrup.
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Our approach resulted in a tool which produces
contextualized interfaces. DiaMon provides adaptable
interfaces to user profile and its current environment. The
following stage is the evaluation of these interfaces. The
problem with existing evaluation work is that they are
primarily intended for non-contextualized interfaces. So, we
have adapted those criteria to evaluate our interfaces.

The long term goal is to be able to propose new
ergonomic criteria evaluation intended for contextualized
interfaces.

V. ERGONOMIC RULES FOR CONTEXT-AWARE INTERFACE
EVALUATION REGARDING NON-CONTEXTUALIZED INTERFACE

The evaluation of an interface is primarily intended to
verify the reliability, quality, usability and usefulness of the
HCI. The evaluation of the usefulness is demonstrated by
answering these two questions: (i) Does the HCI meet the
specifications? (ii) Can the users accomplish his task?

Concerning the usability of the HCI, it is verified by
evaluating: (i) Efficiency: to achieve the expected result, (ii)
User satisfaction, (iii) Ease of learning and (iv) Ease of use.

These parameters can be evaluated through an
experimental evaluation (observation, data collection,
interviews and questionnaires) or an analytical assessment
(usage scenario and expert judgments).

In our research, experimental evaluation was conducted
via questionnaire and analytical assessment was made via a
scenario and expert questioning of the domain (pharmacists
and doctors).

These evaluation criteria mainly concern the non-
contextualized interfaces. We have noticed during this work
the scarcity of ergonomic criteria for contextualized
interfaces. However, some criteria proposed in the literature,
have seemed interesting for the evaluation of dynamic
interfaces. For example, we can mention the adaptability
criterion regarding the ability of an interface to react
depending on the context and the user's needs and
preferences.

In order to assess the quality and the reliability of our
interfaces, several measures criteria were defined. For
clarity, we have broken our evaluation criteria into two sets:
the observable and unaobservable criteria.

A. Observable criteria

The observable data consist in what the subjects have
been doing during the simulation such as selecting tabs, data
entry or changing icons. We can also consider the simulation
start or the elapsed time.

B. Non observable criteria

These criteria can be derived through interviews,
questionnaires or other data collection techniques. For our
work, we choose to use the questionnaire technique. The
development of our questionnaire was governed by
ergonomic rules proposed in the literature. These rules can
be applied on contextualized interfaces.

We asked twelve participants to take part in the
evaluation stage and go through the simulation platform
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then fill the survey. We have developed the interfaces of this
scenario and we asked the participants to try them and
answer the questionnaire.

The participants were from different backgrounds and
different range of age and experience. Some of them were
generalists; others were diabetologists (private and internal
to Tunisian hospitals), an emergency physician and two
pharmacists.

C. Ergonomics rules for context-aware user interface

We modified ergonomic rules for non-contextualized
interface to make them relevant for contextualized interfaces.
Indeed, the existing rules do not take into account the user‘s
preferences, the environment in which he evolves and his
current activity.

First, we are interested in the adaptability criterion,
proposed by Scapin. The original definition of this criterion
is as follows: “The adaptability of a system refers to its
capacity to behave contextually and according to the users’
needs and preferences. The criterion Adaptability is
subdivided into two criteria: Flexibility and User
Experience.”

We decomposed the adaptability into four criteria:

e Adaptation to the user profile: The user interface
must automatically adapt to the user's profile;

e Environment adaptation: The user interface must
adapt its content according to environmental data;

e Adaptation to the user’s knowledge: The user
interface must identify the user's profile in terms of
knowledge. It must provide the appropriate
information to his level of expertise;

e User preferences: The user interface must adapt its
content to the user preference.

Then, we focused on utility, ease of use, usability and the
quality of Ul criteria:

e Ultility: The user should be able to accomplish its
task using its interface. The interface must satisfy
the user;

e Ease of use: The interface should be easy to use. It
must be understandable and clear;

e Usability: The extent to which a Ul can be used by
users to achieve specified goals with effectiveness,
efficiency and satisfaction;

e Quality: The information displayed in the interface
must be relevant.

The criteria have been modified as follows:

e Ultility of contextualized Ul: The user should be
able to accomplish its task using its interface and
the Ul should consider environment's changes. The
interface must satisfy the user by automatically
changing these components if the user’s task
evolves;

e Ease of use: The interface should be easy to use for
the user. It must take into account the user profile
by adopting its components;

e  Usability: The extent to which a Ul can be used by
users to achieve specified goals with effectiveness,
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efficiency and satisfaction in a specified context of
use. The user's goals can change according to the
current environment, so the Ul must change.

e Quality: The information displayed in the interface
must be relevant, valid and understandable by the
user. The information must be reliable and suitable
to the display area of the mobile device.

All these criteria are used in our evaluation experiment,
in order to evaluate the contextualized interfaces.

VI. EVALUATION EXPERIMENT

A. Context-aware user interface for experimentation

By applying our approach to our application, we were
able to generate contextualized interfaces. This generation is
done manually for the evaluation experiment. Following the
application of our approach, we got the interfaces
specification. These interfaces were the subject of an
experimental study. The majority of user interfaces
evaluation work is based on ten to fourteen participants. We
have succeeded in our work to test these interfaces on
twelve doctor and pharmacist users.

During the evaluation phase, we have set up a scenario
that describes an emergency physician that rescues, in the
ambulance, a diabetic patient with a hypoglycemic coma.

We are inspired by the principles and general criteria for
ergonomic contextualized interfaces to produce an
evaluation questionnaire for DiaMon produced interfaces.

The DiaMon first interface, shown in Figure 2, displays
the patient’s personal information, the type of intervention
that can be committed, the patient’s allergies and the
glucose level. The information displayed to the interface is
adapted to the users profile by indicating the most suitable
intervention and patient’s allergies; and the patient’s status
by indicating the GL.

DiaMon

Last Name : John

Name : LeMarshal .
Age 5]

Trpe of intervention
Given amount of sugar

Quick-sugar { 3 peices of sugar) 152 A
Gender:  Make Slow sugar (Bread) : 0e A

Weight: 86Kz

ALLERGY TO GLUTEN
WHEAT BLACK BREAD

[ERESTY

Figure 2. Initial patient status.

Once the patient glucose changes/increases, the alert
message changes its position (displayed in the screen center),
size and content. A message dialogue appears to alert the
user to react (Figure 3). The interface’s components change
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according to the environment’s change. The alert and
message dialogue adapts to this new situation (the change of
Glucose Level).

=
[
<
o
=

Last Name : John

Name : LeMarshal .
Age: 62

Type of intervention

Given amount of sugar

Quick-sugar ( 3 peices of sugar) 15g A
Gender:  Male Slow sugar (Bread) : 20 A

Weight:  $6Kg

ALERT

GL :0.4gl/l

ALLERGY TO GLUTEN
‘WHEAT BLACK BREAD

L= TR e B = 1

Figure 3. Glucose Level change

When a hypoglycemic coma occurs, a new message
appears announcing the patient’s condition. The GL values
change and the type of intervention is adapted (from a patient
conscious to an unconscious patient (Figure 4)).

S
D
<
5]
>3

Unconscious patient: Hypoglycemic Coma

Last Name : John

Name : LeMarshal .
Age: 62
Gender:  Male -

Weight:  $6Ke

Type of intervention
Given amount of sugar

Quick-sugar (3 peices of sugar) 152 A
Slow sugar (Bread) : 20:@

ALERT

GL :0.3gl/l

ALLERGY TO GLUTEN
‘WHEAT BLACK BREAD

L= e I

Figure 4. Ul for unconscious patient

After testing our application, users answered a
questionnaire. For more clarity and understanding; and in
order to identify the exact view of our participants, we used
the 4-point Likert scale [13]. Their responses were as
follows.

B. Results and analysis

For the user profile adaptation, environment adaptation,
adaptation to user’s knowledge and user’s preferences
criteria, the following questions were asked:

1. Does the GL label’s change help you for your
intervention?

2. Is the appearance of the unconscious patient’s
label beneficial to you?
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3. Does the appearance of gluten allergy’ S Does the appearance of gluten allergy's information in the interface 2
|nf0rmat|0n help you to aVOld maklng mIStakeS helped you to avoid making mistakes in your intervention?
in your intervention? Mediocre  Average MGood ™ Excellent

4. Are the changes appeared in the interface
beneficial for your contribution?

For the first question (Figure 5), eleven person of twelve
have affirmed the usefulness of the occurrence of the label
containing the glucose levels in the patient during the user’s
intervention. 8

Doesthe GL label's change, in the interface 2. helped you for your intervention ?

Mediocre Average "Good Excellent
1

Figure 7. Appearance of information “gluten allergy”.

4 For the last question, the majority (nine out of twelve)
preferred the graphics components changes occurred in the
dynamic interface. They have affirmed the advantages of the
message appear on glucose levels and change of the
intervention for the accomplishment of their tasks (Figure 8).

7 Are the changes appeared in the interface 2 beneficial for your contribution ?

Mediocre Average "Good Excellent

Figure 5. Appearance of GL label in the contextualized interface. 2

In Figure 6, over than 65% of the users found that the
appearance of an alert about the fainting of the patient is
excellent, while less than 25% found it good and below 5% 5
said it was an average.

Is the appearance of the unconscious patient's label in the interface 2 beneficial to you ?

Mediocre Average "Good Excellent 4

1.
Figure 8. Graphics components changes in the dynamic Ul.

For the ease of use and the quality criteria, the users’
responses were as follows: the contextualized interfaces
8 seemed to fulfill the participants’ satisfaction with six out of

twelve said it was good and three out of twelve said it was
excellent as shown in Figure 9.

Is the information displayed on the interface 2 sufficient for your intervention?

Mediocre Average Good Excellent

Figure 6. A question about the appearance of an alert message. 2

Regarding the question “what is the appearance of
information “gluten allergy” was beneficial? 100% of 3

participants affirmed that this information was necessary for 1
the accomplishment of their tasks (Figure 7).

6

Figure 9. Information displayed in context-aware Ul.
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Through this study conducted with doctors and
pharmacists, we confirmed that contextualized interfaces
meet the ergonomic criteria listed above.

VII.

In this paper, we stated some related work about existing
Ul evaluation methods and ergonomics rules. Then, we
presented a formal and global approach for specification and
generation of context-aware Ul in six steps. We then
presented our application named DiaMon, which is
dedicating to health care staff to monitor their diabetes (type
2) patients’ glucose level. This application was designed
with context-aware user interfaces.

We also proposed ergonomic rules for context-aware
evaluation where we modified some already existing ones
and adopted them to the context-sensitive Ul with respect to
the HCI principles. Finally, an evaluation experiment was
presented to apply our proposal to assess our Application
DiaMon, and then followed by a statistical study to evaluate
the contextualized interface.

In the near future, we will try to test our interfaces on
more people and expand this study in order to develop clear
and precise rules for the evaluation of contextualized
interfaces.

CONCLUSION
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Abstract— Product demand and high consumption have been
traditionally viewed as traits of successful business in the mass
market. However, the environment is under immense strain to
sustain  hyper-consumption driven lifestyles fueled by
conventional mass market business strategies. Sustainable
services have started to emerge to disrupt such business
practices and alter consumption driven processes to reduce the
harmful impact on the environment. However, the adoption of
such services has largely been limited to a niche
environmentally conscious audience. Research has argued that
for sustainable services to have a noticeable environmental
impact, they need to be adopted in the mass market. In this
paper, we discuss the challenges and outline the theoretical
design considerations needed to frame desirable value
propositions for sustainable services intended for the mass
market. To do this, we review literature from the fields of
strategic design, service design and Human Computer
Interaction (HCI) and identify conceptual overlaps with
broader discussions on sustainability and suggest that
sustainability can potentially find a familiar voice in design due
to their common interest in advocating an emphasis on
people’s needs and aspirations for a better present and future.
Mutually, design and sustainability can discover new
representations and opportunities for a better future beyond
offerings designed to fuel incessant consumption of resources.

Keywords-Sustainability; Strategic Design; Service Design;
Mass Market; Value Propositions.

1. INTRODUCTION

Mass-market businesses have traditionally functioned
with a singular focus on generating profits. Consequently,
their business strategies are carefully crafted for fast product
absorption and long term consumer engagement with the
brand. Product demand and high consumption have been
traditionally viewed as traits of successful business [1]. This
conclusion largely stems from a business perspective based
on general desires and needs driven consumer behavior [1]
[2]. Therefore, one of the key strategies employed by
conventional businesses to promote their services is based
not just on fulfillment of basic consumer needs but also
capitalizing on the association of social status and exclusive
ownership of the newest generation of products. Businesses
use marketing strategies that aim to create and encourage
consumer desires and aid higher product sales and increasing
consumption.
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While these consumption oriented market practices offer
purchase options with attractive buying experiences to
improve a consumer’s quality of life, they have
simultaneously become a threat to the very quality of
consumer life that they advertise to improve. This can be
illustrated by the purchase and short disposal cycles of smart
phones, which are providing users with technology to
simplify their day to day activities while negatively
impacting the environment through harmful electronic waste
[3]. The environment is under immense strain to sustain the
lifestyles supported by both production and consumption of
unsustainable products and services [3][4] and has also been
conclusively established through research studies studying
the adverse affects of over-consumption on the environment
[5]-

On the other hand, there has been a rise in the efforts by a
few companies to capitalize on the increasing awareness of
the effects of unsustainable services on the environment and
society and bringing sustainable services into the mass
market. Such efforts to make existing products sustainable
are focusing on extending the product life cycle and building
efficient after sales services [6]. Greenphones [7], for
instance, provides an after-sale service where enterprises and
consumers sell and buy smartphones and tablets.
Greenphones [7] benefits from the dynamics of this market,
and seeks to prolong the lifetime of these devices. However,
such products and services are still largely limited to the
niche and/or premium market segments stemming from
environmentally conscious consumers [1]. Consumers share
a long relationship with certain brands and their products
despite having an awareness of their environmentally
damaging effects. Sustainable replacements of such products
are either not easily available or lack the same ease of use or
brand recognition as their mass market counterparts. The
buying patterns of consumers in the mass market are still
primarily driven by a product’s newness, cost, quality and
brand [2], leading to a vicious circle of the demand and
supply of unsustainable services [8].

Therefore, it is becoming increasingly difficult to ignore
unsustainable patterns of production and consumption [8]
and a growing need for disruptive innovation through the
introduction of sustainable products and services [9]. These
disruptive practices can be used to explore new and
environmentally efficient value propositions framed around
sustainable products and services positioned as desirable
offerings in the mass market. In this paper, we discuss the
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challenges and outline the theoretical design considerations
needed to create sustainable products and services and frame
desirable value propositions. Understanding the design
considerations for the creation of sustainable products and
services and how it can lead to sustainable business models
is both timely and interesting. It is timely because of the the
growing awareness of environmentally damaging effects of
conventional products and services and efforts to introduce
alternative sustainable value propositions in the mass market.
Additionally, it is interesting because of the dilemma
between making a sustainable solution a mass-market
phenomenon and the consumption driven ethos of the mass
market. We outline these design considerations and build our
theoretical framework by reviewing literature from the fields
of sustainability, strategic design, service design and HCI.
Further, we juxtapose concepts from these fields to present a
multi-disciplinary perspective on designing for sustainability.

This paper is structured as follows: Section II presents a
condensed introduction to the key theoretical concepts that
we use to ground our discussion followed by an overview of
the different approaches to sustainable design in Section III.
Section IV presents a discussion of the key design
considerations needed for mass market sustainable design
solutions followed by a conclusion in Section V.

II.  THEORETICAL FRAMEWORK

This section presents a condensed description of the
theoretical framework that acts as a conceptual anchor for
our investigation into design considerations for sustainable
products and services.

Sustainability

WCED [10] has strongly stressed the need for a balanced
developmental paradigm that advocates equal importance to
be given to social concerns of both present and future
generations. It proposes that:

“Sustainable development is development that meets the
needs of the present without compromising the ability of
future generations to meet their own needs.” [10].

Most importantly, it can be observed that the definition
of sustainability outlined by WCED shifts the focus from
“sustainability to save the environment” to “sustainability
for the well being of human kind”. This, as discussed in the
introduction, is the perspective on sustainability that we
work towards in this paper as well. This perspective views
(see Figure 1) sustainability as the integration of
environmental, social and economic as the three key
dimensions of well being [11]. The paradigm proposed by
WCED viewed environment preservation as one of the
considerations for achieving well being and required the
incorporation of social as well as economic considerations
into sustainable solution. Further, the World Congress on
Challenges of a Changing Earth proposes that:

“Common to the definitions, however, is an emphasis on
the need to consolidate features from different knowledge
systems into practical methods and tools that can be
practically applied to promote sustainability on a worldwide
scale.” [12]
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Kieffer et al. [11] built on the key considerations defined
in the World Congress and discussed the instrumental role of
the widespread deployment of sustainable developmental
paradigms to generate a measurable impact and proposed
sustainability science as a potential framework to achieve the
desired impact of this vision. With the significance of large
scale deployment and a focus on holistic socio-economic
sustainable innovation to support the pro-environmental
willingness of consumers, we argue that sustainable
entrepreneurship and sustainable design oriented towards the
mass market can act as interdependent agents for achieving
the holistic vision of sustainability outlined above. Further,
we suggest that sustainability can potentially find a familiar
voice in design due to their common interest in advocating
an emphasis on people’s needs and aspirations for a better
present and future. Mutually, design and sustainability can
discover new representations and opportunities for a better
future beyond offerings designed to fuel incessant
consumption of resources.

A. Sustainable Entrepreneurship

In businesses, an increase in product consumption is
traditionally viewed as a reflection of profits and market
demand while environmental concerns have largely been
centered on meeting environmental standards of product
manufacture and responsible disposal and little to no
attention to the negative consequences of increased
consumption on the environment. However, studies on hyper
consumption are presenting opportunities for companies to
innovate and gain a competitive edge by challenging the
traditional ethos of consumption led profits [1][13]. This has
propelled several entrepreneurial initiatives aiming to disrupt
mainstream markets by focusing on environmental and social
value creation along with economic value.

Economic concerns

Agents of sustainability

1. Sustainable entrepreneurship
2. Sustainable design

Environmental concerns Social concerns

Figure 1. The three pillars of sustainable development

Building upon Schumpeter’s [14] constructs of
entrepreneurship as a process of creating “market
disequilibria” through innovation [15], Hockerts and
Wiistenhagen [13] define sustainable entrepreneurship as:
“the discovery and exploitation of economic
opportunities through the generation of market disequilibria
that initiate the transformation of a sector towards an

environmentally and socially more sustainable state.”
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Sustainable entrepreneurship focuses on bridging
environmental progress and market success by channeling
innovative products and services [16]. Sustainable
entrepreneurs operate with a profit motive as well but
function with a framework of sustainability driven
competitive solutions offering appealing value propositions
to consumers. In contrast to having a sole orientation towards
increasing the demand for products, sustainable
entrepreneurship disrupts the market by shifting the
paradigm from selling products to selling services and value
along with manufacturing innovations for improving the eco-
efficiency of tangible offerings as well. We argue that the
mass market presents a powerful medium for sustainable
entrepreneurs for reaching the most consumers for large
scale impact. In this sense, sustainable entrepreneurship can
be the realization of sustainability-centric innovations that
provide benefits to a larger part of society by targeting the
mass market [16].

B. Sustainable Design

Design as a discipline grew out of the industrial
revolution in the late 19th and 20th century and has since
been instrumental in creating aesthetically pleasing, useful
and emotionally appealing objects. While these principles of
good design remain relevant to this day, the rise of
consumerism and the deteriorating effects on the
environment is compelling designers to re-evaluate their
offerings in terms of long term effects on the well being of
consumers and communities. Campbell [17] argues that
design will be fundamental to closing the gap between our
behavior and our aspirations because of the particular
resourcefulness that designers represent. Further, she
suggests that:

“ready to improvise and prototype, brave in the face of
disorder and complexity, holistic and people-centered in
their approach to defining problems, designers have a vital
role to play today in making society itself more resourceful”
[17].

Sherwin writes about the designers training to be
creative, challenging precedents and stereotypes and calls for
greater involvement of designers given their inclination
towards people centered and socio-cultural dimensions of
sustainability [18].

In design processes, the exploration of sustainable
outcomes is primarily conducted using one of the following
three approaches:

*  Designing for awareness and persuasion

* Designing for eco-efficiency at the

manufacturing level

* Designing at a systemic level

Even though eco-efficiency at product constitution level
is essential, it cannot function in isolation. It requires the
support of a system that enables seamless sustainable
practices. Manzini and Vezzoli [19] caution that
environmental risks still remain in spite of significant
product improvement. They argue that:

“the practical and operational definition of this field
(sustainable design) is outlined by two complementary
strategies by their application in stages most agreeable to

product
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companies:  eco-efficient system research and the
development of new solutions provide an instrument to
confront, with a sustainable approach, some important
problems emerging in contemporary society.” [19]

Similarly, efforts to promote reduced resource based
lifestyles through awareness and persuasion fail to address
the personal concerns of the individual, often driving them
against sustainability related goals [20]. Therefore, all
improvements in eco-efficiency and awareness seem to be
offset by the steep increase in the volume of the products
sold leading to a zero or even negative net effect [21].
Therefore, designing for sustainability requires systemic
innovations by incorporating holistic perspectives at a
product, service and individual level, in contrast to the
solutions built primarily around technology or product
innovation. In the following section, we discuss the
sustainable design approaches mentioned above in greater
detail by reviewing literature from strategic design, service
design and HCI.

III.  SUSTAINABLE DESIGN APPROACHES

A.  Sustainability through persuation and awareness

Extensive studies of harmful environmental impacts of
consumption-mediated processes have succeeded in evoking
awareness among consumers and companies [1] [8] [22].
Several international initiatives promoting sustainability
have succeeded in generating substantial awareness amongst
people and companies but have failed to translate into
widespread proposals and adoption of sustainable products
and services. While people are more than willing to adopt
pro-environment practices, several factors such as lack of
economic and social support structures enabling/assisting the
willingness of the people has led to the failure of to translate
this willingness into action. Sustainability centric campaigns
driven by persuasive sustainability [23] and lifestyle
rationalization [20] based on proactive consumers making
sustainable choices has cracked under the pressure of daily
priorities, cultural aspirations of people going about their
daily routine. The limited influence of persuasiveness in the
issues of sustainability has been highlighted by
Brynjarsdottir et al[23]. who frame it in terms of
sustainability, human behavior, and the relationship between
them. They argue that:

“while this (awareness for pro-active action) may help
make the problem of sustainability manageable as an
engineering enterprise, it also makes designs susceptible to
breakdown” [23].

B.  Sustainability through eco-efficient market alternatives

Recognizing the issues with awareness based solutions,
consistent efforts in the past decade have been directed
towards developing a sustainable market space. This intent
has driven businesses to explore sustainable avenues
contributing to the well being of their consumers.
Additionally, it has created a new segment of environment-
focused businesses such as Fairphone [24][25] and Tesla
[26] that are investing efforts in sustainable yet breakthrough
processes. These processes perceive attaining environmental
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sustainability and green consumption as one of the key
performance indicators in the market. While this has initiated
a positive trend towards a green consumption economy,
these business models lack the appeal of unsustainable yet
popular products in the mass market [1][5]. Every purchase
related decision of a consumer continues to be driven
primarily by easily quantifiable values that relate to
fulfillment of basic needs, personal desires and buying
power. Popular mass-market services present several
alternatives tailored to these preferences, simplifying the
decision to pick and choose. The purchase of these popular
products requires minimum time and cognitive effort at the
consumer’s end. On the other hand, consumers willing to
buy sustainable services have to evaluate the trade off in
quality, cost and consistent availability leading to a more
complex decision making for an activity that is a means to
end and not the goal itself [1][5]. Therefore, while the
general awareness about low-carbon consumption has
gathered adequate appreciation among consumers and has
led to the creation of a space in the economy for green
products, it has been limited to a niche segment of actively
environmentally conscious and premium buyer segments [1]
[5][27]. Csikszentmihalyi [5] in his theoretical account of
consumption and its effects addresses this phenomenon by
stating that:

“consumers report that they are concerned about the
environmental issues but they are struggling to translate
these concerns into purchases of sustainable products”.

In addition to a need and desire oriented market strategy,
the pace of technology also plays a significant role in the
creation of unsustainable product advancements. Even
though consumers are aware of the available
environmentally friendly alternatives, they often choose to
participate in a race to get the newest or latest product
instead of replacing it with an environmentally friendly one
[16]. Furthermore, the tech savvy consumers and early
adopters of advanced technology wish to be at the cutting
edge by buying the latest products, leading to frequent
product disposal. Therefore, any effective disruption in this
space to make sustainable innovation a preferred option
should make environment-oriented consumers feel that they
are still empowered with the newest technology.

C. Sustainability through strategic design

The pursuit of sustainable solutions is essential in
questioning the long-established norms, processes and goals
of mass market oriented businesses. As markets grow
fiercely competitive, sustainability focused innovation can
prove essential in reinventing and delivering new services to
the consumers, driving innovation trends in the mass market
landscape [27]. It is evident that even though the mass
market and rapidly progressing technology are one of the
primary propagators of over consumption, they also offer
access to a larger consumer base and opportunities of greater
involvement of consumers as equal stakeholders in the
design of pro-environmental solutions utilizing new
technological platforms. They could potentially offer the
resources to disrupt existing unsustainable markets and value
networks to innovative design and business models.
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Systemic design integrates persuasion and awareness with
desirability and ease of access to sustainable and eco-
efficient service alternatives for mass market consumers. To
effectively pursue the goal of making sustainable services
have a greater impact on the mass market, a comprehensive
study of the consumer’s desires and preferences and traits of
the existing popular products is a critical necessity. Given the
existing niche market for eco-friendly products, an
understanding of the customer’s aspirations will play a
pivotal role in bridging consumers’ ‘attitude-behavior’ [2]
gap and evaluating and better positioning sustainable
processes in the mass market.

Building on the systemic perspectives outlined above,
Manzini and Vezzoli [19] discuss the concept of ‘strategic
sustainable design’, which advocates a paradigm shift aimed
at the buying and selling of a system of products and services
in contrast to the traditional model of buying and disposal of
products. It simultaneously addresses customer and service
provider needs while promoting pro-environmental practices
of production and consumption. Some of the common
processes and tools under strategic sustainable design are
‘product service systems’ [11][19], ‘peer to peer services’
[28] and ‘product life extension through repair and second
hand ownership’. Due to the reliance of strategic sustainable
design on the intangibility of products and efficiency of
services in delivering value, the nature of the roles played by
stakeholders also differs from traditional systems. With the
dissemination of services being pivotal, the ownership of a
product by the consumer no longer remains constant. In
some cases, such as second hand or shared ownership, the
consumer also plays the part of the service provider for new
consumers. With this state of constant 