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ADVCOMP 2015

Forward

The Ninth International Conference on Advanced Engineering Computing and
Applications in Sciences (ADVCOMP 2015), held between July 19-24, 2015 in Nice, France, was a
multi-track event covering a large spectrum of topics related to advanced engineering
computing and applications in sciences.

With the advent of high performance computing environments, virtualization,
distributed and parallel computing, as well as the increasing memory, storage and
computational power, processing particularly complex scientific applications and voluminous
data is more affordable. With the current computing software, hardware and distributed
platforms effective use of advanced computing techniques is more achievable.

The goal of ADVCOMP 2015 was a forum to bring together researchers from the
academia and practitioners from the industry in order to address fundamentals of advanced
scientific computing and specific mechanisms and algorithms for particular sciences. The
conference provided a forum where researchers were able to present recent research results
and new research problems and directions related to them. The conference sought
contributions presenting novel research in all aspects of new scientific methods for computing
and hybrid methods for computing optimization, as well as advanced algorithms and
computational procedures, software and hardware solutions dealing with specific domains of
science.

The conference had the following tracks:

 Advanced methods in fusion physics

 Development of computing support

 Computing techniques

 Complex computing in application domains

 Computing applications in science

 Computing in Virtualization-based environments

 Advances in computation methods

Similar to previous editions, this event attracted excellent contributions and active
participation from all over the world. We were very pleased to receive top quality
contributions.

We take here the opportunity to warmly thank all the members of the ADVCOMP 2015
technical program committee, as well as the numerous reviewers. The creation of such a high
quality conference program would not have been possible without their involvement. We also
kindly thank all the authors that dedicated much of their time and effort to contribute to
ADVCOMP 2015. We truly believe that, thanks to all these efforts, the final conference program
consisted of top quality contributions.
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Also, this event could not have been a reality without the support of many individuals,
organizations and sponsors. We also gratefully thank the members of the ADVCOMP 2015
organizing committee for their help in handling the logistics and for their work that made this
professional meeting a success.

We hope that ADVCOMP 2015 was a successful international forum for the exchange of
ideas and results between academia and industry and to promote further progress in the area
of Advanced Engineering Computing and Applications in Sciences. We also hope that Nice,
France, provided a pleasant environment during the conference and everyone saved some time
to enjoy the charm of the city.
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A High-Order Relaxation Method for Condensed Explosives Detonation 
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Zhibo Ma 
Institute of Applied Physics and Computational 

Mathematics 
Beijing, China 

E-mail: ma_zhibo@iapcm.ac.cn 
 

Abstract—The paper gives a high-order precision and high 
resolution scheme for the governing equations of the 
detonation in condensed explosives. Based on the relaxation 
approximation, the nonlinear governing equations of 
condensed explosives detonation are transformed into linear 
relaxation systems, in which it can avoid solving Riemann 
problem and calculating the Jacobian matrix of nonlinear flux, 
and it is not necessary to split the source term of chemical 
reaction law. A fifth-order WENOM (Mapped Weighted 
Essentially Non-Oscillatory) reconstruction in space 
discretization and a fifth-order IMEX (IMplicit-EXplicit) 
scheme of linear multistep methods with monotonicity and 
TVB (Total Variation Boundedness) in time discrtiezation are 
utilized. The proposed method is applied to numerically 
simulate the steady structure of a one-dimensional planar 
detonation wave and the unsteady propagation of a one-
dimensional spherically divergent detonation wave in 
explosives PBX-9502. The test cases demonstrate that the 
proposed method can obtain very satisfactory numerical 
results in terms of accuracy and resolution. 

 
Keywords-relaxation method; detonation wave; condensed 
explosives; high-order precision scheme; high resolution scheme 

I.  INTRODUCTION 

The design of complex engineering devices that use high 
explosives to do useful and controlled work requires the 
capability to numerically simulate detonation with high 
fidelity [1]. In the past several decades, the Lagrangian 
method [1] is in the majority because of its nature character 
to treat with the interface of multimaterial. However, in the 
recent decade, more attention has been paid to the Eulerian 
method due to its following advantages: 1) to well preserve 
conservation of the total energy due to usually using finite 
volume discretization; 2) to commonly sharpen the 
discontinuity of detonation wave due to using high resolution 
scheme; 3) to easily construct high-order precision in 
temporal and spatial discretization; 4) to conveniently utilize 
small meshes to improve accuracy due to employing fixed 
space grids. Representative works show some fruits of 
Eulerian method [2]-[5]: using second-order Godunov 
scheme, adopting simple equation of state (usually perfect 
gas formulation) and chemical reaction model, employing 
split way to treat with the chemical source term. 

The governing equations of the detonation in condensed 
explosives are nonlinear hyperbolic conservation system 
with strongly stiff reaction source term of chemical reaction 

and complex equation of state. It is the strong stiffness of 
reaction source term and the complexity of equation of state 
that brings enormous difficulty to numerically compute the 
detonation by high-order precision and high resolution 
scheme. 

When strongly stiff source term is discretized, in-
sufficient spatial/temporal resolution may cause an incorrect 
propagation speed of discontinuities. H. C. Yee [6][7] points 
out that the phenomenon of wrong propagation speed of 
discontinuities is connected with the smearing of the 
discontinuities caused by the discretization of the advection 
term. The smearing introduces a nonequilibrium state into 
the calculation, thus as soon as a nonequilibrium value is 
introduced in this manner, the source term turns on and 
immediately restores equilibrium, while at the same time 
shifting the discontinuity to a cell boundary. The analysis 
shows that the degree of wrong propagation speed of 
discontinuities is highly dependent on the overall amount of 
numerical dissipation contained by the numerical scheme. So, 
excellent shock-capturing scheme for detonation wave 
discontinuity must possess the high resolution, namely low 
numerical dissipation. At present, most high resolution 
schemes have utilized Riemann solver [8] based on simple 
equation of state, such as the perfect gas with gamma law [9]. 
However, unreacted solid component and gas product 
component of detonation in condensed explosives usually 
utilize some complex equation of state [10], such as Jones-
Wilkins-Lee (JWL), HOM, BKW, Davis, extremely, 
SESAME data library, and so on, also, the temperature and 
pressure of mixing zone in chemical reaction needs to 
iterative operation when generally considering pressure and 
temperature as equilibrium state. Apparently, the high 
resolution scheme based on Riemann solver is difficult to 
construct numerically flux about the flow equations of 
detonation in condensed explosives. In order to capture 
exactly the shock discontinuity, besides the high resolution 
in spatial discretization, the high resolution in temporal 
discretization is very necessary. Hundsdorfer et al. [11] show 
that the unsplitting explicit and implicit scheme is more 
reliable: the advection term adopts explicit discretization, 
and the source term adopts implicit discretization. 

Recently, developing a relaxation method is an effective 
strategy to numerically solve hyperbolic conservation system 
[12]-[15]. The main idea of the relaxation method is to 
transform the nonlinear hyperbolic conservation system into 
linear hyperbolic relaxation equations by means of relaxation 
approximation. When the relaxation rate tends to zero and 

1Copyright (c) IARIA, 2015.     ISBN:  978-1-61208-419-0
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the subcharacteristic condition is satisfied, the solution of the 
relaxation equations converges to the solution of the original 
hyperbolic conservation system. In comparison with upwind 
schemes such as the Godunov scheme, relaxation method 
does not require the Riemann Solver and the computation of 
its Jacobians. These features make the relaxation method 
particularly suitable for those systems where the Riemann 
problem is difficult to solve or when it is not possible to 
perform analytical expression for Jacobians. The relaxation 
method is gradually applied to gasdynamics [16], shallow 
water motion [17], multimatierial and multicomponent flow 
[18], magnetohydrodynamic [19]. 

In this paper, the relaxation method is applied to 
numerically simulate the typical detonation problem about 
the condensed explosives. After the nonlinear governing 
equations of the condensed explosives are transformed into 
linear relaxation equations, an improved fifth-order 
WENOM [20] is utilized to spatially discretize and a fifth-
order IMEX scheme of linear multistep methods with 
general monotonicity and boundedness properties is utilized 
to temporally discretize [11]. The numerical examples about 
one-dimensional detonation wave in explosives PBX-9502 
demonstrate that our method has high accuracy and high 
resolution properties. 

The paper is organized as follows. In Section II, we give 
the governing equations of detonation in condensed 
explosives. In Section III, we establish the relaxation 
equations for the governing equations of detonation. In 
Section IV, the numerical scheme for the relaxation 
equations is gives. In Section V several numerical tests are 
shown. Some conclusions are presented in Section VI. 

II. GOVERNING EQUATIONS OF DETONATION IN 

CONDENSED EXPLOSIVES 

The one-dimensional flow equations of detonation in 
condensed explosives under Eulerian frame are the following: 
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where   is density, v  is velocity, E  is total energy,   is 

chemical reaction process, p  is pressure, N  is geometry 

factor ( 0N   for plane, 1N   for cylinder, and 2N   for 
sphere), and R  is chemical reaction rate where three-term 
Lee-Tarver reaction law is adopted [10]: 

1 1 1 2 2 2

1 1 2( 1 ) (1 ) (1 ) (1 )y x z y x zn yR I a G p G p             . 

The unreacted solid component and gas product 
component of detonation in condensed explosives utilize 
JWL equation of state. On assumption that the pressure and 
temperature in the reaction mixing zone is in equilibrium, the 
state of mixing zone may be expressed as (subscript s 
denotes solid component and subscript g denotes gas product 
component): 
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where 0 /V    is the relative volume, e  is the internal 

energy per mass, T  is temperature, and q  is the specific 

heat for chemical reaction. 
For condensed explosives, there are several huge 

numbers in the chemical reaction rate. For example, for high 
explosives PBX-9502, I=4.0×106, G1=1100.0, G2=30.0, so 
the source term for the chemical reaction rate is regarded as 
strongly stiff. 

III. ESTABLISH OF RELAXATION EQUATIONS 

By means of relaxation approximation, the governing 
equations about condensed explosives may be replaced by 
the following relaxation system: 

     
( )

t r

( )

t r 
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2

u w
s u

w u f u w
A

                       (2) 

where w  is a middle variable, 1 2 3 4= diag[a ,a ,a ,a ]A  is a 

positive diagonal matrix, 0 1   is relaxation rate. 
The linear characteristic of relaxation system (2) is 

utilized to construct simple and effective high resolution 
scheme. Papers [12]-[13] point out that the solutions of (2) 
approach the solutions of the original problem (1): 

( )w f u , when 0  , and provided the following 

subcharacteristic condition holds: 

( )
k ka a


  



f u

u
( 1, 2,3, 4k  )  for all u . 

The role of relaxation rate in numerical scheme may be 
analyzed [14] as follows. 

Because w  can converge to ( )f u , there is a Chapman-

Enskog expansion: 

    2
1 2( ) ( ) ( )w f u f u f u                      (3) 
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Substituting (3) into (2) and collecting terms, a first-order 
approximation of system (2) can be obtained: 
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Thus, system (4) is dissipative if the subcharacteristic 
condition holds. It can be thought that introducing relaxation 
rate is equivalent to introducing numerical dissipation. 

In practice, the elements of diagonal matrix in system (2) 

may be chosen as:  ( ) /A f u u = max  in the whole 

flowfield zone. Thus, A  is a constant matrix, and the bigger 
A  implies the bigger numerical dissipation. 

IV. SOLUTION OF RELAXATION EQUATIONS 

Diagonalize the system (2) and holds: 
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It can be found that the system (5) is constant linear 
hyperbolic law with characteristic lines / A dr dt  and 
Riemann invariables w Au . 

A semi-discrete finite difference scheme with uniform 
space sizes for the system (5) can be approximated into: 
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where u = w Au , w = w Au + . 
When the system (6) is spatially discretized, the 

numerical flux u 


i 1/ 2  and w 


i 1/ 2  may adopt a fifth-order 

mapped weighted essentially non-oscillatory (WENOM) [20]: 
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When the system (6) is temporally discretized, the 
following ordinary differential equations can be obtained 
first: 

    ( )
d

( )
dt

 
q

q q                                 (7) 

where [ , ]q u w   T ， ( )q  denotes the discretization of the 

advection term in system (6), q( )  denotes the 

discretization of the source term in system (6). 
Then, a fifth-order IMEX scheme of linear multistep 

methods with general monotonicity and TVB [11] is adopted 
to solve the ordinary differential equation (7): 
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         (8)   

A third-order Runge-Kutta method [21] is used for 
starting procedure of this IMEX scheme. 

Finally, the relaxation scheme with temporal-spatial fifth-
order precision about the detonation flows in condensed 
explosives turns into the expression (8). It is worthy to 
indicate that the discretization procedure does not solve 
Riemann problem. 

V. NUMERICAL EXAMPLE 

In this section, the steady structure of one-dimensional 
planar detonation wave and the unsteady propagation of a 
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one-dimensional spherically divergent detonation wave in 
condensed explosives PBX-9502 are calculated. The JWL 
parameters and chemical reaction rate of PBX-9502 can be 
found in [22]. The values for Von Neumann spike are (cm-g-
s unit): 0 375Np . , 0 675NV . and 0 253Nu .  

respectively; and the corresponding values for Chapman-
Jouguet state are: 0 285CJp . , 0 753CJV . , 

0 192CJu . and 0 7665D . . 

Several values of relaxation rate are tested, and here the 

results for relaxation rate 710   are shown. 

A. Steady structure of 1D planar detonation wave 

When the detonation arrives at the steady state, the 
distribution of physical variables in chemical reaction zone 
can be exactly obtained by means of the Rankine-Hugoniot 
relations of detonation wave. 

The calculating length of explosives takes 5.0cm, and the 
explosives is initiated by the Chapman-Jouguet condition at 
its left hand side. The distributions of pressure, relative 
volume, velocity and mass fraction in chemical reaction zone 
are obtained, and comparisons are made with the exact 
solutions. Figure 1(a-d) gives the results where the mesh 
sizes are 1 100 x / , 1 200/ , 1 500/ , 1 1000/  cm 
respectively. At the same time, the relation of the Chapman-
Jouguet velocity and Von Neumann pressure to the mesh 
sizes is given in Figure 2(a-b). From Figure 1, the shock 
front of detonation wave is well resolved, and the spurious 
oscillation does not appear in the vicinity of the shock 
discontinuity. From Figures 1 and 2, when the mesh size is 
less than 1 500/ cm (about 50 meshes in the reaction zone), 
the calculating solutions agree well with the exact solutions. 

Figure 3(a-b) shows the change of pressure and 
velocity at several typical times on the course of unsteady 
propagation of the detonation, in which the discretized mesh 

is 1 500x /  cm and the corresponding time are: t=0.06, 
0.12, 0.24, 0.48, 0.96, 1.44, 1.92, 2.40, 2.88, 3.36, 3.84, 4.32, 
4.80, 5.28s. From the results, the pressure grows much 
quickly, and reaches the steady state about 3.84s after 
initiating CJ conditions. The change agrees well with the 
experimental results [10]. 

 

(a) Pressure profile under different mesh sizes 

 

(b) Velocity profile under different mesh sizes 

 

(c) Relative volume profile under different mesh sizes 

 

(d) Fraction profile under different mesh sizes 

Figure 1.  Distributions of physical variables in chemical reaction zone of 
PBX9502 
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(b) Detonation CJ pressure 

Figure 2.  Relations of the CJ velocity and Von Neumann pressure to the 
mesh sizes in PBX9502 

0 1 2 3 4 5

0

5

10

15

20

25

30

35

40

P
re

s
su

re
 (

G
P

a
)

x (cm)
 

(a) Pressure 

0 1 2 3 4 5

0.00

0.05

0.10

0.15

0.20

0.25

0.30

V
e
lo

c
ity

  
(c

m
/

s)

 x  (cm)  

(b) Velocity 

Figure 3.  Pressure and velocity of planar detonation wave in PBX9502 

B. Unsteady propagation of 1D spherically divergent 
detonation wave 

When a divergent detonation wave propagates in 
spherical way, the physical variables behind the shock front 
will sharply descend. A poor numerical scheme is usually 
unable to correctly treat with the effect of geometry factor to 
result in detonation extinguishing [1]. 

The calculating radius of spherical explosives takes 
5.0cm, and the explosives is initiated by the CJ condition at 
the center. Figure 4(a-b) shows the change of pressure and 
velocity at several typical times on the course of unsteady 
propagation of the detonation wave, in which the discretized 

mesh is 1 500 r / cm and the corresponding time are: 
t=0.06, 0.12, 0.24, 0.48, 0.96, 1.44, 1.92, 2.40, 2.88, 3.36, 
3.84, 4.32, 4.80, 5.28s. From the results, the pressure and 
velocity grow along with increasing distance and reach 
quasi-steady state about 3.84s after initiation, whose 
values are lower than the corresponding planar ones. 
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Figure 4.  Pressure and velocity of spherically divergent detonation wave  

VI. CONCLUSION 

This paper presented the relaxation method for 
numerically simulating the detonation in condensed 
explosives, and a temporal-spatial fifth-order precision 
scheme is utilized to discretize the relaxation equations, 
which does not require solving Riemann problem and 
calculating the Jacobian matrix of nonlinear flux and 
splitting the source term of chemical reaction law. The 
calculating results for the steady structure of a one-
dimensional planar detonation wave and unsteady 
propagation of a one-dimensional spherically divergent 
detonation wave in PBX-9502 demonstrate the high 
precision and high resolution of the present method. The 
present method will be generalized to two-dimensional 
detonation problems in condensed explosives. 
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Abstract—Calibration improves the consistency between 

simulation results and test data of a system, but it doesn't 

mean that the epistemic uncertainty of Modeling and 

Simulation (M&S) for subsystem is reduced, so propagation 

analysis with many uncertain inputs often leads to an 

overvaluation of uncertainty. As new system-level test is 

unavailable, it is unpractical to quantify M&S uncertainty with 

comparison between simulation results and test data. Taking 

advantage of the fact that calibration reduces the epistemic 

uncertainty of system-level simulation, we propose a method 

for Uncertainty Quantification (UQ), in which the uncertainty 

from comparison with existing system-level test data and the 

propagated uncertainty induced by additional cognitive defect 

for new system are used rationally. An example with virtual 

tests is displayed in which the method is demonstrated and 

validated. 

Keywords-uncertainty quantification; modeling & simulation; 

calibration; verification & validation; reliability certification. 

I.  INTRODUCTION 

M&S needs to experience verification, validation and 
accreditation (VV&A) procedure to assess its credibility for 
intended use [1][2]. However, it is still difficult to detect and 
eliminate all drawbacks even if the verification and 
validation are adequately implemented. Additionally, owing 
to inevitable discretization errors, simulation results of 
complicated physical processes often have systematic errors. 
Calibration is then used to rectify errors and improve 
consistency between simulation results and test data. It is a 
long-standing case to predict the performance of a new 
engineering system with calibrated codes. When system-
level test could not be fulfilled for a new system, it would be 
a great challenge for engineering design or reliability 
certification to quantify the uncertainty of prediction offered 
by M&S [3]. 

In many cases, a new system is only a modified version 
of its prototype. Some system-level test data for the 
prototype generally exist and could be used for calibration 
and uncertainty quantification [4]. The differences between a 
new system and its prototype are mainly caused by redesign 
or by state shift arising from long period stockpile, which 
may bring on recertification or assessment in engineering. In 
the case that system-level test is forbidden, numerical 
simulations for the modified design parameters or the 
additional engineering factors, and uncertainty quantification 

of the simulation results are consequently the main 
approaches to supply information for the recertification and 
assessment. 

According to the concept of Verification and Validation 
(V&V), the parameter space of an engineering system and its 
environment may be divided into application domain and 
validation domain which corresponding to the new system 
and its prototype respectively. A complex system may be 
divided into an arbitrary number of progressively simpler 
hierarchy tiers [1]. Without system-level test of the new 
system, the uncertainty information of M&S in application 
domain may have two sources, one is obtained by 
extrapolation from the uncertainty in validation domain 
which is quantified by comparison between the simulation 
results and the existent system-level test data [4], the other is 
obtained by propagation of the M&S uncertainty from lower 
level tiers to system level tier [5]. 

The uncertainty quantification with single information 
source has been widely studied, such as the UQ method 
based on comparison and propagation. In a probability frame, 
Oberkampf and Roy offered a quantification method of 
M&S errors according to comparison between simulation 
results and the statistics of test data such as sample average 
and standard deviation [1]. Helton gave a discussion about 
sensitivity analysis and Monte Carlo sampling used for 
uncertainty propagation [6]. Liu et al. used non-intrusive 
polynomial chaos to quantify the propagation of parameter 
uncertainties in Jones-Wilkins-Lee equation-of-state (JWL-
EOS) for explosive in a detonation system [7]. With the 
assumption that new system-level test can not be 
implemented, Ma et al. put forward a method to extrapolate 
the uncertainties from validation domain to application 
domain [4][8]. Up to now, it is still a choke point for UQ of 
M&S that how to fuse two kinds of information that comes 
from comparison and propagation, respectively. 

Techniques of information fusion have become more and 
more important for reliability analysis as the data lack is just 
about a ubiquitous problem. Information from comparison 
and propagation are obtained from different cognitive 
approaches. It is necessary in engineering and rational in 
science to fuse them. 

The uncertainties of M&S are mainly epistemic and are 
suitably represented or fused with interval theory. The UQ 
method should obey two basic principles, the unknown true 
value should be covered by the estimated uncertainty interval 
and the estimation of the uncertainty should be minimized 

7Copyright (c) IARIA, 2015.     ISBN:  978-1-61208-419-0

ADVCOMP 2015 : The Ninth International Conference on Advanced Engineering Computing and Applications in Sciences

                           20 / 148



  

based on the available information [4]. If the estimation is 
only based on the extrapolated uncertainty originated by 
comparison, the additional cognitive defect of M&S for a 
new system may be neglected, and the true-value-covered 

principle may be violated on account of underestimation of 

the uncertainty. As a result, the risk to accept an unreliable 
system may be augmented. If the estimation is based on 
direct summation of the uncertainties from comparison and 
propagation, the estimated uncertainty may be irrationally 
magnified which may lead to violating the uncertainty-
minimized principle and consequently increase the risk to 
reject a reliable system.   

The paper is organized as follows. In Section 2,  
properties of M&S experienced calibration are analyzed. 
Section 3 offers a quantification method of total uncertainty 
of M&S based on information fusion, in which the basic 
component is an extrapolated uncertainty from comparison 
on system level, and an incremental component is the 
propagated uncertainty related to new system. Section 4 
gives a comparison-based UQ methods needed in Section 3. 
An example to show these methods is displayed in Section 5 
with a shock problem. Finally, we give a conclusion in 
Section 6. 

II. PROPERTIES OF CALIBRATED M&S 

There are two approaches to improve consistency 
between simulation results and test data. One is to enhance 
the cognitive ability by which the epistemic uncertainties in 
M&S are reduced. This is also an ideal approach for M&S 
development. The other is based on existent cognitive ability, 
to make artificially errors produced in M&S compensated 
with each other. Calibration of M&S depends mostly on the 
mechanism of error compensations. However, when M&S is 
used as prediction, the calibration only works well as the 
modification of the new system is not very large compared to 
the systems on which the calibration is made. 

In this paper, the mathematical model is divided into an 
entity model and a physics model. The former represents the 
specific engineering system depicted by design parameters, 
such as material type, shape, size, mass, and initial or 
boundary conditions when the system works. The latter 
represents the abstract laws of hylic world, such as equations 
of state and constitution, turbulence model, detonation model, 
the universal conservation equations of mass, momentum, 
and energy etc. The uncertainties of physics models are 
usually greater than that of entity models, as dynamic 
measuring and converse reckon are generally involved to 
determine the parameters and forms of physics models. 

Calibration is achieved by comparison with test data, in 
which the forms and parameters of models, methods and 
parameters of computation, knobs, and computer code are 
adjusted and then fixed. Knobs here are referred to the ad 
hoc parameters added to a model to simply obtain agreement 
with test data but lack definite physics significances or lack 
actual evaluating information [2]. Via sufficient verification 
and validation, knobs could be reduced but it is difficult to 
eliminate absolutely due to the existence of discretization 
errors and the deficiency in modeling and simulation for 
complex systems [9]. 

Generally, calibration is executed based on a range of 
entity models, to which we call calibration domain in the 
model space. Validation activities executed after calibration 
also have their validation domains, in which the M&S 
uncertainties may be quantified according to test data. After 
calibration is finished, the computer code and the parameters 
that need adjustment should be fixed for intended use. The 
fixation is usually relative and periodical, as the evaluation 
on parameters in physics model probably depend on methods 
and parameters of numerical computation under the 
expectation of good agreement with test data. The version of 
code and the parameters of physics models may vary with 
the development of M&S. 

Comparison and propagation are two basic approaches to 
gain information of uncertainties and, from the point of 
methodology on cognition, they are pertaining to induction 
and deduction, respectively. As the former is based on 
practice and observation to apperceive the realities,  
information obtained from comparison is generally with an 
inherent credibility than that from propagation and it may 
dominate in information fusions when conflict occurs 
between them. 

The characters in numerical simulations with calibration 
are summarized as follows: 

 Uncertainties on system level can be effectively 
reduced by calibration. However, as the entity model 
departing from calibration domain, the error 
compensation may be gradually fading away and the 
simulation results for a new system may have lager 
deviations from the true values; 

 Uncertainties obtained by comparison in validation 
domain could be extrapolated into application 
domain, while the extrapolated uncertainties do not 
include the uncertainties that introduced by 
additional cognitive defect of the M&S for a new 
system in application domain; 

 Calibration can not reduce certainly the M&S 
uncertainties under system level, so the traditional 
propagation gives usually an overestimation of the 
M&S uncertainties on system level; 

 The epistemic M&S uncertainties that come from 
comparison in validation domain should have a 
dominate weight than that come from propagation 
when information fusion is implemented; 

 Without system-level test of new system, there are 
two independent information sources of M&S 
uncertainties for system level. One is that from the 
comparison in validation domain and the other is the 
additional uncertainty propagated from under system 
levels which induced by extra cognitive defects that 
M&S encounters. They can be fused based on 
interval theory and their additive property.  

III. UQ OF M&S WITH CALIBRATION 

The most important problem is to fuse information from 
comparison and propagation and to keep the UQ method 
observe the true-value-covered and uncertainty-minimized 
principles [4]. 
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It is known that both aleatory and epistemic  uncertainties 
can be quantified by test, but only the epistemic uncertainties 
can be reduced by test data. For nondeterministic M&S, the 
aleatory uncertainties that come from comparison and 
propagation respectively could be depicted by probability 
and be fused by Bayesian theory with the weight relative to 
their information quantities [10][11]. As the deterministic 
M&S only produces epistemic uncertainties, uncertainties 
from propagation should only be distributed little or zero 
weight in fusions when uncertainties from comparison exist. 

In the case that system-level test of a new system is 
unavailable and no direct information from comparison 
could be used, we consider the following schemes for 
uncertainty quantification:  

 Only use the extrapolated uncertainty from 
comparison in validation domain; 

 Only use the uncertainty from propagation; 

 Use both of above information.  
The first scheme may leave out the additional 

uncertainties induced by the extra cognitive defects for new 
systems. The second scheme does not make use of the 
existing comparison to reduce the epistemic uncertainty and 
the uncertainty induced by propagation method and 
numerical computations are difficult to be quantified into a 
total M&S-uncertainty on system level. The third scheme has 
the most reasonable idea, but needs a proper design to avoid 
the disadvantages appearing in the former two schemes. 

Based on the third scheme, we disassemble the 

uncertainty from propagation ( npropagatio

napplicatioU ) to two parts. One 

refers to the propagated uncertainty for the systems in 

validation domain ( npropagatio

validationU ). The other refers to an 

additional propagated uncertainty induced by an extra 
cognitive defects of new systems in application domain 

(
npropagatioU

). They have an approximate relationship 
npropagationpropagatio

validation

npropagatio

napplicatio UUU   .                (1) 

According to the three sources of M&S uncertainty, we 
have 

 







3

1

3

1 i

npropagatioinpropagatio

validation

i

i

npropagatio

napplicatio

inpropagatio

napplicatio UUUU ,     (2) 

where npropagatioU1 , npropagatioU2 , npropagatioU3  represent the 

propagated uncertainties on system level that born from 
entity modeling, physics modeling and numerical 
computation, respectively. 

    In validation domain, as the information from 
comparison has an overwhelming weight than that from 

propagation, we neglect the contribution of npropagatio

validationU  for 

information fusion. In application domain, the additional 

propagated uncertainty 
npropagatioU

 has no corresponding 

uncertainty from comparison, so 
npropagatioU

 must be counted 

wholly in the total M&S uncertainty.  
Thus, the M&S uncertainty for a new system is 

composed of two components and they have an additive 
property, which is represented as 

       npropagatioionextrapolat

napplicatio

SM

napplicatio UUU &                  (3) 

So, the steps of UQ for M&S may be arranged as follows: 

 To calibrate the M&S with available test data and 
finish the fixation of concerned parameters and the 
computer code;  

 To quantify M&S uncertainty based on comparison 
with test data in validation domain; 

 To extrapolate uncertainties in validation domain to 

obtain M&S uncertainty (
ionextrapolat

napplicatioU ) for the new 

system based on the relationship between 
uncertainties and parameters of the entity model; 

 To quantify the additional propagated M&S 

uncertainty ( npropagatioU
) for the new system; 

 To obtain the total M&S uncertainties of the new 
system by (3).  

IV. UQ BASED ON COMPARISON 

 Test data may have aleatory uncertainties owing to the 
randomness in manufacture of physical models and in test 
measure. As these uncertainties are essentially not induced 
by deterministic M&S, it is necessary for a comparison-
based UQ to build properly statistics to get rid of the impacts 
of the aleatory uncertainties on the quantification of 
epistemic uncertainties. 

    There are two cases when comparison is carried out:  

 One simulation to one test (one-to-one); 

 One simulation to many tests (one-to-many). 
 In the case of one-to-one, each physical model to 

undergo test must be measured and the results are used for 
M&S. The simulation results and the test data have one-to-
one relationship. The difference between them after test error 
is recouped reflect directly the error of M&S for this physical 
model. If the number of test or simulation is n , we have  

M&S uncertainty as: 
testtest

i

sm

i

sm UyyMAXU  && , ni 2,1 ,     (4) 

where 
sm

iy &
 and 

test

iy  are results of M&S and test data of 

physical model i , respectively. 
testU  is uncertainty of the 

test data. As n  is small   is advised to be evaluated as 1  

to evade the risk of underestimation for smU & . But as n  is 

great enough,   could be evaluated as 0  or 1  to evade the 

risk of overestimation. 
The case of one-to-many corresponds to the repeated 

tests, in which the mathematical modeling is based just on 
one set of parameters that evaluated generally from the 
average values of design for the physical models, and only 
one set of M&S result is output. Although all physical 
models are manufactured according to a same design, their 
test results may be stochastic owing to the random of 
manufacture and test measurement.  

In order to screen the interference of aleatory uncertainty 
induced by these random factors, we suggest to dig out the 
M&S uncertainty from the difference between the M&S 
result and the average of the test data,  





n

i

test

i

test y
n

y
1

1
,                            (5) 
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 
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1

1




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





 



n

i

testtest

i yy
n

s ,                (6) 

         
 

n

s
tyyU testsmsm    ,2/1

&& .             (7) 

In the following example, we assign the confidence 

 =0.95, and    ,2/1t  is the quantile of   2/1   for t -

distribution with the freedom of 1 n . 

When n  is great enough and testU  is exactly estimated, 

the result from (4) and that from (5)-(7) should be accordant 
with each other. 

V. AN EXAMPLE 

A. Description of System 

The system is simply composed of a 1-dimensional shock 
problem as shown in Figure 1, in which the left part is a 
high-pressure gas and the right part is a high-density metal 
with initial parameters of pressure, density, inner energy and 

velocity 
1111 ,,, vep   and 

2222 ,,, vep  , respectively, 

where 
1v , 

2v , 
2e , 

2p  are zero. A left-marching expanding 

wave and a right-marching shock wave occur from the 
material interface. The metal is pushed by the high pressure 
of gas to move rightward. The response of interest for this 
system is the interface displacement D  toward right when 
time is at 10 s . 

B. Design of Tests 

 Tests are needed in the procedures of calibration and 
validation to prove the UQ method is valid or not. As the 

exact solution of system response 
*D  exists, we use virtual 

tests to replace the real tests. It is needed to predefine a set of 
entity and physics models that express the real aging of the 
products with different stockpile time. In this paper, we call 
them as true aging models, which are only used to give 
virtual test data and are not necessary to be displayed in the 
context, as if in real tests the true parameters of the aging 
models are unknown. 

The way to do the virtual test (called briefly test in the 
following text) is as follows. At first, we evaluate design 
parameters of the physical models according to the true 
aging models. Then change the design parameters to be 
random by adding virtual random variables (to simulate the  

High Pressure Gas:
p
1
,

1
,e

1
,v

1

Material
Interface
at 10.0s

High Density Metal:
p
2
,

2
,e

2
,v

2

Material
Interface
at 0.0s

D

 

Figure 1.  Entity model of the system 

random process of manufacture). The exact solution of each 
physical model is obtained based on the sampling value of 
the randomized model parameters. Finally, we get results 
that regarded as real test data from the exact solution plus a 
sampling value of another random variable that added to the 
exact solution (to simulate the random process of real test). 

The parameters that need to add a virtual random variable 

are the design values *

1 , *

2 , *

1e , *

1 , *

2  and the exact 

solution of system response 
*D . Their virtual random 

variables 
1

~ , 
2

~ , 
1

~e , 
1

~ , 
2

~  and D
~

 are supposed to 

follow normal distributions with zero-means and deviations 
of 4.5kg/m3, 36.0kg/m3, 0.2MJ/kg, 0.01, 0.2 and 0.1mm,  
respectively. The true parameters (unknowns in real tests) of 

physical models are formed as 
1

*

11
~ test , 

2

*

22
~ test , 

1

*

11
~eee test  , 

1

*

11
~ test , 

2

*

22
~ test . And the true test data are formed as 

DDD test ~*  . 

C. Calibration 

In this system, two types of parameters are calibrated, 
namely numerical parameters and physics parameters. The 
numerical methods do not need to be calibrated as the 
physical process is not complicated. Like the sequence of 
V&V, numerical parameters should be calibrated before 
physics parameters. Calibration on numerical parameters is 
just based on the test data of fresh products considering the 
adequacy of test data and the least disturbance of aging 
models. And calibration on physics parameters is based on 
the test data of aged products. 

The numerical parameters to be calibrated are artificial 
viscosity coefficients corresponding to the selected steps of 
space and time. The physics parameters to be calibrated are 

from aging models for 
1e  and 

2  of aged materials. All the 

calibrated numerical and physics parameters form a fixed 
association in M&S for intended use. 

Calibration could be executed through following steps: 

 Based on the demand analysis of M&S, determine 
numerical methods, numerical and physics 
parameters or knobs need to be calibrated, and the 
approach to get the reference solution for M&S 
(Here the reference solutions are test data); 

 Choose fresh products to be tested and give their 
design values of physics parameters as 

3*

1 /0.2500 mkg , kgMJe /0.6*

1  , 0.3*

1  ,   

3*

2 /0.20000 mkg , 0.5*

2  . Obtain test

1 , 
teste1

, test

1 , test

2 ,  test

2 and the corresponding test 

data testD  for five physical models by plus the 

sampling values of their virtual random variables 
and the design values or exact solutions; 

 Obtain the optimally calibrated numerical 
parameters through comparison between one 

numerical result 
smD &

 and five test data 
testD =3.856, 3.852, 3.841, 4.010, 3.757 mm, such as 
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the artificial viscosity coefficients  1.5 and 

 0.06 corresponding to the initial grid width 

1.0x mm and time step st 0016.0 . The 

artificial viscosity model used is 

        
 









0

00

kk

kk

cvlvl
q










，

，
, 

       where q  is the viscous pressure, l  is the grid size, c  

is the sound speed and v

  is the divergence of 

velocity. The numerical result corresponding to these 

optimal values is 
smD &
 =3.891mm; 

 Obtain the optimally calibrated physics parameters 
based on the aging model and the comparison 
between numerical results and test data about 
stockpile time of 10 years, 30 years and 50 years.           
The aging models describe the changing of physics 
parameters are 

    2

1111 0.10 tbtaete   ,              (8) 

    2

2222 0.10 tbtat    ,             (9) 

where the time t  is in “year” and the calibrated         

parameters are 
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                              (10) 

 Finish calibration by fixing the calibrated numerical 
methods and parameters. 

D.  Validation 

In model space, the validation domain is defined as the 
stockpile time from 0 years to 50 years, in which the 
validation tests are for the stockpile time of 0 year, 10 years, 
20 years, 30 years, 40 years, 50 years. For each stockpile 
time there are five repeated tests but only one numerical 
result. 

By (7), in which  =0.95, and   4,025.0,2/-1 tt 
=2.7764, 

uncertainty in validation domain are quantified as 

 tU =0.142, 0.128, 0.283, 0.152, 0.202, 0.257 mm for 

stockpile time t =0, 10, 20, 30, 40, 50 years. 

E. Uncertainty Quantification in Application Domain 

In model space, the application domain is defined as the 
stockpile time great than 50 years. There is no system-level 
test in this domain. 

In order to quantify the first item in the right hand of (3), 
we have to determine the function showing uncertainty 
varies with the stockpile time. Here, a second order 
polynomial is used   

  2

210 tataatU  .                (11) 

Based on uncertainties in validation domain, we have 
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The minimum-norm solution of this over-determined 
equation is 

   -5

210 101.38-0.0026,,0.14,, aaa  

With this solution, we get the extrapolated M&S uncertainty 

ionextrapolat

yearU80
0.261mm for 80 years stockpile by (11). It is 

just the value of 
ionextrapolat

napplicatioU  in (3). 

Uncertainties of physics parameters for different 
stockpile time are listed in Table 1, in which the aleatory 
uncertainties are induced from manufacture and the 
epistemic uncertainties are induced from the cognitive defect 
of the statistical population average of physics parameters. 
The additional epistemic uncertainty of 80 years stockpile 

comparing to 0~50 years stockpile is 0.2 MJ/kg for Ue1  and 

0.2 for U2 . 

The sensitivities of system response D  to each physics 
parameter are in Table 2.  

For system of 80 years stockpile, the uncertainty 
propagated from the additional uncertainties of physics 
parameters is 
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

 

The uncertainty of 80 years stockpile quantified by (3) is: 

 .381.080

&

80 mmUUU npropagatioionextrapolat

year

SM

year      (13) 

If all the epistemic uncertainties are propagated, we get 
the uncertainty that comes from propagation as 

   mmUxD
i

x

i
i 496.0

5

1




 . 

Moreover, if the aleatory uncertainties are also 
propagated, the uncertainty from propagation will reach 
0.928mm. However, it couldn’t be regarded as total M&S 
uncertainty. From here, we see that the method depicted by 
(3)-(7) can reduce epistemic uncertainties through calibration 
and filter the aleatory uncertainties by properly defined 
statistics. 

TABLE I.  UNCERTAINTIES OF PHYSICS PARAMETERS  

Uncertainty type Aleatory Epistemic 
Stockpile (Year) 0~50 80 0~50 80 

U1 （kg/m3） 13.50 5.00 

U2 （kg/m3） 108.00 40.00 

Ue1 （MJ/kg） 0.60 0.60 0.80 

U1 （1） 0.03 0.01 

U2 （1） 0.60 0.50 0.70 
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TABLE II.  SENSITIVITY OF D TO PHYSICS PARAMETERS 

1/ D  















3/ mkg

mm  
2/ D  















3/ mkg

mm  
1/ eD   










kgMJ

mm

/

 
1/ D  

（mm） 

2/ D  

（mm） 

1.085×10-3 -1.356×10-4 0.499 1.400 -0.103 

F. Validity of the UQ Method 

In practice, the system-level test is not available in 
application domain. We have specially arranged five new 
tests of 80 years stockpile here aims to prove the UQ method 
is valid. This procedure starts with uncertainty assessment by 
comparison the numerical results and test data as specified in 
(7). Then compare the assessment result with the prediction 
result in (13). If the latter is greater than the former just in a 
little amount, it may offer a positive evidence of validity for 
the UQ method in the sight of obeying the true-value-
covered and uncertainty-minimized principles. 

Implementation of the tests for 80 years stockpile is 
similar to the tests as narrated above, i.e., the values of 
physics parameters in physical models are obtained by the 
true aging models and sampling, the test data are obtained by 
exact solutions and sampling, the physics parameters for 
M&S are from (10) and their deviations from the true aging 
models agree with the uncertainty in Table 2. 

The five test data testD =3.455, 3.338, 3.216, 3.395, 

3.174 mm and the numerical result is 
smD &
 =3.499mm, in 

which the parameters for M&S are 1 =2500kg/m3, 

1e =5.4MJ/kg, 
1 =3.0, 

2 =20000kg/m3, 
2 =6.02. The 

assessed M&S uncertainty 
SM

yearU &

80
 =0.331mm. 

The result in (13) shows that the uncertainty (0.381mm) 
obtained by prediction with (3) is slightly greater than the 
uncertainty (0.331mm) obtained by assessment, from which 
the success of the UQ methods is exhibited. 

VI. CONCLUSION 

When system-level test is unavailable, the prediction by 
M&S and its uncertainty are the most important information 
for reliability certification or assessment, and propagation is 
the most imaginable UQ method. As the system becoming 
complicated and its hierarchy having more multiple tiers, the 
numerical errors and the great number of uncertain input 
factors will make it impractical to quantify the M&S 
uncertainty just by propagation. Based on the reality that the 
prototype of a new system generally has some test data and 
the awareness that the epistemic uncertainty of M&S could 
be reduced by calibration with existed test data, an UQ 

method is put forward to synthesize the uncertainties in 
validation domain and the propagated additional 
uncertainties. With an example the method is shown to 
observe the true-value-covered and uncertainty-minimized 
principles of UQ for M&S that is used as prediction.  
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Abstract—This paper presents a new cell-centered Lagrangian
method for two-dimensional compressible flows. The main
feature of the method is that the velocity and pressure at the
cell vertex are computed using the local Galerkin evolution
scheme for solving the linearized flow equations in terms of the
bicharacteristic theory, and then the velocity and pressure are
used to update the grid coordinates and evaluate the numerical
flux across the cell interface. The local Galerkin evolution
operator gives the solutions evolving for an infinite small time
interval from the initial conditions and still can maintain the
genuinely multidimensional nature of a hyperbolic system.

Keywords-Lagrangian method; cell-centered scheme; local
evolution Galerkin scheme; finite volume scheme

I. INTRODUCTION

In multimaterial flow simulation, a grid-staggered
Lagrangian method is extensively adopted [1]. Recently,
increased attention has been paid to the cell-centered
Lagrangian method, in which the primary variables including
the density, momentum (velocity) and total energy, are
defined at the center of a cell. The cell-centered scheme is
constructed by integrating directly the system of
conservation laws on each moving cell with finite volume
discretization, so it can well preserve the conservation of the
momentum and total energy, and may not require the
artificial viscosity and hourglass viscosity. In addition, it has
synchronous time advancement among the flow governing
equations. The idea of cell-centered scheme was firstly
introduced by Godunov [2] in one-dimensional gas dynamics
and then extended to multidimensional flows. The key point
of multidimensional cases lies in the determination of the
velocity at the cell vertex. There are several typical
approaches to determine the vertex velocity of a cell [3]-[6].

Apparently, it is a good idea to construct the Riemann
solver of the cell vertex directly from the characteristic
property about multidimensional compressible fluid
equations. To design this “genuinely multidimensional”
numerical solver, the evolution Galerkin scheme [7]-[9] may
be adopted, in which the exact integral equations from a
general theory of bicharacteristics for the linear or linearized
hyperbolic system were derived in terms of the primitive
physical variables, and then the vertex solutions were
obtained to determine the vertex velocity and evaluate the
numerical fluxes across the cell interface. Usually, these
integral solutions could be further approximated by
approximate evolution operator in such a way that all of the

infinitely many directions of propagation of bicharacteristics
were explicitly taken into account. This vertex solver from
the bicharacteristic theory essentially is a multidimensional
Riemann solver or a generalization of the original idea of
Godunov to multidimensional hyperbolic conservation laws.
The idea has been studied extensively from theoretical as
well as numerical point of view and applied to various
science and engineering for the compressible fluid equations
in the Eulerian formalism [7]-[9]. Traditionally, the
evolution Galerkin operator gives the evolutive course within
a certain time interval. In order to simplify the computations
of the integral solutions and facilitate the semi-discrete finite
volume scheme, the local evolution Galerkin operator is
proposed by Sun and Ren [9], in which the solutions that are
evolved for an infinitely small time interval from the initial
condition in terms of the primitive variables are derived by
means of a limit operation to let the evolution time approach
to zero. The semi-discrete finite volume scheme decouples
the temporal discretization and the spatial discretization
while maintaining the genuine multidimensional nature of
the original evolution Galerkin scheme.

The paper is organized as follows. In Section II, we give
the compressible flows equations in the Lagrangian
formulation. In Section III, the vertex solver to compute
velocity and pressure by local evolution Galerkin operator is
derived. In Section IV, the global description of the present
algorithm is shown. In Section V, several numerical tests are
shown. Some main conclusions are presented in Section VI.

II. NUMERICAL METHOD FOR COMPRESSIBLE

LAGRANGIAN FLOW EQUATIONS

A. Governing equations of compressible flow

The governing equations of compressible flow without
internal dissipation and external forces can express into the
following integrals as the Lagrangian formalism:

∫Ω =Ω
)(

0
t

d
dt

d
ρ (1)

∫ ∫Ω Ω∂
−=Ω

)( )(t t
pdd

dt

d
luρ (2)

∫ ∫Ω Ω∂
⋅−=Ω

)( )(t t
dpdE

dt

d
luρ (3)

∫ ∫Ω Ω∂
⋅−=Ω

)( )(t t
dd

dt

d
lu (4)
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where ρ is density, u and v are component velocity, p is

pressure, E is specific total energy, 2 2( ) / 2E e u v= + + , e

is specific internal energy, and ( )tΩ is a control volume

with the boundary ( )t∂Ω , dl is the differential length of the

surface for the control volume.
For a given control volume cW with the mass

c
cm dρ

Ω
= Ω∫ and the area

c
cA d

Ω
= Ω∫ , a definition about

the average value of any physical variable f is

1

c
c

c

f fd
m

ρ
Ω

= Ω∫ . Thus, (1) becomes an algebraic equation

constc c cA mr = = , and (2)-(4) can be written for these

discrete unknowns in two-dimensional space with regard of a
vector form:

1

c

c

c

d
dl

dt m ∂Ω
= − ⋅∫

U
H n (5)

where ( ), , ,
T

c c c c cu v Eτ= −U , /c c cA mτ = , n is the outward

unit vector normal to the boundary of the control volume,

( ) ( ), ,0, ,0, ,
T T

u p pu v p pv= +H i j is the tensor of fluxes.

Under Lagrangian coordinates, the control volume moves
with the same velocity as the fluid particle, and the trajectory
equations of any fluid particle is:

dx
u

dt
= ,

dy
v

dt
= (6)

B. The finite volume scheme

For any nonoverlapping polygons cell with the number
( )N c of interfaces of the cell and a interface denoted by kI ,

the flow governing equation may be written as:
( )

1

1

k

N c
c

k kI
kc

d
dl

dt m =

= − ⋅∑ ∫
U

H n (7)

A suitable approach to solve (7) is the semi-discrete
procedure that decouples the temporal discretization and the
spatial discretization. Thus, the respective high order scheme
about temporal and spatial discretization can be adopted
independently. A second-order Runge-Kutta scheme for
temporal discretization is following:

( )

( )

( )
*

,0
1

( )
1 * *

,0
1

1 1

2 2

k

k

N c
n n

c c k I c c kI
kc

N c
n n
c c c k I c c kI

kc

t
dl

m

t
dl

m

=

+

=

∆
= − ⋅

 ∆
= + − ⋅ 

 

∑ ∫

∑ ∫

U U H E R U n

U U U H E R U n

(8)

where Rc is the reconstruction operator which transforms the
cell averages of the conservative variables to their spatial
distributions, and EI,0 is an approximate Galerkin evolution

operator to compute the solution at time 0n nt t+ = + on cell

interface Ik.
The rest part of this section will give the procedures for

the reconstruction and the numerical integration of the
interface flux in (8), while the approximate Galerkin
evolution operator will be discussed in Section III.

C. The reconstructions

Usually, the reconstruction is carried out in terms of the

primitive physical variables ( )T= ρ,u,v, pq from the cell

average data cq . To obtain a spatially first-order scheme, a

piecewise constant reconstruction is sufficient; and to obtain
a spatially second-order scheme, a piecewise linear
reconstruction is sufficient.

D. The numerical integration of the interface flux

In order to give the relation between variables at interface
and variables at vertex and ensure the equivalent
discretization between the numerical flux across interface
and the numerical flux at vertex at the same time, the
numerical integration to the interface flux in (8) may adopt
the following midpoint rule [6]:

( )

( ) ( )

( )

,0
1

( )

0 1 0 , 1 , 1
1

1

2

k

N c

k I c c kI
k

N c

r c c r c c r r r r
r

dl

L

=

+ + +
=

⋅

 = + ⋅ 

∑ ∫

∑

H E R U n

H E R U H E R U n

(9)

where E0 is the vertex solver from the local Galerkin
evolution operator to compute the solution at the cell vertex

at time 0n nt t+ = + , and r is the numbering of the vertices

counterclockwise, , 1r rL + denotes the length of an interface

[ ]1,r rM M +
about the neighbouring vertices rM and 1rM +

and , 1r r+n denotes the outward unit vector normal to the

interface [ ]1,r rM M +
.

III. VERTEX SOLVER E0 BY THE LOCAL EVOLUTION

GALERKIN OPERATOR

The central idea of the local evolution Galerkin operator
is to compute the theoretical solutions along every
bicharacteristic direction for a small time interval from the
initial conditions about the hyperbolic equations, and then
the theoretical solutions are made some approximate
operations and limit operations to obtain the local
approximate operator.

In order to derive the theoretical evolution Galerkin
solutions about the nonlinear hyperbolic system, a suitable
local linearization is usually utilized with regard to the
primitive variables, so that the bicharacteristics are reduced
to straight lines. For this purpose, we have:

1 2( ) ( ) 0
d

dt x y

∂ ∂
+ + =

∂ ∂

q q q
A q A q

where
u

v

p

ρ 
 
 =
 
 
 

q , 1

2

0 0 0

0 0 0 1/
( )

0 0 0 0

0 0 0c

ρ

ρ

ρ

 
 
 =
 
 
 

Α q ,

2

2

0 0 0

0 0 0 0
( )

0 0 0 1/

0 0 0c

ρ

ρ

ρ

 
 
 =
 
 
 

A q .
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The flow equations are linearized by freezing the

Jacobian matrices about a reference state ( , , , )u v pρ=q% % % % % at

point ( , , )P x y t=% %% % . The linearized system with frozen

constant Jacobian matrices can be written as:

1 2( ) ( ) 0
d

dt x y

∂ ∂
+ + =

∂ ∂

q q q
A q A q% % (10)

Considering any unit vector denoted by ( ) ( , )T
x yn nθ =n

(cos ,sin )Tθ θ= , [0, 2 ]θ π∈ , there is a matrix pencil

1 2( ) ( ) ( )x yn nθ θ θ= +A q, A q, A q,% % % , which has four real

eigenvalues: 1 cλ = % , 2,3 0λ = , 4 cλ = − % , and four

corresponding linearly-independent right eigenvectors

( )1 / , cos ,sin ,
T

c cρ θ θ ρ= − −% %% %r , ( )2 1,0,0,0
T

=r ,

( )3 0,sin ,cos ,0
T

θ θ=r , ( )4 / , cos ,sin ,
T

c cρ θ θ ρ=r % %% % . The

four right eigenvectors may construct a right eigenmatrix R ,

and the characteristic variables can be define as 1−=w R q .

Multiplying system (10) by 1−R from the left, an eigen-
system can be obtained

1 1
1 2 0

d

dt x y
− −∂ ∂

+ + =
∂ ∂

w w w
R A R R A R (11)

Thus, (11) can be transformed into the following quasi-
diagonalized system:

1 2

d

dt x y

∂ ∂
+ + =

∂ ∂

w w w
Λ Λ s (12)

where

1

2 2

3

4

1
( cos sin )

2

sin cos

1
( cos sin )

2

p
u v

c
w

p
w

c
w

u v
w

p
u v

c

θ θ
ρ

ρ

θ θ

θ θ
ρ

 
− + + 

  
  

−  = =
  

−  
  
 + +
  

w

% %

%

% %

,

3 3

1

2

1 4 1 4
3

4

3 3

1
(sin cos )

2

0

sin ( ) cos ( )

1
( sin cos )

2

w w
c

x y
s

s
w w w w

c cs
x x y y

s
w w

c
x y

θ θ

θ θ

θ θ

∂ ∂ 
− ∂ ∂

  
  
  = = ∂ ∂ ∂ ∂   − − −
 ∂ ∂ ∂ ∂ 
   ∂ ∂ − +
 ∂ ∂ 

s

%

% %

%

,

1 1,1 1,2 1,3 1,4

cos 0 0 0

0 0 0 0
( , , , )

0 0 0 0

0 0 0 cos

c

diag

c

θ

λ λ λ λ

θ

− 
 
 = =
 
 
 

Λ

%

%

,

2 2,1 2,2 2,3 2,4

sin 0 0 0

0 0 0 0
( , , , )

0 0 0 0

0 0 0 sin

c

diag

c

θ

λ λ λ λ

θ

− 
 
 = =
 
 
 

Λ

%

%

.

Equation (12) shows that each characteristic variable

lw (l=1,2,3,4) is evolved along the corresponding

bicharacteristic curve:

( )1, 2,( ), ( )
T

l l

l

d

dt
λ θ λ θ

 
= 

 

z
, 1, 2,3, 4l = ,

where ( , )Tx y=z , according to the relation

1, 2,( ) ( )l l l l
l l l

Dw dw w w
s

Dt dt x y
λ θ λ θ

∂ ∂
= + + =

∂ ∂
.

Therefore, given the initial condition at time t% , the

solution of lw at ( , , )P x y t τ= +% is:

1, 2,
ˆ( , , , ) [ ( ) , ( ) , ] ( )l l l l lw x y t w x y t sτ θ λ θ τ λ θ τ θ+ = − − +% % (13)

where

1, 2,
ˆ ( ) [ ( )( ), ( )( ), ]

t

l l l lt
s s x t y t d

τ

θ λ θ τ ξ λ θ τ ξ ξ ξ
+

= − + − − + −∫
%

%
% % .

For any given angle θ , the four bicharacteristic curves

from ( , , )P x y t τ+% denoted by ( )lC θ are depicted in Figure

1. The 1( )C θ or 4 ( )C θ , for θ from 0 to 2π , generates a

bicharacteristic cone or Mach cone, and the 2 ( )C θ or 3 ( )C θ

is perpendicular to the bottom of the cone. The intersection

point between ( )lC θ and the initial plane with ( , , )P x y t% %% % is

denoted by ( )lQ θ . For [0, 2 ]θ π∈ , the 1( )Q θ and 4 ( )Q θ

locate in the circle with the center point ( , , )P x y t% %% % and the

radius cτ% , and 4 1( ) ( )Q Qθ θ π= + , moreover, the 2 ( )Q θ and

3 ( )Q θ locate in the initial point ( , , )P x y t% %% % , and

2 3( ) ( )Q Qθ θ= . So, the expressions may hold:

1,4 ( ) ( cos , sin , )Q x c y c tθ τ θ τ θ= ± ± %% % , 2,3 ( ) ( , , )Q x y tθ = % .

Figure 1. Bicharacteristic curves and bicharacteristic cone

Equation (13) can be also written in vector form as

1 1 1

2 2 2

3 3 3

4 4 4

ˆ( ( )) ( )

ˆ( ( )) ( )
( , )

ˆ( ( )) ( )

ˆ( ( )) ( )

w Q s

w Q s
P

w Q s

w Q s

θ θ

θ θ
θ

θ θ

θ θ

   
   
   = +
   
      
   

w . (14)

Multiplying (14) with the right eigenmatrix R from the
left and then integrating with respect to θ from 0 to 2π , it
leads to:
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( )( )
42

0
1

1
ˆ( ) ( ) ( )

2
l l l l

l

P w Q s d
π

θ θ θ
π =

 
= + 

 
∑∫q r .

The symmetries in characteristic variables and the source
terms are used to obtain the solutions of the linearized
hyperbolic system:

2
21

1 1

0

2

0

1
( ) ( )

2

( )1
cos ( )cos ( )sin cos

2

1
[ ( ) ( ), , ]cos

2

1 ( , )

2

t

t

t

t

u P u P

p Q
u Q v Q d

c

S c t d d

p
d

x

π

π τ

τ

θ θ θ θ θ
π ρ

τ ξ θ ξ θ θ ξ θ
π

ξ
ξ

ρ

+

+

=

 
+ − + + 

 

+ + + −

∂
−

∂

∫

∫ ∫

∫

z n

z

%

%

%

%

%

% %

%%

%

(15)

2
21

1 1

0

2

0

1
( ) ( )

2

( )1
sin ( ) cos sin ( )sin

2

1
[ ( ) ( ), , ]sin

2

1 ( , )

2

t

t

t

t

v P v P

p Q
u Q v Q d

c

S c t d d

p
d

y

π

π τ

τ

θ θ θ θ θ
π ρ

τ ξ θ ξ θ θ ξ θ
π

ξ
ξ

ρ

+

+

=

 
+ − + + 

 

+ + + −

∂
−

∂

∫

∫ ∫

∫

z n

z

%

%

%

%

%

% %

%%

%

(16)

[ ]
2

1 1 1

0

2

0

1
( ) ( ) ( )cos ( )sin

2

1
[ ( ) ( ), , ]

2

t

t

p P p Q cu Q cv Q d

c S c t d d

π

π τ

ρ θ ρ θ θ
π

ρ τ ξ θ ξ θ ξ θ
π

+

= − −

− + + −

∫

∫ ∫ z n
%

%

% %% %

%% % %

(17)

where 2 2( , , ) ( , , )
( , , ) sin cos

u t v t
S t c

x y

θ θ
θ θ θ

 ∂ ∂
= + ∂ ∂ 

z z
z %

( , , ) ( , , )
sin 2

2

c u t v t

y x

θ θ
θ

 ∂ ∂
− + ∂ ∂ 

z z%
.

For discretized grids, we assume that there are M

control volumes with a common vertex ( , )Tx y=z , and kaθ

and kbθ respectively are the starting and ending angles of the

thk ( )k k M≤ grid about the common vertex, thus (15)-(17)

can be rewritten into:
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Equations (18)-(20) are the exact evolution Galerkin
solutions for the linearized Lagrangian flow equations. For
simplifying the computation of the integrals including
pressure gradient term and source term, some approximate
operations are required with the similar procedure [9]. And
then, the local Galerkin evolution operator E0 about (18)-

(20) at time 0n nt t+ = + is obtained to make the limit

operations with 0τ → . From Figure 1, the effect of 0τ →

is to make P P→ % and Q P→ % and the length of the arc

with two end points ( )ibQ θ and ( )ieQ θ tends to zero. Thus,

we have ( )( ) iQ θ →q q , for ib ieθ θ θ≤ ≤ , where iq is the

vector of the primitive variables at P% evaluated in terms of
the reconstruction in the control volume containing the arc
with two end points ( )ibQ θ and ( )ieQ θ .

After approximate and limit operations, the analytical
expressions of the vertex solver E0 by the local Galerkin
evolution operator are the following:
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It was found that the vertex solver E0 is able to take
multidimensional effect into account in a natural way, and to
consider the effect of the different sonic impedences to
straightway apply to multimaterial flows, and to be fully
competent for the structured or unstructured grids.
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IV. DESCRIPTION OF THE PRESENT ALGORITHM

Step 1: Initialization

At time nt t= , the geometrical coordinates n
ix ,

n
iy ( 1,2, ,i I= L ) of each vertex of each cell and the physical

variables n
kρ ( n

kτ ), n
ku , n

kv , n
kE , n

kp ( 1,2, ,k K= L ) at

center of each cell are known.
Step 2: Reconstruction

The physical primitive variables at each vertex of each
cell are obtained by means of the formula in Subsection
II.C.
Step 3: Vertex solver

The velocities n
iu , n

iv and pressure n
ip ( 1,2, ,i I= L ) at

each vertex of each cell are obtained by means of (21)-(23)
for the local Galerkin evolution operator E0.
Step 4: Update of the geometrical quantities

The updated grids and the length and outward vector of
each interface are achieved from the new coordinate data

1n
ix + , 1n

iy + ( 1,2, ,i I= L ) of each vertex of each cell.

Step 5: Update of the physical variables

The physical variables 1n
kτ
+ , 1n

ku + , 1n
kv + , 1n

kE + at center of

the updated grids can be computed from (8), and then the

corresponding 1n
kp + is obtained from the equation of state.

V. NUMERICAL RESULTS

A. Multimaterial Sod’s shock tube problem

The initial conditions of two kinds of perfect gases with
different adiabatic indexes are: ( , , , ) (1,0,1,7 / 5)u pρ γ = in

the left-hand side and ( )( , , , ) 0.125,0,0.1,5 / 3u pρ γ = in the

right-hand side. The density solution at time 0.2t = is
shown in Figure 2 for the second-order scheme with
CFL=0.8 under different meshes. It can be found that the
smaller the grid used, the closer the numerical solution
approaches to the exact solution, and there is not unphysical
oscillation nearby the shock wave, the rarefaction fan is
correctly described. An undershoot appears at the density
discontinuity about the contact discontinuity, it is an
indigenous property to Lagrangian method.

B. Sedov problem

A highly intense shock wave generated by a strong
explosion propagates outward. The perfect gas with adiabatic
index 5 / 3γ = is initially at rest for ( , , ) (1,0,0)u pρ = but

an energy spike is set as 182.09 at the center, and all the
boundary conditions are solid walls. The 30 30× uniform
Cartesian meshes in computational domain [0,1.1] [0,1.1]×

are used with CFL=0.8. Figure 3(a-b) shows the calculated
meshes and density contours by the second-order scheme at
time t=1, and Figure 4(a-b) shows the density profile by the
first-order and the second-order scheme at time t=1. It is
found that the second-order scheme has an improved
precision on the first-order scheme, and the second-order
scheme still has excellent resolution and symmetry.
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Figure 2. Comparison of numerical solution for Sod’s shock tube with
exact solution for second-order scheme
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(b) Density contours

Figure 3. Solution of 2nd order scheme for Sedov problem at time t=1

C. Saltzman problem

A planar shock wave located initially at 0x = moves

rightward on the perfect gas with 5 / 3γ = , and the front

state of shock wave is ( , , ) (1,0,0)u pρ = . When the piston

velocity at the left-hand is set as 1u = , the exact propagation
velocity of shock wave should be 4 / 3 . A computational
domain [0,1.0]×[0,0.1] on Cartesian coordinates with grid
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(a) Density profile by the first order scheme
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(b) Density profile by the second order scheme

Figure 4. Density solution for Sedov problem at time t=1

number 100× 10 is taken, and a uniform meshes in y
direction and a nonuniform meshes with the mapping
x i x= ∆ + (0.1 )sin( )j y i xπ− ∆ ∆ in x direction are used,

meanwhile, the boundary condition at the left-hand is an
invariable velocity and all the other boundaries are set as
solid wall. Obviously, the shock wave will reflect on the
right-hand wall at time t=0.75. The meshes and density
contours at time t=0.84 are shown in Figure 5 about the
reflected shock wave. It can be found that the one-
dimensional property of the reflected shock wave can be well
preserved. The robustness of this scheme is also powerfully
demonstrated by the test case.

VI. CONCLUSION AND FUTURE WORK

A cell-centered Lagrangian method for 2D compressible
flows is present on basis of the local evolution Galerkin
scheme under semi-discrete finite volume framework where
the vertex velocity is computed in a coherent manner with
the numerical fluxes across the cell interface. The main
feature of this method is the physical variables at vertex of a
cell are computed by virtue of the bicharacteristics theory
about the linearized flow equations, which is essentially a
multidimensional Riemann solver taking “multidimensional
effect” into account in a natural way. Our future most
important works will be on the extension to arbitrary
Lagrangian-Eulerian method.

(a) Meshes

(b) Density contours

Figure 5. Computational results about Salzman problem at t=0.84
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Abstract—Data mining (DM) approaches such as clustering
and classification are employed in this paper to identify and
classify the patent quality. We develop an effective and
automatic patent quality classification system. First, the Self-
organizing map (SOM) is used to cluster patents automatically
into different quality groups with patent quality indicators
instead of via expert identification. Then, the Kernel principal
component analysis (kernel-PCA) is used to extract key
indicator to improve classification performance. Finally, the
Support vector machine (SVM) is used to build the quality
classification model. The proposed classification model is
applied to classify patent quality automatically in solar
industries. Experimental results show that our proposed
approach KPCA-SVM can improve the performance of the
patent quality classification when compared with the
traditional method. Another advantage is that the
computational time is largely reduced.

Keywords- patent quality classification, self-organizing maps,
support vector machine, kernel principal component analysis,
solar industries.

I. INTRODUCTION

An important issue of patent analysis is patent quality.
The high quality patent information can ensure success for
business decision-making process or product development
[1-2]. This study reviewed the patent analysis approaches
that can understand patent status like patent quality, novelty,
litigation, trends and so on [3]. In addition, traditional patent
analysis requires spending much time, cost and manpower.
Therefore, the potential for high quality patent determining
approach need to shorten the time for business or production.
Recently, the self-organizing map (SOM) is used to analysis
patent for patent trend [4] and regional innovation systems
[5]. It can analyse patent current situation and trend, but it
doesn’t provide a solution for determine future patent
quality. The future patent recognition is a key research for
present time because patent impact on the industry. The
future patent recognition is a key research for the time
because patent impact on the industry need to response
quickly. Therefore, support vector machine (SVM)
forecasting model can solve patent classification problem for
predict future unknown patent classification such as quality
[6]. In this study, we propose a KPCA-SVM patent quality
classification system that combines three data mining (DM)

methods such as SOM, Kernel-PCA and SVM. The SOM is
used to cluster patents into several groups for qualities
according to their data characteristics. Then, the quality
indictor can compute the quality levels for delimit patents
quality on each groups. The kernel principle components
analysis (kernel-PCA) is based on principle components
analysis and used to transform patent data into new features
set by nonlinear kernel mapping. SVM is used to build
classification model for patent quality problem. This
methodology helps experts rank and set values on patent
quality in solar industry. Therefore, a trained model can
evaluate unknown patents’ quality, better enable engineers
and product designers forecast patent potential for product
development.

II. LITERATURE REVIEWS

A. Patnet Analysis

There are various tools utilized by organizations for
analyzing patents. These tools are capable of performing
wide range of tasks, such as forecasting future technological
trends, detecting patent infringement and determining patent
quality and so on [3]. Moreover, patent analysis tools can
free patent experts from the laborious tasks of analyzing the
patent documents manually and determining the quality of
patents. The tools assist organizations in making decisions of
whether or not to invest in manufacturing of the new
products by analyzing the quality of the filed patents [2]. The
eventually may result in imprecise recommendation of
patents. However, the larger data and indicators for patent
quality forecasting are needed.

B. Patnet Quality Indicator

The primary patent quality indicators are related to
investment, maintenance, and litigation, which form a basis
for assessing patent quality, when the evaluation focuses on
the potential patents for business. One kind of indicator of
patent quality is legal status (LS) that it can show which
technologies are hot and which are not for business
intelligence. The legal status and search tools on the internet
are very sensitive that emphasis given to the issues related to
the date of availability to the public of an Internet disclosure,
its conformance and its possibly non-prejudicial nature [7].
The legal status change that suggestions on how these
changes may be tracked are provided, specifically resolution
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is also complicated by the “first to invent” concept in US
patent law [8].

C. Self-Organizing Maps

The SOM is a two-layer neural network that maps
multidimensional data on to a two dimensional topological
grid. The data are group according to similarities and
patterns found in the data set, using some form of distance
measure which use the Euclidean distance. The results are
displayed as nodes on the map, which can be divided into
different clusters based upon the distances between the
clusters. Since the SOM is unsupervised, no target outcomes
are provided, and the SOM is allowed to freely organize
itself, so the SOM is an ideal tool for exploratory data
analysis. The authors [4] used SOM to identify patent trends
that they analyze patent knowledge to identify research
trends. They tested on patents from the United States Patent
and Trademark Office (USPTO) and result both an overview
of the directions of the trends and a drill-down perspective of
current trends. Another algorithm using SOM that is
evolving self-organizing map (ESOM), which features an
evolving network structure and fast on-line learning. Their
result shows that ESOM achieved better or comparable
performance with a much shorter learning process [9].

D. Kernel Principle Component Analysis

Principal component analysis (PCA) is very useful to
extract nonlinear features for many research applications.
The Kernel-PCA is an extension of PCA using the kernel
mapping before the Eigen-problem. Kernel-PCA is as a
nonlinear alternative to classical PCA of combustion
composition space is investigated. PCA is mathematically
defined. The PCA is widely used in many field researches.
The research [1] wants to identify the key impact factors
using PCA and they selected a lot of variables according to
first five components indicate. The Kernel-PCA is used to
critical feature extraction in stock trading model and capture
best performance compared to PCA, ICA and so on [10].

E. Support Vector Machinie

Support vector machine is a machine learning algorithm
and widely used for classification problems [5]. This method
aims to develop an optimal hyper-plane as a decision
function using the maximum margin hyper-plane between
class vectors on both sides of the hyper-plane. Support vector
machine map input vectors into the high dimensional feature
space via the non-linear mapping. An effective decision
hyper-plane is developed to distinguish the correct training
data. An approach is proposed integrated with a hybrid
genetic-based support vector machine (HGA-SVM) model
for developing a patent classification system [11]. But they
are needed expert’s knowledge to analysis. The authors
claim that they use these models in real-world cases of patent
classification rather than only use for International Patent
Classification (IPC). The study integrated the honey-bee
mating optimization algorithm with SVM (HBMOSVM) for
patent document categorization. In their results show that the
HBMOSVM could result in better patent documentation
accuracy and better F-measure performance as an evaluation

index than GASVM model in patents document
categorization [12].

III. PROPOSED METHODOLOGY: KPCA-SVM PATENT

QUALITY CLASSIFICATION SYSTEM

This study proposes an automatic patent quality
classification system that integrated methodology as KPCA-
SVM; the components used are SOM, kernel-PCA and SVM
approaches. Fig. 1 shows that, first, we collect the patent data
related industries from the patent database, use SOM
approach to cluster patens into several groups and use patent
quality indicators to compute potential quality on each group
for quality identification; second, the kernel-PCA extracts
key indicators into nonlinear feature space; finally, SVM
forecasting model is used to build patent quality
classification model using nonlinear feature space by kernel-
PCA in order to predict quality of future patent who has
potential effectiveness. Then, we evaluate patent quality
classification system and forecast quality level for each paten
by our proposed system. Our system is developed as follows:

Figure 1. The system framework of KPCA-SVM.

A. Patent Quality Analysis and Identification by SOM with
Quality Indicators

The SOM approach is adopted to cluster the patents, to
identify patent quality and to explore hidden patterns among
these patents. According to SOM, these patents will be split
into several groups (clusters) and each cluster includes
number of patents with a similar patent quality. This SOM
analysis process continues until all input vectors are
processed. Convergence criterion utilized here is in terms of
epochs, which defines how many times all input vectors
should be fed to the SOM for analysis. Details of the SOM
algorithm are listed as follows:

• Step 1: Set-up the parameters in the SOM network.
• Step 2: Initialize each neuron weight

jT

ijiii wwww ℜ∈= ],..,,[ 21 . In this study, neuron

weights are initialized by drawing random samples
from input dataset.

• Step3:Present an input pattern jT

jxxxx ℜ∈= ],..,,[ 21 .

In this case, the input pattern is a series of variables
representing current patent status. Calculate the
distance between pattern x, and each neuron weight
wi, and therefore, identify the winning neuron or best
matching unit c such as
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• Step 4: Adjust the weight of winning neuron c and
all neighbor units.

)]()()[()()1( twtxthtwtw
iciii

−+=+
(3)

where i is the index of the neighbor neuron and t is an
integer, the discrete time coordinate. The neighborhood
kernel hci(t) is a function of time and the distance between
neighbor neuron i and winning neuron chci(t) defines the
region of influence that the input pattern has on the SOM and

consists of two parts: the neighborhood function ),( th ⋅ and

the learning rate function tα ,

t

icci trrhth α),()( −= (4)

where r is the location of the neuron on two dimensional
map grids. In this work we used Gaussian Neighborhood
Function. The learning rate function )(tα is a decreasing

function of time. The final form of the neighborhood kernel
with Gaussian function is
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• Step 5: repeat step 3 and 4 until the convergence
criterion is satisfied. Average value for each variable
of each clustered group was calculated after the
patent cases were clustered, and the average value
for each variable of each group would be the basis
when finding the most matching group for the new
case. After the set of patent data has been processed
by SOM, a new case can be categorized into a pre-
defined group.

The patents of each group will compute the quality by
quality indicators such as legal status. The quality levels of
each group are calculated as follows:

∑ ∑
∈= =×

=
m

Groupii

n

j

ijg

g

q
nm

GroupQuality
,1 1

1
)(

(6)

where qij denotes value of quality of jth variable of ith
patent in gth group.

B. Extracting Key Patent Indicators by Kernel-PCA

In order to compute dot products of the form, we use
kernel representation of the form.

))(),((),(
jiji

xxxxK ΦΦ= (7)

which allows us to compute the value of the dot product in
F without having to carry out the map Φ . A number of
kernel functions exist as been chosen before we apply the
algorithm. The representative Gaussian kernel function K is
described as follows:
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ji

xx
exxK

−
−=

(8)

Given a set of m-dimensional normalized patent
indices m

k
Rx ∈ , we compute the kernel matrix NNRK ×∈

from two kernel methods,
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Carry out mean centering in the feature space

for 0)(
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C. Building Patent QualityClassification Model by SVM

The patent data of identified quality will be split into two
datasets, i.e., training data set and testing data set. The new
feature spaces of training data training(trk) and testing data

testing(tsk) are represented by the )(
~

xΦ and k

iα . For patent

variables x in training period, we extract a nonlinear
component via
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where )(
~

xΦ is the mean centered.

The testing data is unknown data as well as the future
data. We cannot directly use the testing data to compute the

mean centering )(xΦ and eigenvalues α in PCA processes.

In order to avoid this problem, we use the )(
~

xΦ and k

iα

from the training data to extract a nonlinear component.
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where y denotes the normalized variables m

k
Ry ∈ in testing

data.
The input vector of SVM training employ the new

nonlinear feature space training(trk) by kernel-PCA and the
output vector of quality level is given by SOM with quality
indicators. The trained model of SVM is then used to
evaluate the testing data testing(trk) for patent quality
forecasting. Thus, the proposed model can be applied to
build the patent quality model for evaluating the potential of
patents.

IV. EXPERIMENTAL RESULTS

In this paper, these patents were divided into seven
groups in order to discriminating quality levels into seven
degrees. The parameters of SOM including epochs and
cluster are set up to 5,000 and 7, respectively. In SVM
model, the kernel is radial basis function (RBF), while the
cost is 256 and gamma is 0.25. The patent data of solar
industry are collected from patent database of Thomson
Innovation which has 60,000 patents in eleven patent offices.
Seven different quality groups are used in SOM and its
quality levels are sorted by legal status of quality indictor.
The Table 1 shows that the highest legal status is in group 7,
the second is in group 6 and the lowest is in group 1. The
legal status on group 7 is 10.120 and the number of patents is
2,235. We observed that the higher of patent quality is, the
less of patent number is. The other way around is for low
patent quality patent.

TABLE I. THE LEGAL STATUS STATISTICS ON EACH GROUP

Group

G1 G2 G3 G4 G5 G6 G7

No. of
patent

22,431 6,249 9,796 4,564 11636 3,089 2,235

Avg. of
legal
status

1.90 2.15 2.35 3.41 3.53 9.06 10.10

Fig. 2 shows that the distribution on patent applications
for 11 patent offices. The two larger shares of patents are US
and CN. Their patents exist in different quality levels
because their markets are the most important economic
region attracting many patent applications.

Figure 2. Distribution on patent applications for 11 patent offices

We focus on group 7 since the patent offices of US; CN;
EP; JP and AU include 88% shares as shown in Fig. 3. Other
offices are much less involved in solar industry. In addition,
the patent applies in EP patent offices are high quality which

are in Group 4, 5, 6 and 7. However, the quality levels are
evenly spread in CN patent offices.

Figure 3. Distribution on patent applications on highest quality group
(Group 7)

The results show the forecasting performance for KPCA-
SVM and decision tree (DT). The optimal parameters were
decided from the training data for kernel-PCA and SVM.
Table 2 shows that our proposed model has best performance
on three measure indicators and they are 99.71% on
accuracy, 99.28% on average precision of all classes, and
99.31% on average recall of all classes.

TABLE II. FORECASTING PERFORMANCE FOR DIFFERENT

CLASSIFICATION MODEL

Classifier Accuracy Precision Recall

KPCA-
SVM

99.91% 99.28% 99.31%

DT 96.86% 95.42% 95.08%

V. CONCLUSIONS

We proposed the KPCA-SVM patent quality system
which combined SOM, kernel-PCA and SVM data mining
approaches in solar industry. The experimental results
showed that the proposed approach has a better performance
when compared with other traditional approaches in terms of
time consuming, cost and manpower. The proposed approach
take a shorten time to determine patent quality and has
99.91% accuracy. In addition, the proposed system performs
even better for a larger patent data and making fast and
accurate recommendations. In the future research work, we
will consider the relationship between patent quality and
patent value creation. Therefore, different patent quality can
be closely related to different patent values via accurate
classification system.
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Abstract—The paper investigates the application of 
evolutionary algorithms (EA) for solving a two-objective 
prioritisation problem. We propose two evolutionary 
computing approaches, based on single-objective and multi-
objective EA. Our preliminary results from a Monte-Carlo 
simulation show that the multi-objective EA outperforms the 
single-objective solution approach with respect to accuracy 
and computational efficiency.  

Keywords- evolutionary computing, genetic algorithms, 
multiobjective optimisation, prioritisation methods. 

I.  INTRODUCTION  

The assessment of weights of criteria and scores of 
alternatives is one of the most important tasks in the 
multicriteria decision-making. In the Analytical Hierarchy 
Process (AHP), proposed by Saaty [1], the values of weights 
and scores are assessed indirectly from comparison 
judgments. The elicitation process for both weights and 
scores is the same, so they are often called priorities.  

The pairwise comparison process in the AHP assumes 
that the decision-maker can compare any two elements at a 
given hierarchical level and to provide a numerical value of 
the ratio of their importance. Comparing any two elements 

iE  and jE , the decision-maker assigns a ratio ija , which 

represents a judgment concerning the relative importance of 
preference of the decision element iE  over jE . If iE  is 

preferred to jE  then ija >1, otherwise 10 ≤< ija . 

A full set of ratio-scale judgments for a level with n 
elements requires n(n-1)/2 comparisons. In order to derive a 
priority vector from a given set of judgments, Saaty 
constructs a positive reciprocal matrix }{ ijaA =  of the type 
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and proposes the Eigenvector of this matrix as an 
estimation of the priority vector T

nwwww ),...,,( 21= .  
With the exception of the traditional Eigenvector 

prioritization method, all other methods for deriving 
priorities in the AHP are based on some optimization 
approach. The optimal prioritization methods, as the Goal 
programming, the Direct Least Squares, the Logarithmic 
Least Squares and the Fuzzy Preference Programming 

introduce an objective function, which measures the degree 
of approximation or the distance between the initial 
judgments and the solution ratios [2]. Thus, the problem of 
priority derivation is formulated as an optimization task of 
minimizing the objective function, subject to normalization 
and some additional constraints.  

Despite the multicriteria nature of the requirements, 
regarding the properties of their solutions, all optimal 
prioritization methods optimize a single objective function. 
However, a single objective function cannot encompass and 
satisfy all requirements about the quality of solutions.   

A new two-objective prioritization (TOP) method was 
proposed recently by the author [3], where the prioritisation 
problem is formulated as an optimization task for 
minimization of the Euclidean norm and the number of rank 
violations. The TOP method derives Pareto optimal 
solutions, which requires the application of efficient 
computational algorithms.  

The paper investigates the application of evolutionary 
computing for solving the TOP problem. In order to 
eliminate the drawbacks of the numerical methods, we 
propose two evolutionary computing approaches. In the first 
one, the TOP problem is transformed into a single-objective 
one, which is then solved by a standard single-objective EA. 
The second approach applies a multi-objective EA for 
solving the TOP problem without such transformation.  

In order to compare the solution approaches, we perform 
Monte-Carlo simulation experiments, by randomly 
generating a large number of pairwise comparison matrices. 
The paper presents some initial results from this simulation.  
Both computational approaches are also illustrated also by a 
numerical example.   

The paper is organized as follows: Section II formulates 
the TOP problem; Section III discusses computational 
approaches to solving the problem; Sections IV  and V 
provide some initial results from the simulation experiments, 
and Section VI concludes the paper. 

II. THE TWO OBJECTIVE PRIORITISATION PROBLEM 

Let { }ijaS ij >=  be a set of pairwise comparison 

judgments. The feasible set Q is defined as the set of all 
priority vectors T

nwww ),...,( 1= , which satisfy the 
normalization and non-negativity constraints: 
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The accuracy of the each priority vector Qw ∈ , 
approximately satisfying the comparison judgments can be 
measured by the Total deviation criterion: 
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This criterion is equivalent to the squared Euclidean 
distance for the upper triangular part of a Saaty’s reciprocal 
comparison matrix. 

The rank preservation properties of the solutions can be 
measured by the Number of Violations criterion [2]: 
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The Number of Violations criterion (3) can be represented in 
the following compact form: 
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The TOP problem is to find a feasible priority vector that 
‘simultaneously’ minimizes the Total deviation and the 
Number of violations: 

 Minimize (T(w), V(w))  (4) 

subject to Qw ∈ , 

where 1: RRT n →  and 1: RRV n →  are real-valued objective 
functions.  

Each feasible vector Qw ∈  determines a unique value of 
the objective function vector ))(),(( wVwTy = . Therefore, the 
feasible set Q  in the space of decision variables can be 
transformed into a payoff set Y in the two-dimensional 
objective space. The payoff set represents a feasible region 
of the admissible values of )(wT  and )(wV , and can be 
considered as the image of the feasible set Q in the objective 
space.  

The payoff set Y of the TOP problem consists in parallel 
line segments, as the function )(wV  takes non-negative 
discrete values in some range, and the function )(wT  is 
bounded.  

III.  COMPUTATIONAL APPROACHES FOR SOLVING THE 

TOP PROBLEM  

A. Multiobjective Numerical Algorithms 

Some classical multi-objective optimization (MOO) 
methods, which can be applied for finding Pareto optimal 
solutions to the TOP problem are the Weighting Method, the 
ε-Constraint Method, the Goal Programming Method or the 
Proper Equality Constraints method [4]. Generally, the main 
strength of classical MOO methods is their efficiency and 
ability to generate strong Pareto optimal solutions. However, 
these methods have some weaknesses in generating the 
Pareto optimal solutions, when specific problem knowledge 
is not available. Additionally, they cannot generate all Pareto 
optimal solutions with non-convex surfaces. From 
computational point of view, many optimization runs are 
required to obtain an approximation set of the Pareto optimal 
solutions [5]. 

Recently, the evolutionary algorithms have become an 
alternative to the classical methods for generating Pareto 
optimal solutions; since they can eliminate some of the 
drawbacks of the classical MOO methods.  

B. Single-Objective Evolutionary Algorithms 

Taking into account the specific properties of the TOP 
problem (4), we can transform it into a single-objective 
optimisation problem, which is easily solved by standard 
single-objective EA.  

By associating weights k and (1-k) to both objective 
functions in (4), we obtain  

)(wJ = )(wkT + )()1( wVk− , 

which is used as a fitness function of a single-objective EA. 
The value of the weight coefficient k is given by the user. 
This value represents his/her preferences with respect to the 
relative importance of those two objectives.  

C. Multi-Objective Evolutionary Algorithms 

Some multi-objective EA, as the Vector Evaluated 
Genetic Algorithm (VEGA), the Non-dominated Sorting 
Genetic Algorithm (NSGA), the Niched Pareto GA (NPGA), 
the Multi-objective Genetic Algorithm (MOGA) [5] and the 
Pareto Envelope-based Selection Algorithm (PESA II) [6]. 
However, it is well known that the presence of constraints 
scientifically affects the performance of multi-objective EA. 
Additionally, as opposed to the single objective case, the 
ranking of a population in the multi-objective case is not 
unique [7].  

In order to assess the applicability of EA for solving the 
TOP problem, we perform a series of computational 
experiments by Monte-Carlo simulation. In our study we use 
the PESA-II, which has some advantages compared to other 
EA. PESA-II follows the standard procedures of an EA, but 
with the difference that two populations of solutions are 
maintained: an internal population (IP) of fixed size, and an 
external population (EP) of non-fixed but limited size. The 
internal population's job is to explore new solutions, and it 
achieves this by the standard EA processes of reproduction 

25Copyright (c) IARIA, 2015.     ISBN:  978-1-61208-419-0

ADVCOMP 2015 : The Ninth International Conference on Advanced Engineering Computing and Applications in Sciences

                           38 / 148



and variation (i.e., recombination and mutation). The 
purpose of the external population is to store and exploit 
good solutions; it does this by maintaining a large and 
diverse set of the non-dominated solutions discovered during 
search [8]. 

An important advantage of PESA-II is that its niching 
policy uses an adaptive range equalization and normalization 
of the objective function values. This means that difficult 
parameter tuning is avoided, and objective functions that 
have very different ranges can be readily used. 

IV. MONTE-CARLO SIMULATION  

Monte-Carlo simulation experiments have been carried 
out, consisting in generation of comparison matrices with 
different dimensions and applying the single-objective and 
multi-objective evolutionary approaches. Initially random 
consistent pairwise matrices are generated; then they are 
perturbed by a user-driven parameter, denoted as p, which 
determines the degree of inconsistency.  

The matrices for this comparison study are of dimensions 
n=3, 4, 5, 6, 7, 8 and 9. For every value of n, the parameter p 
takes 9 values, p=10, 20,…, 90 and each combination of {n, 
p} is replicated 30 times, which gives a total number of 810 
n-dimensional matrices with different degrees of 
inconsistency. The overall number of generated random 
matrices is 5670. 

The single-objective EA (a standard Genetic Algorithm) 
and PESA-II have been applied for solving the TOP problem 
for each pairwise comparison matrix, using the jMetal toolkit 
[9]. In the single-objective EA each chromosome is 
represented by a string of n components, associated with the 
n-dimensional priority vector w. The EA performs the basic 
genetic operators, which are roulette wheel selection, 
crossover with random mating and simple mutation.  

Elitism has also been applied as an additional selection 
strategy, to make sure that the best performing chromosome 
always survives. The elitism has been realized by comparing 
the fitness of chromosomes from the current population and 
the fitness of the corresponding offspring. The fittest 
chromosome from the initial population survives for the next 
generation.  

At the beginning of each cycle, all chromosomes are 
normalised, so that the values of their genes sum up to one. 
The stopping condition is the number of generations, which 
is selected to be equal to 100. The experimental results show 
that the single-objective EA converges to the optimal 
solution for less than 50 generation cycles. 

The high-level pseudocode, showing the main steps in 
the PESA-II algorithm, is given in [8]. 

 

V. NUMERICAL RESULTS 

Consider a problem with 5 comparison elements [8], 
where the DM provides the following pairwise comparison 
matrix A: 
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The TOP problem is formulated as a single-objective one 

by the Weighting method and solved by the single-objective 
EA. The parameters of the EA are selected as follows: 

- Population size = 100; 
- Crossover probability=0.9; 
- Mutation probability=0.01. 
In this example, we have 5 Pareto optimal solutions, 

which are obtained by the EA. Due to the non-transitivity of 
the pairwise comparison problem, there are no priority 
vectors with less than two violations.  

The results are given in Table 1.  

TABLE I.  PARETO OPTIMAL SOLUTIONS OBTAINED BY A SINGLE-
OBJECTIVE EVOLUTIONARY ALGORITHM 

1w  2w  3w  4w  5w  T V 

0.309 0.113 0.096 0.135 0.347 50.048 2 
0.344 0.075 0.109 0.111 0.361 39.806 3 
0.345 0.058 0.140 0.071 0.386 29.717 4 
0.363 0.067 0.146 0.058 0.367 26.962 5 
0.381 0.076 0.139 0.062 0.342 26.720 6 

 
PESA-II was applied for solving the same problem. A 

30-bit Gray code was used to represent each of the five 
weights, giving a 150-bit binary chromosome. Uniform 
crossover was applied with probability 0.2 and a bit-flip per-
gene mutation rate of 0.01 was used. It was found that 
PESA-II is not sensitive to these parameters, and other 
values give similar performance.  

The values of the PESA-II parameter settings are:  
IPsize=10; EPsize=100; Generations=50; pm=0.01; 

Pc=0.2; #grid-cells (niches)=100; representation=30-bits per 
weight. 

The best values of the priority vectors obtained from 20 
runs of PESA-II are shown in Table 2.  

TABLE II.  PARETO OPTIMAL SOLUTIONS OBTAINED BY PESA II 

1w  2w  3w  4w  5w  T V 

0.356 0.096 0.096 0.096 0.356 39.469 2 
0.362 0.078 0.099 0.100 0.362 38.631 3 
0.358 0.065 0.149 0.065 0.363 27.438 4 
0.361 0.074 0.144 0.060 0.361 26.622 5 
0.398 0.083 0.158 0.065 0.296 26.479 6 

 
By comparing the values of T for each value of V, it is 

seen that PESA-II solutions outperform those obtained by 
the single-objective EA, with respect to the accuracy.  

Regarding the computational efficiency, the average 
processing time of the single-objective EA for this example 
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is 1325 milliseconds, while the PESA II algorithm requires 
622 milliseconds to find the optimal solution.   

The performance comparison was obtained using an 
Intel-based PC with a Core2Duo T5500 CPU running at 
1.66GHz and 2GB of physical memory. The tests were 
executed on Windows 7 with Java NetBeans IDE running in 
parallel.  

The preliminary results from the Monte-Carlo simulation 
show that the multi-objective EA gives better accuracy than 
the single-objective EA, especially for high-dimensional and 
rather inconsistent pairwise comparison matrices.  

Regarding the computation time, both approaches have 
rather similar performance for pairwise comparison matrices 
of lower dimension, n=3 and n=4. When the size of the 
matrices increases, PESA–II strongly outperforms the single-
objective EA. The single-objective EA is particularly slower 
in inconsistent and non-transitive problems with many Pareto 
optimal solutions.   

VI.  CONCLUSIONS 

The paper investigates the application of evolutionary 
algorithms for solving the TOP problem and shows that they 
are very good alternatives to the numerical multi-objective 
optimization methods. Two evolutionary approaches are 
applied for obtaining Pareto optimal solutions to the 
problem.  

The numerical example and the preliminary results from 
a Monte-Carlo simulation experiment show that the multi-
objective EA outperforms the single-objective EA with 
respect to the computational efficiency and accuracy of 
solutions.  
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Abstract—In this paper, a set of micro-benchmarks is proposed
to determine basic performance parameters of single-node main-
stream hardware architectures for High Performance Computing.
Performance parameters of recent processors, including those of
accelerators, are determined. The investigated systems are Intel
server processor architectures as well as the two accelerator lines
Intel Xeon Phi and Nvidia graphic processors. Results show
similarities for some parameters between all architectures, but
significant differences for others.

Keywords–Performance benchmarks; Intel processors; Intel
Xeon Phi; Nvidia graphic processors

I. INTRODUCTION
For resource-intensive computations in High Performance

Computing (HPC) on a single node level the performance
characteristics of the processor, memory and core-core / core-
memory interconnect architecture are important to understand,
to achieve good performance. Often HPC applications stress
for most of their run time only parts of the hardware in
compute intensive program kernels. Examples are compute
bound problems, such as direct linear solvers [1] that are
bound by the floating point capability of a system or memory
bandwidth bound problems like the multiplication of a sparse
matrix with a dense vector in iterative solvers [2]. Other
application kernels may be bound differently.

This paper proposes a set of micro-benchmarks to char-
acterize HPC hardware on a single-node level. The results of
the micro-benchmarks are performance parameters related to
performance bounds found in many computational kernels (see
[3] for two of such parameters). These parameters often allow
to draw conclusions for the (at least relative) performance of
real applications or performance critical application kernels
of certain classes that are bound by one or few of those
parameters. Additionally, if carefully chosen, bottlenecks of
architectures can be revealed. The benchmarks were chosen
to allow conclusions on an application level, rather than
to evaluate deep structures in a processor architecture with
sophisticated low-level programs.

The proposed micro-benchmarks are applied to represen-
tatives of different classes of current hardware architectures.
Results show similarities in performance between all architec-
tures for some parameters (e.g., reaching near peak floating
point performance for matrix multiply), but also significant
differences between architectures (e.g., main memory latency
and bandwidth). Consequently only certain application classes
are suitable for a specific architecture.

The paper is structured as follows. The following sec-
tion discusses related work. Then, current mainstream HPC
hardware architectures are briefly described, focusing on their
differences. Section IV contains a description of the proposed
micro-benchmarks. Section V describes our experimental setup
and finally in Section VI, the evaluation results are discussed,
followed by a conclusion.

II. RELATED WORK
Benchmarks are widely used to evaluate systems concern-

ing certain performance properties. The result of a benchmark
should be usable as an indicator that can support a decision,
e.g., whether this system is feasible for a certain task or not.
A multitude of different benchmarks exists, dependent on the
question to be answered.

The Top500 list [4] uses the High Performance Linpack [1]
to rank (very) large parallel systems. This benchmark produces
just a single value, the FLOP-rate (Floating Point Operations)
per second for just one specific task, the direct solution of a
very large linear system.

The widely used SPEC CPU benchmark [5] is a mix of
several real world application programs for integer dominant
computations or floating point dominant applications. Running
the benchmark on a system produces one factor for each class.
These numbers express a relative performance improvement
compared to an older system.

Williams et al. introduced the roofline model [3] to de-
scribe the expectable performance space in a resource bound
problem. The two resources in this model, evaluated in a two-
dimensional chart, are computational density (operations per
transferred byte) and peak floating point performance. This is
an example where two limitating parameters on a system are
used to show eligible perfomance values.

The NAS Parallel Benchmarks [6] are more application
oriented benchmarks. These benchmarks consist of larger
compute intensive kernels and where originally designed to
stress large parallel computers. Each of these applications
represents a different computing aspect. The applicications
include, e.g., Conjugate Gradient (irregular memory access),
Multi-Grid (long- and short-distance communication), or fast
Fourier Transform (all-to-all communication). These bench-
marks have been, amongst others, implemented in OpenMP
[7] and recently in OpenCL [8]. With the OpenCL extension
they can be used to measure recent accelerators, such as GPUs.

For a finer granularity, benchmarks that give individual
results for several operation classes can be used. An example
is the OpenMP micro-benchmark suite [9] [10] that gives a
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TABLE I. OVERVIEW OF THE MICRO-BENCHMARKS.

Benchmark Category Application
Memory latency Memory access Single-thread latency to main memory
Memory bandwidth Memory access Bandwidth to main memory
Atomic update Synchronization Multi-threaded atomic update of a shared scalar variable
Barrier Synchronization Barrier operation of n threads
Reduction Synchronization Parallel reduction of n values to a single value
Communication Communication Data transfer bandwidth to/from an accelerator through PCI Express
DGEMM Computation Parallel dense matrix multiply (compute bound)
SPMV Computation Sparse matrix multiplied with a dense vector (memory bound)

developer a measure of how well basic constructs of OpenMP
[11] map to a given system. If a developer knows important
parameters that mainly determine the overall performance of an
application in this programming model, he is able to estimate
how well his own application will perform on the system using
these basic constructs.

Other micro-benchmark suites, which aim for a finer gran-
ularity are proposed in [12], [13] and [14]. These benchmark-
suites are based on OpenCL. Here, OpenCL is used to compare
memory related issues, as well as low level floating point
operations and real life applications on different hardware
architectures, including accelerators.

III. CURRENT HARDWARE ARCHITECTURES
This section gives a very brief overview on current HPC

processor architectures and memory technology. The chapter
is partitioned into sections on mainstream HPC processor ar-
chitectures, HPC accelerator architectures and finally memory
technologies.

A. Processor Architectures
We concentrate on the Intel Xeon EP line of HPC relevant

processors, as these processors are used in nearly all new
systems in the Top500 list [4] of HPC computers. Intel’s
recent micro-architectures are Sandy Bridge (SB), and it’s
successor Ivy Bridge (IB). The last change in the architecture
appeared late 2014 in the Haswell processors (HW). A detailed
description of the architectures is given in the related literature
of the manufacturer [15].

Processors nowadays have several cores. In HPC clusters
multiprocessor nodes with 2 processors are often used. Keep-
ing multiple core-private caches coherent is usually done in
the hardware by cache coherence protocols. Keeping caches
coherent costs latency, bandwidth and may also influence an
architecture’s scalability.

B. Accelerator Architectures
Certain application classes can be accelerated using special

attached processors. Nvidia graphic processors (GPU) and Intel
Many Integrated Core processors (MIC) of the Xeon Phi family
are predominant in HPC [4].

A Nvidia GPU has a hierarchical design (CUDA architec-
ture [16]) that differs from common CPUs. The execution units
(SE, Streaming Processors) are organized in multiprocessors,
called Streaming Multi-Processors (SM or SMX), a GPU has
several of such multiprocessors. For example, the Kepler GPU
has up to 15 SMX and 192 SE per SMX resulting in a total of
2880 SE in the largest device configuration. These execution
units are always used by a group of 32 threads called a warp.
Such an architecture leads to several aspects that have to be
respected in performance critical programs, e.g., coalesced
memory access [17].

An Intel Xeon Phi coprocessor [18] is compromised of
multiple CPU-like cores. The current generation Xeon Phi
Knights Corner (KNC) has between 57 and 61 of such cores,
which are connected via a bi-directional ring bus. To achieve
good performance on a Xeon Phi the application must use
parallelism as well as vectorization. In [19] requirements for
vectorization are specified for the usage of the Intel compiler,
e.g., no jumps and branches in a loop.

Recent accelerators (i.e., GPU as well as Xeon Phi) are plu-
gin cards connected to the host through a PCI Express (PCIe)
adapter. This adapter is often a severe bottleneck, because the
transfer rate through a PCIe connection is significantly lower
(8 GB/s for PCIe 2.0 (x16) and 16 GB/s for PCIe 3.0 (x16))
than for example memory transfer rates in a host system.

C. Memory Technologies
On one side DDR3 / DDR4 RAM, which is used in CPU-

based systems is mostly optimized for a short latency time.
On the other side, GDDR5 memory used in accelerators is
optimized for bandwidth. This is important, as the performance
of accelerators mainly comes from Single Instruction Multiple
Data (SIMD) parallelism, where the same instruction is applied
concurrently to multiple data items. These data items have to
be fed to the functional units in parallel, needing high main
memory bandwidth.

All processors of discussion, including recent GPUs, use
caches to speed up memory accesses. While GPUs currently
have a 2 level cache hierarchy, CPUs use 3 levels of caches
with increasing sizes and latencies. Caches are only useful if
data accesses initiated by the program instructions obey spatial
or temporal locality [20].

IV. PROPOSED MICRO-BENCHMARKS
We propose a set of 8 micro-benchmarks to determine

performance critical parameters in single-node parallel HPC
systems. Each single benchmark tests one specific aspect of
a hardware architecture or parallel runtime system on that
hardware. These aspects are performance critical for certain
application classes. Table I gives an overview of the proposed
set. One or a combination of these parameters are usually the
performance bounds of an application. In real-life application
it is possible, that a combination of these parameters occur
with different factors / weights. It is up to the developer to
use his knowledge of the application to weight these factors
correctly. Nevertheless, if the application is truly dominated
by one of these parameters the developer has an indication
whether an architecture would be suitable for this application.

The presented set of micro-benchmarks was implemented
in C with OpenMP for the use with Intel Procesors (including
KNC). However, the OpenMP implementation could also be
used for further architectures, like Power 8, ARM, or AMD
Processors. Moreover, widely used C compilers like the Intel
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icc or the GNU gcc support this programming approach. Re-
cently the GNU gcc added support for OpenMP 4.0 constructs,
which makes it possible to address future Intel Xeon Phi pro-
cessors. For the usage with Nvidia accelerators the commonly
used CUDA programming approach was chosen, as this is
the programming model delivering the best performance on
these GPUs. Porting the CUDA implementation for example
to OpenCL should be straightforward as both programming
platforms have similar concepts.

A. Memory Performance
Memory accesses are often the main performance bottle-

neck in applications. An example for that is an iterative solver
working on large sparse matrices [2] or graph processing [21].
Memory performance itself is mainly influenced by memory
latency and memory bandwidth as the key performance param-
eters. An indicator for a latency bound application are many
accesses to different small data items (that are not cached).
An indicator for a bandwidth bound application is a program
(kernel) with low computational density, i.e., the ratio of the
number of operations performed on data compared to the
number of bytes ,which need to be transferred for that data, is
low.

1) Memory Read Latency: Read latency can be determined
by single threaded pointer chasing, i.e., a repeated read oper-
ation of type ptr = *ptr with a properly setup pointer table.
If all accessed addresses are within an address space of size S
(without associativity collisions in the cache) and S is smaller
than a cache size then all accesses can be stored in this cache.

2) Memory Bandwidth: To measure main memory band-
width the Stream benchmark [22] is commonly used. We
adapted this freely available benchmark for the Xeon Phi using
the OpenMP target construct [11] and for graphic processors
using CUDA programming constructs [23].

B. Synchronization Performance
Synchronization between execution units (threads, pro-

cesses, etc.) at certain points during the program execution
is necessary to ensure parallel program correctness. However,
synchronization is often a very performance critical operation
[24], because serialization, e.g., atomic updates, or overall
agreement, e.g., barrier between the execution units, is nec-
essary. Moreover, reduction operations are another important
and performance critical type of synchronization in real life
applications.

1) Atomic Updates: In our atomic update benchmark all
participating threads perform an atomic increment operation
on a single scalar shared integer variable in parallel. As a side
note, this operation also modifies the variable. Consequently,
the coherence protocol initiates a cache line invalidation /
update in a cache coherent multi-cache based system. The
atomic increment operation is repeated several times during
the benchmark by each thread.

2) Barrier: In the barrier benchmark, a barrier operation
is carried out repeatedly. For multiprocessors the benchmark
uses an OpenMP barrier pragma inside a parallel region.
For the Xeon Phi, this is surrounded by a target region.
The CUDA execution model [23] does not support a barrier
synchronization as such, because this would violate the basic
concept of warp independence. In CUDA, a program with
global steps is implemented using a sequence of multiple
kernels. Therefore, the kernel launch time (with an empty
kernel) with the following synchronization to wait for the

kernel finalization is the closest adequate comparison to a
barrier.

3) Reduction: In the reduction benchmark, a vector with
n elements of type double is reduced to one double value
summing up all vector elements. For a reduction partial sums
must be summed up in a synchronized way, which is additional
work compared to a sequential implementation and needs some
serialization between parallel entities. The program for the
multiprocessors uses the OpenMP reduction clause in a parallel
for-loop. On multiprocessors systems the vector is initialized in
parallel, so that parts of the vector are split over different Non-
Uniform memory Access [20] (NUMA) nodes in a NUMA
system. It should be pointed out that such a distribution is
done internally by the operating system. As CUDA does not
provide reduction operations itself, the open source (CUDA-
based) Thrust library [25] of Nvidia is used for this benchmark
on the GPU systems.

C. Communication Performance
In the communication benchmark, we measured the transfer

rate of a certain amount of data between a host and an
accelerator device over PCI Express. This measurement is
carried out for both directions (to and from the accelerator).

D. Programming Kernels
For many scientific application fields linear algebra oper-

ations are building blocks and often belong to the most time
consuming parts of a program. Dependend on the problem
origin, dense or sparse matrices are used. The following two
evaluation benchmarks cover both matrix types and also stress
different parts of a system (these are both performance limiting
for many applications also outside linear algebra).

1) Compute bound application kernel: For dense matrix
multiply, with a high computational density, many techniques
are known (and applied inside optimized library functions),
which allow to run this operation near the peak floating point
performance. Consequently, if done the right way, dense matrix
multiply evaluates in essence the floating point performance
of a core / processor / multiprocessor system. This operation
is well examined and implemented efficiently in the BLAS
library [26] and vendor optimized libraries, like the Intel MKL
[27] and Nvidia cuBLAS [28].

2) Memory bound application kernel: On the other side, a
sparse matrix multiplied with a dense vector (SPMV) stresses
almost only the memory system, as it has a low computational
density. The operation is available for multiple storage formats
[2] and is, at least for larger matrices, memory bandwidth
limited and not compute bound. SPMV is also available in
the vendor optimized libraries Intel MKL [27] and Nvidia
cuSPARSE [29], both with a small selection of supported
storage formats. The CSR format [2] is a general format with
good/reasonable performance characteristics for many sparse
matrices on CPU based systems. The ELL format is, for
appropriate matrices (a small and ideally constant number of
non-zero elements per row), a favorable storage format on
GPUs [30]. It should be pointed out, that in this benchmark
we are not interested in the best possible performance for a
specific matrix. We rather want to relate the performance of
different systems for this type of operation in a more general
way.
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TABLE II. SELECTED HARDWARE PARAMETERS OF THE SYSTEMS USED.

Parameter Processor Systems Accelerator Systems
Architecture SB IB HW KNC M2050 (Fermi) K20 (Kepler) K80 (2×Kepler)
Clock [GHz] (with TurboBoost) 2.6 (3.3) 2.7 (3.5) 2.6 (3.6) 1.053 1.15 0.706 0.560 (0.875)
Peak double prec. perf.1[GFlops]; 1 proc. 20.8 21.6 33.17 16.8 - - -
Peak double prec. perf.1[GFlops]; all proc. 332.8 518.4 929 1010.8 515 1170 2× 935
Theor. memory bandwidth [GB/s]2 102.4 119.4 136 320 148 208 2×240
Main memory size [GB] 128 256 128 8 3 5 2×12
Degree of parallelism 3 32 48 56 240 448 2496 2×2496
1 In relation to baseclock
2 ECC off for accelerators
3 Including hyperthreads

V. EXPERIMENTAL SETUP
In this section, we specify our parallel system test envi-

ronment where the benchmarks were applied. Additionally,
we discuss parameter settings of the benchmarks, because
performance can be a parameterized function, e.g., dependent
on the number of used threads or data items.

A. Test Environment
The used systems include the last generations of Intel

server processors and for accelerators the Intel Xeon Phi KNC
as a many-core architecture, as well as three recent Nvidia
GPU architectures. These include the most actual systems in
each class. The tested accelerators use PCIe 2 (x16) for KNC,
M2050 and K20and PCIe 3 (x16) for K80. The new Nvidia
K80 consists of two Kepler GPUs, which work as two single
devices and have to be programmed seperately. Only one of
the GPUs was used to perform the benchmarks. Otherwise this
would have to be viewed as a multi-GPU setup and would not
be comparable to the other acceelerators. Table II summarizes
key hardware parameters of the systems used. The CPU based
systems are all 2-way multiprocessor systems.

B. Test Parameters
The benchmark tests were executed with the following

parameter settings:

• Memory latency: Variable size of the pointer table
with a single threaded run.

• Memory bandwidth: Fixed large vector size of
STREAM_ARRAY_SIZE=40000000 and a repeat factor of
NTIMES=1000.

• Atomic update: Variable number of threads according
to the systems used.

• Barrier: Variable number of threads according to the
systems used.

• Reduction: Variable vector size with a full parallel run.

• Communication: Variable size of the transferred data.

• DGEMM: Variable matrix size with a full parallel run.

• SPMV: Fixed test matrix according to the SPE10
problem [31], SPMV implementation of MKL and
cuSPARSE, CSR and/or ELL format (dependent on
the library).

VI. RESULTS

In this section, we discuss the main results and concentrate
on the interesting aspects. When performance data is plotted as
a function of the number of threads, it is meant as number of
thread blocks for GPUs, because the usage model for graphic
processors differs from a multiprocessor system. On GPUs
usually all stream processors of such a processor are used
(with even much more concurrency in the application to hide
latencies) instead of specifying the exact number of threads.

Figure 1 shows the results for the memory latency, with
an access stride of 256 byte, in absolute times. Figures 2
shows these results in cycles relative to the respective base
CPU/GPU clock. For all systems, levels of the same latency
(induced by cache sizes of the different cache levels) and the
huge difference to a main memory access (the last step to the
right) are clearly visible. If only absolute times are considered,
as expected, one can see that all accelarators have higher
latency than the processor architectures and that the GPU
based Nvidia accelerators are slower than a CPU based KNC.
Moreover, there seems to be hardly any improvement between
GPU generations. But, if relative latencies are considered, one
can see that the GPUs improve over the generations quite
significantly, as the base clock is much lower. Related to
relative cycles, the newest K80 outperforms the KNC and gets
even close to the CPUs in access to global/main memory. So,
read latency seems to be limited by the lower base clock on the
K80. Looking at the different cache levels, the measurements
on the M2050 and K80 GPUs show three different levels in
access time which can be explained by the L1/L2 caches and
accesses to the main memory. On the K20 only two levels of
similar access times are visible. This is induced by different
versions of the the Kepler architecture. The K20 does not cache
global memory accesses in the L1 cache, but this is done in
the newer generation K80. On the CPU based systems one
can see the smaller L1 and L2 caches, then the larger L3
cache and at last seen in a fourth step the access to the main
memory. Access to the L1, L2, L3 caches is very fast, for L1
and L2 even on KNC. Altogether the processor systems still
outperform the accelerators in latency time, although newer
accelerator generations have improved. Therefore applications
that are already latency bound have a severe problem on
accelerator systems if they cannot hide this latency, e.g. by
allowing multiple read requests to be open at the same time.

The memory bandwidth performance is shown in Figure 3.
For the processor systems the default thread scheduling was
used here, with variable numbers of threads. For graphic pro-
cessors the usage model is different to a multiprocessor system,
because usually all stream processors of such a processor are
used instead of specifying the exact number of threads. The
performance number(s) for GPUs are therefore given as a
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Figure 1. Memory latency results (absolute time).
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Figure 2. Memory latency results (relative cycles).

dashed line (for all stream processors used). In contrast to
the results on latency, the accelerators perform better than the
CPU systems. It is noteable that the KNC shows relativly bad
performance here. Its bandwidth is comparable to the Haswell
CPUs and the older Nvidia Fermi GPUs. Moreover the KNC
is not able to reach its theoretical bandwidth at all, though it
has the highest theoretical bandwidth of all tested systems. All
processor systems almost reach their theoretical bandwith.

Thread mapping / binding can be an important aspect
reaching good performance. A thread mapping defines how
application threads are mapped to hardware threads, e.g.,
processors sockets, cores in a multi-core CPU, or hardware
threads in a hyperthreaded core. Basic mapping strategies
are to keep threads as close as possible in the hardware
(compact; e.g., to exploit data locality between threads) or
to spread as wide as possible (scattered; e.g., to exploit as
much memory bandwidth as possible). Figure 4 shows the
bandwidth test for the KNC with different thread mapping
in OpenMP. A significant difference can be observed when
different thread mappings are used. If the compact thread
mapping is used (same as in Figure 4) bandwith increases
steadily with increasing number of threads. The performance
drop with the last four threads occurs, because at this point
the last core with its four hardware threads is used in the
application, but that performs a busy waiting for operating
system tasks (communication with the host system). When
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Figure 3. Memory bandwidth results.
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Figure 4. Memory bandwidth results on KNC, different thread mapping.

scattered thread mapping is used, the impact of the four
hardware threads can be seen. The performance increases until
all cores are evenly utilized (one thread per core), then as soon
as one core gets a second thread the performance drops and
increases again steadily. Moreover, again the impact of the
operating system core can be seen when all available threads
of the KNC are used. Different to the KNC, changing the
thread mapping for processor systems showed no difference at
all for the benchmark.

Figure 5 shows the performance results for the atomic oper-
ation on the different systems. On the multiprocessors systems
and KNC time increases linearly, proportional to the number of
(competing) threads in use. Because the performance numbers
show the normalized time for one operation, there is an
increase in time per operation with the number of threads.
This can be explained with the coherence and synchronization
protocol, which is run by the processors / cores to ensure
coherence and atomicity of such an operation. With more
threads involved, the overhead increases [21]. For all three
GPU systems the time is constant, which can be explained
by the use of the unified L2 cache and the weak memory
model without memory coherence. Moreover the performance
improvement for atomic operations from Fermi (M2050) to
Kepler (K20, K80) is clearly visible in this figure. For the
KNC with compact thread mapping quite large fluctuations
can be observed (note the logscale of the plot).
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Figure 6. Atomic update results on KNC, different thread mapping.

Figure 6 shows the atomic benchmark for KNC with
different thread mappings. When scattered and balanced thread
mapping is used the fluctuations become smaller, but still the
changes of the performance with increasing number of thread
is quite unsteady. An explanation for this could be the ring bus
of the KNC. The cache of all cores in the KNC have to be
kept coherent via this ringbus. Moreover, from the time when
one core is popuated with all four hardware threads, time for
an atomic update increases significantly. Again, changing the
thread mapping for processor systems showed no difference at
all for the benchmark.

Figure 7 illustrates performance results of the barrier test.
The barrier synchronization on the Xeon Phi shows a similar
behavior as on the multiprocessor systems. For the Nvidia
accelerators the number of threads in the figure represents the
number of used thread blocks (with 1024 threads per block).
The figure shows that the kernel launch time is nearly constant
and equal for M2050, K20 and K80. Further it does not depend
on the number of blocks. Moreover, changing the thread map-
ping showed no significant differences on the multiprocessor
systems. The impact of different thread mapping for the KNC
can be seen in Figure 8. For balanced and scatter thread
mapping, time increases steadily until all cores are populated
with one thread. Afterwards, when more than one thread runs
on a core, the releveance on the barrier execution time becomes
less important. For compact thread mapping, the number of
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Figure 7. Barrier results.
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Figure 8. Barrier results on KNC, different thread mapping.

used cores increases steadily with the number of threads, so
the time increases steadily, too.

For the reduction test, Figure 9 shows the parallel run time
using all available parallelism on the system with increasing
vector size. The M2050 card was limited by the available
memory size and the largest vector size could not be used on
this system. The GPUs are slower than the multiprocessors
for a smaller number of elements and they are faster than
the multiprocessors for large vectors which follows the usage
model of GPUs.

Figure 10 shows data transfer rates in GB/s from the host
to the attached accelerator and vice versa. The results show
that, for reasonable large data sizes the bus is used efficiently
on all systems (the theoretical data transfer rate of 8 GB/s for
PCIe 2.0 and 16 GB/s for PCIe 3.0 minus protocol overhead).
For the transfer back from the accelerator to the host there
is a performance drop on the M2050 reaching only approx. 5
GB/s instead of nearly 7 GB/s on the other accelerators. The
low bandwidth seems to be a problem with our combination of
host system and accelerator card. The data transfer rates of the
KNC are low, starting at smaller data sizes (e.g. below 2 GB/s
for 80,000 bytes). The difference between host to device and
device to host bandwidth could be due to the Direct Memory
Access (DMA) initiator. When the DMA is initiated from the
CPU it has better performance. Moreover the K80 does not
reach the theoretical limit for the PCIe 3. This could perhaps
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Figure 10. Communication performance results.

be different when both GPUs are utilized.
In Figure 11, performance results for the dense matrix

multiply operation are shown. Here, only the best performance,
over all matrix sizes, is given. As expected the operation has
better performance on the accelerators due to their better raw
floating point performance. It can be seen that on the majority
of the processor systems almost peak performance is reached.
The Haswell processor even shows better performance than
the given theoretical peak performance in Table II (related to
the base clock). This can be explained by the intelligent turbo
boost and temporal overclocking of these processors. Moreover
the Haswell processors are the first processors which reach
(nearly) one Teraflop performance. That makes it comparable
to even recent accelerators. Haswell outperforms the older
Fermi architechture and the KNC, which does not reach its
theoretical performance at all. The Haswell results for matrix
multiply are on nearly the same level as the recent Kepler
architectures and get only beaten by the new K80. The K80
as well shows better performance than its given theoretical
peak performance. Again, this can be explained by the use of
turboboost.

For the SPMV operation shown in Figure 12 only the best
results for a system and a format are given. All GPU systems
perform well, compared to the multiprocessor and Xeon Phi
systems. The K20 performs around 26% faster than the M2050
using ELL format. The low performance improvement of the
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Figure 11. Dense Matrix Multiply results (DGEMM).
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Figure 12. Sparse Matrix Vector Multiply results (SPMV).

K20 can be explained by the fact that the SPMV operation
is memory bound and the memory bandwidth of the K20
is only around 25% higher compared to the M2050. Similar
relations apply for K20 and K80. Surprisingly the KNC shows
the weakest performance in this test although this card has the
highest nominal memory bandwidth of all used systems. The
reason for that was shown in the bandwidth results where the
KNC did only reach half of its peak memory bandwidth.

VII. CONCLUSIONS
This paper introduced a set of benchmarks to determine

important performance parameters of single-node parallel sys-
tems. One or a combination of these parameters are often
performance limitating in parallel applications.

The benchmarks were applied to systems of the same basic
architecture but different processor generations (Intel Haswell
/ Ivy Brige / Sandy Bridge) as well as to different architectures
(CPU, two different accelerator architectures).

It was shown that some parameters (e.g., the memory
related ones) show fairly different performance characteristics
between the systems qualifying or disqualifying a system for
certain application classes. In contrast, all systems showed a
rather similar behavior for compute-dense problems reaching
near-peak floating point performance that is quite comparable
between accelerators and latest generation processors. Due to
design decisions in the processor architecture graphic proces-
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sors show a remarkable performance on some synchronization
operations, operations that often limit the parallel performance.

In this paper we discussed only single-node parameters.
An extension of this work would be to include cluster archi-
tectures, i.e., multiple-node architectures. Another extension
could be to include multi-accelerator architechtures,e.g., using
both GPUs of the K80. Further investigation would include the
impact of different programming models such as OpenACC or
OpenCL instead of CUDA on a GPU.
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Abstract—Building parallel applications is not a trivial task,
especially when these applications involve different kinds of
evolutionary computation because two different fields have to
be mastered. In order to overcome this problem, we propose
an automatic code generator that automatically creates Java
code for parallel evolutionary algorithms considering four models
of parallelism: master-slave, island, cellular, and hierarchical.
Furthermore, two evolutionary algorithms can be created: genetic
algorithms and evolution strategies. A speedup experiment on a
parallel genetic algorithm showed that good performance can be
achieved using our generator. Moreover, we applied COCOMO
and COCOMO II models in order to demonstrate that the cost
for programming this kind of application can be considerably
reduced in terms of effort, time and people when the generator
is used. According to COCOMO II model, the generator may
save about 6 months using 2 people.

Keywords–Parallel Computing; Evolutionary Computation; Pro-
gramming Effort; Code Generator.

I. INTRODUCTION

The popularity of multicore computers has increased the
importance of building parallel applications. In fact, nowadays
even cell phones take the benefits from parallel computing
using multi-core architectures. Despite so, the parallel com-
puting creates new challenges to programmers such as syn-
chronization and the proper exploration of parallel algorithms.
In addition, the lack of experience in developing parallel
applications might impact directly in the software productivity,
increasing significantly the effort on programming this kind of
software.

One of many fields that can obtain advantages from parallel
computing is the evolutionary computation. Doing so, we can
combine the high performance environment provided by paral-
lel architectures with the ability of solving complex problems
using Evolutionary Algorithms (EA). Actually, making EAs
faster by using parallel implementations has been one of the
most promising choices in the area [1].

Evolutionary algorithms are search algorithms based on
natural evolution [2]. They can be parallelized by using dif-
ferent models resulting in Parallel Evolutionary Algorithms
(PEA). Even though other classifications might exist, they have
been separated in four main categories: master-slave, island,
cellular and hierarchical. In master-slave, there is a single
population and the evaluation of fitness is distributed through

the slaves. An island EA consists of two or more independent
populations with occasional migration of individuals between
sub-populations. In the cellular model, a predefined structure
is held, such as a grid in a 2D case, then genetic operators
are limited to a small neighborhood. Finally, the hierarchical
model, also known as hybrid model, is a mix between island
and either master-slave or cellular.

As we can see, each model introduces new complexities
in developing a PEA, consequently increasing the effort of
programming a parallel system based on EA. In this context,
we built a tool called Java Parallel Evolutionary Algorithm
Generator (JPEAG) which can generate both Parallel Genetic
Algorithms (PGAs) and Parallel Evolution Strategies (PESs) in
the four parallel models aforementioned. Moreover, from the
user perspective, we show how much effort this tool can save.
In order to do so, we applied two popular algorithm approaches
named Constructive Cost Model (COCOMO) and COCOMO
II [3], calculating metrics such as effort (people/month), time
(months) and people.

To best of our knowledge, there are no other works
which generate code for PAEs in a complete automatic way.
There are some efforts toward creating parallel code such
as the following authors: Passini [4], Hawick [5] and Ro-
drigues [6]; however, these works are based on general aspects
of parallelization (synchronization and communication) where
the programmer has to implement both his application and
the PEA manually. Further, they do not show metrics for
quantifying how much effort is saved. Also, our proposal is
different from a framework because JPEAG can provide the
programmers a entire runnable code. In terms of metric for
measuring programming effort, COCOMO and COCOMO II
have been used in many works such as [7], [8] and [9], for
example. Furthermore, COCOMO II has been the bottom line
for many researches whose aim is to improve the quality of
the effort measurements such as [10][11][12].

For this sake, our paper is divided as follows: Section II
introduces basic concepts on evolutionary algorithms, how
JPEAG was built, how templates are used to produce the code,
and how design patterns are presented in the generated code;
Section III shows how COCOMO and COCOMO II compute
and assess effort, time and people; Section IV presents the
results considering the development of all PEAs; finally, Sec-
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tion V draws the conclusions of this work.

II. THE CODE GENERATOR

A. Evolutionary Algorithms
Basically, an evolutionary algorithm processes a population

of individuals or solutions in a particular search space. All
movements along the search space are done through genetic
operators on either many iterations or until reaching some other
stop criteria such as: there is no more evolution within the
population; the algorithm reaches the known optimal; or, the
solution is sufficiently close to the optimum considering an
small error (commonly the error is 1× 10−6). Figure 1 shows
a basic structure of an EA.

Figure 1. Basic structure of a EA

In the first step, the population is initialized at random
normally using a uniform distribution. Then the population is
evaluated in order to determine how each individual fits to
the problem. The better the fitness, the stronger the individual
within the population, thus might be higher the probability of
an individual to be selected to undergo a genetic operators
and, consequently, to go to the next iteration (generation). In
fact, who goes to the next iteration depends on which kind of
EA is being run. When the stop criteria is reached the final
population containing the best solution is presented.

Typically, the genetic operators are selection, crossover
and mutation. Selection is the process of choosing individuals
to undergo a genetic operators or to go to next generation.
Parents exchange information (genes) between themselves
in order to create one or more offspring, in the crossover
operator. Ideally, when two strong individuals exchange genes,
in theory, the offspring is stronger than its parents [13], thus,
strong individuals tend to spread its genes to next generations.
On the other hand, this behavior can lead to a premature
convergence of the solution because the population can end
up trapped into a local optima. The mutation operator has
the purpose of avoiding the premature convergence applying
some modifications to one or more genes. In other words,
the process of using genetic operators tends to improve the
solution’s quality as new generations carry on [14]. Taking
those operators (crossover and mutation) into account, we can
notice that several EAs share similar features. For instance, ge-
netic algorithms and evolutionary strategies may use all those

genetic operations. However, the sequence that these operators
are used is different. Evolutionary strategy applies firstly the
genetic operators then it uses the selection operator, whereas
genetic algorithms select the individuals and afterward perform
genetic operators. In addition, the individual representation can
be different between EAs. For instance, evolutionary strategies
need two vectors for representing an individual instead of only
one of genetic algorithms. Details about these EAs can be seen
in Herrara [13], Michalewicz [14] and Cortes [15].

B. Parallel Evolutionary Algorithms (PEA)
The main idea behind the parallel computing is to divide

a problem into smaller pieces and solve them using differ-
ent processing units. In this particular case, EAs are good
candidates to be parallelized because they have an intrinsic
parallelism [16], which can be explored in many different ways
such as: to find out distinct solutions for the same problem, to
explore several points in the search space at the same time,
to distribute the evaluation function between two or more
processors/threads, and to reduce the computation time to get
a solution [26].

Regardless what it is being parallelized into an EAs, as
previously mentioned, there are four basic models to explore
the parallelism of EAs: master-slave, cellular, island and hi-
erarchical. Different names might be used for these models;
however, their characteristics remain the same.

Concerning the master-slave model, a PEA maintains a
population in a master processor that delegates the function
evaluation or the applications of genetic operators to slaves.
Commonly, the parallelization is done distributing only the
evaluation function among the available slaves. In the cellular
model, all processors work on the same population, where each
individual is placed into a grid, thereby genetic operators can
be done only with their neighborhood in the grid. Independent
populations are processed at the same time in the island model,
introducing the concept of migration, where one or more
individuals can be frequently exchanged between populations.
This model also introduces new parameters such as the number
of individuals being exchanged, how frequent the migration
has to be done and the island topology which represents
how islands can communicate each other. Researches such
as Cantú-Paz [1] and Sakuray [18] indicate that the proper
migration process contributes in the population diversity and
enhance the quality of solutions. The cellular multi-individual
is a hierarchical approach where each cell can contain two or
more individuals, therefore being a combination between both
cellular and island model.

In any parallel model, all communication between proces-
sor can be either synchronous or asynchronous. In the first
one, if a processor wants to communicate with one or more
processors, it has to wait until all of them be ready. On the
other hand, in the asynchronous communication, the execution
and the communication do not depend on the other processors,
i.e., if a processor wants to communicate with another one it
sends the information and continues with its own execution.
In our implementation of JPEAG, all communications are
synchronous.

C. The Code Generator
Code generation can be defined as the technique in which

we write programs that create another programs. According to
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Herrington [19], creating code presents many benefits such as:

• Agile software development code generators go to-
ward completion faster than a hand-made code, reduc-
ing the cost of development as well.

• Consistency code generators might maintain the stan-
dard in both design patterns and code conventions,
avoiding breaches introduced by programmers.

• One point for gathering knowledge a change made in
a definition file can be propagated to all files created
previously, whereas programmers have to do so file-
by-file in a hand-made process.

There are some strategies in order to implement a code
generator. We are focused on templates which represent a
predefined piece of software, i.e., an unfinished code that may
be completed using variables [20]. In other words, a software
replaces some elements presented in a template file [21], where
the substitution has to be performed by a template processor
considering a set of inputs.

The approach based on templates was chosen because a
significant amount of code for GAs and ESs are similar. More-
over, we also noticed some similar characteristics in parallel
models, especially in the island and master-slave models. Thus,
when these similarities were identified we could write the
templates containing the common parts. In this context, the
template approach allows to modify any part of the generated
code changing only the proper template, therefore, becoming
easier the software maintainability.

Figure 2 shows how components communicate each other
in JPEAG. Its operation is described as follows: the interface is
a web-based interface where users can configure all features of
the PEAs, including the evaluation function (the programmer
has to provide the evaluation function in terms of Java code);
when all parameters are set, the user sends it to the core, which
is responsible for selecting the proper template in the templates
data base and use it to create the parallel EA code. The use
of templates permit to create PEAs in different languages
without the necessity of changing the application code; then,
the parallel code is packed into a zip file and sent it back to
the user via download because is a web-based application.

Figure 2. Code Generator Architecture

It is important to mention that the templates are processed
by a framework called Apache Velocity [22], which imple-
ments an engine for template processing and defines a Velocity
Template Language (VTL) for creating it. The main advantage
of the Apache Velocity is to provide methods for processing
templates and creating code for any textual language. Taking
this into account, our templates are Java code mixed with VLT,

where VLT instructions indicate where the JPEAG has to fill
up the code according to the parameters previously defined in
the graphic interface.

Figure 3 shows an example of a VLT code, where directives
start with the character “#” and are executed when the template
is processed.

Figure 3. Example of VLT code

The #if directive in the aforementioned example means that
this part of code will be processed only if the user chose the is-
land model. Variables begin with the character “$” and will be
filled up according to the configuration done by the user in the
graphic interface. As a result, the user will receive a pure Java
code such as “GAIslandea = newGAIsland(4, 5, 10);”,
where the parameters in this particular example are the num-
ber of islands (4), the migration rate (5) and the migration
frequency (10).

D. Design Patterns on PEA
The code received by the user via download as explained

in the previous section, is built using design patterns that play
an important role in the reuse of software because it tends
to impact in programmer productivity, specially due to the
similarity between operators in evolutionary algorithms. In our
case, the code produced by the generator contains mainly two
design patterns: strategy and observer.

The strategy pattern defines a group of algorithms en-
capsulating them by means of interfaces, allowing variations
regardless it uses in the clients. This pattern is used, for
instance, to hide the implementation of genetic operators and
to assure that any changes in the operators do not affect other
parts of the code [23]. Further, this pattern permits that genetic
operators may be used in other kinds of EAs, for instance,
in creating parallel hybrid algorithms. The stop criteria was
implemented by using the strategy pattern in this work, as
well.

The observer pattern defines a 1 − to − n relationship
between objects. This relationship consists of one object being
observed by many other ones with low coupling. When an
observed object has its status modified all observers receive
a notification being automatically updated [23]. This pattern
is used for synchronization purposes between objects. Being
specific, a process receives information about other processes,
thus it can decide whether it have to wait for other processes,
in case of migration for example, or carry on with its own
execution.

Figure 4 presents a model with an example of the master-
slave model for a parallel genetic algorithm, where we can
see clearly how the observer interface is implemented by
the ParallelismMonitor class, consequently controlling the
communication between islands, while the strategy pattern
interfaces are used to control the genetic operators and the
stop criteria (classes which implement the pattern are omitted
due to the lack of space).
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Figure 4. Master-Slave Patterns

III. COMPUTING PROGRAMMING EFFORT

A. COCOMO
COCOMO is a regression-based model used to estimate

the programming effort in a software development project. The
model can be divided into three sub-models: basic, interme-
diary and advanced. The basic one is presented in (1), where
PM means Person/month (effort), A is a calibration factor,
KLOC represents the number of lines of code (in terms of
1000 lines or K) and B is a scale factor.

PM = A× (KLOC)B (1)

time = C × PMD (2)

p =
PM

time
(3)

Also, the basic model can compute the required time for
developing the software in months (2) and the number of
required people (3) as well, where C and D are constants.
The constants A, B, C, and D, which are originally from the
model, can be seen in Table I, where Project indicates the
following features: (i) Organic is a project involving a small
team with good experience and less than rigid requirements;
(ii) Semi-detached is a project with a medium team with mixed
experiences and a combination of rigid and less than rigid
requirements; (iii) Embedded involves a set of tight constraints,
being a combination of the organic and semi-detached project.

TABLE I. CONSTANTS FOR COCOMO - BASIC

Project A B C D
Organic 2.4 1.05 2.5 0.38

Semi-detached 3.0 1.12 2.5 0.35
Embedded 3.6 1.20 2.5 0.32

The intermediary model is similar to the basic one; how-
ever, it considers a multiplier effort (ME) as we can see in
(4), where n ∈ [1, 15] according to 15 different multipliers. In
fact, ME is the product of all efforts that might be involved in
the project.

PM = A× (KLOC)B ×
n∏

i=1

(MEi) (4)

Basically, what we do with the ME is multiply all of it
according to the levels we have in the team. Which one we

use depends on the requirement we have in the project. For
example, a project might demand a high level of programming
capability and a very high level of analyst capability. So, in
this particular case the ME is computed as follows: ME =
0.86 × 0.71 = 0.6106. All values in ME are predefined and
can be seen in [24] and [25]. On the other hand, the constants
A and B are different for the intermediary model as shown in
Table II, while C and D remain the same from Table I.

TABLE II. CONSTANTS FOR COCOMO - INTERMEDIARY

Project A B
Organic 3.2 1.05

Semi-detached 3.0 1.12
Embedded 2.8 1.50

The advanced model is similar to the intermediary, however
the calculation is done on each step of development, being
adequate only for big projects.

B. COCOMO II
The main differences between COCOMO and COCOMO

II are: (i) the first one uses 15 multiply efforts, whereas the
last one uses 17 [27]; and, (ii) B can be computed based on a
Scale Factor (SF ) as presented in (5), where β is a constant
equals to 0.91 as suggested in [24] and i varies from 1 to 5
according to predefined SF s. All these values can be obtained
from COCOMO II manual and in [24].

B = β + 0.01×
5∑

i=1

SFi (5)

IV. RESULTS

A. Speedup
In order to demonstrate that the software is usable and

performs in parallel, we present an experiment based on the
Griewank function [28], which is shown in (6), where xi
belongs to the range [-600,600] and n is equal 30, representing
an individual with 30 real-coded genes.

f(x) =

n∑
i=1

x2i
4000

−
n∏

i=1

cos(
xi√
i
) (6)

The experiment was conducted in an Intel i5 2.3 Ghz,
4GB of RAM with two physical cores and hyper threading
(4 logical cores), using Ubuntu Linux, JDK 1.7.04. A Parallel
Genetic Algorithm was built using the following configuration:
selection operator is tournament; tournament size equals 10;
heuristic crossover operator; probability of crossover equals
to 0.8; uniform mutation; probability of mutation equals to
0.01; population size sets to 360; stop criteria equals to 2000
iterations. For the island model parameters are: migration rate
sets to 5; migration frequency equals to 200 iterations; and
topology is ring. We did not generate a cellular PEA because
we did not have the proper architecture for its execution. The
speedup is computed by Sp = Ts

Tp
where Ts represents the

time for running the code in 1 thread and Tp is the required
time for executing in p threads. This metric is known as weak
speedup and was proposed by Alba [26] because the code is
exactly the same regardless the number of threads.
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Table III presents the speedup and the efficiency achieved
by the Parallel Genetic Algorithm where we can observe that
the island model got the best speedup being close to the ideal
one. In terms of efficiency, the best one is reached using 2
threads as expected because the overhead caused by the parallel
synchronization is smaller.

TABLE III. SPEEDUP AND EFFICIENCY ACHIEVED BY A GA

Master-Slave
Threads Time(ms) Speedup Efficiency

1 3071.774 - -
2 2318.774 1.325 66.237
3 2158.129 1.423 47.445
4 2152.774 1.427 35.6728

Island
Threads Time(ms) Speedup Efficiency

1 2939.935 - -
2 1516.29 1.939 96.945
3 1069.871 2.748 91.598
4 866.484 3.393 84.824

Hierarchical
Threads Time(ms) Speedup Efficiency

1 2940.42 - -
2 1554.87 1.891 94.555
3 1101.58 2.67 88.975
4 942.29 3.12 78.01

B. COCOMO
The first result regards COCOMO basic considering the

development of all possible outputs, i.e., all parallel models
and evolutionary algorithms summing up 5507 lines, can be
seen in Table IV.

TABLE IV. NUMBER OF LINES OF CODE (LOC) PER MODEL AND
ALGORITHM

Parallel Model/Algorithm GA EE
Master-Slave 602 589
Island 859 848
Cell 635 641
Cell Multi-Individual 675 658
Sub-Total 2771 2736
Total 5507

Taking into account that the project is organic and using
(1), (2) and (3), we can estimate the following results: MP =
14.37 (effort), time = 6.9 months, p = 2.1. In other words,
developing all available models and algorithms would require
15 people/month of effort, 7 months of time and 3 people
according to COCOMO basic model.

In the intermediary model, the following multiplication
effort are considered as essential for developing all parallel
models and evolutionary algorithms: RELY, CPLX, ACAP,
AEXP, PCAP, LEXP, MODP and SCED [25]. Then, using
the predefined values (4), and also taking into account the
non-defined values as nominal inputs, we can calculate the
values presented in Table V for different levels. For instance,
considering parameter as very low level, a project would take
46.8 people/month, 11 months and 5 people to complete,
whereas considering the level as very high those values are
reduced to 13 people/month, 7 months and 2 people.

C. COCOMO II
In COCOMO II, we considered the following efforts:

RELY, CPLX, RUSE, PVOL, ACAP, PCAP, AEXP, PLEX,

TABLE V. COMPUTING THE EFFORT FOR THE COCOMO
INTERMEDIARY MODEL

Very Low Low Nominal High Very High
Total ME 2.4 1.5 1.0 0.8 0.7
PM 46.8 28.7 19.2 15.3 12.8
Time 10.8 8.9 7.7 7.1 6.6
p 4.3 3.2 2.5 2.2 1.9

LTEX, TOOL and SCED [24]. Further, we also considered all
scale factors for computing B values using (5) as illustrated
by Table VI.

TABLE VI. COMPUTING B AND ME FOR THE COCOMO II
INTERMEDIARY MODEL

Very Low Low Nominal High Very High Extra High
B 1.23 1.16 1.10 1.04 0.97 0.91
ME 2.7 1.5 1.0 0.8 0.6 0.9

Taking into consideration that now we have six different
Bs, we can calculate the table of effort for each one as
presented in Table VII, where we can observe that as we
increase both the level of scale factors and the multiplier
factors, the effort tends to be lower, which is an expected
behavior. It is important to notice that the extra high level
is not completely filled up which causes an increase in the
effort parameters, which is not desirable.

TABLE VII. COMPUTING EFFORT FOR COCOMO II INTERMEDIARY
MODEL PER B

Very Low Low Nominal High Very High Extra High
ME 2.7 1.5 1.0 0.8 0.6 0.9

B = 1.23
PM 71.02 38.05 25.88 20.11 15.90 22.26
Time 12.63 9.96 8.61 7.82 7.15 8.13
p 5.62 3.82 3.01 2.57 2.22 2.74

B = 1.16
PM 63.74 34.15 23.23 18.05 14.27 19.98
Time 12.12 9.56 8.26 7.51 6.87 7.80
p 5.26 3.57 2.81 2.40 2.08 2.56

B = 1.10
PM 57.24 30.67 20.86 16.21 12.82 17.95
Time 11.64 9.18 7.93 7.20 6.59 7.49
p 4.92 3.34 2.63 2.25 1.94 2.40

B = 1.04
PM 51.39 27.54 18.73 14.55 11.51 16.11
Time 11.17 8.81 7.61 6.92 6.33 7.19
p 4.60 3.12 2.46 2.10 1.82 2.24

B = 0.97
PM 46.14 24.72 16.81 13.06 10.33 14.46
Time 10.72 8.46 7.31 6.64 6.07 6.90
p 4.30 2.92 2.30 1.97 1.70 2.10

B = 0.91
PM 41.43 22.19 15.10 11.73 9.28 12.99
Time 10.29 8.12 7.01 6.37 5.83 6.62
p 4.02 2.73 2.15 1.84 1.59 1.96

D. Discussion on Effort
As previously stated, we consider the software as an

organic one, since it does not have a huge amount of lines.
Thus, the result for COCOMO basic may be considered as
an interesting estimation of effort, time and people if the team
has some previous experience in the subjects. These results are
similar to those one given by COCOMO II using a high level
of multiplier efforts which would represents the necessity of
learning the aforementioned subjects.
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In terms of COCOMO II, we can observe that as we
increase the level of the team we also decrease the effort
parameters (people/month, months and pearson), as expected.
Also, it gives a more precise measure due to the use of both
multiplier efforts and scale factors, excepting when the extra
high level is used in Multiplier Efforts (ME) because this
particular level is not fully-filled, producing a little increase
in the parameters. On the other hand, we can notice that
parameters are more susceptible to the scale factors and
multiplier effort making the measures more accurate in the
all levels.

Doing an analysis of the person who developed the system,
we can consider the following multiplier for COCOMO: RELY
= high, CPLX =high, ACAP =high, AEXP =nominal, PCAP
= high, LEXP = high, MODP = =high and SCED =nominal;
and the following one for COCOMO II: RELY = high, CPLX
= high, RUSE = high, PVOL = low, ACAP = high, PCAP =
high, APEX = high, PLEX = high, LTEX = high, TOOL =
high and SCED = Nominal. Either, we considered all scale
factor as being in the maximum level.

TABLE VIII. ANALYSIS OF THE PERSON WHO DEVELOP THE
PARALLEL EVOLUTIONARY ALGORITHMS

COCOMO Basic COCOMO Intermediary COCOMO II (B = 0.91)
ME - 0.76 0.67
PM 14.4 14.6 10.08
time 6.88 6.93 6.02

p 2.09 2.11 1.68

Thus, the results are shown in Table VIII, where COCOMO
II presented a more precise estimation, considering that all
knowledge was acquired during the disciplines in the master
degree.

V. CONCLUSION

This paper presented a software whose main purpose is
to reduce the programming effort when programming parallel
evolutionary algorithms. A speedup test showed that it is
possible to achieve a good speedup using the parallel models.
Moreover, the models COCOMO and COCOMO II were used
in order to support our hypotheses of saving effort. All in
all, the JPEAG can save around one year of the time using 4
people if a low level of knowledge is held, or about 6 months
and 2 people if the programmers has a high level of previous
knowledge.
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Abstract— As multi-agent protocols are getting more and more
complex, analyzing the behavior of such protocols is becoming
increasingly important to ensure that they satisfy agents
objectives and terminate correctly. This paper presents a tool
for automated transformation from multi-agent protocols
written in Lightweight Coordination Calculus language to high
level Colored Petri nets models. This automation constructs a
well-defined mathematical structure model that can be
leveraged to formal analysis multi-agent protocol and used
with the Standard Functional Programming language to
automatically check whether the protocol is understandable
and advantageous to the objectives of agents. The benefits of
our approach consist in the new approach of analysing the
MAS protocol and automatically validate key behavior
properties of the MAS protocol to ensure that the protocol
satisfies agents objectives.  

Keywords- Multi-agent protocol; Colored Petri net;
Automated transformation; Protocol analysis.

I. INTRODUCTION

In a Multi-Agent System (MAS), two or more agents
have to work together to find a final solution and satisfy
their individual goals by exchanging messages following
interaction protocols. An interaction protocol is a set of
rules that direct the communication between several agents
[1]. These protocols constrain the possible sequences of
messages that may occur in agent interactions and describe
how agents should react to messages received during
interactions [2]. There are a finite number of messages in
transmission and reception for each MAS protocol.

The need to understand, study and analyze MAS
protocols properties is growing, as these protocols are
becoming more complex due to the rich behavior introduced
by concurrency, communication, and uncertainty. In fact,
interactions between agents may be affected by different
unexpected factors, for example, unexpected message, loss
of messages or deviation in the message order.

Coloured Petri Nets (CPNs) [3] and CPN Tool [4] have
been widely used to address these challenges. CPNs and
CPN Tools provide a graphical representations and a
mathematical formalism for the description, construction,
execution, formal analyzing, and understanding of
distributed and complex MAS protocols. CPNs ensure that a
property is verified by all possible protocol executions [5].

In this paper, we propose an automatic transformation
from multi-agent protocols written in Lightweight

Coordination Calculus language (LCC) to high level CPNs
models. This automation constructs formal and executable
models of MAS protocols. It is used with the Standard
Functional Programming language (SML is a general-
purpose, modular, functional programming language with
compile-time type checking and type inference [6]) to
automatically validate key behavior properties of the
protocol and to ensure that the protocol satisfies agents 
objectives and terminates correctly. This approach is divided
into three main steps: (1) automated transformation LCC
protocol to CPNs model; (2) construction of state space; (3)
automated comparing of the agent’s objectives properties
and the behavioral properties of the LCC protocol.

The rest of this paper is organized as follows. Section II
gives an overview of the CPNs, and how to use it to model
agent protocol. Section III gives and overview of MAS
protocol language (LCC). Section IV describes our
approaches. Section V describes the automated
transformation from the LCC protocol into an equivalent
CPNs model. Section VI highlights the construction of state
space approaches. Section VII details the verification
approach and Section VIII gives an example of our
approach.

II. CPNS AND USING CPNS TO MODEL MAS PRTOCOLS

CPNs used in a large variety of different areas such as
MAS communication protocols. It provides a framework for
the construction and analyzis of these protocols. A CPN
model of a protocol describes the states of the protocol and
the transitions between these states [3]. A brief
introduction to CPNs is presented in this section.

A. CPNs

The CPN model consists of four elements [7][8]: data,
place, transition, and arc which describe the net structure of
the CPN model. An example of a CPN modelled in the CPN
tool is depicted in Figure 1. This model has:

1) Three colour sets (Topic, Message and Role): A
colour set can be a basic colour set (integer, string, real and
Boolean) or a product of colour sets or a combination of
other colour sets (a declared colour set from already
declared colour sets). Colour sets are used to declare
variables, other colour sets, functions, operations, constants
and a place's inscription. A token is associated with a colour
set and has data values (token colours) attached to it.
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Figure 1. CPNs Model Elements Example

2) Four places (Open, P, claim1 and ChangeRole1): A
place is a location (drawn as ellipse). It is used to hold data
items (tokens). Tokens must match the place type (colour
set). A place is associated with a marking, which indicates
the number of stored tokens and the value (token colours) of
these tokens. The state of the CPN model, at a particular
moment, is represented by the set of markings of all the
places.

3) One transition called SendClaimP: A transition is an
activity, which represents an event and is drawn as a
rectangle. It is used to transform data between places. In
practice, transition receives data from one or more places,
checks its guard condition, executes its associated code
segment, and sends the result to other places. A guard
condition is a Boolean expression enclosed in square
brackets that appears above the transition rectangle. A code
segment is a computer program written in the CPN SML
language (in the CPN Tool) or in the other kinds of
notations, which has a well-defined syntax and semantic.

4) Four arcs: An arc is used to connect a place and a
transition and to specify the data flow (the pre- and post-
condition relation between transitions). An arc is associated
with inscription, which is used to describe how the state of
the modelled system changes. In the CPN Tool, an arc
inscription is an expression that consists of CPN SML
variables, constants and functions.

One of the key features of the CPN is its ability to
construct large models in a hierarchical manner [8] by using
subpages to build superpages. The subpages interact with
each other and with the superpages through a set of
transitions and a set of places. In practice, subpages used to
model individual agent where superpages used to model
communication protocol, which enables the message

exchange among the agents of the protocol and produces a
change of the protocol state.

B. Using CPNs to model MAS prtocols

There are a number of works using CPNs to model MAS
protocols. In some related work, Calderon [9] developed a
tool to transform UML–based systems of two large–scale
UML systems [10] to CPN models (Design/CPN XML file)
[3][8]. But the CPN models generated by the tool are not
ready for analysis. The user needs to perform some manual
work to get an executable CPN model and to be able to
verify the correctness of the generated CPN. Another
difference between our verification tool and Calderon's tool
is that in the Calderons' approach, the dynamic behavior of
the system is analyzing by running the Design/CPN tool
simulator, while in our approach, the dynamic behavior of
the system is analyzing by using state space techniques and
the CPN SML language.

Suriadi's et al. [5] used the CPN Tool to model one case
study of the Privacy Enhancing Protocols (PEPs) called the
Private Information Escrow Bound to Multiple Conditions
Protocol (PIEMCP) manually. Then, this work used the
state space techniques, CPN SML language and session-data
files to model validation and verification of the PIEMCP.
The similarity between our verification approach and
Suriadi's et al. approach [5] is that both use the state space
techniques, CPN SML language and files (the session-data
file in Suriadi's et al. approach and the properties file in our
work). However, the main difference between our
verification approach and this approach is that Suriadi's et
al. approach generates a CPN model from a PIEMCP
system model manually, while our approach generates a
hierarchical CPN model from an LCC protocol by using a
set of transformational rules automatically.

III. AGENT PROTOCOL DEVELOPMENT LANGUAGE

The Lightweight Coordination Calculus (LCC) [11] is a
declarative, process calculus-based, executable specification
language for choreography [12], which is based on logic
programming and is used for specifying the message-
passing behavior of MAS interaction protocols.

A. LCC Syntax

The abstract syntax of an LCC clause [11] is shown in
Table 1. In an LCC framework, each of the N ≥ 2 agents is 
defined with a unique identifier Id and plays a Role. Each
agent, depending on its Role, is assigned an LCC protocol.

An LCC protocol can be recursively defined as a
sequential composition (denoted as then) or choice (denoted
as or) of LCC protocols. In an LCC protocol, agents can
change roles, exchange (receive or send) messages and exit
the dialogue under certain constraints C (null  C). Null
represents an event (a do-nothing event) that does not
involve role changing or message exchanging. A constraint
is defined as a propositional formula specified over terms
connected by or and and operators.
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TABLE I. THE ABSTRACT SYNTAX OF LCC

Meaning

Framework := {Clause,….}

Clause := Agent ::= Dn
Agent := a(Role, Id)

Dn := Agent | Message | null Constraint | Dn then Dn | Dn or Dn
Message := M => Agent | M => Agent Constraint | M <= Agent |

ConstraintM <= Agent
Constraint := Term | Constraint and Constraint | Constraint or Constraint

Role := Term

M := Term
Term:= Constant (Argument,........)

Id Constant | Variable
Constant Character sequence made up of letters or numbers beginning with

a lower case letter
Variable Character sequence made up of letters or numbers beginning with

an upper case character
Argument Term | Constant | Variable

Messages M are the only way to exchange information
between agents. An agent can send a message M to another
agent (M => Agent), and receive a message from another
agent (M <= Agent). There are two types of constraints over
the messages exchanged: pre-condition and post-condition.
Pre-conditions (M => Agent  C) specify the required
conditions for an agent to send a message. Post-conditions
(C M <= Agent) explain the states of the receiver after
receiving a message.

B. LCC Examples

This is the simplest example of a persuasion protocol
between two agents P and O. P and O have arguments for
and against Topic. Agent P sends a claim message Topic
and agent O receives this claim message Topic. A fragment
of LCC protocol for the interchange in this argument is:

a(R1,P)::=
claim(Topic) => a(R2, O)
then a(R3,P).

a(R2,O)::=
claim(Topic) <= a(R1, P)
then a(R4,O).

This is read as: role R1 of agent P sends a claim message
to the role R2 of agent O and role R2 of agent O receives the
claim message from role R1 of agent P. Then P changes its
role to R3 and O changes its role to R4.

IV. AUTOMATED TRANSFORMATION APPROCH

Our automated transformation approach can answer the
following question: Does the LCC MAS interaction
protocol satisfy the agent’s objectives (behavior properties)
and terminates correctly? Three steps are needed to answer
this question:

1) Transforming the LCC prtocol into an equivalent
CPNs model. This step is processed in a fully automatic
way;

2) Constructing the state space from the generated CPNs
model.

3) Comparing the agent’s objectives properties and the
behavioral properties of the LCC protocol using CPN SML

functions. A positive (negative) result indicates that a
specific property is satisfied (unsatisfied).

The following sections discuss the details of each of
these three steps.

V. STEP ONE: AUTOMATED TRANSFORMATION FROM

LCC TO CPNS MODEL

Given the LCC interaction protocol as an input, the
automated tool transforms the LCC protocol into an
equivalent CPNs model using a set of transformational
rules. In our approach, CPN model is described as
CPNXML file. A CPNXML file [13] is an extended markup
language (XML) document that describes the modelling
elements of the CPN model.

We have developed a step-by-step technique that allows
the user to automatically transform an LCC protocol into the
CPNXML file by:

1) Declaring colour sets and functions.
2) Generating a CPN subpage for each LCC role. Each

subpage represents a role behavior .
3) Connecting all the CPN subpages for each indivual

agent by generating one CPN superpage. CPN superpage
describes the interaction between roles, where the messages
that are passed between two roles determine the interaction
between the subpages of the two roles.

In practice, to automate the transformation process from
an LCC protocol into CPNXML file we use 12 LCC-
CPNXML tables (9 tables to generating CPN subpage and 3
tables to generate CPN superpage), where transitions and
places are connected according to a set of transformation
rules. The use of LCC-CPNXML tables makes the
transformation faster and the resulting CPN model can be
executed with data and analyzed, not only by our tool, but
also by other users (using CPN Tool) since CPN has a
comprehensible graphical representation. The following
subsections give more details of the transformation process
from an LCC protocol into CPNXML file.

A. Declaration of Colour Sets and Functions

Many communication between agents will be dialogues,
and will specify more than two roles. In this approach, we
use three different primary types of colour sets: TOPIC,
which is used to model the main dialogue topic; Message,
which is used to model messages arguments and Role,
which is used to model role arguments.

Each agent has a knowledge base KB (private
knowledge) and a commitment store CS (common
knowledge). During the agent interactions, the agents take
turns to send messages. Each agent makes his choice
between possible messages depending on its CS and KB. In
practice, the CS is continuously updated after sending or
receiving each message by either adding to or subtracting
from its argument. For that reason, we defined thirteen
different basic functions, which are used to find, get, add or
subtract an argument from either a CS or KB list. These
functions are written in the CPN SML language [7].
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The CPNXML format of the three types of colour sets
and thirteen functions are saved in the Global Declaration
file called "CPNmainCode". The user does not need to
know about these colour set types or functions unless he/she
needs to define new types or functions. For more
information about how to define new CPN SML colour set
types or functions, please read [4][8].

B. Generation of a CPN Subpage

Nine tables are used to automate the transformation
process from LCC roles into CPN subpages. Space
limitations prevent us from presenting each and every one of
those tables instead we will discuss LCC Message Sending
Statement table, which gives more details of the
transformation process from an LCC message sending
statement into CPNs model. The LCC message sending
code is transformed into a high level CPN model by creating
(as shown in Table II):

1) One new transition where the transition ID = unique
identifier, the transition name= "Send" + Message name,
and guard condition = LCC message Boolean conditions
(line 1 to 7 of Table II);

2) One new place where the place ID = unique
identifier, the place name = message name, place colour set
type = Message and place (port) type= Out (line 8 to 19 of
Table II);

3) One arc (output arc), which is used to connect the
new transition to the new place, where the arc ID = unique
identifier, the arc type= TtoP (output arc), the transition ID
reference = the new transition ID, the place ID reference =
the new place ID, the arc inscription = (Message arguments)
(line 20 to 28 of Table II).

TABLE II. LCC-CPNC+XML TRANSFORMATION TABLE (SEND A

MEESAGE)

TABLE III. LCC-CPNC+XML TRANSFORMATION TABLE (ROLE IN

THE CPN SUPERPAGE)

TABLE IV. LCC-CPNC+XML TRANSFORMATION TABLE (DIAGLOUE

TOIC)

C. Generation of a CPN Superpage

Three tables are used to automate the generation of one
CPN superpage. Each LCC role is transformed into a high-
level Petri net by creating (as shown in Table III):

1) One new substitution transition. (line 1 to 9 of Table
III);

2) One or more arcs (line 10 to 20 of Table III);
3) If this role is the primary role (the first role in the

LCC code, which is responsible for opening the dialogue),
then:

a) Create one new place (line 1 to 12 of Table IV);

b) Create one arc (input arc) (line 13 to 22 of Table
IV).

4) If this role is the agent's primary role, then:

a) Create one new place (line 1 to 12 of Table V);

b) Create one arc (input arc) (line 13 to 23 of Table
Table V).
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TABLE V. LCC-CPNC+XML TRANSFORMATION TABLE (AGENT’S

STARTER ROLE ARGUMENTS)

VI. STEP TWO: CONSTRUCTION OF STATE SPACE

The second step of our approach is to construct from the
CPN model its state space (directed graph, which represents
all possible executions of the CPN model). In the CPN Tool,
state spaces can be constructed by:

1) Using the following CPN SML functions:
CalculateOccGraph( ) and CalculateSccGraph( );

2) Or, using the CPN State Space (SS) tool palette: For
more information about using the state space tools see [14].
In our approach, the user needs to open the CPNXML file
using the CPN Tool and construct the state space in a
manual way using the CPN state space tool palette.

VII. STEP THREE: APPLYING VERIFICATION MODEL

The third step of our approach concerns:
1) The use of CPN Tool to observe and dynamic

simulation and execution of the CPN model of MAS protocl
(this will be done by the user);

2) The full state space analysis by applying a semi-
automated verification model.

The verification model is carried out by checking four
basic properties, which are independent of any dialogue
(protocol) types:

1) Dialogue opening property: to check that the LCC
protocol begins with a proper Starting messge;

2) Termination of a dialogue property: to determine if
the LCC protocol terminates with a proper Termination
message;

3) Turn taking between agents property: to guarantee
that in the LCC protocol the turn-taking switches to the next
agent after the current agent sends a message;

4) Message sequencing property: to check that the LCC
protocol message exchange respects the gent messages
expectation sequence.

In general, to verify each property, we use the following
approach:

1) Create a new text file for each property and use the
property name as the file name;

2) Extract the needed information from the state space
graph and write this information in the property text file;

Figure 2. Property 1 as an SML Function

3) Get the information of a the gent messages
expectation from the protocol expectation property file (this
could be done in a fully automatic way or in a manual way);

4) Call the CPN SML property function, where the
function inputs are the protocol expectation property file
and the LCC protocol state space information (property text
file);

5) Create a new text file (property result file) and write
the CPN SML property function result in the property result
file;

6) Repeat steps 1 to 5 for each property;
7) Present a report to the user indicating which

properties are satisfied and which are unsatisfied.
Space limitations prevent us from presenting each and

every one of those properties instead we will discuss
Property-1 Dialogue Opening.

This property should guarantee that the LCC protocol will
start if, and only if, a proposal agent sends a Starting
message. Figure 2 shows the CPN SML specification of this
property:

1) Line 1: Read the state space graph information from
the Property1 text file and save this information in the state
space informaiton (SS) variable.

2) Line 2: Read the Starting message information of a
prtocol from protocol expectation property file and save this
information in the OpenDialogueMessages variable.

3) Line 3: Call CheckProperty1 function.
4) Line 4: CheckProperty1 function inputs are SS and

OpenDialogueMessages.
5) Line 5: Extract the first message from the SS

(message1)
6) Lines 6 and 7: Compare the first exchanged message

in the state space graph with the Starting message where:

a) compare function is used to compare the first
message;
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b) checkODM variable represents the compare function
result. It is considered true if the first message in the state
space graph is the same as the Starting message.

7) Lines 8 to 11: Check the result of the comparison. A
positive (negative) result indicates that Property 1 is
satisfied (unsatisfied).

8) Line 13: Create a Property1 result file and write the
result of CheckProperty1 in this file.

Our verification method identifies only four basic
properties, which are general properties that may be applied
to several dialogues (protocols). However, if the user needs
to verify different properties, the user needs to specify these
properties and feed them to the generated CPNXML file
manually.

VIII. EXAMPLE

An example of a MAS protocol is a persuasion dialogue
(adapted from [15]), where a dialogue is presented as a
game in which one participant (proponent 'P') attempts to
persuade another participant (opponent 'O') to change their
point of view about a particular topic 'T'. Our
LCC/CPNProtocol Tool gets as input the LCC protocol of a
persuasion dialogue (see Figure 3) and returns the
corresponding CPN models (Space limitations prevent us
from presenting each and every one of CPN models instead
we will illustrate only two CPN models: ClaimSender in
Figure 4 and ClaimReceiver CPN models in Figure 5 ) by
using LCC-CPNXML tables. In practice, by using this tool,
no additional programming is required.

User then can manually construct the state space of the
generated CPN models using the SS tool palette in CPN
Tools (see Figure 6). Then LCC/CPNProtocol Tool:

1) Gets agent’s objectives properties expectation from
user (Figure 7 is an example of this properties where
Starting Locutions file contains one message name claim,
which is used to begin the persuasion dialogue);

2) Automatically comparing the agent’s objectives
properties and the behavioral properties of the LCC protocol
using CPN SML functions. To verify properties the
following actions were performed:

a) Open the CPN model by using the CPN Tool;

b) Select the Evaluates a Text as ML Code(ML!) icon
in the simulation tool palette and apply it to property page
(Figures 8 show the Dialogue opening property page after
applying the ML! to it);

3) Shows the verification result (see Figure 9).

IX. CONCLUSION AND FUTURE WORK

In this paper, we have presented a methodology to
support formal validation of MAS protocol. The main idea
is to automatically transform the LCC protocol into an
equivalent CPN model using a set of transformational rules

and then extracts four behavioral properties (Dialogue
opening property, Termination of a dialogue property, Turn
taking between agents property and Message sequencing
property) of the LCC protocol from the CPN model state
space. These properties can be used to check whether the
protocol satisfies agents objectives and terminates correctly.  

Our further work is targeted at investigating three
questions: Can the user modify the available properties to
suit their specific MAS protocol using our tool? Can our
tool specify new properties in an automated manner? Can
our tool take the new properties information from the user
using a constrained form of natural language?
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Agent P Agent O

a(claimSenderP(KBP,CSP,CSO,T,IDO),IDP) ::=

claim(T) =>
a(claimReceiverO(KBO,CSO, CSP,IDP),IDO)

 addTopicToCS(T,CSP)

then

a(replyToClaimReceiverP(KBP,CSP,CSO,T,IDO), IDP).

a(claimReceiverO(KBO,CSO,CSP,IDP),IDO) ::=

claim(T) <=
a(claimSenderP(KBP,CSP,CSO,T,IDO),IDP)

then

a(replyToClaimSenderO(KBO,CSO,CSP,T,IDP),IDO).

Figure 3. Two rols of LCC Protocol for Persuasion Dialogue

Figure 4. The claimSenderP CPN Subpage

Figure 5. The claimReceiverO CPN Subpage
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Figure 6. The State Space Graph Figure 7. Starting Locutions file

Figure 8. Dialogue Opening Property Page

Figure 9. The Verification Result of the Five Basic Properties
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Abstract— This paper presents a nondestructive method of
brick wall dampness testing in real building structures and a
new method of testing flood embankment dampness. We used
a setup made of specially built laboratory models to determine
the moisture level of test brick walls and flood embankments.
The topological method and the gradient technique were used
with the optimization approach. The finite element method was
used to solve the forward problem. The proposed algorithm
was initialized by using one step methods and topological
sensitivity analysis. We constructed the forward model and we
solved the inverse problem in order to visualize moisture inside
objects. Practical examples of using the Electrical Impedance
Tomography are also presented.

Keywords-image reconstruction; inverse problem; level set
method; finite element method; electrical impedance
tomography.

I. INTRODUCTION

This paper presents a new method examining the flood
embankment dampness and the brick wall dampness using
the electrical impedance tomography [5][9][10]. Numerical
methods of the shape and the topology optimization were
based on the level set methods [2][3][4] and the gradient
methods [15]. The discussed technique can be applied to the
solution of inverse problems in the electrical impedance
tomography. New algorithms to identify unknown
conductivities were implemented. The purpose of the
presented method is to obtain a better image reconstruction
than gradient methods.

One of the major pathologies in historic buildings is the
existence of dampness. Moisture transfer in walls of old
buildings, which are in direct contact with the soil, leads to a
migration of soluble salts responsible for many building
problems. Building porous materials (e.g., brick or concrete),
both natural and manufactured, have pores (like a sponge)
and the moisture can be pulled up against gravity (capillary
effect). Figure 1 shows an example of a damp historical wall.
The dampness raising from the soil is a problem in old
buildings, especially without adequate horizontal and vertical
insulation of foundations. The moisture creates a danger not
only to the walls, but also to human health. It promotes
progress of rheumatic disorders and formation of fungus on

the walls. Fungus can cause allergies and many other
diseases. There are many different drainage systems
(watertight barriers, injection of hydrofuge products, etc.).
Regardless of the method, it is very important to
continuously monitor the status of dampness during the
drying process. In the case of historical buildings of great
cultural importance, the use of destructive measurements is
prohibited by conservation specialists. The traditional
techniques used to deal with this kind of problem proved to
be ineffective, justifying the need to find a new approach [1].

Figure 1. Historical damp wall. Examples of excessively damp brick walls in
historical buildings.

Numerical methods of shape and topology optimization
methods were based on the level set representation and the
shape differentiation and there were topology changes
possible during the optimization process [11][12]. Level set
methods have been applied very successfully in many areas
of the scientific modelling, for example in propagating fronts
and interfaces [6][7][8]. Therefore, they are used to study
shape optimization problems. Instead of using the physically
driven velocity, the level set method typically moves the
surfaces by solving the Hamilton-Jacobi equation (2). These
approaches based on shape sensitivity include the boundary
design of elastic.

In Section II, we present some information about
electrical impedance tomography. Section III discusses
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models of numerical methods. Section IV shows the
numerical results and the paper concludes in Section V.

II. ELECTRICAL IMPEDANCE TOMOGRAPHY

The Electrical Impedance Tomography (EIT) is a
technique of imaging the distribution of conductivity inside
the tested object from measurements of the distribution of
potentials on the object’s surface. In Figure 2, the object is a
brick wall with dampness rising from the ground.

The test results obtained by the nondestructive
impedance tomography method are compared with the
results obtained by numerical simulations. We prepared two
prototype measuring systems. One is a low cost EIT
tomography system containing 16 electrodes for measuring
damp brick wall on one side. The second one is a full EIT
system with 32 electrodes for testing on both sides of a wall.

The forward problem in EIT is described by Laplace’s
equation [9]:

0,)( =∇⋅∇ uγ (1)

where γ denotes conductivity. Symbol u represents

electrical potential.

III. MODELS

Nondestructive methods do not require that samples be
taken from the wall, which is their advantage over the
destructive methods.

Figure 2. Measurement EIT systems with 16 electrodes and 32 electrodes
on the damp brick wall.

Figure 3. Surface electrodes on the damp brick wall.

Among the nondestructive methods, the most popular
are electric and nuclear methods, particularly, the electric
resistance method, the dielectric method, the microwave
method, and the neuronal method [1]. But, in the case of
nondestructive methods, the dampness measuring

instruments must be calibrated in order to determine the
correlation between their indications and the weight
concluded dampness of the tested material. In this paper, the
electrodes can be easily attached to the tested object. The
level set method and the gradient technique were based on
shape and topology optimization to solve the inverse
problem in the electrical impedance tomography. Such task
can be considered as application of the electrical impedance
tomography.

a)

b)

c)

d)

Figure 4. The geometrical laboratory models of the flood embankment: a)
the laboratory model, b) the discretization model, c) the first model of

measurement, d) the second model of measurements.

The object is a brick wall with dampness rising from the
ground in Figure 2. Surface electrodes can be easily
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attached to the wall (see Figure 3) by special conductive
glue. We used an electrical impedance tomography device
with multiplexer to make measurements.

The flood embankment system is given in Figure 4. The
laboratory model (a) presents the measurement system with
multiplexer and 16 electrodes. The discretization model (b)
was based on the finite element method (using to solve the
forward and inverse problem). The first model (c) collects
measurements perpendicularly to the flood embankment. The
second model (d) performs measurements parallel to the
tested object.

IV. NUMERICAL METHODS

Numerical methods of the shape and the topology
optimization were based on the level set representation and
the shape differentiation and were made possible topology
changes during the optimization process.

The motion is seen as the convection of values (levels)

from the function ϕ with the velocity field ν
r

. Such a
process is described by the Hamilton-Jacobi equation [7]:

.0=∇⋅+
∂

∂
φν

φ r

t
(2)

Here, ν
r

is the desired velocity on the interface, and is
arbitrary elsewhere. Actually, only the normal component of

ν
r

is needed ( φφννν ∇∇⋅≡⋅≡ /
rrr

nn
), so (2) becomes:
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Let λ be the adjoint function satisfying [5]: 
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The material derivative )(u x& is given by [5]:
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The steepest descent direction ν
r

is given by:

.λ)u( n
rr

∇⋅∇−=ν (7)

In next step the level set function is updated:

( ) ,1 tu kkkkk ∆∇∇⋅∇−=+ φλφφ (8)

For the minimization problem, iterative coupling of the level
set method and the topological gradient method have been
proposed. Both methods are gradient-type algorithms, and
the coupled approach can be cast into the framework of
alternate directions descent algorithms. One step methods
and topological algorithms were used to solve this problem.

V. RESULTS

The test results were obtained by using the EIDORS
software [14] in Figure 5. We prepared two prototype
measuring systems. The first of them is the EIT tomography
system that contains 16 electrodes for measuring damp brick
wall on one side.

a)

b)

Figure 5. Geometrical model of the investigated dumped wall with (a) 16
and (b) 32 electrodes.

a) b) c)

Figure 6. The image reconstruction by the level set method: (a) the original
objects and the zero contour, (b) the reconstructed object with one side of

the wall, (c) the reconstructed object with both side of the wall.

The latter is a full EIT system with 32 electrodes for
testing on both sides of a wall. Figure 2 shows exemplary
numerical reconstruction of moisture in the damp wall by
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the Gauss Newton one step method. Figure 6 presents the
image reconstruction by the level set method.

LSM : oryginal object
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LSM : 273 iterations
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Figure 7: The image reconstruction - the original objects with the
measurement system, the zero level set function, the reconstructed object.

Surface potential measurements are performed at
different angles of projection whereby the information
needed to determine an approximate distribution of
conductivity inside the object is obtained. In the example
reported below, the conductivity of searched objects is
known. The representation of the boundary shape and its
evolution during an iterative reconstruction process is
achieved by the level set method. The forward problem was
solved by the finite element method. Figure 7 shows the
process of the image reconstruction with the zero level at
initial step is represented by a lot of objects. The picture
shows the original object and the reconstruction after 273
number of iterations. The process of reconstruction seems to
be the correct one, because the region border is located
nearly the real object edges.

VI. CONCLUSION AND FUTURE WORK

A new nondestructive method of the flood embankment
dampness and the brick wall dampness was tested by the
electrical impedance tomography. Numerical methods of the
shape and the topology optimization were based on the
gradient techniques and the level set representation. The
presented methods have been applied very successfully in
many areas of the scientific modelling. These approaches
were based on sensitivity analysis. An efficient algorithm for

solving the forward and inverse problems would also
improve a lot of the numerical performances of the proposed
methods. In modeling of the problem in the electrical
impedance tomography, it is required to identify unknown
conductivities from near-boundary measurements of the
potential. Future work will be based on an implementation of
artificial intelligence algorithms to solve the inverse
problem.
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Abstract—With the advent of high performance computational 
power, processing particularly complex scientific applications 
and voluminous data is more affordable. One of the hot 
parallel processors is general-purpose graphics processing unit 
(GPU), which has been widely adopted to accelerate various 
time-consuming algorithms. This work demonstrates how to 
apply a more condensed data structure and the interblock 
synchronization to efficiently map the serial-monadic dynamic 
programming onto GPUs.  

Keywords-dynamic programming; parallel computing; 
graphics processing unit; CUDA; data dependence. 

I.  INTRODUCTION  
Dynamic programming (DP) is a popular method used to 

solve complex problems. DP can be classified into four 
categories: (1) serial-monadic, (2) non-serial-monadic, (3) 
serial-polyadic, and (4) non-serial-polyadic. Recently, many 
efforts have studied how to map the DP problems onto 
emerging general-purpose graphics processing units (GPUs), 
where nVIDIA has introduced CUDA (Compute Unified 
Device Architecture) to ease the programming on their GPUs 
for various kinds of applications [1]. CUDA is a hardware 
and software coprocessing architecture for parallel 
computing enabling nVIDIA GPUs to execute programs 
written with C, C++, Fortran, OpenCL, and other languages.  

Previously, we have investigated how to optimize the 
mapping of non-serial-polyadic DP problems onto CUDA-
enabled GPUs, where the Optimal Matrix Parenthesization 
(OMP) problem was chosen as our study example. This work 
focused on how to optimize the mapping of serial-monadic 
DP problems onto nVIDIA GPUs and the 0/1 knapsack 
problem is adopted for this study. 

Recently, Boyer and his colleagues proposed a DP 
approach with a compression mechanism to implement the 
0/1 knapsack problem on a CUDA-enabled GPU [2]. The 
primary data structure used in their method, called the item 
selection table, is a 2-dimensional (2D) array and used to 
record if an item is selected or not for each capacity, Ci, 
where 0 < Ci < C and Ci = i, assuming the capacity of the 
knapsack is C. If there are N items in the problem, the 
dimension of the 2D array is N×C. When N and C are both 
large integers, the 2D array requires a large amount of global 
memory space. To address this problem, they used one bit to 
represent if a certain item is selected or not. Next, each 
thread compressed the outcomes of every 32 stages into one 

integer, which is called the row-compression method. 
Furthermore, after analyzing the result values stored in the 
vectors, the row-compressed data, they found a large portion 
to the right hand side on the vector is filled with 1. On the 
other hand, the left hand side is filled with 0. Each thread 
recorded the indices of the boundaries of continuous 1’s and 
0’s in the vector and then used the indices to replace the huge 
number of 1’s and 0s’ on both ends of the vector. In this way, 
the amount of the data to be transferred between the CPU 
and the GPU were reduced significantly. When the problem 
size becomes larger, the compression becomes more 
effective.  

We observed two disadvantages of Boyer’s method. First, 
although the compression method can reduce the amount of 
data transferred between CPU and GPU, if the item selection 
table is one-dimensional (1D) rather than 2D, the data can be 
minimized significantly. Second, the data in the shared 
memory cannot be reused because the Boyer’s method 
invokes the same kernel one time for each stage of the DP 
problem, which can be addressed with the interblock 
synchronization. Based on the above observation, we 
propose a new approach to improve the performance of the 
knapsack problem on CUDA-enabled GPUs. 

The remainder of the paper is organized as follows. 
Section II introduces the main idea of our proposed approach 
and details the key design issues. Section III gives the 
conclusion of our work.  

II. PARALLEL APPROACH 
The main idea of the new approach consists of two 

factors. First, the item selection table is 1D, the dimension is 
1×C. Adopting 1D structure not only can minimize the 
amount of data transferred between CPU and GPU but also 
can be stored in shared memory. Second, the interblock 
synchronization [3] is adopted to reuse the 1D item selection 
table in shared memory. 

Although the 1D item selection table requires less 
memory space and can be fit into high-speed shared memory, 
the problem about this solution is its potentially exploitable 
parallelism is much less than that in the 2D one. The reason 
is explained as follows. To use dynamic programming with a 
1D item selection table to solve the knapsack problem, items 
will be determined one by one whether one specific item is 
included in knapsacks of different capacities or not. One item 
will be considered during one stage of dynamic 
programming and one thread is assigned with one knapsack 

54Copyright (c) IARIA, 2015.     ISBN:  978-1-61208-419-0

ADVCOMP 2015 : The Ninth International Conference on Advanced Engineering Computing and Applications in Sciences

                           67 / 148



with one specific capacity. If one thread determines that the 
current item is included in its assigned knapsack, it writes the 
current item ID to the corresponding field of the 1D table. 
Note that one item is processed during one stage of dynamic 
programming. To process the current item, one thread needs 
the information, produced by another thread, about how the 
previous item is included for another knapsack of one 
specific capacity that is related to the weight of the current 
item. Consequently, one thread cannot process the current 
item until the required information is written to the 
corresponding table field. There exists a read-after-write 
dependency for the above operations. Furthermore, the 
thread cannot update its assigned table field with the current 
item ID until every thread requiring the result, produced by 
the thread in the previous stage, has all finished his reading. 
There exists a write-after-read dependency. To enforce the 
correct data flow, two synchronization points should be 
inserted after each of the above two kinds of dependency. 
However, the second dependency occurs only for the 1D 
table and it can be eliminated totally if a 2D table is used 
instead because the results of two items for the same 
knapsack are placed on two different locations. To address 
the problem of the write-after-read dependency, we allocate 
multiple buffers to store several versions of the 1D table. 
With multiple buffers, one thread can write the result for the 
next item to one buffer even though the result for the current 
item on another buffer has not read by other threads. The 
maximum number of buffers is dependent on the shared 
memory space. In this way, only the read-after-write 
dependency needs a synchronization to enforce data 
consistency. 

Because the required data for one thread might be in 
shared memory on other streaming multiprocessors, all the 
threads have to write the results of the current item selection 
to the global memory and all the thread blocks should 
participate a barrier synchronization followed also. Instead of 
invoking the same kernel as many times as the number of DP 
stages, as suggested by the CUDA programming guide, we 
adopt the interblock synchronization mechanism that 
requires to invoke the kernel only one time. The advantage 
of invoking the same kernel again is that the data in shared 
memory is stale and cannot be reused. Consequently, the 
results in shared memory have to be written to the global 
memory before return from the kernel and then retrieve the 
results from the global memory to shared memory after the 
kernel is invoked again. On contrast, invoking the kernel 
only one time allows the results in shared memory can be 
reused repeatedly for all the DP stages. That is, the results 
stored in shared memory can be read by all the threads on the 
same streaming multiprocessors even though we proceed to 
next DP stage. Using the interblock synchronization is able 
to significantly reduce the amount of data transferred 
between shared memory and the global memory. Moreover, 
reusing the results in shared memory can shorten the latency 
of accessing shared memory. However, we still need to write 
the results to the global memory because the threads of other 
blocks cannot access the shared memory on different 
streaming multiprocessor. There also exists a write-after-read 
dependency on global accesses. Therefore, the 1D table also 

has multiple copies to eliminate the write-after-read 
dependency.  

We further analyze the data dependence between thread 
blocks. The blocks except the last one have to write data to 
the global memory to allow the subsequent blocks to read, as 
shown in Figure 1. On the other hand, the blocks except the 
first one have to read results from the global memory to local 
registers. Note that all threads have to write the final version 
of the 1D item selection table from shared memory to global 
memory during the last DP stage. The result 1D item 
selection table in global memory will then be transferred 
back to CPU.    

We use CUDA version 3.2 to implement different 
algorithms, including our approach and Boyer’s approach, 
for the 0/1 knapsack problem. They are run on a system 
consisting of one AMD Phenom 9850 CPU and one nVIDIA 
GEFORCE 460. Our approach, adopting a 1D table, 
outperforms the previous work, as shown in Figure 2. 

 

 
Figure 1.  The addlocation of one-dimensional table and the buffers. 

 

 
Figure 2.  The speedup comparision between 1D and 2D tables. 

In the legend of Figure 2, 1D and 2D represent our 
approach and the approach proposed by Boyer et al., 
respectively.  The number of items is 5000. The speedup is 
derived from dividing the execution time of the sequential 
CPU version by the execution time of one of the two GPU-
based approaches. When the capacity is increased, the 
speedup is increased also. It is because either the 1D or the 
2D Item Selection Table becomes larger, and the saved 
amount of global memory accesses becomes larger also. The 
size of 1D table is much smaller than that of 2D table. When 
using the 1D table, our approach can reduce the required 
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memory traffic between CPU and GPU significantly. The 
larger the capacity, the more memory traffic can be saved by 
our proposed 1D table, resulting in better performance.  

III. CONCLUSION 
This work introduced how to use 1-dimensional data 

structure and the explicit inter-block synchronization to map 
the knapsack problem, an application of serial-monadic 
dynamic programming, on to a CUDA-enabled GPU. The 
results showed the proposed approach outperforms the 
previous work reported by Boyer et al. 
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Abstract-This paper proposes a semantic similarity 

clustering algorithm on the cluster analysis of large-scale social 

network. By utilizing the semantic hierarchy of WordNet, the 

proposed method defines the key concept sets and the concept 

feature values for the community. In our method, the semantic 

relations between concepts of the community nodes are also 

constructed, which expands the application of clustering 

algorithms from text documents to social network. The cluster 

structures derived from the proposed algorithm are in 

concordance with peoples' judgments on a specific area, which 

will lead to the solution of the clustering problems in the social 

network of different areas. Compared with VSM and 

k-MEANS, the experiment results show that the proposed 

algorithm obtains more reasonable results, which validates its 

effectiveness. 

Keywords-semantic similarity; WordNet ontology; social network; 

community structure; clustering algorithm; key concept set 

I. INTRODUCTION 

Semantic similarity [1][2] is a concept with various 

definitions according to different areas. Taking the term 

"virus" as an example, the similarities of virus and its 

categories differ when it is taken to the biological area and 

computer area. This is caused by different definitions in 

these two areas. Therefore, understanding the definition 

other than the term itself becomes more and more important.  

The WordNet ontology [3] is an online word sense 

mapping system, containing concept word sets from different 

areas and relationships among them with a sematic network 

structure. Based on WordNet, this paper extracts words and 

constructs a semantic IS-A relationship hierarchy and mixes 

concept word set into the standard hierarchical structure.  

It is difficult to calculate similarity about different 

weighted features and classification learning from the long 

text and web document processing. The most popular 

methods for solving the problems are applying to vector 

space model (VSM) [4][5]. Most of these algorithms are 

costly in computing power, and some algorithms need some 

background knowledge, as well as manpower. Therefore, it 

is difficult to apply these algorithms in the unstructured 

social networks. Especially, when the nodes with similar 

meanings have few common words in the community 

structure, VSM will heavily affect the effect of cluster 

finding and result in serious deviation from actual structure. 

For example, the "sports community" and "badminton clubs" 

should belong to the topic of sports, but the VSM will return 

0 in sematic similarity due to no common words. 

The social networks are abstractions of complex systems 

and each node in the social network represents the individual 

unit in the complex system. The edges between nodes are 

relationships in the social network formed according to some 

certain rules. There are various types of social networks in 

the real world, such as social network, biological network, 

etc. Finding community structure is not a random selection 

in a large number of nodes with same properties, but a 

discrimination in nodes with different types, among which 

the nodes with same property are linked with more 

connections, while different types of nodes are sparsely 

connected. Finding community structures within a social 

network is an important step towards clustering analysis and 

research of the network.  

Clustering is an important method in finding community 

structure. Through the clustering method, internal 

regulations and characteristics can be discovered. The 

clustering algorithms is capable of automatically generating 

the category number without adding manual annotation and 

training classifier. As an unsupervised machine learning 

57Copyright (c) IARIA, 2015.     ISBN:  978-1-61208-419-0

ADVCOMP 2015 : The Ninth International Conference on Advanced Engineering Computing and Applications in Sciences

                           70 / 148



 

method, clustering has a higher flexibility and better 

automatic processing power. As the increasing tendency of 

community information dependence [6][7][8][9], people 

require intelligent information processing other than the 

processing of the word pattern or word sense. Therefore, the 

semantic similarity computing becomes one of the ways to 

solve community clustering problem. It is crucial in 

improving the effectiveness and accuracy of the clustering 

result, judging community structure correlations, classifying 

communities, and mining data. 

This paper proposes a WordNet semantic network 

learning method. By utilizing the semantic hierarchy of 

WordNet, the proposed method defines the key concept sets 

[10] and the concept feature values for the community and 

then use them to define the semantic similarity. According to 

the semantic similarity, a community clustering method in 

social network is presented. The cluster structures derived 

from the proposed algorithm are in concordance with the 

judgments of peoples on a specific area, which will lead to 

the solution of the clustering problems in the social network 

of different areas. Compared with VSM and k-MEANS [11], 

the proposed algorithm discovers more reasonable results 

and shows its effectiveness. 

The rest of the paper is organized as follows. Section II 

provides some relevant knowledge. In Section III, we 

propose a high performance cluster algorithm (CASN). The 

experiments and results are presented in Section IV. Finally, 

Section V concludes our work. 

II. RELEVANT KNOWLEDGE 

A. WordNet Ontology 

WordNet is a widely used English words knowledge base 

and widely applied in natural language processing, semantic 

translation, which has attracted much international attention 

[12]. WordNet is organized by sematic relations. It uses 

synonym sets (synsets) to representative concepts. Keywords 

in synsets are bounded and the sematic relationships between 

synsets are also kept in the hierarchy. One word can be 

mapped into several synsets and one synset contains several 

words, which provides a way on representing semantic 

relationships into the relationships between the concept sets 

and synsets. WordNet semantic relationships mainly include: 

the parent and child, synonymous, antonym, is-a-part-of and 

containment, attribute properties, "leading to" relationships 

and so on. Based on the English WordNet, the Chinese 

WordNet is an ontology of the Chinese words and the 

concept word set, by using existing English-Chinese 

dictionary library to translate the word in English into 

Chinese and get the knowledge base. It also has the functions 

of the concept word, same-word and pan-word. The key 

concept word is the basic element of Chinese WordNet, and 

use a number of relation types to connect these concept 

words, which leads to a key concept word set. 

B. Similarity Calculation 

The calculation of similarities between any two words 

starts from mapping the words into the concept word sets 

that they belong to, and then calculates the similarities 

between each pair. Finally, according to these similarities of 

concepts word sets, the word similarities are achieved. 

1) The concept word and similarity 

For the convenience of knowledge sharing and reuse, 

WordNet clearly defines concepts of different areas and their 

relationships. Since there is no formal standard, the 

descriptions of the same problem in different areas will be 

different. Even in the same area, different ontologies may 

also have some heterogeneity. This will significantly affect 

the utilization of WordNet. The ontology mapping is one of 

the ways to resolve this heterogeneous problem, while the 

similarity calculation is a key part of the ontology mapping. 

Definition 1 (concept word): Concept is an abstract 

description of the objects in real world. A concept word is 

defined as a triad Con={N, A, R}, where N is the name, A is 

the attribute set, R is the relationship set. The name and 

attribute describe the internal characteristics of the concept, 

relationship set and express the relation between concept and 

external environment, and also reflect the external 

characteristics of concept. Concept words can be represented 

by instances and therefore be more specific in concept 

meaning. 

Definition 2 (similarity): By the definition 1, it is 

known that the concept word has three important elements, 

including name, attribute and relationship. So the similarity 
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calculation also contains those three components. WordNet 

is seen as a semantic tree organized according to the 

hierarchical relationships and concept word relationships. In 

this paper, the similarity calculation is based on the word 

content similarity in WordNet, which is the semantics 

distance between them, in other words it is the path length of 

two semantics in the semantic tree. Similarity values range 

from 0 to 1. If two concept words are completely different, 

the similarity is 0. If they are identical, the similarity is 1. 

The similarity is calculated by (1), where len(w1, w2) is the 

path length from the word w1 to the word w2. 

𝑆𝐼𝑀(𝑤1, 𝑤2) =
1

1 + 𝑙𝑒𝑛(𝑤1 +𝑤2)
                  (1) 

a) The concept name similarity SIMcn 

Usually, the concept word in WordNet is a compound 

word and it is to determine its semantic distance directly. 

Therefore, the first several steps will be word segmentation 

and stopping-word removal to form a stopping-word table 

and key words extraction. Equation (1) is used to calculate 

key words similarities and get the summation to represent the 

similarity of concept name as (2). 

𝑆𝐼𝑀𝑐𝑛 =
1

𝑛
∑ ∑ 𝑆𝐼𝑀(𝑐1𝑖 , 𝑐2𝑗)

𝑚
𝑗=1

𝑛
𝑖=1          (2) 

where, c1i is the key word of concept c1, i∈[1,n]. c2j is the 

key word of concept c2, j∈[1,m]. 

b)The attribute similarity SIMa 

Attribute consists of attribute names (reflect attribute 

contents) and attribute domain (attributes' value ranges). 

Therefore, the attribute similarity calculation must include 

attribute name similarity and attribute domain similarity, 

which is described as follows: 

𝑆𝐼𝑀𝑎(𝑎1, 𝑎2) = 𝑆𝐼𝑀𝑎𝑛(𝑎1, 𝑎2) +
1

𝑛
𝑆𝐼𝑀𝑎𝑑(𝑎1, 𝑎2)           (3) 

SIMan(a1,a2) is the attribute name similarity, which can use 

a similar concept name similarity calculation method to 

calculate the result. SIMad(a1, a2) is the attribute domain 

similarity, and it mates calculate. 

c) The relationship similarity SIMr 

Relationship similarity reflects the connection degree 

between concept and external. The similarity calculation 

includes two parts: the relationship name similarity and the 

relationship association concept similarity, which is 

described as follows: 

𝑆𝐼𝑀𝑟(𝑟1, 𝑟2) =
1

𝑛
𝑆𝐼𝑀𝑟𝑛(𝑟1, 𝑟2) +

1

𝑛
𝑆𝐼𝑀𝑟𝑐(𝑟𝑐1, 𝑟𝑐2)        （4） 

SIMrn(r1,r2) is the relationship name similarity, achieved 

by similar calculation method as concept name similarity. 

SIMrc(rc1,rc2) is the association concept similarity, and it is 

calculated from the concept name similarity of association 

concept, where rc1 represents the concept of associate 

relation r1, and rc2 represents the concept of associate 

relation r2. 

2) The semantic similarity 

Semantic similarity calculation principle can be described 

as follows: 

a) According to the relation between parent and child in 

WordNet, the further the distance between any two concept 

word nodes is, the smaller the semantic similarity is. 

b) The higher density the concept word node locates at, 

the finer the local concepts are divided, which leads to a 

lower similarity. 

As for two concept word nodes with the same distance, 

the deeper level it locates at, the more specific it will be, 

which means that the greater similarity is assigned. 

The semantic similarity calculation formula is defined as 

follow: 

𝑆𝐼𝑀 = 𝜎 + 𝛼 × 𝜑̅ + 𝛽 × 𝜔̅                 （5） 

where, α and β are the weights of depth factor and density 

factor respectively, σ is the distance factor , φ is the density 

factor and ω is the depth factor. 

C. The Key Concept Word Set and Concept Feature Value 

of Community 

In the community clustering process, different community 

structure or different keyword density in community will 

lead to the distorted structure. Especially when the 

community data is in a high dimension, the quality, effect 

and the calculation speed of the clustering are significantly 

decreased. In order to improve the efficiency of the 

clustering, the dimension reduction method is a better choice. 
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At present, the dimension reduction methods mainly includes 

TF-IDF, information gain (IG), mutual information (MI), etc. 

[12][13], which are based on the lexical frequency statistics 

information. For the convenience of clustering operation, a 

structuring process for nodes in social network is required, 

which includes: establishing the community key concept 

word set and extracting concept feature values, and forming 

structured documents with key concept words. Similar with 

the text document processing, the words in structured 

documents can be divided into two classes: the function 

words and the content words. The function words are particle, 

which have no real meaning, while the content words are 

meaningful. According to the features of content words in 

the network, such as frequencies, positions and so on, 

weights are assigned to these words to obtain the concept 

feature values. This value is propositional to the frequency of 

the associated concept and if a concept appears in the title of 

the network, its concept feature value will be increased. 

When a certain concept feature value is greater than a given 

threshold, this word can be regarded as a key concept word. 

At present, for clustering purpose, a document is always 

transformed into a noun list and the contribution of words' 

frequencies to the content of the document is ignored [14], 

which will lead to an unsatisfying performance. In this paper, 

the key concept word list illustrated in (6) is utilized, where a 

social network is regarded as a two-dimension array includes 

the concept words and their frequencies, to meet the 

requirement of clustering in the social network. 

𝜎 = {
√1 −

𝑙𝑒𝑛2

𝜃2
,   𝑙𝑒𝑛 < 𝜃

0,                    𝑙𝑒𝑛 ≥ 𝜃

        𝜑 =
1

ln𝑃𝑁+1
 

𝜔 =

{
 
 

 
 √|𝑑𝑒𝑝 − 𝐸𝑑|

𝐸𝑑
,      𝑑𝑒𝑝 ≥ 𝐸𝑑

−
√|𝑑𝑒𝑝 − 𝐸𝑑|

𝐸𝑑
,   𝑑𝑒𝑝 < 𝐸𝑑

                          （6） 

In (7), wi is the i-th concept appearing in community and fi 

is the frequency associated with wi. fi is calculated by the 

frequency function, namely: 

𝐷 = {(𝑤1, 𝑓1), (𝑤2, 𝑓2),… , (𝑤𝑛, 𝑓𝑛)}          （7） 

In (8), Ti is the feature value associated with the i-th 

concept word appearing in community; TFi is the times 

which the first i concept word appearing in the community; 

mi is the number of communities containing the first i 

concept word; M is the total number of the concept word in 

community. From (8), it is obvious that the feature value of a 

concept word is proportional to the frequency that the 

concept word appearing in sentence, and in inverse 

proportional to the number of communities containing the 

concept word. 

𝑇𝑖 = 𝑇𝐹𝑖𝑙𝑜𝑔 (
𝑀

𝑚𝑖
)                           （8） 

III. HIGH PERFORMANCE CLUSTER ALGORITHM CASN 

At present, no clustering algorithm could be generally 

applicable to the social network in revealing the complex 

structures that are represented by all kinds of 

multi-dimensional data sets. Generally, clustering algorithms 

can be classified into partitioning clustering, hierarchical 

clustering and density based clustering. The classic 

partitioning algorithms are vector space model clustering and 

k-neighborhood clustering [15], which are efficient for large 

data sets and applicable to Web document clustering 

applications. The hierarchical clustering algorithms use the 

association rules to split or cluster data in a hierarchical form 

to provide solution for hierarchical clustering. They are 

mostly applied in small data set. 

To address the problems of predefined cluster number, 

initial value selection and local optimal issue, this paper 

proposes a clustering algorithm based on semantic similarity, 

called CASN (Clustering Algorithm of Social Network) to 

efficiently solve the community clustering problem in social 

networks. 

A. Basic Ideas 

The basic idea of our proposed social network community 

clustering algorithm is to define the node distance between 

community structures, which represents the similarity 

between community structures by the node semantic 

similarity (as shown in Figure 1). According to the 

similarities, the nodes are clustered one by one, and the 

closely related clusters will gather into a bigger cluster unit, 

which will grow in size gradually until all nodes form a 

cluster. 
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Figure 1. The basic idea of CASN 

B. The details of the algorithm CASN 

The first step of CASN includes the network structuration 

and feature extraction. The WordNet concepts and the 

semantic relationships among concepts are used to generate 

key concept sets and the concept feature values representing 

the community structure. Then the clustering algorithm 

based on the key concept set and the concept feature value is 

executed. Finally, the key concept set is used to express each 

clustered unit. 

1) The key concept set extraction algorithm CASN-CSET 

Clustering Algorithm of Social Network for Concept Set 

(CASN-CSET) algorithm scans through the identification of 

each network nodes to extract semantics and maps the 

extracted nouns into concept by WordNet. Each of the 

concept is initialized with an interpretation weight. The 

whole process is described in Figure 2. 

Algorithm input: The network node identification 

document set D. 

Algorithm output: The key concept of each network 

node in the document set D, ConSET [i]. 

 

i=0; continue=ture;  // i index network node document  

/*each network node document in circulation processing D */ 

do 

file=nextfile (D); //take a network node document in order  

if (isnull(file))  

continue = false; 

else { 

titlewords = gettitle(file); 

word=first(titlewords); //extract the first semantic word 

titlewords.remove(word);  

/* remove the semantic word which have taken out and  

update titlewords */ 

} 

while(isnotnull(word)) { 

conceptnode = lookupindexword(word, noun); 

if (isnotnull(conceptnode))  

ConSET[I].add(conceptnode,1); 

/*if concept nodes exist,then join ConSET[i],  

the weight is 1*/ 

word = first(titlewords); 

titlewords. remove(word); 

} 

i ++ ; 

while(continue != false) 

Figure 2. The key concept set extraction algorithm CASN-CSET 

2) The concept feature value extraction algorithm 

CASN-FeaVAl 

Clustering Algorithm of Social Network for Feature Value 

(CASN-FeaVAl) algorithm maps the semantic word into the 

concept word through the synonym and parent-child 

relationships in WordNet. Then, a small section of the 

concept words are selected to represent each document of the 

network structure. The whole process is described in Figure 

3. 

Algorithm input: Semantic word concept feature value 

array obtained from a normalization processing of the 

network structure document sets, including word 

segmentation, stemming, stopping and word-frequency 

calculation. 

Algorithm output: Content feature value array Feat[i] 

representing the content of each network structure in the 

document set D. 

i = 0;  // i index documents  

/* circulation handling each network structure document */ 

do 

for each word in Feat[i] Do 

concept = mapintoconcept(word); 
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if (isnotnull(concept)) { 

if (concept in Feat[i])  

add cf to the orginal concepts weight;  

/* cf is concept frequency, the original concept 

feature valueue add concept frequency * / 

else 

Feat[i].add(concept, cf); 

hypernym = getdirecthypernym(concept) 

} 

if (isnotnull(hypernym))  

if (hypernym in Feat[i])  

add cf to the orginal hypernym 's weight; 

/* cf is concept frequency, the original 

concept feature valueue add concept frequency */ 

else 

Feat[i].add (hypernym, cf); 

/* put the direct superior concept with concept 

  feature valueue */ 

endfor 

i ++; 

while (I !=Feat.length) 

i = 0;  /* inetwork node index*/ 

/*circulation handleeach network node document */ 

do 

for each concept in Feat[i] Do 

hypernym = getdirecthypernym(concept) 

if(isnotnull(hypernym)&&(hypernym in Feat[i])) 

/* reduce dimension */ 

if (cf(hypernym) > cf(concept))  

Feat[i].remove(concept, cf) 

else 

Feat[i].remove(hypernym, cf) 

endfor 

i ++; 

while (I != Feat.length) 

Figure 3. The concept feature value extraction algorithm 

CASN-FeaVAl 

3) The clustering algorithm CASN 

Algorithm input: The key concept set ConSET[i] and 

feature value FeatVAL[i] of each network structure in 

document set of network structure, Document number n, 

Cluster number k, weight coefficient of he, key concept 

set kc, and weight coefficients of concept feature value cf. 

The whole process is described in Figure 4. 

Algorithm output: The clustering results Clusters, as 

well as the explanation for cluster results Results. 

P = callsimilarity(ConSET, FeatVAL, kc, cf); 

Clusters.initialize (n); .//cluster initialized to n cluster 

Results.initialize(ConSET); 

/* key concepts set ConSET initialized n cluster explain */ 

do 

findnearestcluster(c1, c2); 

Clusters. merge(c1, c2); // merger two cluster 

Results.merge(c1, c2); 

/* mark key concept set of explanation cluster and merger, 

 and according to the similarity of concept in key concept  

set of cluster results */ 

update();  // update similarity matrix  

n --; 

while(n>k) { 

callsimilarity (ConSET, FeatVAL, kc, cf) 

fndnearestcluster(c1, c2) 

} 

Figure 4. The clustering algorithm CASN 

The similarity matrix is calculated based on the key 

concept set and its concept feature vector and its weight 

coefficient. Then two clusters c1 and c2 are found which 

their similarity degree are the biggest in the clusters. 

IV. THE EXPERIMENT AND ANALYSIS 

A. Experimental Data 

The algorithm's experimental data are taken from 10 

discussion groups of a Bulletin Board System (BBS). The 

discussion groups contain about more than 20000 discussion 

topics with a total number of 65000 entries. 

B. Evaluation Standard 

This paper adopts the NMI (Number Mutual Information) 

analysis method based on mutual information within clusters 

or categories. As stated by Deng and al. [14], this method 

can eliminate the influence on the final clustering result 

caused by the number of clusters. The closer the NMI values 

are, the better the clustering result is. The NMI value is 
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calculated as follows: 

𝑁𝑀𝐼 =
∑ 𝑛ℎ,𝑙lg (

𝑛𝑛ℎ,𝑙
𝑛ℎ𝑛𝑙

)ℎ,𝑙

√(∑ 𝑛ℎlg (
𝑛ℎ
𝑛
)ℎ ) (∑ 𝑛𝑙lg (

𝑛𝑙
𝑛
)𝑙 )

               （9） 

where nh is the number of data sample in categories h, nl is 

the number of data sample in categories l, nh,l is the same 

data samples in both of the categories h and l, n is the total 

number of sample data. 

C. The Experimental Result 

The experiment uses the key concept set and concept 

feature value to calculate the similarity of the text. kc and cf 

are the parameters to adjust the key concept set and concept 

feature value. Figure 5 shows the effects of clustering by 

computing NMI under different ratio of kc:cf. We can see 

that when kc:cf =1:9, the clustering algorithm has the best 

performance. 

In Figure 6, CASN is compared with other clustering 

algorithms, set kc:cf =1:9，the NMI value of CASN is about 

0.6 when the cluster number is 10; meanwhile, NMI value of 

VSM algorithm is less than 0.5 but greater than 0.4, and 

K-means algorithm only get 0.4 on NMI; Even with the 

cluster number increasing, the NMI values of CASN 

algorithm are all near 0.6, which is  superior to VSM and 

K-means. The testing results meet the requirements perfectly, 

which shows the validity and effectivity of the presented 

algorithms. 
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Figure 5.  The effects of clustering by computing NMI different 

ratio of kc:cf 
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Figure 6.  The effects of different clustering methods with kc:cf 

=1:9 

V. CONCLUSION AND FUTURE WORK 

This paper studied the community clustering algorithm 

based on semantic similarity under the social network 

scenario and proposed a feature value using WordNet 

semantic words which can construct community key concept 

set to express the community concept. Compared with 

clustering methods using space vector model SVM, the 

proposed algorithm shows a better performance. By 

introducing semantic relations between concept word set 

(also called synonyms set) and concepts to describe network 

nodes, our proposed algorithm reduces the dimension of 

feature lists representing community nodes, and therefore 

can be applied to the clustering analysis of the community 

structure. The method proposed in this paper deserves more 

research on some problems in the future. For example, the 

hierarchical relationships of the WordNet ontology is still 

not yet fully utilized. Some fuzzy concept word sets are hard 

to be defined and a better solution is also required to improve 

the clustering accuracy. 
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Abstract—We present our recent advances in RBF 
metamodeling of multidimensional data. A rapid point location 
test in multidimensional data cloud distinguishing the cases of 
interpolation and extrapolation is proposed. A linear program 
detecting a containment of the probe point in a convex hull of 
the dataset is formulated, simplex and interior point solution 
methods are tested in different dimensionalities and densities 
of the data cloud, extensions of the approach to nonconvex 
datasets and various acceleration strategies are implemented. 
The resulting software module is integrated in our 
optimization tool DesParO and applied to several real life 
problems from the fields of automotive industry and chemical 
engineering.  

Keywords-complex computing in application domains, 
automotive industry, chemical engineering, energy optimization. 

I.  INTRODUCTION 
Numerical simulations define a mapping y=f(x): Rn→Rm 

from an n-dimensional space of simulation parameters to an 
m-dimensional space of simulation results. E.g. in 
automotive crash test simulation the dimensionality of 
simulation parameters x is moderate (n~10-30), while 
simulation results y are dynamical fields sampled on a large 
grid, typically containing ~106 nodes and ~100 time steps, 
resulting in values of m~108. High computational 
complexity of crash test models restricts the number of 
simulations available for analysis (typically Nexp<103), and 
this number shall be as small as possible. Metamodeling is 
an approximation technique allowing efficient 
representation of these large datasets for the purpose of data 
analysis, robust optimization and real time visualization. 
The metamodeling naturally involves in the analysis the 
uncertainties in optimization variables and other control 
parameters influencing the simulation. In practice a 
metamodeling with radial basis functions (RBF) is often 
used, i.e. representation of the form: 

 
  f(x)=∑i=1.. Nexp ci Φ(|x-xi|),  (1) 

 
where xi are the points with known function values yi =f(xi). 
A suitable choice for the RBF is the multi-quadric function 
Φ(r)=(b2+r2)1/2, which provides non-degeneracy of 
interpolation matrix Φij=Φ(|xi-xj|) for all finite datasets of 
distinct points and all dimensions [1]. The result can be 

written in a form of weighted sum f(x)=∑iwi(x)yi, with the 
weights 
 

 wi(x)=∑jΦ
-1

ijΦ(|x-xj|).   (2) 
 
RBF interpolation can be extended by adding 

polynomial terms, allowing reconstructing exactly 
polynomial (including linear) dependencies and generally 
improving precision of interpolation. Adaptive sampling 
and hierarchy of metamodels with appropriate transition 
rules are used for further precision improvement [2]. RBF 
metamodel is directly applicable for interpolation of high 
dimensional bulky data, e.g. complete simulation results can 
be interpolated at a rate linear in the size of data, and even 
faster in combination with PCA-based dimensional 
reduction techniques [3].  The precision can be controlled 
via the cross-validation procedure: the data point is 
removed, data are interpolated to this point and compared 
with the actual value at this point, which for an RBF 
metamodel leads to a direct formula [4] 

  
 erri  = finterpol(xi)-factual(xi) = -ci/(Φ-1)ii.  (3) 
 
Metamodeling performed at controlled precision can 

replace simulation results or real experimental data in 
computationally intensive procedures, such as optimization, 
parameter studies, stochastic analysis (i.e. determination of 
probability distributions by Monte Carlo techniques). In our 
previous work [2-9] we use RBF metamodeling for solution 
of various applied problems. For correct metamodeling one 
should permanently control that the interpolated point is 
located inside the boundaries of the data cloud. In 
optimization process and data analysis it is necessary to 
avoid extrapolation or at least to warn the user about it, to 
ensure correct functionality of the metamodel. While it is 
straightforward for hypercube alike designs of experiments, 
the problem becomes non-trivial for more complex shapes. 
In this case, a bounding box provides a too loose estimator 
of the cloud. 

The key contribution of this work is to provide 
metamodel with a precise and fast indicator whether a point 
belongs to a multidimensional data cloud. In general, testing 
whether a probe point belongs to a region is a classical 
(Where am I?) point location problem. We start with its 
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special type (Am I in a convex hull of data points?) and 
compare the efficiency of various algorithms. High 
dimensionality of the space (dim≥10) excludes the usage of 
standard tools (e.g. Qhull), since they perform direct 
segmentation of the region to simplices and the number of 
simplices explodes at high dimensions. For example, 
tessellation of an n-dimensional cube [10] produces the 
number of simplices ≥ (n+1)(n-1)/2 , requiring memory [bytes] 
≥ 4(n+1)(n+1)/2, which already at n=16 corresponds to 100 
GB of memory. 

Being reformulated as a linear program (LP), location 
test works also for high dimensions and can be implemented 
efficiently using state-of-the-art algorithms. Furthermore, 
restricting the test to a controlled neighbourhood of the 
probe point, the method can be extended to nonconvex 
clouds of data points. In the next sections we compare the 
performance of various algorithms for LP-based location 
test, discuss their extension to nonconvex data clouds and 
apply them to real life problems of chemical engineering 
and automotive industry. 

II. LP-BASED LOCATION TEST 
Let xi be data points in Rn, conv{xi} – their convex hull, 

conv’{xi}= conv{xi} \ ∂ conv{xi}  – the convex hull without 
its boundary, x*= ∑xi /Nexp – center of mass, x – probe 
point. We consider non-degenerate datasets: conv’{xi}≠∅. 
Let’s define containment flag as Cflag(x)=0 iff (xi-x) are 
contained in a half-space, i.e. there exists a separating 
hyperplane with a normal v≠0 satisfying (xi-x,v) ≥ 0 for all 
i, and Cflag(x)=1 otherwise, see Fig. 1a. In other words, x is 
located inside conv’{xi} when Cflag=1 and outside of 
conv’{xi} when Cflag=0. Practically, Cflag can be 
determined using the following linear program: 

 
Algorithm LP(x,{xi}):  

    find max(x*-x,v) at (xi-x,v) ≥ 0 for all i;  
    if solution is max=+∞ then Cflag=0;  

else (v=0) Cflag=1. 
 
For numerical solution of LP we compare two 

algorithms: simplex [11] and interior point [12], applying 
them to a randomly filled n-dim cube. The results of 
comparison are collected in Table 1. We see that for the 
given problem simplex method performs by factor 102-103 
better than interior point method. 

LP-algorithm can be accelerated by combining with two 
simple tests. Let’s consider a (generally nonconvex) region 
Ω uniformly filled with random points {xi}. Let 
BB=[min(xi),max(xi)] be bounding box of the dataset. Let 
r=|xi-xj| be inter-point distance and <r> - its average. One 
should better use quasi-random (low discrepancy) sequences 
with narrow r-histograms, see Fig. 2. Let B be a ball around 
the probe point x with radius c<r>, where c is an empiric 
safety factor (e.g c=3 for rnd2D, c=2 for Sobol2D). If this 
ball does not contain points from {xi}, then x is surely 
outside Ω, see Fig. 1b.  

The following algorithms can serve as simple 
conservative containment tests: 

 
Algorithm BBox(x,{xi}): 

    if x∈BB then Cflag=1; else Cflag=0. 
 

Algorithm BT(x,{xi}): 
    find {xi}∩B; 
    if empty then Cflag=0; else Cflag=1. 
 
Let’s define a local convex hull as LCH=conv’({xi}∩B). 

Differently from the global convex hull (GCH) it considers 
only a small portion of data points and is computationally 
much faster: 
 
Algorithm LCH(x,{xi}): 

      call BBox(x,{xi}); 
      if Cflag=1: 
        call BT(x,{xi}); 
        if Cflag=1: 
           call LP(x,{xi}∩B). 
 
If x is outside LCH (Cflag=0), it is also outside Ω. If x is 

inside LCH (Cflag=1), it is either inside Ω or at a distance 
~<r> from its boundary, see Fig. 1c. LCH provides more 
tight location test then GCH and BT. Performance of LCH 
is slower than BBox/BT but much faster than GCH, since 
only a small portion of data points N/Nexp is contained in 
B. The number of data points passed to LCH can be 
additionally controlled by selecting N’>n nearest data points 
in B. Performance of BBox is O(n), BT is O(Nexp*n). LP-
algorithms have theoretical worst case complexity 
exponential for simplex method and polynomial for ipopt, 
while in practice they show much better performance, 
especially at reduced N, see Table 1. 

TABLE I.  BENCHMARK OF SIMPLEX AND INTERIOR POINT METHODS 
IN LP-BASED LOCATION TEST*.  

Nexp dim Simplex (ms) Ipopt (ms) 

100 10 0.020 18 

250 10 0.106 42 

500 10 0.470 77 

100 20 0.096 36 

250 20 0.181 67 

500 20 0.260 258 

100 30 0.070 54 

250 30 0.206 310 

500 30 0.546 266 

 
*Resulting Cflag values for both methods are always identical. 
  Timing per solution @ 3 GHz Intel i7 CPU. 
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III. APPLICATIONS 
The better performing method (simplex LCH) has been 

integrated in our software tool for design parameter 
optimization (DesParO [13]). It uses RBF metamodel to 
represent dependence between design parameters and 
optimization criteria. The graphical user interface allows to 
change interactively the parameters and to see immediately 
the variation of the criteria. Constraints can be set e.g. 
maximizing one objective and minimizing the other, in this 
way the constrained and multiobjective optimization 
problems can be investigated. A graphical representation of 
interdependencies between parameters and criteria allows to 
find most influencing parameters and most sensitive criteria. 
Also, the uncertainties of metamodeling found with cross-
validation procedure are shown (the red bars under criteria 
sliders). Fig. 3 and Fig. 5 show screenshots of interface of 
DesParO tool in application to several industrial problems. 

The first application is safety optimization in Audi B-
pillar crash test. The model of B-pillar shown on Fig. 3 
contains ten thousand nodes, 45 timesteps. Two parameters 
are varied representing thicknesses of two layers composing 
a part of a B-pillar, comprising 101 simulations. The 
purpose is to find a Pareto-optimal combination of 
parameters simultaneously minimizing the total mass of the 
part and crash intrusion in the contact area. Fig. 3 shows the 
optimization problem loaded in the DesParO Metamodel 
Explorer, where design variables (thicknesses1,2) are 
presented on the bottom image at the left and design 
objectives (intrusion and mass) at the right. First, the user 
imposes constraints on design objectives, trying to minimize 
intrusion and mass simultaneously, as indicated by red ovals. 
As a result, “islands” of available solutions become visible 
along the axes of design variables. Exploration of these 
islands by moving corresponding sliders shows an optimal 
configuration, shown on Fig. 3 (bottom). For this 
configuration both constraints on mass and intrusion are 
satisfied. For every criterion also its tolerance is shown 
corresponding to 1-sigma confidence limits, as indicated by 
horizontal bars under the corresponding slider as well as +/- 
errors in the value box. This indication allows satisfying 
constraints with 3-sigma (99.7%) confidence, as shown on 
the image. The Geometry Viewer, shown at the top of Fig. 3, 
allows to inspect the optimal design in full details. LCH 
algorithm has been used to indicate location of the probe 
point in the data cloud, interpolation (Cflag=1) and 
extrapolation (Cflag=0). 

The second application is scatter analysis in Ford Taurus 
crash test simulation. As shown in our previous work [3], 
crash test simulations possess a random component, related 
to physical and numerical instabilities of the underlying 
simulation model. It can be triggered by microscopic 
variations of design variables (e.g. thicknesses of various 
parts in car body) and by the numerical process itself (e.g. 
propagation of round-off errors or by random scheduling in 
multiprocessing simulation). These microscopic sources are 
then amplified by inherent physical instabilities of the 

model related e.g. to buckling, contact phenomena or 
material failure. Stochastic analysis is used to track the 
sources of scatter, to reconstruct causal chains and to 
identify hidden parameters describing chaotic behavior of 
the model. The crash model shown on Fig. 4 contains 1 
million nodes, 32 timesteps, 25 simulations. The simulation 
results have been processed by a method of temporal 
clustering [3], which decomposes the whole scatter in the 
model over a system of basis functions: s=∑iΨici. Every 
basis function Ψi is associated with elementary random 
process (bifurcation) and possesses a typical conic profile, 
originating from the corresponding bifurcation point and 
propagating forward in time. Fig. 4 right shows one of the 
major bifurcations, corresponding to a fold on the floor of 
the vehicle. In total, 15 bifurcation points have been 
identified, representing statistically independent sources of 
scatter. In this way the dimensionality of the problem is 
reduced to 15 variables (c-coefficients) completely 
describing stochastic behaviour of the model. One should 
only take care that reconstruction of scatter does not go 
beyond the boundary of simulated data cloud. The point 
location test by LCH algorithm at these values of 
dimensions (Nexp=25, dim=15) has typical performance 27 
mks per query (inside BBox). 

The third application is energy optimization for 
Polycarbonate production at Bayer MaterialScience AG. 
The purpose was to minimize consumption of various 
energy media, including electric power, gas, steam, water, 
etc. The optimization has been performed on the base of 
experimental measurements, collecting data from sensors on 
several production lines and comprising 1-year detailed 
records of plant performance. Optimization is performed in 
10-dimensional parameter space sampled with ~8000 data 
points, using our software tool for design parameter 
optimization (DesParO). RBF interpolation has been used 
for continuous optimization, see Fig. 5. Optimization 
parameters (par1, par2, …) are displayed on the left, 
optimization objectives on the right: partial energy 
consumptions (E01, E02,…), total energy cost and 
production range used as a constraint. LCH algorithm has 
controlled location of point in the data cloud, ensuring 
applicability of the metamodel. Fig. 5 shows on the top an 
optimal point inside the data cloud (Cflag=1, interpolation), 
while the bottom image shows the middle point of bounding 
box located outside of the given data cloud (Cflag=0, 
extrapolation). Typical performance was 0.3 ms per query 
inside BBox, where complete LCH algorithm was involved; 
while outside BBox only O(n) part of the algorithm was 
active, showing an extremely fast performance of 20 ns per 
query. 

Point location tests in all applications have been 
performed on 3 GHz Intel i7 CPU with 8 GB RAM. 

IV. CONCLUSION 
RBF metamodeling of multidimensional data 

supplemented by a rapid point location test for 

67Copyright (c) IARIA, 2015.     ISBN:  978-1-61208-419-0

ADVCOMP 2015 : The Ninth International Conference on Advanced Engineering Computing and Applications in Sciences

                           80 / 148



distinguishing the cases of interpolation and extrapolation is 
presented. A linear program detecting a containment of the 
probe point in a convex hull of the dataset is formulated. 
Comparing simplex and interior point methods for solution 
of this particular linear program, we see that simplex 
method performs by factor 102-103 better than interior point 
one. A concept of local convex hull allows to extend the 
approach to nonconvex datasets, while simple geometrical 
containment tests are used to accelerate the algorithm. The 
resulting software module is integrated in our optimization 
tool DesParO and applied to real life problems from the 
fields of automotive industry and chemical engineering. In a 
typical problem with dimension 10 and number of data 
points ~8000 the performance of location test was 0.3 ms 
per query (inside BBox) and 20 ns per query (outside 
BBox).  
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(a)           (b)               (c)   

Figure 1.  (a) to algorithm LP: data cloud, probe point and separating hyperplane; (b) to algorithm BT: data cloud and test ball; (c) to algorithm LCH: 
definition of local convex hull. 

 

Figure 2.  Pseudo-random (rnd2D) and quasi-random (Sobol2D) filling of a square and the corresponding r-histograms. 
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Figure 3.  Metamodeling of B-pillar crash test simulation results. Point location test is used to distinguish cases of interpolation (point inside data cloud, in 

the image on the left) and extrapolation (point outside the data cloud, on the right). At the bottom: optimal design in DesParO Metamodel Explorer. 
Simulation model: courtesy of Audi. 

 

 

Figure 4.  Scatter analysis in automotive crash test simulation. On the left: original scatter in mm. On the right: closeup to the main bifurcation, the source 
of scatter. Data courtesy of Ford. 
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Figure 5.  Energy optimization for Polycarbonate production. Data courtesy of Bayer MaterialScience AG. 
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Abstract—We consider bi-objective optimization problem from 
noninvasive tumor therapy planning. The therapy uses 
magnetic resonance tomography for the location of the target 
region and focused ultrasound for the destruction of tumor 
cells. Experimentally validated physical models are used to 
construct numerical simulation including nonlinear wave 
propagation, absorption in soft tissue, heat transfer and a 
hierarchical structure of the biological materials. The resulting 
cumulative thermal dose inside the target region should be 
maximized, providing a maximal level of tumor destruction, 
while the thermal dose outside the target region should be 
minimized, to decrease the influence to healthy organs. 
Metamodeling with radial basis functions is used for 
continuous representation of optimization objectives. The 
problem possesses nonconvex Pareto front. Detection of 
nonconvex Pareto fronts is especially difficult, this is a point 
where many simple algorithms fail. In this paper we consider 
different approaches to this problem: sequential linear 
programming (SLP), sequential quadratic programming (SQP) 
and generic 1- or 2-phase nonlinear programming (NLP). We 
show the ability of the algorithms to process such case and 
compare the efficiency of different approaches.  

Keywords-complex computing in application domains; 
medical computation and graphics; advanced computing in 
simulation systems; advanced computing for statistics and 
optimization. 

I.  INTRODUCTION 
Focused ultrasonic therapy is a noninvasive therapy using 

magnetic resonance tomography for identification of tumor 
volume and focused ultrasound for the destruction of tumor 
cells. Numerical simulation becomes an important step for 
the therapy planning. Efficient methods for the focused 
ultrasonic simulation have been presented in paper [1]. It 
uses a combination of Rayleigh-Sommerfeld integral for near 
field and angular spectrum method for far field 
computations, which allows determining the pressure field in 
heterogeneous tissue. The bioheat transfer equation is used to 
determine the temperature increase in therapy region. 
Thermal dose is defined according to cumulative equivalent 
minutes metric (CEM, [2]) or Arrhenius model [3] as a 
functional of temperature-time dependence in every spatial 
point in therapy region. These methods have been 
accelerated by GPU based parallelization and put in the basis 
of software FUSimlib (www.simfus.de), developed by our 

colleagues at Fraunhofer Institute for Medical Image 
Computing. 

3D visualization is used for interpretation of simulation 
results, in particular, for detailed inspection of MRT images 
(magnetic resonance tomography), corresponding material 
model and spatial distribution of the resulting thermal dose, 
see Fig. 1. Stereoscopic 3D visualization in virtual 
environments based on modern 3D-capable beamers with 
DLP-Link technology (Digital Light Processing), described 
in more details in [4] is especially suitable for this purpose. 
Such commonly available beamers do not require special 
projection screens and can turn every regular office to a 
virtual laboratory providing full immersion into the model 
space. We use 3D visualization software Avango 
(www.avango.org), an object-oriented programming 
framework for building applications of virtual environments. 
Our interactive application overlays three voxel models: 
original MRT sequence, material segmentation and resulting 
thermal dose. The user can mix the voxel models together, 
interactively changing their levels of transparency, set 
breathing phase, cut the model with a clipping plane, etc. 

For continuous representation of optimization objectives 
from a discrete set of simulation results we use 
metamodeling with radial basis functions (RBF). It 
represents the interpolated function f(x) as a linear 
combination of special functions Φ() depending only on the 
distance to the sample points xk: 

 
 f(x) = ∑ k=1..Nexp ck Φ(|x-xk|)  (1) 

  
The coefficients ck in (1) can be found from known 

function values in sample points f(xk) by solving a 
moderately sized linear system with a matrix Φkn =Φ(|xk-xn|). 
A suitable choice for the RBF is the multi-quadric function 
Φ(r)=(b2+r2)1/2, which provides nondegeneracy of 
interpolation matrix for all finite datasets of distinct points 
and all dimensions [5]. RBF interpolation can be extended 
by adding polynomial terms, allowing reconstructing exactly 
polynomial (including linear) dependencies and generally 
improving precision of interpolation. Adaptive sampling and 
hierarchy of metamodels with appropriate transition rules are 
used for further precision improvement. RBF metamodel is 
directly applicable for interpolation of high dimensional 
bulky data, e.g. complete simulation results can be 
interpolated at a rate linear in the size of data, and even faster 
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in combination with PCA-based dimensional reduction 
techniques.  The precision can be controlled via cross-
validation procedure. So enhanced RBF metamodel is a part 
of our software tool for design parameter optimization 
DesParO [6-8]. 

The objective of therapy planning is a maximization of 
thermal dose inside the target zone (TDin) and minimization 
of thermal dose outside (TDout). As usual in multi-objective 
optimization, the optimum is not an isolated point but a 
hypersurface (Pareto front, [9]) composed of points 
satisfying a tradeoff property, i.e. none of the criteria can be 
improved without simultaneous degradation of at least one 
other criterion. Thus, for a two-objective problem, the Pareto 
front is a curve on the plot (TDin, TDout) bounding the 
region of possible solutions. Efficient methods have been 
previously developed for determining the Pareto front. 

The simplest way is to convert multi-objective 
optimization to single objective one, by linearly combining 
all objectives into a single target function  

 
 t(x)= ∑ wi fi(x)  (2) 
 
with user-defined constant weights wi. Maximization of the 
target function (2) gives one point on Pareto front, while 
varying the weights allows to cover the whole Pareto front. 
In this way only convex Pareto fronts can be detected, 
because nonconvex Pareto fronts produce not maxima but 
saddle points of the target function.  

There are methods applicable also for nonconvex Pareto 
fronts. Nondominated set algorithm (NDSA) finds a discrete 
analogue of Pareto front in a finite set of points. For two 
points f and g in optimization criteria space the first one is 
said to be dominated by the second one if fi ≤ gi holds for all 
i=1..Ncrit. A point f belongs to nondominated set if there 
does not exist another point g dominating f. There is a 
recursive procedure [10] finding all nondominated points in a 
given finite set. The drawback of the algorithm is an 
extremely large number of samples necessary to populate 
multidimensional regions for good approximation of Pareto 
front. 

Normal boundary intersection method (NBI) [11] 
provides a good heuristics for sampling of Pareto front. The 
idea is to find individual minima of objectives, to construct 
their convex hull, to sample it e.g. with Delaunay 
tessellation, to build normals in tesselation points and finally 
to intersect them with the boundary of par → crit mapping. 
The approach has problems e.g. at Ncrit>2, when non-Pareto 
points or not all Pareto points are covered, or if the number 
of minima >Ncrit, when several local Pareto fronts can be 
mixed together. 

Meanwhile, practical applications just require an 
elementary algorithm performing a local improvement of 
current design towards the optimum. Being iterated such 
algorithm proceeds towards Pareto front. For definiteness, an 
improvement direction in the space of objectives can be 
fixed, e.g. every step all objectives are improved by a given 
increment. The algorithm stops when the further 
improvement in the given direction is not possible. Normally 
it happens when the solver reaches the Pareto front. Convex 

or nonconvex Pareto fronts can encounter and the algorithm 
should work equally efficient for both. The improvement can 
also stop on a non-Pareto boundary point. In this case it is 
allowed to return the other point on Pareto front, which does 
not necessarily belong to the original improvement direction.  

In further sections we consider different approaches for 
this algorithm: sequential linear programming (SLP), 
sequential quadratic programming (SQP) and generic 1- or 
2-phase nonlinear programming (NLP). We also consider a 
question of scalarization, i.e. a possibility to reformulate the 
multiobjective optimization problem as constrained 
optimization with a single objective, which allows to employ 
available NLP solvers for its solution. 

II. USING SEQUENTIAL LINEAR PROGRAMMING 
Linearizing the mapping y=f(x) using Jacoby matrix 

Jij=∂yi/∂xj, let’s consider a polyhedron of possible variations 
 
 Πε: ∆y=J∆x , ∆y ≥ ε > 0 , -δ ≤ ∆x  ≤ δ,  (3) 

xmin ≤ x+∆x ≤ xmax  , ymin ≤ y+∆y ≤ ymax 
 
Here we require that all criteria ∆y are improved, 

parameter variations ∆x are bounded in a trust region [-δ,δ] 
for linear approximation, while parameters and criteria 
satisfy bounding box or other polyhedral restriction in xy-
space. By requiring in (3) that a maximally possible 
improvement of criteria in Πε is achieved, we formulate a 
linear program which can be solved e.g. by simplex method 
[12] and repeated sequentially:  

 
Algorithm SLP: 

   Solve LP: max ε, s.t. (∆x,∆y)∈Πε 
   Repeat steps x+∆x → x until convergence.  
 

The algorithm terminates at Pareto front, where no further 
improvements are possible. 

 
Property: in general position LP-optimum is achieved in 
corners of polyhedron Πε. 

 
E.g. ∆y=ε correspond to linear trajectories in y-space, 

|∆x|=δ correspond to linear trajectories in x-space. Therefore, 
the method tends to generate linear trajectories in certain 
projections. 

SLP above is formulated for the case dim(x)=dim(y). At 
dim(x)<dim(y) multiobjective problem is ill defined, i.e. full 
dimensional regions in parameter space become Pareto 
equivalent. At dim(x)>dim(y) there are unstable directions 
from Ker(J): J∆x=0, i.e. there are ∆x not influencing ∆y. 
These directions can be suppressed by additional condition 
J⊥∆x=0, where J⊥ is orthogonal complement to J, 
constructed e.g. with Gram-Schmidt algorithm. 

 
Example: let’s consider a fold transform: |y|=2|x|/(1+|x|2) 
shown on Fig. 3 for 2D case. An upper right arc corresponds 
to a global Pareto front (PF) max y1,y2. There is also a 
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degenerate local PF at y1,2=-0, corresponding to an image of 
x1,2=-∞. 

SLP algorithm generates trajectories shown by red lines 
on Fig. 3, in x-space in the left column and in y-space in the 
right column. The algorithm reconstructs correctly both 
global and local PF, shown by blue points on the images. 
The bottom closeups demonstrate piecewise linear 
trajectories described above. Particularly, there is a dashed 
linear trajectory in y-space tending to non-Pareto part of the 
boundary (nPF), which at a certain moment switches from 
∆y=ε corner to |∆x|=δ corner, becomes curved and finally 
stops at PF. 

III. USING SEQUENTIAL QUADRATIC PROGRAMMING 
Polyhedron Π0 is defined as above (with ε=0). Let v be a 

fixed search direction in y-space, ε is a constant. The 
following quadratic program [15] tries to perform ∆y=εv 
steps if possible in Π0: 

 
Algorithm SQP: 

   Solve QP: min ||∆y-εv||2, s.t. (∆x,∆y)∈Π0 
   Repeat steps x+∆x → x until convergence.  
 

Property: in general position QP-optimum can be achieved 
inside Π0, in corners of Π0 or on edges/faces of Π0. 

 
In the first case ∆y=εv linear trajectories will be 

generated in y-space, in the second case |∆x|=δ linear 
trajectories will be generated in x-space, in the third case the 
trajectories become nonlinear. 

IV. USING 1-PHASE NONLINEAR PROGRAMMING 
Nonlinear target function in the form t(x)=∑ wi criti

p
  

under certain conditions can detect nonconvex Pareto fronts. 
Here the target function is represented by a scaled Lp-norm 
with weights wi ≥0, ∑ wi =1. Fig. 2 left shows level curve 
for 2D target function for different p. One has a straight line 
at p=1, a quadric at p=2, a superquadric at p>2 and a corner 
at p=∞. 
 
Property: nonlinear target function can be used to detect 
nonconvex PF, if the curvature of the level curve exceeds 
the curvature of PF. 

 
Also at higher dimensions, considering the level set (LS) 

tangent to PF, performing Taylor expansions of LS and PF: 
z=uTMu+o(u2), where u,z are respectively parallel and 
normal components to a common tangent hyperplane to LS 
and PF, and requiring zLS≥zPF, one can reformulate the 
property above as positive definiteness for the difference of 
curvature matrices MLS-MPF. 

Note that L∞ =max is applicable in any case (minmax 
method [13]), but the corresponding NLP will be 
nonsmooth. Practically, one can use large finite p, it is also 
convenient to normalize yi in [0,1] and take a log of target 

function for numerical stability. In this way one achieves so 
called scalarization of multiobjective optimization, i.e. 
conversion of multiobjective problem to a single objective 
one. As a result, the problem becomes solvable with 
standard NLP-solvers, e.g. ipopt [14]. Here one can impose 
any additional constraints, e.g. require that y(x) ≤ c. By 
putting c=y0 one ensures that the result is better in all 
criteria than a starting point and finds only a corresponding 
segment of PF. One can also leave c=∞ and vary wi to cover 
the whole PF. 

 
Algorithm NLP1(c): 

     minimize t(x)=log ∑ (wiyi)p, s.t. y(x) ≤ c. 

V. USING 2-PHASE NONLINEAR PROGRAMMING 
The following algorithm combines the concepts of linear 

search from NBI and optimization of nonlinear target 
function. The first phase performs the linear search in a 
given direction v in y-space towards PF and the second 
phase tries to perform further improvement (if possible). 
The problem is solvable with two calls to ipopt. 

 
Algorithm NLP2: 

NLP2.1: maximize t, s.t. y(x)=y0+tv;  result y1; 
NLP2.2: call NLP1(y1); result y2. 

 
Properties (see Fig. 2 right): 

if y1 ∈ PF, phase 2 quits immediately; 
if y1 ∈ non PF boundary, trajectory is bounced to PF. 
 
In NLP2.2 not the whole PF is targeted, but a smaller 

part ∆PF possessing better criteria than y1. Here one can use 
smaller p, while even for too curved PF the result y2 will be 
still better than y0 and y1. 

VI. APPLICATION IN FOCUSED ULTRASONIC THERAPY 
PLANNING 

A generic workflow for ultrasonic therapy simulation 
has been described in our paper [16]. Numerical simulation 
with FUSimlib software uses 512 x 512 x 256 voxel grid. 
Ultrasound has been focused in the center of the target zone 
for the neutral breath state. The result after 10 seconds of 
exposure time (200 steps x 0.05sec) has a form of spatial 
distributions of pressure amplitude, temperature and thermal 
dose. Fig. 1 top-right shows a typical result for thermal dose 
on slice 97/256 near the focal point.  The frequency of 
transducer is taken as optimization parameter controlling 
focused ultrasonic therapy simulation. The other one, initial 
particle speed, is proportional to an acoustic intensity 
emitted by the transducer [1]. As optimization objectives the 
thermal dose inside and outside the target zone have been 
defined as sums of the thermal dose over corresponding 
voxels, ∑TDin / ∑TDout.  The variation range of 
optimization parameters was regularly sampled with 25 
simulations, from which 16 fall in the region of interest, 
shown on Fig. 4 by red points. RBF metamodel constructed 
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on simulation results is used to oversample the region by 
green points, from which discrete method NDSA selects 
Pareto front, shown by blue points. We see that Pareto front 
is of nonconvex type. Magenta lines show application of 
three continuous methods described above. The trajectories 
generated by SLP and NLP2 coincide in every detail. Even 
bouncing from non-PF boundary works similar, although 
the mechanisms of this bouncing are different. NLP1 with 
p=8 and w1=0.01,0.15,0.27,0.5,0.99 produces the other set 
of trajectories. Table I shows a summary of problem 
characteristics. SLP provides the best performance for the 
given application case. On the other hand, NLP is easier for 
integration with existing scalar solvers. In NLP class, NLP1 
is faster than NLP2 for bounced trajectories, otherwise 
NLP2 is faster. Numerically NLP2 (with small p) is less 
singular than NLP1 (with large p) and therefore is more 
robust for detection of strongly curved Pareto fronts.  

TABLE I.  BI-OBJECTIVE OPTIMIZATION IN FOCUSED 
ULTRASONIC THERAPY PLANNING, PROBLEM CHARACTERISTICS 

Parameter bounds: 
frequency   0.25…0.75 MHz 
ini.speed    0.23...0.282 m/s 

Timing per solution 
@ 3GHz Intel i7: 

Criteria bounds: 
∑TDin       0…3000 eq.min 
∑ TDout    0…6000 eq.min 

SLP      7ms 
NLP1   16ms 
NLP2   13ms+12ms 

 

VII. CONCLUSION 
Several algorithms of continuous multiobjective 

optimization applicable for detection of nonconvex Pareto 
fronts have been discussed: sequential linear programming 
(SLP), sequential quadratic programming (SQP) and generic 
1- or 2-phase nonlinear programming (NLP1,2). 
Scalarization, i.e. reformulation of the multiobjective 
optimization problem as constrained optimization with a 
single objective, allows to employ available NLP solvers for 
its solution. The algorithms have been applied to realistic 
test case in focused ultrasonic therapy planning. In the given 
problem SLP possesses the best performance, while NLP is 
easier for integration with existing scalar solvers. NLP1 is 
faster than NLP2 for bounced trajectories, otherwise NLP2 
is faster. Numerically NLP2 is less singular than NLP1 and 
is therefore more robust for detection of strongly curved 
Pareto fronts. All these optimization methods provide real-
time performance necessary for interactive planning of 
focused ultrasonic therapy. 
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Figure 1.  Focused ultrasonic therapy planning and its software components.  

 

            
 

Figure 2.  Scalarization of multiobjective optimization problem. On the left: algorithm NLP1; on the right: algorithm NLP2. 
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Figure 3.  Pareto front detection for 2D fold transform. 

 

 

 

Figure 4.  Nonconvex Pareto front in focused ultrasonic therapy planning, comparison of different methods. 
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Abstract — In this paper, a lot scheduling problem on a single 
machine with indivisible orders is studied. The objective is to 
minimize the total completion time of all orders. We use a 
binary integer programming approach to solve this problem. 
The binary integer programming approach with run time limit 
is considered as one heuristic method. As compared to a lower 
bound, it turns out the average performance of the method is 
really good. 

Keywords- lot scheduling; single machine; total completion time; 
indivisible order; integer programming 

I.  INTRODUCTION 
Generally, there are two main production processes in a 

production system, that is, continuous production and batch 
production. Here, we are interested in batch production. In 
the literature, there are two categories of batch scheduling 
problems. One is batch scheduling with divisible batch sizes. 
Naddef and Santos [1] studied a single machine problem 
with batching jobs. The objective is to minimize the total 
completion times. They showed that the greedy algorithm 
solves the problem if jobs are all of one type. They also 
provided a heuristic for the problem with various job types. 
Coffman et al. [2] considered a single machine job shop in 
which subassemblies of two different types are made and 
then assembled into products. They provided an efficient 
algorithm for minimizing the total flow time of the 
products. Dobson et al. [3] considered batch jobs in the 
multiple-machine scheduling problem. The objective is to 
minimize the mean flow times. They proposed an efficient 
algorithm for computing the optimal solution for single 
product case. Hou et al. [4] studied a lot scheduling problem 
with orders which can be split. Orders are grouped into lots 
and then processed. The objective is to minimize the total 
completion time of all orders. They showed that this problem 
can be solved in polynomial time. 

The other is batch scheduling with indivisible batch sizes. 
Shallcross [5] studied a problem of batching identical jobs on 
a single machine. He presented an algorithm to minimize the 
sum over all jobs of the batched completion times. Mosheiov 
et al. [6] addressed a classical minimum flow-time, single-

machine, batch-scheduling problem. They introduced a 
simple rounding procedure for Santos and Magazine's 
solution [7], which guarantees optimal integer batches. Mor 
and Mosheiov [8] studied an identical parallel-machine 
scheduling problem with identical job processing times and 
identical setups. They showed that the solution is given by a 
closed form, consisting of identical decreasing arithmetic 
sequences of batch sizes on the different machines. 

In a factory, products are usually made according to 
customers’ orders. This production approach is called MTO 
(make to order). Since different orders may contain different 
quantities, two production strategies are applied in the batch 
production, especially when the lot size of the batch 
production is fixed. Also, in this particular situation, the 
production time of each lot is fixed no matter how many 
quantities in the lot. Therefore, from the viewpoint of 
efficiency, one order may be divided into several lots to fill 
up each lot. The study presented by Hou et al. [4] is based on 
this viewpoint. However, from the viewpoint of management, 
one order is not divided into different production lots 
because the products of the same order are finished at the 
same time and then delivered to the customer. Based on this 
viewpoint, in this paper, we study the problem given by Hou 
et al. [4] but orders are restricted to be indivisible.    

The rest of the paper is organized as follows. In the 
second section, a description of the problem is given. Next, 
the integer programming formulation is provided. 
Computational experiments are given in the fourth section. 
Final section is the conclusion. 

 

II. PROBLEM DESCRIPTION 

There are n orders ( , i = 1, 2, …, N) to be grouped into 
lots and then be processed on a single machine. Each order 
has its own size (

iO

iσ , i = 1, 2, …, N). The size of each order 
is no more than one lot’s capacity (K). On top of that, every 
order is indivisible. It means products of each individual 
order have to be processed in the same lot. The orders in the 
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same lot have the same processing time (t). Therefore, all 
orders in the same lot have the same completion time.  

 The machine can handle at most one lot at a time and 
cannot stand idle until the last lot assigned to it has finished 
processing. The objective is to minimize the total completion 

time ( ) of all orders. Thus, using the three-field 

notation, this scheduling problem is denoted by 

. 

Oi
C∑

indivisible1/ , / Oi
lot C∑
 

 

III. INTEGER PROGRAMMING FORMULATION 

The problem is conjectured to be NP hard [9]. Therefore, 
we use the following binary integer programming approach 
to solve this problem. 

Let  if the ith order is assigned to the qth lot, and 

0 otherwise. Since the processing time of each lot is t, the 
completion times of the first lot, the second one, etc., are t, 
2t, …, respectively. Thus, the total completion time of all 

orders is . Then, a binary integer programming 

(BIP) formulation to solve the proposed problem is 
developed as follows. 

[ ] 1i qX =

1 1

N N

q i

t
= =
∑∑ [ ]i qX q

q

N

 

Minimize                                                 (1) [ ]
1 1

N N

i q
q i

t X
= =
∑∑

Subject to                               (2) [ ]
1

1
N

i q
q

X
=

=∑ 1,2,...,i =

[ ]
1

N

i i q
i

X Kσ
=

≤∑                         (3) 1,2,...,q = N

N[ ] {0,1}i qX ∈   ,           (4) 1,2,...,i N= 1,2,...,q =

 
The objective is to minimize the total completion time of 

all orders which is shown in (1). Equation (2) ensures that 
each order is only assigned to one lot. Equation (3) limits the 
total sizes of orders that are assigned to the same lot to the 
lot capacity (K). Finally, (4) guarantees that variable [ ]i qX  is 

either 0 or 1. 
 

IV. COMPUTATIONAL EXPERIMENTS 

The above binary integer programming approach can 
solve the proposed problem, but it is time-consuming when it 
comes to a large problem. Considering the efficiency of the 

BIP, the run time limit of the BIP is set to 3600 seconds. 
Also, in order to evaluate the performance of the BIP, it is 
tested in the computational experiments which are conducted 
based on the following parameter set.  
Order number N is equal to 20, 30, 40, 50, 60, 70, 80, 90, 
100. 
Lot capacity K is equal to 15, 30. 
Order size iσ  is uniformly distributed over [1,5], [1,10] 

( iσ
d
= U(1,5), iσ

d
= U(1,10)) 

There are 9 2 2 36× × =  problem types. For each problem 
type, 30 test problems are generated. Each test problem is 
solved by BIP and LP, respectively. BIP and LP are solved 
by using a computer program coded in LINGO 11.0 with 
4GB of memory available for working storage, running on a 
personal computer Intel(R) Core(TM) i7-2600 CPU @ 
3.4GHz. To evaluate the performance of the computational 
results, we have to come up with a lower bound (LB) and 
then compare these percentage errors (100*( ) /BIP LB LB− ) 
in different test problems. 

Obviously, one lower bound can be obtained from the 
solution of a variant of the original problem by changing the 
original problem to the one in which orders are divisible and 
can be processed in different lots. Therefore, we only need to 
change (4) as follows. 

       [ ] 0i qX ≥ 1,2,...,i N= ,                      (4’) 1,2,...,q = N

Then, since the problem becomes a Linear Programming 
(LP) problem, we take much less time to solve the problem 
than the original one. The lower bound is also tight because 
the solutions of the original problem and its variant can 
happen to be the same (integers).  

The average and maximal percentage errors of each 
problem type for the BIP solutions and also the number of 
optimal solutions obtained within 3600 seconds are shown in 
the following table. 

From Table 1, we have the following observations: 
(1) For 20N = , the optimal solutions for all generated 

test problems can be found within 3600 seconds. 
(2) The larger the lot capacity is or the smaller the order 

size range is, the more optimal solutions you can obtain 
within the run time limit.  

(3) Average percentage errors of all problem types are 
less than 2.5, it means that the performance of the binary 
integer programming with run time limit is really good, 
especially, in the problem type with parameters K = 30 and 

iσ
d
= U(1,5). 
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(4) Most maximal percentage errors of all problem types 
are less than 4.5, it implies that the BIP performs well in 

most test problems, even in the worst situations. 

 
TABLE1. COMPUTATIONAL RESULTS. 

  iσ =1~5, K =15 
iσ =1~5, K =30 

iσ =1~10, K =15 
iσ =1~10, K=30 

  Error (%) 
 

Error (%) Error (%) Error (%) 

N avg max opt. no. avg max opt. no. avg max opt. no. avg max opt. no. 

20 0 0 30 0 0 30 0 0 30 0 0 30 

30 0 0 30 0 0 30 1.05 9.23 26 0 0 30 

40 0.38 3.44 26 0 0 30 1.30 10.08 25 0.15 4.46 29 

50 1.08 3.04 13 0 0 30 1.31 10.86 24 0.13 3.93 29 

60 1.38 2.77 7 0 0 30 1.34 7.52 23 0.28 3.19 27 

70 1.59 2.37 2 0 0 30 1.06 10.24 25 0 0 30 

80 1.23 2.38 6 0.56 1.71 18 1.49 8.01 22 0.09 2.63 29 

90 0.91 2.54 10 0.57 1.44 15 1.30 7.27 23 0.18 3.15 28 

100 1.47 2.06 1 0.86 1.32 3 2.46 6.55 17 0.08 2.47 29 

iσ : order size, K: lot capacity, N: order number 
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Abstract—We deal with an approach of clustering based on
structural mechanics. Rupture of multi-dimensional truss due
to a universal repulsive force is adopted as the process of
clustering. The structural behavior of multi-dimensional truss is
formulated. The feasibility of the proposed approach is examined
and demonstrated by a number of calculation examples.
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I. I NTRODUCTION

Clustering is one of the important processes for data
management, especially in the case of pattern identification
and recognition [1]. Several methods of clustering have been
proposed [2][3]. There are typical approaches such as hier-
archical algorithms e.g., the group average method and the
Ward method and partitioning algorithms e.g., the k-means
method and its families. Another approach such as based on
PCA (Principal Compoment Analysis) has also been developed
and studied [4]. These approaches having being developed so
far are basically based on some mathematical or geometrical
viewpoints. The authors see that these approaches are some-
what artificial, in the sense that the clustering processes are
controlled by one or more mathematical parameters that are
intentionally determined.

In the current study, we deal with an approach of clus-
tering based on structural mechanics. Taking account of the
mechanical characteristics of the target data set, a clustering
of somewhat natural manner is considered to be possible. One
of the significant problem is that structural systems dealt with
in structural mechanics are two or three-dimensional entities,
but the data set to be clustered can be an entity of higher
dimensional space. In the case of truss structural system,
however, it is possible to formulate the structural mechanical
characteristics such as the stiffness matrix even in the case of
a truss structure of four or higher dimensional space.

In this article, we regard the data elements to be clustered
as the truss nodes. We develop the formulation of stiffness
matrix of truss structure of general dimension. Rupture of the
truss structure due to universal repulsive force is calculated;
the obtained separated parts are recognized as the clusters.

In Section II, a general formulation of the nodal stiffness
matrix of multi-dimensional truss is introduced. The devel-
oped clustering procedure is explained in Section III. Some
preliminary example calculation results are demonstrated and
discussed in Section IV and Section V gives the conclusion
and future work.

II. M ULTI -DIMENSIONAL TRUSS
A truss structure consists of a number of truss nodes and

truss members connecting them. We denote the truss nodal
positions vector asX = [xT1 , · · · , xTN ]T , where xn is a D-
dimensional vector corresponding to thenth element of the
data set to be clustered. Truss member connections are denoted
as C = {c1, · · · , cM}, wherecm = {cm0, cm1} and cm0 and
cm1 correspond to the two truss nodes connected by themth
truss member.

A. Geometrical Relation
We denote the truss member lengths vector asL =

[l1, · · · , lM ]T . Each of the member lengths is given as the
Euclidean distance between the corresponding nodes expressed
as

lm =
[
(xcm1 − xcm0)

T (xcm1 − xcm0)
](1/2)

(1)

For all of the truss member lengths and the truss nodal
positions, (1) can be collected and expressed in the following
form:

L = L(X) (2)

The total differential of (2) is given as

dL =
∂L
∂X

dX (3)

which is obtained as the collection of the total differential of
(1) expressed as

dlm =
xcm1 − xcm0

lm
dxcm1 −

xcm1 − xcm0

lm
dxcm0 (4)

B. Stiffness Matrix
In the case of linear elastic model with small deformation,

the strain energyU of the entire truss under deformation is
expressed as

U =

M∑
m=1

1

2
kmr2m =

1

2
RT KLR (5)

wherekm and rm are the stiffness and the elastic change in
length of themth truss member,R = [r1, · · · , rM ]T is the
member deformation vector andKL = diag[k1, · · · , kM ] is
the member stiffness matrix. Since we deal with the case
of small deformation, the nodal displacement vectorU =
[uT

1 , · · · ,uT
N ]T and the member deformation vector have the

following linear relation referring to (3):

R =
∂L
∂X

U (6)
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Substituting (6) for (5), we obtain

U =
1

2
UT

(
∂L
∂X

)T

KL
∂L
∂X

U =
1

2
UT KXU (7)

where

KX =

(
∂L
∂X

)T

KL
∂L
∂X

(8)

is the nodal stiffness matrix of the given truss structure.

III. C LUSTERING BASED ON RUPTURE OFTRUSS
The clustering is dealt with in terms of rupture of the

truss structure corresponding to the given data elements, which
experiences a kind of universal repulsive force.

A. Generating Member Connection
In the current study, we deal with two types of member

connections among the truss nodes corresponding to the data
elements. One is the full-connection type, where all of the
combination of two nodes are connected by truss members.
The other is a simplex-connection type, where truss members
are connected to form appropriate simplices in the given
dimensional space. Figure 1 shows such examples of member
connections in 2D space. For the simplex-connection, we adopt
the truss members in the order of length, from the shortest,
among all the possible connections. The full-connection type
is easy to generate; however, it is not natural from the
viewpoint of truss structural system. On the other hand, the
computational time to generate the simplex-type connection
is not insignificant in the case of higher dimensional space;
however, the obtained member connection is natural and more
reasonable as a truss structural system.

Mechanical characteristics of a truss structure also depends
on the stiffness of the members. We use the following relation
to determine the stiffness of the truss members taking into
account the weight values assigned to the data elements:

km = CS
1

lSm
wcm0wcm1 (9)

whereCS is an adequate constant,S is the distance-evaluation
parameter andwcm0 andwcm1 are the weight values of the data
element nodes to be connected by the truss memberm. The
equation indicates that in the case of higher order ofS, the
connection strength of two data elements decreases rapidly in
accordance with their distance.

B. Universal Repulsive Force
As the force to deform and rupture the truss structure, we

introduce a universal repulsive force among the truss nodes
corresponding to the data elements. The force between any
two nodes is expressed as

fni = CR(xn − xi)d
R−1
ni wnwi, dni = ∥xn − xi∥ (10)

(a) Data elements (b) Full-type (c) Simplex-type

Figure 1. Two types of member connection. (2D case example)

whereCR is an adequate constant,wn andwi are the mass
assigned to the two nodes corresponding to the weight values
assigned to the data elements, andR is the parameter which
denotes the nature of the repulsive force. On the basis of the
introduced universal repulsive force between two nodes written
as (10), the nodal force vector is obtained as follows:

FX = [fT1 , · · · , f
T
N ]T , fn =

N∑
i=1

fni (i ̸= n) (11)

It should be noted that the repulsive nodal force pattern for the
caseR = 1 is corresponding to the so-called tidal force, though
the obtained force is not uni-directional but multi-directional.

C. Clustering Procedure
We deal with two-group clustering of the given data

elementsx1, · · ·, xN having the weight valuesw1, · · ·, wN .
The process is performed as follows:

Step 0 Generate truss member connectionsC.
Step 1 Calculate the nodal stiffnessKX and the nodal

force FX .
Step 2 Solve the stiffness equation

KXU = FX (12)

taking into account the condition of rigid body
motion and obtain the nodal displacementU.

Step 3 Calculate the member deformationR by (6) and
obtain the magnitude of the member strain as
follows:

ϵm = |rm/lm| (m = 1, · · · ,M) (13)

Note that the obtained value immediately corre-
sponds to the magnitude of the member stress,
since we assume uniform structural material.

Step 4 Delete the truss member connections in the order
of the magnitude of strain until the truss corre-
sponding to the data set is separated into two
parts.

Characteristic of the proposed clustering approach is de-
termined by the type of member connection, the distance
evaluation parameterS and the repulsive force parameterR.
The constantsCS andCR do not affect the clustering result.

IV. EXAMPLE CALCULATIONS
Since this is a study still at a preliminary stage, we conduct

example calculations in order to examine the feasibility of
the proposed clustering approach. Influence on the clustering
results of the types of truss member connection as well as the
introduced two parameters is also discussed.

For each of the data sets to be clustered, thenth data
element inD-dimensional space,xn = [xn(1), · · · , xn(D)]

T ,
is generated by the following equation fori = 1, · · · , D as

xn(i) =


+
DG

2
+DR (n = 1, · · · , N

2
)

−DG

2
+DR (n =

N

2
+ 1, · · · , N)

(14)

whereN is the number of data elements,DG is the assumed
gap parameter between the two cluster centers andDR is a
random number. In the following calculation examples, the
number of elements isN = 50, the gap parameter isDG = 0.6
and the random numberDR is assumed to have the normal
distribution of standard deviation 0.2.
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A. Evaluation of Member Connection Type
First, we examine the difference between the results based

on the two types of member connections. We useS = 2
and R = 1 a priori as the two parameters in the following
examples. The distance evaluation parameterS = 2 is se-
lected from the clustering point of view, which indicates that
the thickness of truss member connection between two data
elements becomes thinner in accordance with their distance.
The repulsive force parameterR = 1 is selected because the
value corresponds to a really existing repulsive force, that is
the tidal force, although this is not unidirectional.

Figure 2 shows typical clustering results based on the two
types of member connections. Figures (a) and (b) are the
examples respectively based on the full-connection and the
simplex-connection of truss members. Figures (a-1) and (b-1)
are the same data elements to be clustered and Figures (a-2)
and (b-2) are the clustering results. The data elements of the
obtained major cluster are depicted as a filled circle (•) and the
others are depicted as an empty circle (◦). Both obtained results
shown in Figures (a-2) and (b-2) are similar and considered to
be acceptable; however, small difference is observed with the
two data elements at the right-hand side of the center.

Figure 3 shows another clustering results based on the
data elements shown in Figure (a-1). On the basis of the
full-connection type truss, the first clustering result and the
succeeding second clustering result respectively shown in Fig-
ures (a-2) and (a-3) are considered insufficient. The succeeding
third clustering result shown in Figure (a-4) does not seem
natural. On the basis the simplex-connection type truss, the first
clustering result shown in Figure (b-1) can also be regarded as
insufficient; however, the result having a cluster of single data
element is unacceptable from the clustering point of view. The
succeeding second result shown in Figure (b-2) is considered

(a-1) Data elements (a-2) Clustering result
(a) Based on full-connection truss

(b-1) Data elements (b-2) Clustering result
(b) Based on simplex-connection truss

Figure 2. Evaluation of connection-type based on data set A.
(S = 2, R = 1)

to be reasonable.
The examples shown in Figures 2 and 3 are typical results.

Another clustering calculation examples also show similar
tendency. In the following calculation examples, we use the
simplex-connection type truss members for the clustering.

B. Evaluation of Two Introduced Parameters
We examine the influence of two parametersS and R.

Another data set is adopted this time, since no significant
difference with the parameters is observed in the clustering
results based on the two data sets adopted in the previous
examples. The case shown in Figure 4 is adopted as the
reference. Figure (a) is the adopted data set for the parameter
evaluation and Figure (b) is the clustering result based on
S = 2 andR = 1. Clusters of this data set are comparably
unclear; however, the clustering result shown in Figure (b) is
considered to be reasonable.

Figure 5 shows the clustering results based on different
values ofS in the case ofR = 1. Figures (a), (b) and (c)
respectively based onS = 0, S = 1 and S = 3 exhibit
different results. It can be observed for all the cases that the

(a-1) Data elements (a-2) 1st clustering result

(a-3) 2nd clustering result (a-4) 3rd clustering result
(a) Based on full-connection truss

(b-1) 1st clustering result (b-2) 2nd clustering result
(b) Based on simplex-connection truss

Figure 3. Evaluation of connection-type based on data set B.
(S = 2, R = 1)
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(a) Data elements (b) Clustering result

Figure 4. Reference clustering result based on data set C.
(S = 2, R = 1)

(a-1) 1st clustering result (a-2) 3rd clustering result
(a) S = 0

(b-1) 1st clustering result (b-2) 2nd clustering result
(b) S = 1

(c-1) 1st clustering result (c-2) 3rd clustering result
(c) S = 3

Figure 5. Evaluation of parameterS based on data set C.
(R = 1)

first clustering results shown in Figures (a-1), (b-1) and (c-1)
are insufficient. The second clustering result shown in Figure
(b-2) in the case ofS = 1 and the third clustering result shown
in Figure (c-2) in the case ofS = 3 are, however, considered to
be reasonable results. The caseS = 0 is clearly not acceptable

(a) R = 0 (b) R = 2

(c-1) 1st clustering result (c-2) 2nd clustering result
(c) R = 3

Figure 6. Evaluation of parameterR based on data set C.
(S = 2)

(a) xy-plane (b) zw-plane

Figure 7. Four-dimensional example clustering result example
based on expanded data set C. (S = 2, R = 1)

even for the third clustering result shown in Figure (a-2). Since
all of the member stiffness values are assumed to be the same
irrespective of their lengths in this case, the thickness of the
assumed truss member becomes larger in accordance with the
distance of the two data elements to be connected. This type of
truss structural system is considered to be unreasonable from
the clustering viewpoint.

Figure 6 shows the clustering results based on different
values ofR in the case ofS = 2. As shown in the figure, the
influence of different values ofR is less significant than the
case ofS. The reference clustering result ofR = 1 shown in
Figure 4(b) is the same as the results ofR = 0 andR = 2
respectively shown in (a) and (b) of Figure 6. Only the case
of R = 3 shown in Figure 6(c) is slightly different.

Other calculation results that have been conducted so
far exhibit similar tendencies. As a preliminary result, we
conclude that the parameters determined a priori,S = 2 and
R = 1, are considered to be appropriate, though the further
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examination is required especially for the case ofR.

C. Higher Dimensional Examples
Figure 7 shows an example clustering result of four di-

mensional data. The adopted data set inxy-plane is the same
as the previous case shown in Figure 4(a), but it is expanded
to z andw axes this time. In Figure 7, the clustering result
plotted onxy-plane shown in (a) is slightly unreasonable but
the result plotted onzw-plane shown in (b) demonstrates its
adequateness.

V. CONCLUSION AND FUTURE WORK
We proposed an approach of clustering based on struc-

tural mechanics, which is an application of multi-dimensional
truss. The feasibility of the proposed approach was examined
based on a number of calculation examples. As a preliminary
result, we conclude that the clustering process based on the
truss of simplex-type connection with the distance-evaluation
parameterS = 2 and the repulsive force parameterR = 1 is
considered to be adequate.

In the current study, the example artificial data sets are
assumed to consist of only two clusters. In the case of a data
set consisting of more clusters, iterative use of the proposed
approach for the obtained clustering results is considered to be
applicable. More detailed characteristics of the approach have
to be studied with various patterns of data set examples. On the
basis of the insights to be obtained, application of the approach
to some practical problems has to be taken into consideration.
These are considered to be part of the future work.
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Abstract—In this paper, we propose a development of a T-
shaped circulator based on a 2D-photonic crystal, which has a
simple and compact structure. This structure makes the non-
reciprocal transmission of electromagnetic waves. Through a
series of adjustments in the crystalline geometry and using the
Nelder-Mead optimization method, we achieve a high level of
isolation and low insertion losses.
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I. INTRODUCTION

Non-reciprocal components, such as isolators and circula-
tors, are used in communications systems to reduce undesirable
reflections that cause instability in generators and amplifiers,
as well as loss of performance in these systems.

Different types of circulators based on Photonic Crystal
(PhC) technology are known. Among them there are tradi-
tional three-port Y-circulators in PhCs with triangular lattice
in optical region [1], in THz [2] and W-circulator [3], T-
circulator in PhCs with square lattice [4][5]. All of them
are based on resonance of the standing dipole mode of a
Magneto-Optical (MO) resonator with a complex geometry.
The proposed circulator presents a resonant cavity with a very
simple structure.

Besides, when compared with the circulators presented by
Wang et al. [4] and Jing et al. [5], the proposed one has the
splitting factor about five times lower. Therefore, the scaling
for operation at higher frequencies is much plausible.

The circulator consists of a square lattice of dielectric
cylinders immersed in air. We consider a junction consisting of
a resonator with MO material and three waveguides coupled to
the resonator. This structure can operate in subTHz and THz
frequency range and perform non-reciprocal transmission of
electromagnetic waves.

The proposed device based on photonic crystal technology
can be built with reduced dimensions, favoring an increase in
the component integration density in communications systems.
Due to strong dependence of parameters of photonic crystals
with respect to geometry, adjustments were made in the crystal
structure by using of an optimization technique.

This paper is organized as follows. In Section II, the
optimization method is discussed and the optimal design is
presented. In Section III, the device performance after using
the optimization process is shown. After that, the conclusion
is presented.

II. OPTIMIZATION PROCESS

The technique of optimization known as brute force is
not appropriate for solution of our problem. The Nelder-Mead
method, which is available in COMSOL [6], has been used for
the geometry optimization. This algorithm [7] demonstrates a
rapid convergence in comparison with other available methods.

Considering excitation in the three ports of the circulator,
we look for its good transmission and isolation for a particular
frequency band. The objective function was defined as S
parameters of the circulator. Thus, optimized values for the
radius and the position of the ferrite and dielectric cylinders
comprising the resonant were obtained.

a)

b)
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Figure 1. Before optimization process: a) Initial design. b) Frequency
responses.

In Figure 1a, we show the structure of the crystal before
the optimization process. The ferrite cylinder is positioned in
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the center of the axis between the connecting waveguides. It is
noticed that for this geometrical configuration, there is no non-
reciprocal transmission, which leads us to seek change in the
parameters of the cylinders near the resonator. There are also
high losses of the structure for this geometrical arrangement,
as it can be seen in Figure 1b. Then one realizes that must be
applied to optimization for this problem.

From the values obtained using the optimization module,
the final optimal design with the changes made in the crystal
structure can be seen in Figure 2. The white cylinders are re-
lated to the periodic structure of the employed photonic crystal
and each of them has radius equal to 0.2a, where a is the lattice
constant. For frequency f = 100GHz, a = 1.065mm.

Δy1

Δy2

y

x

32

1

Figure 2. Optimal design.

After the changes made in the central structure, the radius
of the blue cylinder remained equal to 0.30562a, but is
displaced in relation to the axis of the waveguide between
ports 2 and 3 (∆y1) of 0.69086a. The green cylinder has a
reduced radius 0.01249a and was moved vertically to the axis
of the upper cylinders (∆y2) in 0.2563a. The radii of the red
cylinders were increased to 0.07439a.

III. OBTAINED RESULTS

The frequency splitting of the rotating modes ω+ and ω−

versus k/µ is shown in Figure 3. It is apparent that our
circulator works with low parameter k/µ = 0.17, i. e. can be
projected for THz region.

The resonant cavity is based on a nickel-zinc based ferrite
rod inserted in the center of the device and the dipole modes
are excited in this rod. The used ferrite is produced by Trans-
Tech [8] and its product code is TT2-111. In order to obtain the
magnetic permeability and permittivity of the employed ferrite,
the following expressions were used in our simulations:

[µ] = µ0

(
µ −ik 0
ik µ 0
0 0 µ

)
; ε = 12.5ε0. (1)
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Figure 3. Frequency splitting of dipole modes excited in an MO resonator.

where the on-diagonal term µ and the off-diagonal term k are
defined by the following expressions:

µ = 1 +
ωm (ωi + jωα)

(ωi + jωα)
2 − ω2

(2)

k =
ωmω

(ωi + jωα)
2 − ω2

(3)

The terms ωm and ωi are defined as:

ωm = γM0 (4)

ωi = γH0 (5)

In (2), (3), (4) and (5), M0 is the saturation magnetization (398
kA/m), γ is the gyromagnetic ratio (2.33 x 105 rad/s per A/m),
α is the damping factor (0.03175), ω is the radian frequency
(rad/s), µ0 is the free-space magnetic permeability (4π x 10−7

H/m) and H0 is the applied DC magnetic field (kA/m).
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Figure 4. Frequency responses of T-circulator for excitation at ports 1, 2 and
3.

The device frequency response is shown in Figure 4. In the
normalized central frequency ωa/2πc = 0.3499, the insertion
losses are smaller than -0.05 dB, where: ω is the angular
frequency (in radians per second); c is the speed of light in
free space. In the frequency band located around 100 GHz, the
bandwidth defined at the level of -15 dB of isolation is equal
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Figure 5. Ez-component of electromagnetic field for T-circulator at central
frequency f = 98.55GHz for excitation at port 1.
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H
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Figure 6. Ez-component of electromagnetic field for T-circulator at central
frequency f = 98.55GHz for excitation at port 2.

2
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Figure 7. Ez-component of electromagnetic field for T-circulator at central
frequency f = 98.55GHz for excitation at port 3.

to 620 MHz for excitation at port 1, 680 MHz for excitation
at port 2 and 730 MHz for excitation at the port 3.

The propagation of electromagnetic waves is given as
follows: when the excitation is applied at port 1, there is signal
transmission from this port to port 3, with isolation of port 2
due to the special alignment of the dipole mode, as can be seen
in Figure 5. Similarly, when the input signal is applied in the
port 2 (Figure 6), this is transferred to the port 1, with isolation
of port 3 and in the port 3 (Figure 7), this is transferred to the
port 2, with isolation of port 1. This case corresponds to the
propagation in a counterclockwise direction. If the signal of
the external DC magnetic field H0 is reversed, the propagation
of signals is clockwise (1 to 2, 2 to 3 and 3 to 1).

In the cases illustrated in Figures 5 and 6, it can be seen
that the stationary dipole mode excited in the resonant cavity is
rotated by an angle of 45◦, which provides isolation of ports 2
and 3, respectively. On the other hand, in the case illustrated in
Figure 7, it is shown that the stationary dipole mode suffers no
rotation, making the input signal applied in port 3 is transferred
to the port 2 with port 1 isolated.

Analysing intensity of the electric field in the T-junction,
one can see that, the resonant cavity is formed by a central
ferrite cylinder and two dielectric cylinders with increased
diameters compared to other cylinders that comprising the
photonic crystal.

IV. CONCLUSION

In this paper, we have presented a T-junction circulator with
reduced dimensions. Several changes were made in the device
initial design, in order to realize the isolation function. That
is, to protect the signal source from stray reflections of not
a ideally matched load. By using parameter optimization, we
have obtained good characteristics of the circulator, namely,
low insertion losses between the input and the output ports,
high input isolation levels and a relatively wide operating
frequency band.
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Abstract—This paper presents the design of a fuzzy tracking 

controller for uncertain Single Link Manipulator (SLM) 

moving in the vertical plane. A Takagi-Sugeno (TS) fuzzy 

model of the uncertain nonlinear plant is constructed using 

sector nonlinearity approach and a set of operations point 

technique. The controller design for TS fuzzy plant is then 

carried out using Francis-Isidori-Byrnes (FIB) nonlinear 

regulation theory and parallel distributed compensation (PDC) 

technique. MATLAB simulations are performed to validate the 

designed controller for tracking constant and sinusoidal 

reference signals. 

Keywords- Uncertain single link manipulator; TS fuzzy 

model; Parallel distributed compensation; Linear matrix 

inequalities; Francis-Isidori-Byrnes nonlinear regulation theory; 

MATLAB/Simulink. 

I.  INTRODUCTION 

Single Link Manipulators (SLM) are popular platforms to 
study control algorithms. Two types of SLM are often 
deployed by researchers to validate their control techniques. 
These include flexible joint and flexible link manipulators 
which can be made to operate either in horizontal or vertical 
plane. The vertical plane motion introduces an additional 
factor of gravity in the model. A variety of linear and 
nonlinear techniques are found in literature for the control of 
SLM. The design of H-∞ based Proportional-Derivative-
Integral (PID) control is presented in [1] for tip regulation 
task in SLM. The method considers the model uncertainty as 
a result of neglecting high frequency modes and computes 
the gain space for PID controller using H-∞ optimization 
criterion. Real-time implementation results using a digital 
signal processor validates the proposed controller which is 
also found to outperform the Ziegler-Nichols-PID controller 
in terms of the transient performance and robustness. Back 
stepping method tuned by Genetic algorithm is used by Ali 
Sahab and Modabbernia [2] to control SLM. Through a 
series of virtual control inputs and control Lyapunov 
functions, convergence of tracking error is shown. A fitness 
function is formed to minimize the settling time and 
percentage overshoot. Based on this function, Genetic 
algorithm finds optimal gains for back stepping controller. 
The proposed algorithm is shown to perform better than 
robust control methods for stabilization and reference 
tracking tasks. An adaptive controller is proposed in [3] to 
control a SLM which adjusts the position and velocity gains 

based on the tracking error. The controller demands large 
bandwidth (as a function of error) during startup to provide 
fast response and bandwidth decreases as the error converges 
to zero which helps to eliminate the overshoot in system 
response. A notion of dynamic pole motion explains the 
system stability under the presented design scheme. The use 
of fuzzy logic in controlling a SLM is also addressed [4]-[7]. 
A two stage fuzzy controller is presented in [4] for tip 
position tracking in SLM. The first stage employs two fuzzy 
logic controllers with motor angle and its derivative being 
the inputs of first 81-rule base controller while the second 
controller processes tip angle and its derivative using a rule-
base containing 49 rules. The outputs from these fuzzy logic 
controllers form input to a second stage fuzzy logic 
controller which generates pulse width modulated signal to 
drive the DC motor. Simulation and experimental results 
show the superior performance of the proposed controller in 
comparison to PID controller. The optimization of a fuzzy 
controller in terms of its scaling gains and membership 
functions is carried out using Genetic algorithm [5] which 
uses a weighted combination of conflicting objectives 
including the fast response and minimal overshoot as a 
fitness function. In addition, a command shaper is also 
integrated to modify the reference signal keeping in view the 
vibration modes. The command shaper is also tuned using 
genetic algorithm to give the optimal locations and 
amplitudes of impulses which are then convolved with 
desired reference signal to generate a modified reference 
signal. 

This paper follows a model-based approach for the 
design of fuzzy logic controller for stabilization and tracking 
control of SLM moving in vertical plane. By assuming the 
parameters to be uncertain, a TS fuzzy plant model is 
constructed which exactly represents the original nonlinear 
dynamics in compact region formed from parameter bounds 
and operating region [8]. Francis-Isidori-Byrnes (FIB) 
nonlinear regulation theory and Parallel Distributed 
Compensation (PDC) technique [9][10] is used to design a 
controller for tracking constant and sinusoidal references. 
Controller part based on FIB is responsible for directing the 
system motion towards the steady state manifold and 
generates steady state input for forcing the system to stay 
there while PDC part ensures the system stability during 
convergence to steady state manifold. FIB part is designed 
after solving time varying matrix differential equations in 
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terms of fuzzy sets, while PDC part is designed using linear 
matrix inequality techniques where the existence of a 
symmetric positive definite matrix for all fuzzy sub-systems 
proves the system stability. MATLAB simulations are 
performed to show the effectiveness of the designed 
controller for SLM. It is found that controller has remained 
successful in tracking the reference trajectories with good 
transient performance. The contribution of the paper lies in 
constructing a fuzzy model for uncertain single link 
manipulator based on the idea of set of operation point’s 
technique. The stabilization and tracking of the resulting 
model is achieved using exact output regulation theory. 

We start by constructing the TS fuzzy plant model in 
Section II. Controller design is presented in Section III 
followed by simulation results in Section IV. Conclusions 
are drawn in Section V. 

II. TS FUZZY MODEL OF SLM 

The dynamics of a SLM consisting of a rod with a 
circular disc at one end and moving in the vertical plane can 
be described by the following differential equation: 

 

( ) ( )
22 21

sin
3 2

ml
ml Ma M l a b g M a lθ θ θ τ

   
+ + + + + + + =   

   

ii i

              (1) 

Where m is the mass of the rod, l is the length of the rod, 

M is the mass of the circular disc, a is the radius of the disc, 

b is the coefficient of viscous friction at the pivot, θ is the 

angle of the link from vertical, g is the acceleration due to 

gravity and τ is the torque provided by the DC motor for 

reference tracking purposes. The numerical values of these 
parameters are listed in Table 1 where mass of the circular 
disc and the damping coefficient are assumed to be 
uncertain.  

By defining the state vector to be 

1 2

T

x xθ θ 
= = =  

x
i

the system in (1) can be represented 

as: 
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               (2) 

 
Where u represents the torque to be generated by the 

motor, 
1

y x= denotes the system output and the nonlinear 

functions are given as: 

( )
( )

( )

( )
( )
1

21 1
22 2 1

sin2
, .

1

3

ml
g M a l

x t
f x M

x t
ml Ma M l a

 
+ + 

 = −
 

+ + + 
 

 (3) 

 

( )
( )

22
22 2

,
1

3

b
f b M

ml Ma M l a

= −
 

+ + + 
 

       (4) 

( )
( )

2
22 2

1

1

3

g M

ml Ma M l a

=
 

+ + + 
 

                      (5) 

 
By assuming the angular displacement of the link to lie in 

the range ( )1
2 2

x t
π π

− ≤ ≤ , we can define the following 

compact region covering the parametric uncertainties and 
operating range as: 
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              (6) 
TS fuzzy model of the system in (2) can be constructed 

so as to exactly reproduce the plant dynamics over the 
compact region (6) by finding the extreme values of the 
nonlinear functions (3)-(5) for this region. This result is 
based on the following property and will ensure the 
stabilization of the plant over the compact region by using 
PDC controller: 

Property 1: Let 
p

p
I ⊂ � and 

q

q
I ⊂ � be compact subsets 

and
p q

I I I= × . Let : tf I ⊂ →� � be a continuous 

function with t p q= + . If for some given
0 p

p I∈ , 

( ){ }0
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qq I
M f p q
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= , and ( ){ }0
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qq I

m f p q
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0
,
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p q I

M f p q
∈

≤ , and 
( )

( ){ }
0

0
,

min ,
p q I

m f p q
∈

≥ . 

The variation of the functions (3)-(5) over the compact 
region (6) is depicted in Fig. 1 and the extreme values are 
found to be: 
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We can now define the following fuzzy sets with 

universe of discourse being the extreme values in (7)-(12) 
which will enable us to build the TS fuzzy plant model: 
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Figure 1.  Plot of functins (3)-(5) over compact region (6)  (a) 
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Based on the fuzzy sets (13)-(15), we define the 

following plant rules: 
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Using the singleton fuzzification, product inference 

engine and average defuzzification technique, TS fuzzy plant 
model can be given as: 
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TABLE I.  PLANT PARAMETERS 

Parameter Value 

m 0.2 Kg 

l 0.5 m 

a 0.01 m 

M [0.01, 0.1] Kg 

b [0.01, 0.05] Nms/rad 

g 9.8 m/s2 
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( )( ) ( ) ( ) ( )1, ,i i i it M M x N b M O Mρ = × ×z                (19) 

 

Where ( )( )i tρ z and ( )( )i tα z are the firing and 

normalized firing strengths of the ‘ th
i ’rule respectively 

which contains the fuzzy sets
i

M , 
i

N and
i

O . This degree of 

belongingness is determined based on the scheduling vector, 

( ) ( ) ( ) ( )21 1 22 2, ,t f M x f b M g M=   z . 

III. TS FUZZY CONTROLLER DESIGN 

TS fuzzy controller for SLM is designed based on 
Francis-Isidori-Byrnes (FIB) nonlinear regulation theory 
which guarantees exact tracking through the control law (20) 
subject to the solution of the differential equations (21): 
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Where ( )( )tπ w is the steady state zero error manifold, 

( )( )tγ w is the steady state input, f is the system dynamics, 

s forms the exosystem to be tracked, h is the tracking error 

and K is the stabilizing gain. It is shown in [9] that these 
nonlinear equations can be exactly solved in terms of fuzzy 
sets with time varying degree of membership. We introduce 
the following fuzzy exosystem which will serve the purpose 
of reference signal generation:  
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Where 
1i

S and 
2i

S denote the constant and sinusoidal 

reference state matrices respectively while 
i

Q is the 

reference output vector. 
i

β is the normalized firing strength 

for the ‘ th
i ’rule of fuzzy exosystem. 
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Using (17) and (22), the tracking error can be given as: 
 

( ) ( )( ) ( )( )
8 2

21

1 1

i i i i

i i

e t t f tα β
= =

= −∑ ∑z C x Q w      (26) 

 
The above error will be converged asymptotically to zero 

using the control law (27): 
 

( ) ( )( ) ( ) ( )( )( ) ( )( )
8

1

i

i

u t t t t tα
=

= − − −∑ z K x Π w Γ w   (27) 

 

Where ( )tΠ and ( )tΓ are updated as a result of the 

solution of following time varying matrix equations: 
 

( ) ( )( ) ( ) ( )( ) ( ) ( ) ( )( )

( )( ) ( ) ( )( )

8 8 2

21

1 1 1

8 2

21

1 1

i i i i i ji

i i i

i i i i

i i

t t t t t t f t

t t f t

α α β

α β

= = =

= =

= + −

= −

∑ ∑ ∑

∑ ∑

Π z A Π z B Γ Π S

0 z C Π Q

i

                         (28) 
The control objective of tracking the constant and 

sinusoidal references by SLM leads to the following 
mappings: 

 

( ) ( )

( ) ( ) ( ) ( )

1 1

1 1 2 2

x t w t

x t w t x t w t

=

= ⇒ =
i i                        (29) 

( ) ( )( ) ( ) ( ) ( )( )
( )( ) ( ) ( ) ( )( )

2 1 1 21,max 1 22 2 2

2 1 21,min 1 22 2 2
           

n n

n n

x t M x t f x t f x t g u t

M x t f x t f x t g u t

= + + +

+ +

i

 

(30) 
 

Where 
22n

f and 
2n

g denote the nominal function values. 

Using (28)-(30), we find the following steady state zero error 
manifold and steady state input matrices: 
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( )
1 0

0 1
t

 
=  
 

Π                      (31) 

( ) ( )( ) ( )( )1

1 1 21,max 2 1 21,min 22

2

1
n

n

t M w t f M w t f f
g

 = − + Γ

                       (32) 

( ) ( )( ) ( )( )2

1 1 21,max 2 1 21,min 22

2

1
1 n

n

t M w t f M w t f f
g

 = − + + Γ

                       (33) 

Where ( )1
tΓ and ( )2

tΓ govern the steady inputs for 

steady state zero error manifold corresponding to reference 

state matrices 
1i

S and 
2i

S respectively. The other part of the 

control law will ensure the stabilization of the equilibrium 
point. We will use PDC technique to design the stabilizing 
controller for SLM model (17) which will share the same 
fuzzy sets as that of plant to weight the control gains of fuzzy 

sub-systems. The ‘ th
i ’control rule will be defined as: 

     

Con. Rule i: IF 
21

f is 
i

M AND 
22

f is 
i

N AND 
2

g is 
i

O  

            THEN ( ) ( )Ki i
u t t= −K x  

 
The net stabilizing control gain is found as: 
 

( ) ( )( ) ( )
8

1

K i i

i

u t t tη
=

= −∑ z K x                     (34) 

 
Using (17) and (34), the closed loop dynamics can be 

given as: 
 

( ) ( )( ) ( )( )( ) ( )
8 8

1 1

i j i i j

i j

t t t tα η
= =

= −∑∑x z z A B K x
i

     (35) 

 
To ensure the closed loop system stability, the following 

Lyapunov inequality must hold: 
 

( ) ( ) 0, , 8
T

i i j i i j i j− + − < ∀ ≤A B K P P A B K            (36) 

 
Where P is a symmetric positive definite matrix. The 

above inequalities can be cast as LMIs whose solution can 
return the control gains for fuzzy sub-systems. By pre- and 

post-multiplying (36) with 1−P and re-defining, 1−=P P and 

defining
i i

=Q K P , we obtain the following LMIs with the 

inclusion of decay rate constraint: 
  

0

2 0, 8

4 0, 8

T T T

i i i i i i

T T

i i j j i j

T T T T

j i j i i j

i

i j

λ

λ

>

+ − − + < ∀ ≤

+ + + −

− − − + ≤ ∀ < ≤

P

A P PA B Q Q B P

A P PA A P PA B Q

Q B B Q Q B P

       (37)

  

The solution of LMIs will give P and 
i

Q matrices from 

which the control gains can be determined as: 

1, 1 8
i i

i−= ∀ = −K Q P                      (38) 

 
The above set of 37 LMIs (37) is solved using LMI 

toolbox of MATLAB with 1λ =  and following control gains 

and symmetric positive definite matrix are found: 
 

[ ]

[ ]

[ ]

[ ]

[ ]

[ ]

[ ]

[ ]

1

2

3

4

5

6

7

8

2.4249 0.5923

1.5788 0.3869

2.4692 0.6691

1.5175 0.4275

2.6174 0.5716

1.8637 0.3917

2.7258 0.6453

1.8669 0.4385

=

=

=

=

=

=

=

=

K

K

K

K

K

K

K

K

                    (39) 

 

0.5153 2.1941

2.1941 11.2771

− 
=  − 

P                     (40) 

IV. SIMULATION RESULTS 

The designed controller is simulated in 
MATLAB/Simulink environment for stabilization and 
tracking control of SLM. We select M =0.05Kg and 

b =0.03Nms/rad from the compact region for simulation 

purpose. The stabilization result is depicted in Fig. 2 for 
various initial conditions. Note that the reference generator 

for the stabilization ( )tw   has zero initial conditions. It can 

be seen that controller has remained successful to stabilize 
the plant. The step response of the controller is shown in Fig. 
3. A set of constant reference points are also generated and 
controller is found to track these set points offering no 
overshoot, zero steady state error and less than 1sec settling 
time as evident from Fig. 4. Square wave reference tracking 
by the controller is shown in Fig. 5. It should be noted that 
the steady state input for all these reference signals is 

computed as: ( ) ( ) ( )1

ss
u t t t= −Γ w . Performance of the 

controller for sinusoidal reference signals is also evaluated. 
Perfect tracking is achieved as seen from simulation results 
in Fig. 6, where the tracking error converges to zero within 
1sec. Note that the steady state input in this case is generated 

as: ( ) ( ) ( )2

ss
u t t t= −Γ w . For the purpose of comparison, a 

pole placement controller is designed for the same transient 
performance as offered by fuzzy logic 

controller ( )0.6 , 1
s

T s ξ= = . The comparison result in the 

form of tracking error is depicted in Fig. 7 when both the 
controllers are made to track the sinusoidal reference signal 
with angular position varying in the range [-1,1] rad. It can 
be seen that steady state error exists in case of pole 
placement controller while fuzzy logic controller exactly 
tracks the input signal after a transient. 
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(a) 

 
(b) 

Figure 2.  Stabilization of SLM for various initial conditions (a) Angular 

position (b) Angular velocity 

 
(a) 

 
(b) 

Figure 3.  Step response (a) Angular position (b) Angular velocity 

 
(a) 

 
(b) 

Figure 4.  Reference tracking (a) Angular position (b) Angular velocity 
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(a) 

 
(b) 

Figure 5.  Square wave tracking (a) Angular position (b) Angular velocity 

 

(a) 

 

(b) 

 
(c) 

Figure 6.  Sine wave tracking (a) Angular position (b) Angular velocity (c) 

Tracking error 

 

Figure 7.  Comparison of TS FLC and PPC for Sine wave tracking 
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V. CONCLUSIONS 

TS fuzzy model of uncertain single link manipulator is 
derived using set of operations point technique. For the 
purpose of demonstration, mass of the disc and friction 
coefficient are assumed as uncertain parameters. For exact 
output regulation, a PDC controller in conjunction with FIB 
theory is designed. MATLAB simulations are then 
performed to validate the designed controller for tracking 
constant and time varying trajectories. A comparison with 
pole placement controller is also drawn. Future work 
involves the design of estimation law for immeasurable 
scheduling vector.  
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Abstract—The vibration signal of a rotating machine always 

carries the dynamic information of the machine. Its analysis is 

very useful for the condition monitoring and fault diagnosis. 

Many signal analysis methods are able to extract useful 

information from vibration data. In this paper, bearing fault 

diagnosis is performed using Wavelet Transform (WT) and 

Parseval’s theorem. The WT is used to decompose the original 

signal into several signals in order to obtain multiple data 

series at different resolutions. The fault can be detected from a 

given level of resolution. For this purpose, Parseval’s theorem 

is used as an evaluation criterion to select the optimal level. 

Associated to envelope analysis, it allows clear visualization of 

fault frequencies. Vibration signals from a pilot scale are used 

to demonstrate the usefulness of the proposed method. The 

results of the application in inner and outer races bearing 

diagnosis are satisfactory. 

Keywords-vibration; fault diagnosis; wavelet transform; 

Parseval’s theorem; bearing. 

I.  INTRODUCTION 

Fault diagnosis is extremely important task in process 
monitoring. During the two past decades, various 
monitoring methods have been developed, such as 
dynamics, vibration, tribology and non-destructive 
techniques [1][2]. The vibration signal analysis is essential 
in improving condition monitoring and fault diagnosis of 
rotating machinery, because it always carries the dynamic 
information of the system. Effective utilization of the 
vibration signals depends upon the effectiveness of the 
applied signal processing techniques. A wide variety of 
techniques have been introduced such as: time domain and 
frequency domain [3][4]. Unfortunately, they are not 
suitable for non-stationary signal analysis [5]. In order to 
solve this problem, Wavelet Transform (WT) has been 
developed. The WT, also called time-frequency analysis, is 
a kind of variable window technology, which uses a time 
interval to analyze the frequency components of the signal. 
This makes the application of the WT for non-stationary 
signal processing an area of active research over the past 
decade. An overview of the WT used in vibration signal 
analysis was provided in [6][7][8]. 

The original signal using WT can be decomposed into 
approximations and details versions with different 
frequency bands by using a successive low-pass and high-

pass filtering. The decomposed levels will not change their 
information in the time domain [9]. However, useful 
information can be contained in some sub-bands. So, the 
fault can be detected from a given level of resolution. This 
is based on a choice of an indicator to determine the optimal 
level where failure can occur. The selection of the most 
reliable indicator has been studied by several authors. 
Prabhakar et al. [10] selected the periodic impulses of 
bearing faults in time domain based on low and high 
frequency nature of decomposed levels. Similar analyses 
were carried out by Purushotham et al. [11] in order to 
extract the periodic impulses from the time signals using 
discrete wavelet transform at Mel-frequency scales. 
Chinmaya and Mohanty [12] used the sidebands of the gear 
meshing frequencies as an evaluation criterion for gear 
faults diagnosis. Djebala et al. [13] analyzed the vibration of 
faults inducing periodical impulsive forces by selecting the 
kurtosis as indicator.  

In this work, the measured vibration signals are 
decomposed using the Daubechies wavelet. Clearly, useful 
information is contained in some decomposition levels. In 
order to extract useful information, the energy distribution is 
established by Parseval’s theorem. The latter is used as 
principal criterion to select the optimal level of resolution. 
The proposed method is evaluated using the vibration 
measurements obtained from accelerometer sensors. The 
aim of this method is to provide a solution of bearing fault 
diagnosis. 

The remainder of this paper is structured as follows. 
Section II presents the experimental rig used. Section III 
describes the fault diagnosis method. Results and discussion 
are presented in Section IV. Finally, the main conclusions 
are outlined in Section V.  

II. EXPERIMENT DATA ACQUISITION 

Vibrations caused by defective bearing elements account 
for the vast majority of problems with rotating machinery. 
Each element such as inner race or outer race has a 
characteristic rotational frequency. With a fault on a 
particular element, an increase in the vibration energy at this 
element rotational frequency may occur. The monitoring of 
these elements has a primary importance for the correct 
operation of the machine. 

The experimental measurements presented in this paper 
are entirely based on the vibration data obtained from the 
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Case Western Reserve University Bearing Data Centre [14]. 
As shown in Figure 1, the motor is connected to a 
dynamometer and torque sensor by a self-aligning coupling. 
The vibration signals were collected from an accelerometer 
mounted on the motor housing at the drive end of the motor. 
The vibration data was obtained from the experimental 
system under the four different operating conditions: (1) 
normal condition; (2) with inner race fault; (3) with outer 
race fault; and (4) with ball fault. The data is sampled at a 
rate of 12 kHz and the duration of each vibration signal was 
10 seconds. More details about experimental setup were 
reported in [14]. 

The bearings used in this study are deep groove ball 
bearings manufactured by SKF. Faults were introduced to 
the test bearings using electro-discharge machining method. 
The defect diameters of the three faults were the same: 
0.018, 0.036, and 0.053 mm. The motor speed during the 
experimental tests is 1797–1720 rpm. Each bearing was 
tested under the four different loads: 0, 1, 2, and 3 horse 
power (hp).  

In order to evaluate the proposed method, the data 
measured under 0-load (0 hp) at rotation speed of 1797 rpm 
(30 Hz) including the faults on the inner and outer races 
were used. The original signal is divided into segments of 
samples that each sample covered 4096 data points.  

Figures 2a, 2b and 2c represent respectively a vibration 
signal collected at 1797 rpm from the normal state, inner 
race fault and outer race fault. 

The fault frequency can be calculated from the geometry 
of the bearing and element rotational speed. Frequencies 
associated with defective inner and outer races are as 
follows: 

 ( ) ( )( )α+= cosDdfnf rIR 12  (1) 

 ( ) ( )( )α−= cosDdfnf rOR 12  (2) 

where, fr is the rotational frequency, d the ball diameter, D 
the pitch diameter, n the number of balls and α the contact 
angle. 

 

 

 

 

 

 

 

 

 

 

Figure 1.  (a) Bearing test rig and (b) its schematic description [15]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.  Vibration signals of: a) normal state, b) inner race fault and c) 

outer race fault. 

The fault frequencies of inner race and outer race are 
calculated, respectively, according to (1) and (2), which are 
162 Hz and 107 Hz. 

III. FAULT DIAGNOSIS METHOD 

In this section, a diagnosis method, which consists of 
two approaches, namely, the WT and Parseval’s theorem, is 
described to monitor the bearing inner and outer races.  

A. Wavelet Transform 

The WT is one of the most important methods in signal 
analysis. It is a time-frequency analysis technique. Due to its 
strong capability in time and frequency domain, it is applied 
recently by many researchers in rotating machinery. The 
WT decomposes a signal in both time and frequency in 
terms of a wavelet, called mother wavelet (3). The mother 
wavelet must be compactly supported and satisfied with the 
admissibility condition (4). 

 )a/)bt(()a()t( −ψ=ψ 1  (3) 

 ∫
+∞

∞−

∞<ψ dww)w(ˆ
2

 (4) 

where )w(ψ̂  is the Fourier transformation of )t(ψ . 

Two variations of the WT exist: Continuous Wavelet 
Transform (CWT) and Discrete Wavelet Transform (DWT). 
They are described below: let s(t) be the original signal, the 
CWT of s(t) is defined as: 
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∞

∞−

ψ= td)ab)-(t()ts()a((a,b)CWT
*

1  (5) 

where * denotes complex conjugate, a and b are the 
dilation (scaling) and translation (shift) parameters, 
respectively. 

The DWT is derived from the discretization of the CWT 
by discrete values of a and b. The DWT is given by: 

 ∫
∞

∞−

ψ= td))k2-(t()ts()()k,jDWT( jj*j 221  (6) 

where a and b are replaced by 2
j
 and 2

j
k, j is an integer.  

The DWT can be regarded as a multiresolution analysis 
technique [16], as illustrated in Figure 3. The DWT analyzes 
the signal at different scales or resolutions. It employs two 
sets of functions, called scaling functions and wavelet 
functions [16][17], which are associated with low pass (L) 
and high pass (H) filters, respectively. The discrete signal is 
convolved with L and H, resulting in two vectors A1 and D1 
on a first level. The vector A1 is called approximation and 
the vector D1 is called detail. The application of the same 
transform on the approximation A1 causes it to be 
decomposed further into approximation A2 and detail D2 on 
a second level. Finally, the signal is decomposed at the 
expected level.  

The selection of the appropriate wavelet is very 
important in signals analysis. There are many functions 
available can be used, such as Haar, Daubechies, Meyer, 
and Morlet functions [18][19]. In the present study, we use 
the Daubechies wavelet to identify the inner and outer races 
bearing frequencies. 

B. Parseval’s Theorem 

The Parseval’s theorem refers to the result that the sum 
of square of a function is equal to the sum of the square of 
its transform. 

In the wavelet domain, the Parseval’s theorem can be 
defined as the energy of a function in the time domain is 
equal to the sum of all energy concentrated in the different 
decomposition levels. This can be described by [20]: 

 ∑∑∑∑ +=
m N

m

N

m

N

)t(D)t(A)t(s
1 1

2

1

2

1

2
 (7) 

 
 
 
 
 
 
 
 
 

Figure 3.  Principal of DWT decomposition. 

where N is the number of samples and m is the maximum 
level of wavelet decomposition. The left-hand term of (7) 
represents the total energy of the signal s(t), the first and the 
second term on the right denote respectively, the total 
energy of the approximation in the level m and the total 
energy of the detail from level 1 to m. 

The time domain information will not be lost when the 
signal is decomposed. In order to extract the maximum 
information in the different resolution levels, the energy 
distribution of the approximation and the detail of the signal 
is calculated. It is given by: 

 
m

a
N

A
P

2

=  (8) 

 
m

m
d

N

D
P

2

=  (9) 

where  denotes the norm operator. 

IV. MONITORING RESULTS 

The proposed method is applied to the diagnosis of the 
SKF bearing with inner race fault and outer race fault. The 
motor runs at a speed of 1797 rpm (30 Hz). 

The multiresolution analysis is applied by using the 
Daubechies wavelet of order 4 (db4). Here, level 4 
decomposition is employed to extract approximations and 
details coefficients from vibration signals. The result of db4 
decomposition is given in Figures 4 and 5, respectively.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4.  Wavelet decomposition of inner race fault. 
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Figure 5.  Wavelet decomposion of outer outer fault.  

The objective of the proposed method is to demonstrate 
the effectiveness of the energy distribution as principal 
criterion for selecting the optimal decomposition level. The 
level having the largest value indicates the desired level.  

The energy distribution of each level is shown in Figure 
6. The decomposition levels 1 to 4 represent the detailed 
version and the levels 5 stand for the approximated version 
of the signal. The figure shows the obvious difference 
between levels. From this figure, it can be seen that the 
energy distribution using db4 occurs in the second level for 
each fault. So, our choice is attached to the detail D2.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 6.  Energy distribution: a) inner race and b) outer race. 

In order to diagnose the inner race fault and the outer 
race fault from the selected level, we use envelope analysis. 
Figures 7a and 8a show respectively the selected 
decomposition level (D2) of inner race fault and outer race 
fault. It is clear that this level shows the shocks generated by 
the considered faults. 

Figures 7b and 8b illustrate respectively the envelope 
spectrum of D2 of inner race fault and outer race fault. The 
frequency spectra clearly show many frequency 
components, at the rotation frequency (30 Hz), also at the 
characteristic frequencies of the inner race (162 Hz) and the 
outer race (107 Hz) and their harmonics, which indicates a 
defective bearing.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 7.   (a) Selected level of inner race fault and (b) its envelope 

spectrum. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 8.   (a) Selected level of outer race fault and (b) its envelope 

spectrum. 
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V. CONCLUSION AND FUTURE WORK 

This paper presented a method for improving the bearing 
fault diagnosis based on WT and Parseval’s theorem. It is 
adapted to obtain multiple data series at different resolutions 
by wavelet decomposition and calculate the energy 
distribution using Parseval’s theorem in order to select the 
optimal decomposition level, for a possible diagnosis. A 
case study on SKF bearing diagnosis with defective inner 
race and outer race has shown that this method can greatly 
improve the accuracy of diagnosis. Hence, the proposed 
method is a successful approach for vibration monitoring. It 
remains to test its application on a signal containing other 
types of faults. 
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Abstract—This paper presents probabilistic analysis of the oc-
currence of irrigation needs. We have conducted a joint analysis
of the severity and duration of the most demanding potential
annual irrigation periods by a bivariate copula methodology.
The characteristics of these periods are derived from both tem-
perature and precipitation. The maximum annual length of the
potential irrigation periods and the corresponding rainfall deficit
were inferred from basic climatic variables such as inputs for a
two-dimensional probability analysis by a copula methodology.
The results of this work indicate the suitability of the proposed
methodology for an analysis of irrigation needs with greater
benefits than in the case of the usual one-dimensional analysis of
individual climatic variables. A case study with the aim of testing
the methodology was accomplished in southwest Slovakia, where
a frequency analysis of the need for irrigation was estimated.
The results indicate, e.g., that every second year, a period can be
expected in which temperatures above 25◦C occur and which lasts
one month with a moisture deficit of about 30 mm. Even more
significant periods of drought can be expected, for example, with
a 5 or 10-year return period. These phenomena cause significant
damage to agriculture yields in the territory investigated, so a
requirement for irrigation structures in this area is indicated by
the proposed methodology.

Keywords–drought; irrigation; copula; precipitation; tempera-
ture

I. INTRODUCTION

Water scarcity and droughts have a direct impact on the
inhabitants and various economic sectors of a region which
use and depend on water, such as agriculture, tourism, industry,
energy or transport. Quantifying the expected probability char-
acteristics of droughts assists in the planning and management
of water resources, such as the design and maintenance of ir-
rigation systems. The issue of how to characterize a drought is
often dealt with through the help of various drought identifica-
tion indices [1]. The numerous indices of drought that may be
mentioned include, for example, the decile index (DI) [2], the
percentage of normality (PN), the standardized precipitation
index (SPI) [3], the Palmer PDSI index [4], and the effective
drought index (EDI) [5]. Among the above–mentioned drought
indices, the standardized precipitation index (SPI) is most
frequently used.

Research on the probabilistic characterizations of droughts
was formerly conducted using a univariate analysis [1], [6].
However, drought is a multidimensional phenomenon charac-
terized by, for example, its severity, duration and intensity, so
it is necessary to examine the properties of dry episodes using
multidimensional methods [7]. For this reason, the traditional

drought risk assessment based on univariate frequency anal-
yses may lead to erroneous or incomplete conclusions about
the occurrence of drought events [8]. Over the last decade,
copulas have emerged as a method for addressing multivariate
problems in several disciplines. Probabilistic analysis using a
copula method has various positive features; the main one
is that it does not assume that the variables have the same
types of probability distribution functions [9]. Copulas have
been adopted for hydrological studies of multivariate flood
frequency analyses [10]–[14] and rainfall frequency analyses
[15]–[17].

In this paper, we have chosen a different approach, which
is intended for an analysis of irrigation needs and is oriented
towards the point of view of the necessity for the construction
of an irrigation system in a given area. Various drought indices
used in previous studies are designed for the identification of
drought months, not for the identification of the necessity to
irrigate, which should be analyzed on a timescale of days or
weeks, not months. We applied a novel approach and directed
our research towards an analysis of the severity and duration
of the most demanding annual potential irrigation periods.

Although previous studies have used multivariate analysis,
they usually only investigated the lack of precipitation, - e.g.,
the duration, severity or intensity of dry periods [3], [6], [13].
In the present paper, both the temperature and precipitation are
included in the analyses as will be explained in the methodol-
ogy part. To evaluate the expected occurrence of periods with
an increased need for irrigation, a two–dimensional analysis
has been applied to the distribution of two variables, which
together characterize expectations about the occurrence of
episodes which require irrigation. The first variable is the
length of the maximal potential irrigation period mentioned,
i.e., the maximum number of consecutive summer days in a
year. The second variable is the rainfall deficit during this time
interval.

In Section 2 of the paper, a description of the area and data
studied follows; then in Section 3, assessments of both one–
dimensional and bivariate probability distribution functions are
described. The results are presented in tabular and graphic
forms in Section 4, and the paper ends with the conclusions
(Section 5) from the research presented.

II. STUDY AREA AND DATA
The analysis was carried out on an agricultural area in

Slovakia with a warm and relatively dry climate–the area of
the Danubian Lowland, namely, its central part around the
municipality of Hurbanovo (Figure 1). The weather in this area
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is a transition between oceanic and terrestrial influences. The
annual average temperature of a substantial part of the lowland
ranges between 9◦C and 10◦C. In terms of precipitation, it is
the driest part of Slovakia with an average annual rainfall of
550 mm to 650 mm.

The analyses were accomplished using climatic data from
the period 1930–2013. In the analyses, daily temperature and
precipitation data were used.

Figure 1. Study area location

Basic climatic variables (temperature and precipitation)
were used to determine the two derived and actually used
variables which, in this paper, characterize dry and hot periods
requiring irrigation. As already mentioned, such a period is
defined by its duration and the rainfall deficit with respect
to the normal period (1960–1990). For each year, the hot
and dry periods that lasted the longest were identified. The
duration was derived from the number of consecutive days
with temperatures above 25◦C. The hot period identified was
extended by precipitation-free days before and after it. In the
following, this variable is referred to as the maximum annual
length of the potential irrigation period. Although plants have,
to a certain extent, the ability to adapt to periods with a lack
of moisture, a long duration of this period usually requires
irrigation if a reduction in yields is to be prevented, especially
if these periods occur in the important growth stages of plants.

III. METHODOLOGY
The procedure used to achieve the objective of this paper,

e.g., a joint analysis of the two variables introduced in the
previous text, was the following: 1) the preparation of the
datasets of the variables investigated; 2) a verification of the
dependence and relationships between the variables; 3) the
identification of one-dimensional distributions of the selected
variables; 4) identification of the expected class of the copulas
forming a two-dimensional probabilistic dependence; 5) the
determination of the copula parameters, e.g., the fitting and
evaluation of the best suitable copula; and 6) the specification
of the return periods with critical temperature and rainfall-
deficit characteristics.

A. Specification of the one-dimensional probability distribu-
tion functions

One-dimensional distributions are required to determine the
probabilistic characteristics of the individual variables that are

used to describe the properties of dry and hot periods with
potential irrigation requirements. In the context of this paper,
they serve as the means to determine the so-called marginal
functions needed in defining a two-dimensional probability.

The fitting process can be divided into three steps: 1)
selecting an appropriate probability distribution function; 2)
determining its parameters; 3) verifying the quality of the
fitting by the appropriate statistical characteristics.

A preliminary selection of the candidate probability dis-
tribution functions was performed based on a data analysis
employing descriptive statistics and graphic techniques as well
as on the existing literature on the probability distribution
fittings of the variables describing a drought [1], [18]–[20].

The parameters of the probability functions were deter-
mined using the maximum likelihood method (MLE) [21].

The quality of the selection of the type of distribution
functions and its fitting could be evaluated by the Akaike infor-
mation criterion (AIC) or the Bayesian information criterion
(BIC) [21]. The quality of the fitting is also verified in the
paper using the Kolmogorov-Smirnov test and the Anderson-
Darling test [21].

B. Joint probability distribution specification using copulas
When modelling with copula operators, it is first necessary

to conduct certain tests of the relationship between the vari-
ables under study. The application part of this paper uses the
Kendall correlation test and a multivariate test of independence
based on an empirical copula process which was proposed by
[22] and is often used to test independence in copula modelling
(for example, [23] or [24]).

The advantages of copulas for constructing multivariate
distributions lie in the fact that the multidimensional mod-
elling of a distribution can be decomposed into a separate
determination of the one-dimensional marginal functions of
the variables examined and a separately conducted search of
the dependencies between them using copulas [25].

The essence of modelling a two-dimensional relationship
between two variables by means of copulas is based on Sklar’s
theorem (1959), which mathematically justifies the intuitive
principle specified in the previous paragraph.

For two variables, Sklar’s theorem [25] states that if
FX,Y (x, y) is a joint distribution function of bivariate random
variables (X,Y ) with marginal distributions FXx and FY y
respectively, then there exists a copula function C(.) such that:

FX,Y (x, y) = C(Fx(x), FY (y)) (1)

If both FX(x) and FY (y) are continuous distributions, then
this copula is unique for the particular joint distribution.

To perform probabilistic analyses of a drought, it is nec-
essary to select an appropriate copula function on the basis
of certain principles. There are many varieties of copulas
which, based on common features, belong to several classes.
Among the most widely used are included, for example,
elliptical copulas, the Ali-Mikhail-Haq (AMH) copula, the
Clayton, Frank, Galambos, Gaussian, Gumbel-Hougaard, Joe
and Plackett copulas [25].

The choice of the proper copula is based on various factors,
such as the scope of the dependence to be described by
the copula. In this paper, we selected one parametric copula,
specified by parameter Θ.

For each choice it is necessary to optimally determine the Θ
copula parameter. In this paper, we used the values of the em-
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pirical marginal one-dimensional distribution functions so that
the choice of the family of the parametric marginal distribution
does not affect the search for the Θ copula parameter. This
includes finding the ranks of the individual values of the data
and scaling them to the interval (0, 1). The actual calculations
were performed using the copula and acopula packages for the
R language [26], [27]. There are several methods of copula
fitting such as the maximum likelihood method, the inversion
of Kendall’s τ , and the inversion of Spearman’s ρ. This work
uses the maximum likelihood method.

Figure 2. Histogram and kernel-estimated nonparametric probability
distribution functions

The best fitting of a copula model to describe the relation-
ship between both characteristics of a drought was verified
using multiple criteria, namely by application of the AIC
and the BIC. There are several alternatives for testing the
goodness of fit, and active research is being done in this field.
We used the test referenced in [28], which also provides an
overview of the other tests for this purpose. In this procedure a
nonparametric empirical copula was computed and compared
with the values of the parametric copulas. The parametric
copula that was closest to the empirical copula was defined
as the most appropriate choice [29].

IV. RESULTS
The analyzed data, which are the two time series derived

from the temperatures and precipitation at the Hurbanovo
climatological measuring station, have been described in the
“Study area and data” section. Figure 2 contains a histogram
with kernel–estimated nonparametric probability distributions
of both variables. On that basis, it could be expected that,
due to the different shapes of the kernel distribution function,
these two variables will be described by different parametric
probability distribution functions. This means that the joint
probability of these variables should be determined by a
copula methodology (as opposed to standard multivariate
probability distributions, which assume the same distribution
for all jointly evaluated variables).

TABLE I. THE COEFFICIENTS OF THE CORRELATION BETWEEN THE
VARIABLES STUDIED

Correlation coefficient
Pearson 0.392
Kendall 0.287
Spearman 0.399

The two data series examined were successfully tested
for independence using a nonparametric test based on an
empirical copula according to [22], in which the output
statistics of Harald Cramér are used [30]. The Mann-Kendall

Figure 3. Data compared by a nonparametric Loess regression line

test for correlation was also carried out with the alternative
hypothesis that the true τ is greater than zero, which was
accepted (for the null hypothesis of the equality of the
correlation to zero) on the basis of the p-value = 6.37810−05.

TABLE II. EVALUATION OF THE DISTRIBUTION FUNCTION FOR THE
RAINFALL DEFICIT IN THE MAXIMUM POTENTIAL ANNUAL IRRIGATION

PERIOD

Evaluation of the rainfall deficit fitting
Statistical indicator p-value

Distribution: KS Test AD Test AIC BIC AD Test KS Test
GEV 0.10 1.34 799 804 0.22 0.30
Normal 0.06 0.23 784 789 0.98 0.92
Log-Logistic 0.07 0.32 786 791 0.92 0.79
Cauchy 0.09 1.51 817 822 0.17 0.52
Gumbel 0.10 1.34 799 804 0.22 0.30

The values of the correlation are shown in Table 1; in
Figure 3, the two variables are plotted with a graphic rep-
resentation of the non-linear dependence using a Loess curve
with a confidence level of 0.95. Both the table and the picture
show that the relationship between the variables is not very
strong but can be detected.

The results of this testing could be summarized as follows:
the simultaneous probability of these two variables will not
be equal to their product, but should be modelled using joint
bivariate probability distributions (copulas).

The next step in the analysis is to determine the one-
dimensional probability distribution functions of both variables
studied. Based on the above reasons, the probability distri-
bution functions according to Table 2 were selected as the
candidate probability distributions for the rainfall deficit. Table
2 also includes an evaluation using the methods described in
the methodological section of this article. Table 3 serves the
same purpose, except it is for the “maximum annual length of
the potential irrigation period” variable. In both tables, the bold
typeface indicates the selected distribution based on the values
of the statistical indicators and p-values; a normal distribution
was chosen for the rainfall deficit, and the logarithmic Pearson
type III distribution was chosen for the length of the maximum
potential annual irrigation period.

To construct an associated probability distribution function,
several one-parameter copulas were evaluated (Gumbel, Clay-
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ton, Frank, Ali-Mikhail-Haq, Joe, Normal, t-copula, Plackett
and Hussler-Reiss). The results and evaluation of the copula
function fitting calculations are shown in Table 4.

The main criterion for the selection of a suitable copula
operator from Table 4 was the p-value obtained from the
goodness-of-fit test according to [28], which uses a parametric
bootstrap and is mentioned in the methodological part about
fitting the copula function. The copula parameter was deter-
mined in the test using the inverse Kendall’s τ method. The
values of the AIC and BIC served as the auxiliary criteria. The
table shows that the Gumbel, Joe, and Husler-Reiss copulas are
the admissible copula functions. On the basis of the highest p-
value, the Joe copula was selected to describe the dependence.

TABLE III. EVALUATION OF THE DISTRIBUTION FUNCTION FOR THE
LENGTH OF THE MAXIMUM POTENTIAL ANNUAL IRRIGATION PERIOD

Evaluation of the rainfall deficit fitting
Statistical indicator p-value

Distribution: KS Test AD Test AIC BIC AD Test KS Test
Gumbel 0.08 0.39 700 705 0.86 0.72
Pearson III 0.08 0.55 701 706 0.70 0.59
Gamma 0.08 0.55 701 706 0.70 0.59
Logn w.3p 0.06 0.28 700 705 0.95 0.95
Log-P.III 0.06 0.28 705 705 0.95 0.88

TABLE IV. EVALUATION OF FITTING THE COPULA OPERATOR

Copula class AIC BIC θ parameter p-value

Gumbel -12.88 -10.45 1.400 0.120
Clayton -4.10 -1.67 0.800 0.001
Frank -12.08 -9.65 2.757 0.049
AMH -8.13 -5.70 0.915 0.013
Joe -12.59 -10.16 1.719 0.229
Normal -11.88 -9.46 0.434 0.027
t-copula 7.36 -4.94 0.434 0.041
Plackett -11.58 -9.15 3.723 0.041
Husler-Reiss -13.11 -10.69 1.074 0.137

In water resources management, the results of a proba-
bilistic analysis are usually expressed using the concept of
return periods. These correspond to the long-term average time
between two successive occurrences of a certain event. For the
problem considered in this paper, the return values of the two
variables which are useful in assessing the need for irrigation
and for dimensioning the components of an irrigation project
were evaluated.

A multivariate analysis of a phenomenon in comparison
with a one-dimensional analysis has a distinctive feature in
that a combination of variables with different values can lead
to the same joint probability and, consequently, to the same
return period. In Figure 4, this feature is expressed by means of
a contour plot. The chart in this figure shows the return periods
of the two variables studied simultaneously in this paper, using
the contour lines of the return periods. Some selected results
of the joint analysis are also shown in Table 5. The probability
of variable values occurring simultaneously can be expressed
by the following relationship [15]:

Tx,y =
1

1− F(x) − F(y) + C
(
F(x).F(y)

) (2)

where F(x) and F(y) are one-dimensional probability distribu-
tion functions, and C(F(x), F(y)) represents a joint distribution
function based on the Joe copula.

TABLE V. JOINT RETURN PERIODS OF SOME SELECTED VALUES OF THE
VARIABLES INVESTIGATED

Probability One-dimensional
return period

Length of the
potential
irrigation period

Rainfall
deficit

Joint return
period

years days mm years
0.5 2 39 35 4
0.8 5 55 56 9
0.9 10 66 67 20
0.95 20 78 76 39
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Figure 4. Joint return period of the variables studied for the simultaneous attainment of the corresponding values expressed by the return period contours (in
years)
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V. CONCLUSION
The results of this work (Table 5, Figure 4) indicate that

in the context of the case study accomplished in south-west
Slovakia, the need for irrigation occurs very often. Every
second year, for example, a period can be expected in which
temperatures above 25◦C occur, and a dry period usually lasts
one month with a moisture deficit of about 30 mm. Months of
the growing season with rainfall totals smaller than 50 mm are
considered to be those with irrigation needs. A precipitation of
80 mm in such a period (which would be needed to maintain
this limit) occurs with a probability in the upper quartile, i.e.,
it is very rare. Even more significant periods of drought can be
expected, for example, with a 5 or 10-year return period. These
phenomena result in significant damage to agriculture yields,
which, as is often declared in the domestic water management
community, are greater than the investment needed for the
reliable maintenance or reconstruction of irrigation systems.
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Abstract—Task scheduling is one of the key subsystems of
an operating system. Generally, by providing fairness in terms
of processor time allocated to tasks, the task scheduler can
guarantee a low latency and high responsiveness to applications.
In this paper, we demonstrate that some problems can occur in
virtualized environments, in relation to standard task scheduler
implementations and the way that tasks and virtual cores are
scheduled. More precisely, there is a need to implement a
communication channel between virtualized schedulers in the
virtual machines and the host task scheduler, particularly when
full-virtualization techniques are used, which could lead to latency
issues and loss of responsiveness in virtual machines, especially
when processors execute excessive workloads. After having an-
alyzed the potential problems in virtual machines, experiments
were done with real world and benchmarking applications. For
testing, a Linux-based system and two different task schedulers
were used, with a benchmark suite especially designed for
virtualized environments where application responsiveness and
latency can be measured. As an experimental platform, an ARM
embedded system was used; this system is almost equivalent to
general-purpose systems in terms of task scheduling.

Keywords—KVM/ARM; embedded virtualization; coordinated
scheduling; embedded systems; task scheduling; CFS; BFS

I. INTRODUCTION

Virtualization technology offers a way to increase effi-
ciency and adaptability both in general purpose and embedded
systems, but to get an efficient virtualization solution, latency
of virtual machines and responsiveness of applications should
be guaranteed at a reasonable level. For instance, an interactive
application launched in a virtual machine should not have
much worse performance in terms of responsiveness and
latency than one executed in a host machine in the same
conditions.

In previous work, we have already experimented with
this objective in mind, specifically for storage-I/O, and the
implementation of Virtual-BFQ [1] [2], a Linux I/O scheduler
based on the BFQ scheduler [3]. The work described in this
paper, instead targets process scheduling, so that it could be
used as a complementary approach.

In this paper, we provide the following contributions:

A. Contributions of this paper

We highlight that in virtualized environments there are
latency problems with task scheduling, where a missing link
between the guest and the host scheduler can affect perfor-
mance negatively. In fact, there is a need to implement a

coordinated communication channel between schedulers in vir-
tual machines and the host task scheduler. As a consequence,
latency of a guest operating system is higher, especially in a
system with many CPU-bound tasks. This results in degraded
responsiveness of applications in virtual machines, compared
to similar conditions for non-virtualized systems. To show this
problem, through experimentation, we use two different Linux
task schedulers.

Then, experimental results are reported, these results con-
firm that, in virtualized environments, when a process requires
a high portion of the processor’s time in both the guest and
host system, the latency and the responsiveness of the guest
application is not guaranteed.

An ARM-based embedded system was used to run the
experiments, Kernel-based Virtual Machine (KVM) and Quick
EMUlator (QEMU) is the virtualization solution used, which is
among the most popular solutions in embedded virtualization.

B. Organization of this paper

The paper is organized as follows. In section II, a de-
scription of the two task schedulers used is provided. Then
in Section III latency problems and the lack of responsiveness
is highlighted. After describing the benchmark suite and the
experimentation methods in section IV, the results are reported
in Section V. Finally, in SectionVI, possible solutions are
detailed in order to solve the issue highlighted.

II. LINUX TASK SCHEDULERS

The task scheduler, also named process or CPU scheduler,
is the part of an operating system that decides which task runs
when, and on which core. The job of a scheduler is to share
the CPU time between processes that require CPU resources,
to pick a suitable task to run next if required, and to balance
processes between the different CPUs in a multi-core system.

Two Linux task schedulers were used, CFS [4], which
stands for Completely Fair Scheduler and is the default sched-
uler of the Linux kernel, and BFS [5], which stands for Brain
Fuck Scheduler and is a popular alternative.

By default, Linux can handle real-time and non real-time
policies, which are implemented by the selected scheduler.
Both CFS and BFS schedulers implement their own non real-
time and share the same real-time policies. By extension, with
the term CFS or BFS we refer to both scheduling policies of
these schedulers, as well as the whole of their implementation.
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BFS, which is not part of the Linux mainline kernel [6],
could be considered as an alternative, it is designed for desktop
interactivity on machines with few cores [5], and its source
code has a smaller footprint and is by design simpler. For these
reasons, this scheduler was also selected for investigation.

A. The Completely Fair Scheduler

The default Linux kernel scheduler, named Completely Fair
Scheduler [4], is modular and permits to use different policies
for different tasks. Linux has two main types of scheduling
policies: a real-time one for real-time task and a normal one
named fair policy for all other tasks.

Among the real time scheduling, Linux distinguishes
three policies: SCHED FIFO, a first-in, first-out policy;
SCHED RR, a round robin policy; and SCHED DEADLINE,
a policy implementing the earliest deadline first algorithm
(since kernel v3.14).

And within the fair scheduling policies:
SCHED NORMAL, the default Linux time-sharing policy,
and SCHED BATCH, a policy for “batch” processes.

Linux defines the static priority of a task by a value,
which ranges from 0 to 99, and the real-time scheduling class
uses values from 1 (lowest priority) to 99 (highest priority).
Processes using the fair scheduling class have necessarily a
static priority of 0. In order to determine which thread (or
process) should be run next, the Linux scheduler maintains
a list of runnable processes for each possible static priority,
and it selects the head of the list with the highest static
priority. In other words, a thread, with a higher static priority
than the current running thread which becomes runnable, will
necessarily preempt the current process.

For the fair scheduling class, the kernel uses a priority
called dynamic priority, which from a user’s point of view is
also better known as the nice value, and it ranges from -20
(highest priority) to +19.

CFS is used as the default Linux scheduler since kernel
version v2.6.23, it replaced the old scheduler: O(1). And
implements a completely fair algorithm (hence the name). The
algorithm is based on the concept of an ideal multi-tasking
processor. With such a processor, each runnable task would
run at the same time, sharing the processor power. Of course
this behavior is not possible, but an equivalent behavior, would
be to run each runnable task for an infinitesimal amount of time
with full processing power. Due to task switching cost, CFS,
only approximates this behavior.

For that purpose, CFS stores the runtime value of each task
in a variable called vruntime (stands for virtual runtime) and
tries to keep all vruntime values the closer to each other. So
the runnable task which has the lower vruntime value is chosen
to be the next task to run. The priority of a task (the dynamic
priority, i.e., the nice value) influences the way vruntime is
increased.

To handle interactive tasks, CFS doesn’t use complex
heuristics. In fact, the concept of fair scheduling is enough
to maximize interface performance. For example, consider a
processor-bound task (e.g., an encryption calculation, a video
encoder, etc.) and a I/O-bound task (e.g., a terminal, a text

editor, etc.), which will be the interactive task. In that situation,
the scheduler should give to the interactive task a larger share
of the processor time to enhance the user experience. In fact,
this is what CFS will do: CFS wants to be fair, so each time
the interactive task become runnable, CFS will see that this
task consumed significantly less processor time than the CPU-
bound task. So the interactive task will preempt the other, and
will be executed until its runtime reaches the value of the
processor-bound task or be blocked from an I/O request.

B. BFS - The Alternative

BFS is an alternative to CFS, it was written by Con Kolivas.
It is not in the mainline kernel and is available as source code
patches [6].

BFS focuses on a simplistic design (about 2.5 times fewer
lines of code than CFS) and aims for excellent desktop
interactivity and responsiveness on personal computers with
a reasonable amount of cores [5]. It uses a single work-queue,
O(n) look-up for all cores unlike CFS, and implements the
earliest eligible virtual deadline first algorithm for non real-
time policies.

BFS, like CFS, provides real-time task policies:
SCHED FIFO and SCHED RR, and also two others policies
for normal tasks: SCHED ISO and SCHED IDLEPRIO. The
first, SCHED ISO (for isochronous) is designed to provide
”near real-time” performance to unprivileged users. And
SCHED IDLEPRIO scheduling policy can be used to run
tasks only when the CPU would be idle otherwise.

The design of BFS makes it efficient when the number of
running processes is small (inferior than the number of CPUs),
which is normally, according to its author [5], a common use
case for a desktop computer.

III. POTENTIAL PROBLEMS IN VIRTUALIZED
ENVIRONMENTS

In a virtualized environment a guest system is seen, from
the host scheduler, as just one, or more additional jobs to
schedule, without any awareness from the host of the fine-
grained requirements of the corresponding guest scheduler.
For example, a new spawned task in the guest system could
be scheduled in a different way by the guest scheduler, but
this information is not visible on the host side. Under certain
conditions, that could lead to undesired behavior.

To highlight the problem we can consider a system, with
two physical CPUs and a guest with one virtual CPU. Two
CPU-bound workloads are launched in the host (one per CPU)
and one in the guest (one per virtual-CPU). In this situation, the
task scheduler will share fairly the processor time between the
vCPU thread (which runs a workload) and the two workloads
in the host, since these three tasks are quite similar in terms
of CPU time demand.

When an interactive task is started in the guest system,
the guest scheduler will detect this new task and assign a
substantial amount of the vCPU time compared to the work-
load running in the same guest. On the host side though, the
scheduler sees only three processes that request a large amount
of CPU time for only two CPUs. So, the host scheduler has
absolutely no reasons to privilege the vCPU thread compared
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Figure 1. Latency results

to other processes (workloads). Additionally, the latency of this
interactive task will probably be higher than in a host system
with the same number of workloads (aside from the constant
overhead of KVM/QEMU). This problem persists for whatever
value the priority of the interactive task in the guest is set to
(could be a real-time one), since the priorities and policies are
not made aware to the host system.

IV. EXPERIMENT METHOD AND BENCHMARK SUITE

To highlight the problem described above, we set-up a
benchmark suite in order to measure, in particular, the la-
tency of the system. We use the tool, cyclictest, which is
usually used to measure latency on a Real Time Linux (i.e.
patched with rt patches) [7]. Generally, cyclictest is used
to measure the latency of real-time thread/process (schedule
with SCHED FIFO or SCHED RR), but we can also use it
with normal (SCHED NORMAL) threads. For each latency
measurement cyclictest is run twice, each one with a 100000
loop, which means that the latency provided by the benchmark
is the average of 200 thousands measurements. The following
command line is used “cyclictest -q -n -l 100000 -h 5000” to
generate the results, and the latency histogram is also retrieved
(-h option) in order to analyze in more detail.

The second kind of benchmark measures the start-up time
of an application. We simply measure how long it takes from
when an application is launched to when an application is
ready. This benchmark gives an idea of the responsiveness of
an application. The start-up time is measured with hot caches,
to avoid any I/O perturbations. For each configuration (i.e.
number of workload in the host and guest), 100 measurement
iterations are performed, and the average, as well as the
standard deviation are retrieved.

As workload, we use a simple program that does an infinite
loop, and therefore has a very low memory footprint.

V. EXPERIMENTAL RESULTS

We executed our experiments on a Samsung Chromebook
equipped with an ARMv7-A Cortex-A15 processor (dual-core,
1.7 GHz) and 2 GB of RAM. Both the host and the guest
run upstream Linux v3.17 with the PREEMPT configuration
option enabled.

A. Latency

In order to measure latency, we used the cyclictest tool and
the number of workloads is kept the same as in the start-up
time test. The result of this experiment is shown in Figure 1,
where latency is measured in microseconds and represented in
a logarithmic scale on axis Y.

For the host and guest system we employ up to 8 and 2
workloads respectively. Axis X corresponds to the total number
of workloads, i.e., host plus guest workloads. The output of
the results are four different curves:

no guest: No virtual machine, serves as reference, the appli-
cation is launched in the host

N guest wl: With N workloads in the guest, the application
is launched in the guest. With N ranges from 0 to 2.

We can notice that, with the CFS scheduler (Figure 1a), as
soon as there are more workloads than physical cores (total
of two cores in the system, critical curves are 1 guest wl
and 2 guest wl) and with at least one workload in the guest,
latency increases significantly. By adding more workloads, this
behavior persists until values are not suitable for interactive
usage. This kind of result confirms the issue highlighted in
Section III, where an interactive application in a virtualized
system can have an extremely high latency.

One can also point out that the latency is better with 2 guest
workloads than with 1 guest workload when the total number
of workloads is high. This behavior is perfectly explainable
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due to the difference in the number of workloads in the host.
For instance, in the specific case of 4 total workloads, when
we have 1 guest workload the host system sees four main
processes requesting a high amount of CPU time for only two
CPUs, but when we have 2 guest workloads, there are only
three processes that still share two CPUs. In the latter case, the
process corresponding to the vCPU has more CPU time: this
could lead, depending on the efficiency of the guest scheduler,
to a better latency compared to the former case.

With BFS (Figure 1b), results are less obvious, but we can
still notice the difference between virtualized and normal en-
vironments, and between the curves of 1 or 2 guest workloads
and the curve of 0 guest workloads.

Although our objective is not to purely compare the two
schedulers, which has already been done [8], we can remark
that even with no virtual machines (curve no guest), latency
with BFS increases steadily, contrary to CFS. This is probably
due to the fact that BFS is not designed to be efficient when the
number of running tasks is higher than the number of physical
cores [5].

We can also analyze the histogram provided by the
cyclictest results to compare the distribution of latency. Fig-
ure 2 shows the two latency histograms on a virtual machine
without any workload. We can notice that even if the average
value is slightly lower with CFS, the BFS case exposes more
converged values with a lower maximum.
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In Figure 3, two cases are compared for CFS latency
measured in a virtual machine. Both test cases have the same
amount of CPU-bound workloads, but distributed in a different
manner. In the first case all workloads reside in the host, while
in the second, one of the workloads is reserved for the guest.
Although the distribution of samples for low latency is quite
similar for both cases, in the case where one of the workloads
is in the guest, we still observe a significant amount of samples
in the range of 200 to 5000 µs. This is different from the first
case, where almost all samples are around the 100 µs mark.
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B. Start-up Time

Next, we measure the start-up time of an application. We
choose the xterm application because its start-up time can be
easily measured. In addition, this application was also selected
to measure performance of the BFQ and Virtual-BFQ I/O
scheduler [1] [2] [3].

As we can see in this Figure 4a, which represents the
startup time measured with the CFS scheduler, the curve
corresponding to a measurement in the host (no guest) has a
slightly positive constant slope. This increase is not unexpected
because CFS tries to guarantee only fairness: an increase in
the number of CPU-bound can negatively affect the start-up
time of a new application. Curve 0 guest wl, corresponds to
the case in which there is no workload in the guest, but only
in the host. We can see that this curve almost follows curve
no guest, where a constant overhead is observed.

In view of the problem highlighted above, the critical
scenarios are the ones corresponding to the curves 1 guest
wl and 2 guest wl, more particularly when the number of
workloads in the host is equal or greater than number of
physical cores (in our case 2). In fact, when vCPU threads are
allowed to use all available cores, the results are acceptable
as the start-up time remains quite low (case 1 guest wl with
a total workload of 1 and 2, and with 2 guest wl with 2 and
3 total workloads). To summarize our test case results, when
the number of workloads in the host is higher than two, the
start-up time increases significantly.

With the BFS scheduler (Figure 4b), although the ap-
pearance of the curves seems quite different, we have the
same behavior: higher start-up times when there are too many
workloads.

To sum up, our results are coherent both for start-up
times as well as latency. Moreover they clearly prove that, in
scenario where a workload is present in both guest and host,
the responsiveness of an application in the guest can not be
guaranteed.
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Figure 4. Start-up time results

VI. SOLUTIONS

Some solutions, can be developed to address the above
problem. Two possible solutions are described below, a simple
static prioritizing, and a coordinated solution that enables
a communication between scheduler of the host and guests
systems.

A. Static prioritizing

A straightforward solution could be a static prioritizing
scheme, by simply increasing the priority of the QEMU vCPU
threads, or by changing the scheduling policy to a real-time
one. This solution will allow QEMU to not be interfered by
other tasks in the host system (if there are no other real-
time threads). This method will result in a better latency, in
particular a reduction of the maximum latency [9]. With this
solution though, the guest is always privileged even when it
doesn’t execute an interactive program. This solution can be
useful for simple use cases, i.e, when a guest system which
executes soft real-time applications needs to be prioritized
compared to other guests or applications.

B. Coordinated scheduling

Instead of prioritizing QEMU threads statically, another
solution could be to boost these threads only when it is
necessary, i.e, temporary increasing the priority or changing
the scheduler policy, when the guest system requests it. It is
a sort of dynamic prioritizing with a coordinated scheduling
mechanism: the guest kernel detects when it needs higher pri-
ority, and informs the host system about it. This co-scheduling
mechanism was already implemented successfully for Virtual-
BFQ [2], therefore the communication mechanism could be
equivalent to the one developed for this storage I/O scheduler.

This type of solution has already been implemented and
evaluated, especially to make KVM a real-time hypervi-
sor [10] [11]. Such attempts mainly focused to run a real-time

Linux OS as a guest, thus when a guest executes a real-time
thread it informs the host of its current scheduling policy and
priority, the host system then has to pass on this policy and
priority to the affected QEMU thread.

In order to extend this coordinated scheduling mechanism
also to non real-time applications, a mechanism to detect
interactive application in the guest system is needed. Heuristic
algorithms have to be added for this purpose.

The communication mechanism between the host and guest
scheduler, is a crucial part, it needs to be fast or at least not
too frequent. The solution chosen in the Virtual-BFQ [2] I/O
scheduler is to use, a special ARM instruction, HVC, that
results in a hypervisor trap. Moreover, the cost of calling this
instruction, around 2000 CPU cycles, is not very expensive
and can fit the requirement of a task scheduling coordinated
mechanism.

VII. CONCLUSION AND FUTURE WORKS

In virtualized environments, we highlighted that the host
task scheduler could fail to achieve full system low latency,
and thus to preserve responsiveness when the system is loaded
with CPU-bound programs in certain conditions. The behavior
of an interactive application inside a guest will be masked by
other processes requiring a lot of CPU time in the host, and the
attempts of the guest scheduler to enhance the responsiveness
of this application may be useless. This issue mostly occurs
when the number of CPU-bound processes is higher than the
number of physical cores.

We are currently designing a solution which implements
a coordinated scheduling mechanism between the host and
guests schedulers, and we have promising results. The target
of this approach is ARM embedded systems with the KVM
hypervisor. Besides, we also plan to extend tests with more
complex scenarios including more than one virtual machines.
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Abstract—In this paper we design a Supervisory Control 

and Data Acquisition system, which includes newly 

designed feeding device, programmable logic controller, 

a graphical human machine interface programmed with 

Visual Basic, plus, the Internet communication module. 

By using our system, the users only need a computer or a 

hand-held device that can connect to the Internet to 

achieve the goal of remote controlling and monitoring 

the feeding device. 
 

Keywords- programmable logic contorller (PLC); wireless; 

supervisory control and data acquisition (SCADA) 

I.  INTRODUCTION 

According to Taiwan Taipei Rabbit Society Associations 

statistics, the number of people who keep a rabbit is up to 

420,000 in 2010 in Taiwan [1]. The ranking of the most 

popular pets are led by dogs followed by cats and rabbits at 

the third place. The number of rabbit owners has increased 

rapidly around the world in the last few years. Since 2005, 

people begin to celebrate the “Worldwide Rabbit Love and 

Appreciation Day” in August [2]. However, Taipei Rabbit 

Society Associations warns whomever keeps a rabbit, need 

to take good care of it, since they are not as strong as cats or 

dogs.  

Based on the statistics, the quantity of rabbits dying from 

abandoning and bad care is up to 17,000 per year. That is to 

say, nearly 67 percent of total death is caused by  

misconception [1]. Most of the abandoned rabbits die of 

heart paralysis or shock, due to their timid nature. However, 

holding a rabbit as a pet is not too difficult, since they only 

need to be fed twice a day. This also includes the supply 

with a sufficient amount of water. The purpose of the 

automatic feeder we proposed in this paper is to support 

people to maintain the basic needs of their pet.  

The remote control and monitor system of this feeder 

is established by using Internet, Global System for Mobile 

Communication (GSM) and integrated Programmable Logic 

Controller (PLC). The whole system contains two parts, a 

remote control subsystem and a supervisory subsystem. 

Within the GSM covering range, complex logical actions 

can be controlled, instead of just operating an electrical 

switch. 

In our study, a traditional PLC is used to control the 

hardware, and a simple Supervisory Control and Data 

Acquisition (SCADA) application software which can be 

used on mobile device and PC. Eventually, with the four 

wireless data transmission’s major systems (Wideband Code 

Division Multiple Access (W-CDMA) [8], Code Division 

Multiple Access (CDMA) [9], General Packet Radio 

Service (GPRS) [10] and Personal Handy-phone System 

(PHS) [11]) cooperating and taking action, will turn the 

network transmit protocol (TCP/IP) into wireless operation. 

We will introduce the hardware we use in Section 2 and the 

prototype machine in Section 3. 

II. MATERIALS 

A. PLC 

PLC is an electronic device with digital movement, its 

hardware design can be basically divided into two kinds, 

medium-large sized and miniature sized. Instead of 

mechanical equipment, the control function is reached by 

using integrated circuits and digital and analogy I\O 

modules [3]. PLC possesses order, timing, counting, 

computing, data process and communication, etc. The 

commands are stored in EPROMs. With the scientific and 

technological progress, the enhancement of CPU and single 

chip function, also improve PLC’s abilities, functions and 

attachments can be offered by it thereupon increase. 

 

Figure 1.  Mitsubishi PLC (FX2N-20MT-L) 
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1) Mitsubishi’s PLC Communication Protacal 

 

The PLC device we chose is one of the Mitsubishi 

FX2N series which is shown in Figure 1. It is built as a 

master-slave-system. The PLC device is the slave, other 

device connected to the PLC is the master, for instance, the 

server that receive command from the client. In a master-

slave-system the master sends commands to the slave 

systems. These slaves only send feedbacks only if receiving 

a request from the master. Hence data collisions are avoided. 

PLC device set up link through RS232, and PLC’s Wi-Fi 

attachment, so we can let users control and manage the 

system in a browser or software by using a personal 

computer or mobile device. All functions can be controlled 

remotely like set up, daily arrange, food fall/stop, etc. 

 

 
Figure 2.  Fatek’s PLC communication message format 

2) Mitsubishi’s PLC Communication Message Format 

For possible kinds of messages, commands or 

feedbacks, the message can be split into 5 - 7 fields due to 

its command. All of these fields uses ASCII 16 bit code. In 

all cases the beginning letter is STX (02H). Field CMD are 

used to classify the command type (Table 1.), for example 

read/write, forced ON/OFF, etc. After asking data from 

Y0~Y7 (0A-00) and Y10~Y17(0A-01), which is shown in 

Figure 6. The slave system will pass the message back along 

with the data to the master system as shown in Figure 7.  

 

Function CMD Assign to Explain 

Read 0 X,Y,M,X,T,C,D Read Data 

Write 1 X,Y,M,X,T,C,D Write Data 

Force ON 7 X,Y,M,X,T,C Force Node ON 

Force OFF 8 X,Y,M,X,T,C Force Node OFF 
Table 1.  PLC CMD code 

 

The Device address is divided into two fields, and need to 

be read from the back, for example, Figure 10 is a command 

of forcing node Y1 (0501) to turn on, so the device address 

will be 0105. If the command is asking for data writing the 

fifth field will be the data that needs to be written, as shown 

in Figure 9, which is trying to write a value 3586. Next to it 

is the end-message code ETX (03H), let the system know 

the where the command ended. The last field SUM CHEK = 

CMD + DEVICE ADDRESS + BYTES + ETX, and only 

use the last two words, for example 

30H+30H+30H+41H+30H+30H+32H+03H=’166’H, so the 

check sum will be ‘66’H. For writing and force function 

command, the PLC will answer YES (06H) or NO (15H). 
 

B. Stepper Motor And Motor Driver 

Stepper motor is divided by the steps they need to 

complete a full rotation. The motor we use is a simplest 

two-phase stepper motor, it rotates 1.8 degree (±5%) every 

step. So, there will be 360/1.8 = 200 steps per full rotation. 

That is why the motor can finish simple but high accurate 

rotate/stop positioning. Advantages of stepper motors are 

low cost, high reliability, high torque at low speeds and a 

simple, rugged construction that operates in almost any 

environment. 

After triggered by users, PLC will send the operate 

command with demanded motor speed and rotate quantity to 

the motor driver. The driver will converts the PLC 

command signals into electric pulse, which is provided by 

external power source, to energize the motor windings. The 

stepper motor then converts digital pulses into mechanical 

shaft rotation. 

 

  (a)    (b) 

Figure 3.  (a) 35mm Series Motor (b) Motor driver 

III. METHOD 

A. Prototype Machine 

The prototype machine is consists of PLC, motor 

driver, stepper motor, 50W external power source and 

home-made feeder shell. The PLC will send the signal to 

motor driver, the driver will then control the stepper motor 

to rotate the component which is attach on it. After stepping 

a few times, the pet food will fall into the bowl. The 

quantity of the food can be controlled by counting the 

motor’s steps or timing the rotation. 

Considering rabbits chewing habit, especially when 

they are hungry and it contains tempting smell of the food 

inside, the material of feeder’s shell should avoid using 

plastic or anything that they should not been eating, so we 

decided to use wood. For the function of regular feeding, 
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PLC’s timer can easily finish the job, and for the quantity 

control, it is mentioned before. Beside our first prototype 

machine, we are considering using graphical user interface 

attachment for the ease of use. Therefore, after finishing our 

first prototype machine, we will take user survey into 

account and add new attachments in the future work. 

B. Combining Network 

For a typical industrial control system, the network 

fieldbus should be able to transmit real-time control 

messages and non-real-time maintenance messages. 

Nowadays, with the advantages of IEEE 802.15.4 standard’s 

diversified network architectures, high reliability [5] and the 

advancement of wireless technology, a wireless network can 

be integrated into an existing fieldbus system. Due to this 

development, there are improvements in terms of mobility 

and flexibility and consequently in the ability to support 

applications [6] [7]. 

Moreover, considering the requirement of remote control, 

besides using normal RJ45 to connect self-home network 

station, we use Wi-Fi attachment (Figure 4) to control and 

monitor PLC from PC without virtual line. Other like WSN 

(Wireless Sensor Network) [4], can also achieve the same 

goal. 

 
Figure 4.  PLC Wi-Fi attachments (upper one for PLC, other one for PC) 

C. System Working Process 

The working process of our device is shown in Figure 5. 

After complete the start-up diagnose, users can connect to 

the system through virtual IP address, which is provided by 

the Wi-Fi attachment, to monitor and control. When the 

commands are sent, user-side will be waiting for the system 

to reply. Meanwhile, if the connection is good, the system 

will start process the command and send back a message 

whether it is success or not. After comparing the Checksum, 

the message will be displayed on user’s device. Otherwise, 

the system will report error or timeout. 

 
Figure 5.  PLC’s working process 

D. Webpage Graphical Human Machine Interface 

Graphical Human Machine Interface focus on using 

words, numbers, and pictures to transmit or reveal the 

relevant joint state and the value in data register. To control 

the device from far side, the simplest way is to write a 

server end program, then through a third-party software to 

achieve remote controlling, but people will need to pay for 

the software. With the advance of mobile devices and the 

wireless data transmission, a simple webpage or software 

can achieve the same goal, also, the computers have various 

types of browsers, it is much far more convenient than using 

other commercial software. To browse from web, 

programmers must build a server station which can connects 

to the Wi-Fi attachment first, it can control and process all 

PLC required function in the server, then sent the data back 

and shown in the webpage.  

IV. CONCLUSIONS & FUTURE WORKS 

In this paper, we have finished the build of our first 

prototype, the basic mechanism device. And our future 

work is to achieve the goals we mentioned earlier. We plan 

to find volunteered users to test the system’s practicability 

and ease of use in our future work for system improvement. 

The final goal is to combine it with normal feeder and grass 

feeder. Once the system has been developed, it will be 

possible to lower the rate of pet abandoning and increase pet 

owners’ willingness to actively take care of their new 

friends by knowing that : “Pets are our friends, not burdens”.  

After it’s finished, we hope our research provides a good 

inspiration and make our idea fit for any other pets. If this 

idea can spread, by lowering the manufacture cost, every 

pet owners can enjoy the convenience of our system. 

 

 

 

114Copyright (c) IARIA, 2015.     ISBN:  978-1-61208-419-0

ADVCOMP 2015 : The Ninth International Conference on Advanced Engineering Computing and Applications in Sciences

                         127 / 148



REFERENCES 

[1] "Taipei Rabbit Society Association", Available from:  

http://www.loverabbit.org/candy/index.asp, 2015/03/06. 

[2]  "Worldwide Rabbit Love and Appreciation Day", Available 

from:  http://www.vgr1.com/wrlad/, 2015/02/13. 

[3]  Chun-Chiang, M., "Implementation of PLC Graphical User 

Interface its Applications", ChienkuoTechnology University. 

Master of Technology: 85, 2014. 

[4]  Chung-Ming, O., T. Cheng-Ya, Z. Jing-Ran, Y. Wen-Yuan 

and T. Shang-Chun, "Intelligent pet monitor system with the 

internet of things", Machine Learning and Cybernetics (ICMLC), 

2011 International Conference on, 10-13 July 2011. 

[5]  Krasinski, P., B. Pekoslawski and A. Napieralski, "IEEE 

802.15.4 wireless network application in real-time automation 

systems", Mixed Design of Integrated Circuits and Systems 

(MIXDES), 2013 Proceedings of the 20th International Conference, 

20-22 June 2013. 

[6]  Willig, A., K. Matheus and A. Wolisz, "Wireless Technology 

in Industrial Networks", Proceedings of the IEEE, vol. 93 (6): p. 

1130-1151, 2005. 

[7]  Xiaolong, L., S. Munigala and Z. Qing-An, "Design and 

Implementation of a Wireless Programmable Logic Controller 

System", Electrical and Control Engineering (ICECE), 2010 

International Conference, 25-27 June 2010. 

[8]  "Wideband Code Division Multiple Access", Available from : 

https://en.wikipedia.org/wiki/W-CDMA_%28UMTS%29, 

2015/06/27. 

[9] "Code division multiple access", Available from : 

https://en.wikipedia.org/wiki/Code_division_multiple_access, 

2015/07/09. 

[10] "General Packet Radio Service", Available from : 

https://en.wikipedia.org/wiki/General_Packet_Radio_Service, 

2015/03/28. 

[11] "Personal Handy-phone System", Available from : 

https://en.wikipedia.org/wiki/Personal_Handy-phone_System, 

2015/01/29. 

 
 

 

 

STX CMD DEVICE ADDRESS BYTES ETX SUM CHECK 

CHR(2) 0 00A0 02 CHR(3) 66 

02H 30H 30H 30H 41H 30H 30H 32H 03H 36H 36H 

Figure 6.  communication form – read data 

 

STX Y7~Y0 Y17~Y10 ETX SUM CHECK 

 35 86  D9 

02H 33H 35H 38H 34H 03H 44H 39H 

Figure 7.  communication form – PLC return 

 

Y7 Y6 Y5 Y4 Y3 Y2 Y1 Y0 Y17 Y16 Y15 Y14 Y13 Y12 Y11 Y10 

0 0 1 1 0 1 0 1 1 0 0 0 0 1 0 1 

3 5 8 6 

Figure 8.  communication form – node data 

 

STX CMD DEVICE ADDRESS BYTES WRITE ETX SUM CHECK 

CHR(2) 1 00A0 02 3586 CHR(3) 3D 

02H 31H 30H 30H 41H 30H 30H 32H 33H 35H 38H 36H 03H 33H 44H 

Figure 9.  communication form – write data 

 

STX CMD DEVICE ADDRESS ETX SUM CHECK 

CHR(2) 7 0105 CHR(3) 00 

02H 37H 30H 31H 30H 35H 03H 33H 44H 

Figure 10.  communication form - force ON 
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Abstract—ARM devices are proliferating the mobile and embed-
ded market segments, and with the introduction of Virtualization
Extensions (ARMv7-A), and the latest 64-bit architecture changes
(ARMv8), ARM is expected to expand further in the networking
and server markets. At the same time, Mixed-Criticality use
cases for In-vehicle (IVI) and In-flight (IFI) infotainment are
of increased interest, where a feature rich Operating System
(OS) is required for multimedia applications, while at the same
time legacy real time operating systems are still needed for
time critical applications. In this paper, we propose and test a
Dual-OS environment for Mixed-Criticality systems using ARM
devices, by exploiting latest architecture changes and software
advancements. The technologies tested and covered in this paper,
which enable a Dual-OS environment, include the TrustZone
Security Extensions, ARMv7/v8 Virtualization Extensions, as well
as the ARM Trusted Firmware (ATF) software infrastructure.
Feasibility tests and latency/performance metrics were acquired
on ARMv7/v8 platforms including Versatile Express and the Juno
development boards.

Keywords–Mixed-Criticality; ARM; embedded-virtualization;
Dual-OS; real-time; Linux; KVM; GPOS and RTOS

I. INTRODUCTION

Real-time systems have pre-defined timing constraints and
are deterministic in nature, thus a Real-Time Operating System
(RTOS) has the ability to execute tasks with low latency, which
are guaranteed to be completed on a predetermined deadline
[1] [2]. On the other hand a General Purpose Operating System
(GPOS), for example Linux, is targeting best performance
instead of providing latency guarantees.

In the context of automotive, some subsystems are time
critical, e.g., Electronic Stability Control (ESC) or Adaptive
Cruise Control (ACC), while others are tied to multimedia
services which are of low priority, with less to no criticality
concerns. In such a Mixed-Criticality use case, there is no
definite Operating System that can meet all needed charac-
teristics, e.g., strict determinism, low latency, performance,
portability, certifiability, feature richness, ease of development
and maintenance.

Additionally, providing more performance by just increas-
ing the clock frequency of the CPU is no longer feasible,
instead the trend in current System on Chip (SoC) solutions,
is to increase the number of cores and lower power dissipa-
tion. A continuous growth of multi-core platforms is being
observed over the years, which essentially creates incentives
for an efficient overcommitment of available resources and the
combination of hardware for multiple purposes, which results
in a lower total cost. For this reason, with the abundance of

multi-core SoCs, it is no longer cost efficient to have multiple
hardware instances with different software, instead the use of
different Operating Systems in the same hardware platform is
desired.

A. Contributions of this paper

First, we highlight the concept of a Dual-OS environment
on modern ARM platforms and how a GPOS, such as Linux,
can co-exist with other Operating Systems by using the Trust-
Zone technology along with a novel firmware/monitor layer
to handle interrupts, context switches and shared resources.
Then, by leveraging Linux and KVM on ARM, we show how
a host/guest OS can interface with an isolated RTOS running
in the secure world. Additionally, we show how an efficient co-
ordination scheduling mechanism can be implemented, to dy-
namically change scheduling policies triggered by synchronous
and asynchronous events.

Finally, experimental results are reported, where the latency
overhead of the ATF firmware layer is measured, as well as
the communication overhead between a KVM guest and a
TrustZone isolated bare-metal binary. The selected hardware
platform for testing and benchmarking is ARM’s latest 64-bit
development board called Juno.

B. Organization of this paper

In Section II, we describe the overall architecture of a Dual-
OS infrastructure on a modern ARM platform, and describe
how the TrustZone security extensions can be combined with
Virtualization Extensions to run two isolated Operating Sys-
tems with the option of also adding further Virtual Machines.
Additionally, in Section III a list of previous related work
is provided, along with how this paper contributes further
to the concept. Then, in Section IV we document the ATF
firmware layer that is responsible for handling the secure and
non-secure world context switches, as well a basic description
of its components. In Section V, we provide details on the
ATF modifications needed for experimental measurements,
along with actual results from the Juno and Versatile Express
development boards. Finally, we conclude the work in this
paper and list further possible directions.

II. DUAL-OS USE CASE IN IVI

The target use case, similar to [3], is the deployment of two
Operating Systems, one RTOS and a GPOS on a single multi-
core hardware platform. In an automotive or even aerospace
use-case, the medium of travel has an important placement
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in the Internet of Things (IoT) arena. More specifically in
the automotive example, high speed mobile communication
enables the car to take the role of a gateway for connected
objects.

Moreover, modern technology standards for modems such
as 4G/4G+, enable the connection of multiple automotive
devices. Applications that interface with the Long Term Evolu-
tion (LTE) software stack [5] will need to share resources both
in the GPOS and RTOS, which will require a scheme of LTE
virtualization either as direct device assignment or hardware
assisted virtualization for the target device. Other protocols that
are related to this use-case are the Controller Area Network
(CAN) bus, as well as the high bandwidth communication
IEEE 802.1 AVB Ethernet bus [4], which will also have to
be accessible by the multiple actors (OSes) in the system.

Finally, similar to [6], this particular use case depends
on the functionality of the GPOS to utilize the Virtualization
Extensions of latest ARM architectures, for the instantiation
of Virtual Machines completely isolated from the RTOS. This
is possible with Linux and KVM on ARM, which allows the
kernel to also act as a full-fledged hypervisor. Figure 1 shows
the generic architecture of this use case.

Hardware Platform (Processor+Modem)

ARM Trusted Firmware (ATF)

Legacy RTOS

(OSEK/VDX)

Generic GPOS

(Linux/KVM)

Security (Airbags),

Diagnostics, eCall,

Stability Control,

...

Rear-view Camera,

Modem / Telephony,

FM Radio,

VMs

(a) Automotive Dual-OS use case

Linux Kernel (Vanilla)

KVM-on-ARM

Multicore Hardware Platform

ADEOS (I-pipe) on TrustZone Monitor

Linux Kernel

KVM-on-ARM

Multicore Hardware Platform

ARM Trusted Firmware (ATF)

TrustZone

RTOS

RT Task

(User)

HAL

RT Task

(User)

RT Task

(Kernel)

(b) GPOS on KVM & RTOS in TrustZone

Figure 1. GPOS and RTOS on an Automotive Platform

For this mentioned automotive use case, the latest ARMv8-
A architecture iteration, is targeting the full spectrum of high-
end performance in embedded platforms, but at the same time
keeping power needs to a minimum. The most significant
change in this new architecture is the transition to 64-bit
computing, while preserving 32-bit compatibility for legacy
systems. As it was the case with its ARMv7-A predecessors,
it provides Virtualization Extensions that enable its efficient
usage for virtualization needs, as well as an isolated execution
environment called TrustZone for secure computing. In general

ARMv8-A brings the most advanced ARM features extended
for 64-bit environments, which makes this architecture an ideal
selection for virtualization and Dual-OS use cases.

A. Security Extensions

In modern CPU architectures, execution is split in multiple
operational modes, with different security aspects and a fine-
grained granularity to various instructions. The most obvious
use-case for this paradigm is the separation of the kernel-space
to user-space execution, where in user-space the permission
rights for specific actions are reduced, while in kernel-space
most instructions are available and the kernel has almost total
control of the hardware.

In x86, this scheme is implemented with protection rings,
where 4 different execution mode rings are available and the
kernel/user -space code is placed in the most/least privileged
mode respectively. For ARM devices these execution modes
are called Supervisor and User mode, and newer architectures
introduce additional modes such as the Secure Monitor and
after-mentioned Hypervisor mode.

The ARM Security Extensions (a.k.a TrustZone) [7] [8],
is a system-wide security approach for numerous client to
server use-cases, including mobile devices, general purpose
computers and enterprise systems. It can be utilized also as
means to implement digital rights management, Bring Your
Own Device scenarios and secure transactions. TrustZone is a
core part of latest Cortex-A processors, although a complete
implementation can be extended to the whole platform with
specific TrustZone compatible devices/blocks, including secure
memory, peripherals, accelerators, etc.

In essence, TrustZone adds a ”Secure” context to the
available modes plus the addition of the Secure Monitor which
is the most privileged CPU execution level. With this addition
two instances of each mode (with the exception of Hypervisor
mode which can only be non-Secure) can co-exist together,
completely isolated from each other, where they are subject
to the central authority of the Secure Monitor Exception
Level 3 (EL) [9]. Practically, this means that with TrustZone
you can have a Secure Supervisor or User mode (S-EL1/S-
EL0) along with the previous non secure instances of these
(EL1/EL0). With this set of features TrustZone allows the
deployment of General Purpose Operating Systems such as
Linux, together with Trusted Execution Environments (TEE).
The secure modes have the same features as the normal ones,
while operating in an isolated memory space. Finally, the
Secure Monitor has utmost authority of all modes handling
the world switch (context) between them.

B. Virtualization Extensions

With ARM attempting to break into new markets, but
also trying to keep its dominance in existing segments, since
ARMv7-A (Cortex-A15, A7, etc.) they have added a number
of new features in the ARM architecture in order to facilitate
virtualization, usually referred to as the ARM Virtualization
Extensions [10].

A new processor mode is introduced, called Hypervisor
mode, which allows each guest to have access to its own
privileged mode; the processor’s state can be switched between
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guests, allowing the processor to be virtualized without expen-
sive binary patching techniques, and with very few traps being
necessary. The Virtualization Extensions also allow certain
instructions to be set up to trap to the hypervisor if that is
necessary to support certain guest features.

The ARM Virtualization Extensions also include function-
ality to assist with the virtualization of memory for guests. For
this, the Large Physical Address Extensions [11], besides an
updated page table format also include the possibility to set
up a second stage of memory translation to be used by the
hypervisor.

The above described extensions are sufficient to fully
virtualize the CPU and memory for any number of guests, and
also trap any accesses I/O devices so they can be emulated by
software. These satisfy the requirements to implement an effi-
cient native virtualization solution on newer ARM processors.

III. RELATED WORK

The concept of Dual-OS in embedded systems has been
explored previously, dealing mostly with ARM devices by
leveraging TrustZone. Yoshinori Endo et al [18], propose a
generic architecture of dual operating systems in automotive
called Dependable Autonomous hard Real-time Management
(DARMA), with an implementation based on an SH-4 RISC
processor.

For ARM platforms, Daniel Sangorrin et al [20], give
details on a thin Secure Monitor layer called SafeG and
provide examples of scheduling and device sharing between
the two Operating Systems on an ARMv6 platform. Finally,
Soo-Cheol Oh et al [19], implement their own solution called
ViMoExpress based on a Cortex-A8 processor and an LCD
virtualization feature.

For this paper, the added contribution is the application of
the concept on latest ARMv8 platforms, with the possibility to
run 64-bit or legacy 32-bit software, as well as the combination
of multiple guest operating systems by utilizing KVM and the
virtualization extensions of the ARM architecture.

IV. ARM TRUSTED FIRMWARE

For a Dual-OS environment we need a firmware layer that
will make use of the TrustZone security extensions to isolate
resources to their secure and non-secure equivalents. For our
firmware needs, which also fit the Juno hardware platform,
ARM Trusted Firmware is selected.

ATF [12] is a secure world software implementation for
ARMv8-A platforms, provided as a reference firmware infras-
tructure. Additionally, ATF is meant to be a modular frame-
work for handling the boot procedure, interrupt management
and world switching on all available SoC cores. Modularity
is key for portability and maintainability, as well as covering
any separation concerns in the firmware level, resulting in
easier development/testing and certification. At its current state
ATF is a standardized EL3 Runtime Firmware for all 64-bit
ARMv8-A platforms, with plans to extend it further to cover
older ARMv7-A architectures. Although ATF is designed as
a firmware solution to run multiple OSes in parallel, it can
still be used in cases where only one operating system is

Figure 2. ATF architecture

used, without a strict requirement of a Secure-OS. The top-
level architecture of ATF can be summarized in Figure 2, the
functionality overview is also listed below:

• Secure world Initialization (e.g., exception vectors,
interrupt handling, registers, etc.).

• Support for the newer Generic Interrupt Controllers
found in latest ARM devices, which are also virtual-
ization aware and compatible with TrustZone.

• Proper initialization of the Normal world, typically in
AArch64 EL2 mode, which is also required for KVM
initialization by the kernel.

• Handles Secure Monitor Call (SMC) requests from
booted Operating Systems for PSCI power manage-
ment features such as, booting secondary cores, hot-
plug and shutdown/reset events.

• Secure-EL1 Payload Dispatcher for handling world
switching and interrupt routing.

• Option to replace the Trusted Boot Firmware adapted
for the needs of the target platform.

• Memory isolation from secure/normal world based on
the features provided by TrustZone.

Figure 3 depicts an overview of the boot procedure in
ATF, with the execution sequence between the blocks/modules
that ATF consists of. Every stage of the ATF Boot Loader
has a dedicated purpose during initialization system boot and
any of the following listed BLs can be replaced by custom
implementations according to the target platform needs and
requirements.
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Figure 3. Top-level ATF execution flow

• BL1 - AP Trusted ROM - basic initial boot up
procedure in EL3, which subsequently calls BL2.

• BL2 - Trusted Boot Firmware - responsible to pass
execution to further BL3-x modules.

• BL3-1 - EL3 Runtime Firmware - Exception routing to
dedicated handlers in the corresponding world (world-
switch).

• BL3-2 - Secure-EL1 Payload (optional) - runs in SEL-
1 and could be an RTOS or another secure bare-metal
binary

• BL3-3 - Non-trusted Firmware - any non-secure
firmware/software, e.g., u-boot, UEFI (Tianocore
EDK2), GPOS, etc.

A. Interrupt management & world switching

In general, exception routing and world switching is im-
plemented at the BL3-1 level, and since an actual Interrupt
Service Routine is not part of the EL3 core logic, instead,
for the final handling of interrupts, ATF defines interfaces for
the retransmission of exceptions to the end destination OS.
More specifically, FIQ routing, is managed by the Secure-EL1
Dispatcher layer, while SMC exceptions are standardized in
the EL3 runtime service framework based on the SMC Calling
Convention PDD. Finally, the EL3 runtime service interface,
is complemented by the Power State Coordination Interface
(PSCI).

Secure-EL1 Dispatcher service, as part of the EL3 runtime
service, is a link interface between BL3-2 (Secure OS/Payload)
and BL3-1 (ATF). It is responsible for processing the entry/exit

requests for the target secure software (e.g., RTOS), and is
designed in a way to provide a common calling convention be-
tween these two layers. This service is implemented according
to the needs/requirements of the deployed secure software.

PSCI [13] is responsible for the power management of
all available SoC cores, where it also supersedes the old
mechanism of waking up secondary cores, also known as the
CPU holding pen. With PSCI an Operating System can signal
the firmware layer to power up/down available cores, through
the use of SMC/Hypervisor Call (HVC) instructions. This new
paradigm considerably simplifies power management for an
OS, as instead of having to implement low level target specific
power routines, the OS can rely on the firmware layer.

B. ATF modifications for Dual-OS

By default ATF is using time-triggered signals to change
between the secure/non-secure payloads. For this purpose, the
internal architected ARM timer [14] is programmed to fire as
a secure interrupt and signal a world switch, this interrupt is
configured as a Fast Interrupt Request (FIQ) and is handled
according to the current context. If at the time of the received
FIQ the non-secure world (GPOS) is active, execution will be
immediately directed to EL3 for a world switch to the secure
payload (RTOS). On the other hand if the secure payload
has the context, the interrupt is by default serviced by itself,
without the need of EL3 interception.

For experimental measurements, we opted for an event-
triggered implementation, where the world switch is triggered
by the SMC instruction. That way each world can yield CPU
resources deterministically, and give back the context when this
is desired. Modifications on the Secure-EL1 Dispatcher service
were needed for this behavioral change, which allows us to
have a more fine-grained control for latency measurements.

V. EXPERIMENTAL RESULTS

Experimental results are split in two sections. First we de-
ploy ATF with two separate world switch triggering methods,
and we measure the overall latency introduced when switching
between the Secure and non-Secure worlds. Subsequently,
QEMU is used to create a KVM accelerated virtual machine
and measure the guest exit overhead, that results when an SMC
or HVC instruction is called from the guest.

By using the Performance Monitor Unit (PMU), which is
found on all recent ARM CPUs, we can precisely measure
programmatically the latency between two points in execution.
The PMU [15] provides a number of counters and registers for
gathering statistics on the operations executed in the processor.
Among a set of configurable event and performance counters
the PMU provides a 64-bit cycle counter, which is incremented
on every clock cycle. For the following measurements the
PMU cycle counter (PMCNT) is reset to zero before starting
the process of a world/context switch and is stopped after
execution is resumed in the respective world.

A. ATF world switch latency

As described in Section IV-B, ATF by default is using
time-triggered signals to issue a world switch. For a more
deterministic approach ATF was modified so that a world
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Figure 4. Execution flow of world switch measurement

TABLE I. LATENCY FOR A FULL WORLD-SWITCH IN CLOCK
CYCLES

Average Minimum Maximum Std. deviation
3716,66 3520 3998 95,245

switch can occur programmatically when issuing the SMC
instruction.

In the case of Linux, we implemented a small module
which at the time of its loading it would reset the PMU
cycle counter and immediately issue an SMC instruction. This
Secure Monitor Call is then trapped by ATF, which saves the
non-Secure context (Linux) and then proceeds to restore and
resume the Secure payload. On the Secure side, the SMC is
re-issued immediately to trap back to ATF and finally resume
execution in Linux.

Figure 4 depicts how latency was acquired in relation to the
execution flow. Measurements were repeated 1000 times and
results are reported in Table I. The reported results show that
a full world switch (non-Secure to Secure and back) is in the
range of just under 4000 cycles. This eventually means that the
Secure payload, at any point of execution, will receive control
of the system in less than 2000 cycles, with actual values in
time depending on the clock frequency of the processor.

B. Virtual machine context switch latency

For guest to host latency measurements a similar approach
to the world switch measurement is made. The difference is
that for the guest we use a thin bare-metal program instead
of a full Linux guest. The guest executes a loop where the
PMU cycle counter is reset and immediately an SMC or HVC
instruction is issued. After guest execution is resumed the PMU
cycle counter register is saved to memory and the process is
repeated for 1000 times. Before the guest is terminated results
are reported to the user.

From the host side, KVM will not allow the guest to

Figure 5. Execution flow of guest/host context switch measurement

execute an SMC or HVC instruction, as they are considered
”sensitive” instructions and are immediately trapped by the
hypervisor. An example of this interaction is how KVM wakes
up secondary guest cores through the use of PSCI, in which
the guest will call HVC with the proper argument. KVM traps
the guest, checks the provided argument and decides if the
HVC instruction was meant to be a PSCI wake up event.
In our case, as PSCI is not used, KVM will inject an abort
exception and the guest will be halted. For this reason KVM
needs to be modified in order to resume execution to the guest
without aborting. A similar usage pattern of HVC instructions,
has already been highlighted as means to implement a Storage
I/O co-ordination scheduling approach, between a Linux/KVM
host and a guest system, with significant improvements in
latency and responsiveness of guest applications [16] [17].

Once again Figure 5 highlights the execution flow of the
measurement and results are reported in Table II. It is inter-
esting to note that this measurement was replicated in both an
ARMv7-A target (Versatile Express TC1 - Cortex-A15) and an
ARMv8-A platform (Juno board - Cortex-A53). Furthermore
the ARMv8-A Virtualization Extensions with KVM provide
a way to run legacy ARMv7 guests, but results were not
affected by this scenario. Finally, results show a full host/guest
context switch (guest to host and back) of around 1500 cycles
for both ARMv7 and ARMv8 platforms. Coupled with the
world switch latency results, it means that if a guest needs
to be interfaced and communicate with the Secure software,
a latency of at least 5500 - 6000 cycles is expected on this
firmware implementation.

Summarizing the results, with a reference CPU clock of
1GHz the average latency for a full world switch (non-Secure
to Secure and back) is in the range of 4 µs. A similar path for
a guest to host context switch (and back to guest) is around
1,5 µs.
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TABLE II. LATENCY FOR A FULL GUEST CONTEXT-SWITCH IN
CLOCK CYCLES

Type Average Minimum Maximum Std. deviation
SMC - ARMv8 1497,88 1475 1906 27,766
HVC - ARMv8 1492,62 1461 1932 39,697
SMC - ARMv7 1647,58 1612 2429 66,130
HVC - ARMv7 1679,46 1655 3115 50,140

VI. CONCLUSIONS AND FUTURE DIRECTIONS

In this paper, we proposed the use of a Dual-OS in-
frastructure to efficiently leverage ARM multi-core hardware
platforms in Mixed-Criticality use cases. Through architec-
ture technologies such as TrustZone and a proper firmware
layer like ATF, two completely independent and isolated OS
instances can be run simultaneously on the same hardware
resources. Additionally, by using Linux as the GPOS and KVM
on ARM, we can extend the number of concurrent Operating
Systems even further.

Experimentally, with the ARMv8 Juno development plat-
form, we highlighted the latency overhead of a secure/non-
secure world context switch and interrupts handled by ATF, as
well as the equivalent latency when switching from a guest OS
to the host with KVM (including measurements with ARMv7
Versatile Express). Such measurements show the feasibility of
the Dual-OS concept, with an average world switch latency
of around 4 µs and guest to host switch of 1,5 µs on our
reference platforms.

Future work, will include a communication interface be-
tween GPOS/RTOS and VMs, in order to implement a com-
plete TEE solution and a fine-grained co-scheduling policy
in the system. Finally, the ATF firmware layer is going to be
replaced by a fully redesigned custom bare-metal software that
will be targeting automotive certification.
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Abstract—The computer-aided medical diagnosis of complex 

systems, such as breast cancer is an important medical problem. 

In this paper, we focus on combining two major methodologies, 

namely, the fuzzy-based systems and the evolutionary genetic 

algorithms to find a computer aided diagnosis system that will 

aid physicians in an early diagnosis of breast cancer in Saudi 

Arabia. Our results show that the fuzzy-genetics approach 

produces systems that attain high classification performance, 

with simple and well interpretive rules and a good degree of 

confidence. 
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Genetic algorithms; Rule-based system; Computer-aided 
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I.  INTRODUCTION 

     In medical science, diagnosis of a disease is a 
complicated problem and confirming a diagnosis is difficult 
even for medical experts. This has given rise to 
computerized aided diagnostic tools, intended to aid the 
physician in making primary medical decisions. A major 
area for such computerized tools is in the domain of breast 
cancer; to know early on whether the patient under 
examination exhibits the symptoms of a benign, or a 
malignant case helps to determine a suitable treatment for 
the cancer. The automatic diagnosis should attain the 
highest possible performance, which means they must 
correctly classify cases with a good degree of confidence. 
Moreover, it would be desirable for such diagnostic systems 
to be well interpreted by the physicians. 

In this research paper, an automated diagnosis system for 
breast cancer is designed by combining two methodologies, 
namely, the fuzzy rule based systems and the genetic 
algorithms. Medical diagnosis is a decision-making problem 
that commonly has uncertainty involved; therefore, fuzzy set 
theory has emerged in this field. The major advantage of 
fuzzy systems is the simple interpretation; however, finding 
good fuzzy systems is a hard task. This is where the role of 
genetic algorithms comes up in tuning the parameters of the 
fuzzy systems, based on a database of training cases. There 
are several different examples of the application of fuzzy 
systems and evolutionary algorithms in the medical domain, 
such as applying them to the Wisconsin Breast Cancer 
Diagnosis Data (WBCD) in USA [4], or applying them on 
pathogenesis of acute sore throat conditions in humans [5], 
or combining with wavelets, as in [20]. In our paper, we 
describe the fuzzy-genetic approach, which we developed for 
the Saudi breast cancer data consisting of 260 patients. 

In Sections II and III, we provide a brief overview of 
fuzzy systems and genetic algorithms respectively. Then, in 
Section IV, we describe the fuzzy-genetic approach, which is 
developed in this work for the Saudi breast cancer data 
discussed in Section V. In Section VI, we discuss the 
parameters settings in our approach and show the results of 
our best system evolved, and finally, we present our 
concluding remarks and future work in Section VII. 

II. FUZZY SYSTEMS  

     Fuzzy logic is a computational method manipulating 
information in a way that resembles human logical 
reasoning processes [23][24]. A fuzzy variable is 
characterized by its fuzzy variable A and the membership 
functions of these variables; with a membership value 

( , to a given real value u(R). A fuzzy inference system 
is a rule-based system that uses fuzzy logic, rather than 
Boolean logic [26][27]. The structure includes four main 
components: a fuzzifier, which translates crisp (real-valued) 
inputs into fuzzy values, an inference engine which applies 
a fuzzy reasoning mechanism to obtain a fuzzy output, a 
defuzzifier, that translates the output back into a crisp value, 
and a knowledge base, containing both an ensemble of 
fuzzy rules (the rule base), and a group of connection 
membership functions (the database); see Figure 1. 
 

 

 

Figure 1.  Basic structure of a fuzzy-Genetic system 
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      Moreover, the decision-making process is performed in 
the inference engine using the rules contained in the rule 
base. A fuzzy rule has the form “IF antecedent THEN 
consequent”, where the antecedent is a fuzzy-logic 
expression composed of one or more simple fuzzy 
expressions connected by fuzzy operators, and the 
consequent is an expression that assigns fuzzy values to the 
output variables. The inference engine performs the learning 
phase, where it evaluates all the rules in the rule base and 
combines the weighted consequents of all relevant rules into 
a single fuzzy set using the aggregation operation [16][28]. 
An example of a fuzzy rule in our case would be: if (v1 is 
Low) and (v2 is Low) then (output is benign), where v1 and 
v2 are variables given in the data set. 
      Using the direct fuzzy model with knowledge from a 
human expert, the fuzzy simulation identifies the parameters 
of a fuzzy inference system, so that a desired decision can be 
made. This task is difficult when the problem space is 
complex and very large; thus, motivating us to use genetic 
algorithms to produce fuzzy models. In the literature, there 
are several approaches to fuzzy modelling based on neural 
networks [10][12], genetic algorithms [1][6][8], and other 
hybrid methods [25]. Selection of relevant variables and 
adequate rules is critical for obtaining a good accurate 
classification system. One of the major problems in fuzzy 
simulation is that the amount of computation grows 
exponentially with the number of variables. 

III. GENETIC ALGORITHM  

    A Genetic Algorithm (GA) is a search heuristic that 
mimics the process of natural selection. Genetic algorithms 
are used to generate solutions to optimization and search 
problems. They belong to the larger class of evolutionary 
algorithms, used to generate solutions to optimization 
problems using techniques inspired by natural evolution,  
such as inheritance, mutation, selection based on a relative 
fitness, and crossover [13]. Genetic algorithms are usually 
applied to spaces which are too large to be exhaustively 
searched and  have applications in bioinformatics, industry, 
medical, science, engineering, chemistry, computational 
mathematics [3],  and many other fields.  

 The genetic algorithm method is an iterative procedure 
that involves a population representing the search space for 
solutions to the problem, as individuals, each one 
represented by a finite string of symbols, called the genome. 
The basic procedure proceeds as follows: an initial 
population of individuals is generated at random or 
heuristically. In every evolutionary step (generation), the 
individuals in the current population are decoded and 
evaluated according to a fitness function that describes the 
optimization problem in the search space. To form a new 
population (the next generation), individuals are selected 
according to their fitness, a fitness function is a particular 
type of objective function that is used to measure how close 
the given individual is to achieving the set aims of the 
problem [18]. Many selection procedures are available, one 
of the simplest being fitness-proportionate selection, where 
individuals are selected with a probability proportional to 
their relative fitness. This ensures that the expected number 

of times an individual is chosen is approximately 
proportional to its relative performance in the population. 
Thus, high-fitness individuals stand a better chance to 
reproduce and bring new individuals to the population, 
while low-fitness will not. Genetic algorithms are stochastic 
iterative processes, which are not necessarily guaranteed to 
converge, and the stopping condition may be specified as a 
maximal number of generations or a chosen level of the 
fitness. 

IV. FUZZY-GENETIC ALGORITHMS 

     Since GAs are used to search large complex search 
spaces and are able to give optimal and near-optimal 
solutions on numerous problems; therefore, fuzzy–genetic 
algorithms can be considered as an optimization process 
where the parameters of a fuzzy system constitute the 
search space. Many researchers investigated the application 
of evolutionary techniques in the domain of fuzzy 
modelling [1][5][4], where the tuning of fuzzy inference 
systems involved in control tasks were done by genetic 
algorithms. Fuzzy–genetic modelling has been applied to 
many domains [6][8][11][19], branching into many areas as 
electric engineering, chemistry, telecommunications, 
biology, geophysics and medicine. The GA can be used to 
tune the knowledge contained in the fuzzy system by 
finding membership function values. An initial fuzzy 
system is defined by an expert; then, the membership 
function values are encoded in a genome, and a genetic 
algorithm is used to find systems with high performance. 
GAs often overcomes the local-minima problem seen in 
other gradient descent-based optimization methods [18]. 
GAs can be applied in different stages of the fuzzy system 
parameters search depending on several conditions, like the 
availability of a priori knowledge, the size of the parameter, 
and the availability and completeness of input/output data. 
The fuzzy parameters used to define targets for genetic 
fuzzy modelling are: structural parameters, connective 
parameters, and operational parameters.  

 In many cases, the available information about the 
system is composed almost exclusively of input/output data, 
and specific knowledge make up the system structure. In 
such a system, evolution has to deal with the simultaneous 
design of rules, membership functions, and structural 
parameters. Structure learning permits to specify other 
criteria related to the interpretability of the system, such as 
the number of membership functions and the number of 
rules, while, the strong interdependency among the 
parameters involved in this form of learning may slow down 
the convergence of the genetic algorithm. Both connective 
and structural parameters simulation [1][11] are viewed as 
rule base learning processes with different levels of 
complexity. In most GA applications, the main approaches 
for evolving such rule systems are the Michigan approach 
[1], the Pittsburgh approach [13] and the iterative rule 
learning approach [11]. 
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V. BREAST CANCER DATA BASE 

    Breast cancer is known as one of the most common 
cancers type affecting the female population. It is one of the 
major causes of death among women and a true emergency 
for health care systems of industrialized countries. One of 
the epidemiological studies conducted by AlDiab et al. [2] 
reported that the incidence of breast cancer in Saudi Arabia 
was 19.8% of all the female cancers detected in Saudi 
Arabia. Researchers in the field [7][21] have shown that 
breast cancer is the second most common malignancy for  
women in Saudi Arabia. Nevertheless, there is a paucity of 
detailed published epidemiologic data. An earlier report 
according to Saudi National Cancer Registry, mentioned an 
increasing proportion of breast cancer among women of 
different ages from 10.2% in 2000 to 24.3% in 2005 [7]. 
The presence of a breast mass is an alert, but it does not 
always indicate a malignant cancer. Fine needle aspiration 

 of breast masses is a cost-effective, non-traumatic, 
and mostly non-invasive diagnostic test that obtains 
information needed to evaluate malignancy. The medical 
diagnosis data of breast cancer used in this study is from 
patients in Saudi Arabia. The database is similar to the 
WBCD dataset of the University of Wisconsin Hospital 
[17], where diagnosis of breast masses is based solely on an 
FNA test [15]. Nine visually assessed characteristics of an 
FNA sample considered relevant for diagnosis are 
identified, and were assigned an integer value between 1 
and 10. The diagnostics in the database were done by 
specialists in the field, and the database itself consists of 260 
cases, with each entry representing the classification for a 
certain ensemble of measured values, (Case number, [ ,  
, , … , , Diagnostic: Benign or Malignant). The 
measured variables are as follows:  is clump thickness, 

 is uniformity of cell size,  is uniformity of cell shape, 
 is marginal adhesion,  is single epithelial cell size,  

is Bare nuclei,  is bland chromatin,  is  normal 
nucleoli and  is  mitosis. 
      Basically, an initial fuzzy rule base is defined by an 
expert, for example a fuzzy rule in this case would be: if [v1 
is Low] and [v7 is Low] then (output is benign). Therefore, 

each of the nine variables (v1-v9) has two parameters P and 
d, defining the start point and the length of the membership 
function, respectively. Then, the GA fine-tunes the 
membership functions. Also for the antecedents:  the ith rule 

has the form if (v1 is M1
i) and (v7 is M7

i) then (output is 
benign), Where  Mj

i represents the membership function 

applicable to variable vj , Mj
i can take on the values: 1 

(Low), 2 (High). The GA is also used to find either the rule 
consequents, or other subset rules to be included in the rule 
base. As the membership functions are fixed this approach 
lacks the flexibility to modify substantially the system 
behaviour. One of the major disadvantages of knowledge 
tuning is its dependency on the initial setting of the 
knowledge base. Furthermore, as the number of variables 
and membership functions increases, large dimensionality 
decreases the system’s performance.  Evolutionary structure 
modelling is done by encoding within the genome an entire 
fuzzy system using the Pittsburgh approach. The fuzzy 

system computes a continuous appraisal value of the 
malignancy of a case, based on the input values. According 
to the fuzzy system's output the threshold unit then outputs a 
benign or malignant diagnostic. In order to evolve the fuzzy 
model, as seen in Figure 2, we must set some preliminary 
parameters in the fuzzy–genetic system itself encoding. 

VI. FUZZY-GENETIC PARAMETERS 

    All previous knowledge about the problem and about the  
existent rule-based models gives us valuable information 
for our choices of fuzzy parameters. Since all the labels 
have semantic meaning, for each label, at least one element 
of the space should have a membership value equal to one. 
Hence, a Low membership value of 0.8 entails a High 
membership value of 0.2, and for each element the sum of 
all its membership values should be equal to one. The 
parameter settings are set as in the following. 

A. The Fuzzy-Genetic System Parameter Settings 

 Number of input membership functions: is set to two, 
(Low and High).  

 Number of output membership functions: is two 
singletons for the benign and malignant diagnostic 
cases. 

 Number of rules: is fixed to three.  

 Antecedents of rules: is found by the genetic algorithm.  

 Consequent of rules: the algorithm finds rules for the 
benign diagnostic; the malignant diagnostic is an else 
condition. 

 Rule weights: the learning is done by letting active 
rules have a weigh of value 1, and the else condition 
has a weight of 0.25.  

 Input membership function values: is found by the 
genetic algorithm.  

 Output membership function values: following the 
database, we used a value of 2 for benign and 4 for 
malignant.  

    We applied the Pittsburgh-style-structure learning, using 
a genetic algorithm to search for three parameters, namely, 
the genome (encoding relevant variables), input membership 
function values, and antecedents of rules: Relevant variables 
are searched for implicitly by letting the algorithm choose 
non-existent membership functions as valid antecedents; in 
such a case the respective variable is considered irrelevant. 
To evolve the fuzzy inference system, we used a genetic 
algorithm with a fixed population size of 50 individuals. 
The algorithm terminates when the maximum number of 
generations is reached at 300, or when the increase in fitness 
of the best individual over five successive generations falls 
below a certain threshold, set  at 2 × 10 -6. Our fitness 
function F is set to the classification performance, computed 
as the percentage of cases correctly classified, given by  

F=Fr−α Fc                                     (1) 
where α = 0.1, Fr, the ratio of correctly diagnosed cases, 
which is the most important measure of performance, and 
Fc measures the confidence, penalizing systems with large 
number of low  appraisal value cases i.e., cases that are 
diagnosed with low confidence. The crossover between the 
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two chosen parents genome is done at a single point 
randomly chosen with probability 0.8 to produce the new 
generation offspring. The selection operator of parent’s 
genome is set to the stochastic uniform selection method, 
and the mutation done on the new offspring has probability 
0.01. Hence, the experiment starts by finding from a 
population of 50 genomes of length 45, where the first 18 
bits represent the parameters of the membership functions 
(Pi, di) of each vi and the remaining 27 bits are the output 
function Mj

i for each vi in the three rule base system 
showing Low or High or irrelevant. Table I shows the 
parameters encoding to form a single individual's genome. 
The GA runs throughout the generations to find the best 
genome in this population. The best genome is the one 
which classifies correctly the largest number of the 260 
cases given in the data set. After all 300 generations 
(repeated 50 times), the genetic algorithm found the 
optimum genome; hence, it found the best diagnostic system 
with three rules given in Figure 2.  

TABLE I.  PARAMETER ENCODING IN  A GENOME  

Parameter values Total number of bits 

(45) 

P 1-8 9 

d 1-8 9 

M 0-2 27 

 

Database 

 𝑣1 𝑣2 𝑣3 𝑣4 𝑣5 𝑣6 𝑣7 𝑣8 𝑣9 

P 2 5 8 4 6 3 4 5 4 

d 5 3 1 2 1 6 3 2 1 

  

Rule  base 

Rule 1 : if (𝑣3 is Low) and ( 𝑣7 is Low) and 

(𝑣8 is Low) and (𝑣9 is Low) then 

 (output is  benign) 

 

Rule 2 : if (𝑣1 is Low) and (𝑣2 is Low)  

and (v4 is Low) and (v5 is High) and (v9 is Low)  

then (output is benign)   

Rule 3 : if (v1 is Low) and (v4 is Low) and  

(v6 is Low) and (v8 is Low) then (output is benign) 

                else (output is malignant)  
 

Figure 2.  The best evolved fuzzy-gnetic diagnostic system with three 

rules which exhibits an overall classification rate of 97.33%. 

B. Results 

    The solution scheme we present for the Saudi breast 
cancer diagnosis problem consists of a fuzzy system model 
and a threshold unit. The fuzzy system computes a 
continuous appraisal value of the malignancy of a case, 
based on the input values. The threshold unit then outputs a 
benign or malignant diagnostic according to the fuzzy 
system's output. In order to evolve the fuzzy model, we 
must set the fuzzy system parameters and the genetic 

algorithm encoding according to the previous discussion in 
part A. The evolutionary performed experiments fall into a 
learning category, in accordance with the data partitioning 
into two distinct sets: training set and testing set, Training 
set contains 50% of the database cases and the testing set 
contains the remaining 50% of the cases. Fifty evolutionary 
runs were performed, all of which found systems whose 
classification performance exceeds 95%. MATLAB Genetic 
Toolbox [29] was modified to implement the fuzzy-genetic 
algorithm and to generate the results. Taking into account 
the performance classification rate, the best diagnostic 
system with three rules stated in details in Figure 2 is the top 
one over all 50 evolutionary runs. It obtained 98.3% correct 
classification rate over the benign cases, 96.2% correct 
classification rate over the malignant cases, and an overall 
classification rate of 97.33%. The performance value 
denotes the percentage of cases correctly classified. Three 
such performance values are shown in Table II: the 
performance over the training set, the performance over the 
test set, and the overall performance on the entire database. 
Figure 3 shows a close up of the plot of the best fitness 
value over the generations, which scored on average 254 
cases accurate out of the 260 data cases. Figure 4 shows the 
best individual (45 parameters) for the evolved fuzzy three 
rule diagnostic system described in Figure 2. In Figure 5, we 
can see the average distances between individuals for the 
evolved fuzzy three-rule system throughout the generations. 
Figure 6 shows the best, worst, and mean fitness scores 
reached by the evolved fuzzy three-rule system during the 
procedure. 
 

Figure 3 The best fitness value for the evolved three rule fuzzy-genetic 

system.        

 
    The proposed fuzzy system described in this paper 
performs very well and reached comparable results similar 
to work done on the WBCD data by Andres et al. [4], and 
Setiono [22] in terms of both performance and simplicity of 
rules as seen in Table III. It is worth noting that [4] had 699 
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cases in the WBCD dataset from patients in USA and they 
used a different fitness function denoted 
F=Fc−0.05Fv−0.01Fe, such that Fc, the number of 
correctly diagnosed cases, Fv measures the linguistic 
integrity (interpretability), and Fe adds selection pressure 
towards systems with low quadratic error. Moreover, 
Setiono [22] used an application of neural networks that 
involves Boolean rule bases extracted from trained neural 
networks. Table III shows the classification performance 
values obtained by these different approaches, looking very 

close in terms of accuracy and in time efficiency. 
 

Figure 4. Current best individual in the three rule fuzzy-genetic system.  

   Following these steps and obtaining the results complete 
the fuzzification phase; it is time for the inference engine to 
compute the truth value of each rule, by applying the fuzzy 
‘and’ operator to combine the antecedent clauses in a fuzzy 
manner. This results in the output truth value, which is a 
continuous value which represents the rule’s degree of 
activation inference. Thus, a rule is not merely either 
activated or not, but in fact is activated to a certain degree 
represented by a value between 0 and 1. The inference 
engine now goes on to apply the aggregation operator and 
combining the continuous rule activation values to produce 
a fuzzy output with a certain truth. Then, the defuzzifier 
works to produce the final continuous value of the fuzzy 
system; this latter value is the value that is passed on to the 
threshold unit. For our best three rule fuzzy system we 
calculate the membership values for each 260 patients and 
with the “and" function we get the appraisal value in the 
range [3,5] . We chose to place the threshold value at 3, with 
inferior values classified as benign, and superior values 
classified as malignant. Hence, a value of 2.42 is classified 
as benign, which is correct; but, it is among the closest to 
the threshold value, and its confidence is low. Most other 
cases result in an appraisal value that lies close to one of the 
extremes (i.e., close to either 2 or 4). Thus, in a sense, we 
can say that we are somewhat less confident where this case 
is concerned, with respect to most other entries in the 

database. Moreover, the appraisal value can accompany the 
final output of the diagnostic system, serving as a 
confidence measure. This demonstrates a prime advantage 
of fuzzy systems, namely, the ability to output not only a 
(binary) classification, but also a measure representing the 
system’s confidence in its output. For our  best three rule 
system presented here, only 13 cases out of 260 were 
diagnosed with low confidence. 
 

     Figure 5. The best, worst and mean fitness scores for the three rule 

fuzzy-genetic system.  

TABE II.   RESULTS OF 50 EVOLUTIONARY RUNS, DIVIDED   ACCORDING TO 

THE THREE CATAGORIES 

 

Training/test 

     50/50 

     Performance 

Training set Test set Overall 

97.70 % 96.91 % 97.33 % 

 

TABLE III. COMPARING OUR RESULTS FOR A THREE RULE BASE SYSTEM 

WITH OTHER APPROACHES 

This work Andres, Pena and 

Sipper [4] 

Setiono [22] 

97.33 % 97.80 % 97.14 % 

 

VII.   CONCLUSION AND FUTURE WORK 

 In this paper, we applied a combined fuzzy-genetic 
approach to the Saudi breast cancer diagnosis database. Our 
evolved three rules system exhibits both high classification 
performance and a good confidence measure. Our results 
suggest that the fuzzy-genetic approach could be highly 
effective on medical diagnosis problems and may help in 
designing computer-aided software to obtain an early 
diagnosis and reduce treatment expenses, which 
are considered to be among the highest sanitary priorities in 
many countries. Our future work will involve finding more 
rule bases and making comparisons. We also plan to apply 
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the fuzzy-genetic approach to other complex real-world 
diagnosis problems and extend our work to data from all 
over the Middle East. We will also try alternative fuzzy 
logic approaches, such as neuro-fuzzy networks or fuzzy-
Petri with the evolutionary genetic algorithm method. In 
addition, we will explore another promising area combining 
genetic algorithm with neural networks such as adaptive 
neuro-fuzzy inference systems.  

 

Figure 6. The average distance between individuals for the best three rule 

fuzzy-geneic system. 
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Abstract— Hybrid Finite Element/Finite Volume (FE/FV) 

methods have been employed to study oceanic circulation in a 

simplified domain consisting of both non-moving and moving 

ice floes. Our hybrid FE/FV flow solver combines the merits of 

both finite element and finite volume methods, and is highly 

sophisticated, robust and is a first of its kind approach extended 

for studying ocean ice dynamics and dispersion.  Sea ice 

dynamics is one of the key components of ocean circulation 

models. The ultimate goal through the present project is to 

develop a highly accurate ice dynamics model that can be used 

to predict ice-edge positions, velocities for offshore operations, 

short term forecast for waterways, and also for long term global 

climatic studies.  Preliminary results show that hybrid FE/FV 

methods can be successfully extended for studying ocean ice 

dynamics, through coupled implementation of automatic mesh 

movement. Movement of an isolated ice floe through the ocean 

and also waves impacting multiple dynamic ice floes are 

successfully simulated while maintaining the mesh integrity. 

 

Keywords-Shallow water; Hybrid FE/FV; Ice dynamics; 

Mesh movement. 

 

I. INTRODUCTION 

Sea ice plays a crucial role in the Arctic region 

impacting navigational shipping routes, military, costal guard 

applications, weather forecasting, and also offshore drilling 

platforms. With release of greenhouse gases into atmosphere 

and associated global warming, the Arctic region has become 

that much more important and accurate studies of Arctic 

Ocean ice dynamics have become highly imperative. Arctic 

region can be classified arbitrarily as central Arctic where 

sea ice is continuous and also into a marginal ice zone (with 

individual ice floes) which is an interfacial region between 

Open ocean and Frozen Central Ocean. Marginal Ice Zone 

(MIZ) is of particular interest due to its proximity to shipping 

routes and also as a threat to offshore drilling structures. 

However, modelling sea ice dynamics in MIZ, where 

individual ice floes are of arbitrary shapes and much more 

mobile and fluid, is a highly complex and challenging task. 

MIZ region has received significant attention over the 

past few decades and literature in this area is thoroughly 

discussed in recent reviews by Squire et al. [1][2]. Within the 

MIZ region, researchers focussed on either continuum ice 

models, where MIZ is assumed to have certain rheological 

properties a priori (like a granular material), or on accurately 

modelling individual ice floes [2]. Within the second group, 

most of the studies are still limited to theoretical works, 

numerical models, and recently to spectral methods and 

Laplace transforms [3][4]. Direct numerical simulation 

studies in the MIZ region are relatively scarce due to the 

huge challenges involved in simulating individual ice floes 

requiring mesh movement, simulating complex wave-floe, 

floe-floe interactions and also due to the computing power 

required in realistic simulations of large regions of MIZ. The 

present work is the first of its kind to the author’s knowledge 

in simulating sea ice dynamics using hybrid finite 

element/volume (FE/FV) methods. Due to the highly 

challenging nature of the problem, the present study is being 

conducted in a systematic way by employing the hybrid 

FE/FV methodology to ocean ice dynamics with varying 

degrees of complexity. As a first step, in this work, circular 

waves impacting both non-moving and moving ice-floes in 

simplistic oceanic conditions are simulated. Presently, only 

translation motion is implemented. Section II details the 

governing equations. Numerical methods that are used to 

solve the governing equations are discussed in Section III. 

Results are presented in Section IV and Section V highlights 

the conclusions and future work. 

 

II. GOVERNING EQUATIONS 

A. Shallow Water Equations 

The Shallow Water Equations (SWEs) [5] are derived 

by depth-averaging the Reynolds averaged Navier-Stokes 

equations for a column of fluid with mass and momentum 

conservation. In SWEs, it is assumed that vertical motions 

are negligible and that pressure is hydrostatic. The depth 

and velocity of fluid moving in the domain ( , )x x y  with 

boundary g h during the time interval 

(0,T)t in non-conservation form can be described by, 

H
H n

t
u                                                            (1)               (1) 

0

a
p

g H gZ H
t H

u
u u u         (2)     (2) 
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where H, n , u , g , 
a

p , 
0

,  and Z  are the water depth, 

net source term, velocity, gravity, surface pressure, fluid 

density, kinematic viscosity and surface elevation, 

respectively. Figure 1 demonstrates the terminology to 

describe H, h, and Z .  

      

Figure 1. Shallow water problem description. 

0

a
p

g H gZ
t

H
H

u
u u

u u

                                (3) (4) 

Here, we expanded the viscous term from conservation form 

to non-conservation form. In our hybrid method we store the 

variable H  at the node and the velocity u  at the element 

center. Using linear interpolation function will result in 

constant gradient and zero Laplacian for working 

variable H . As a result, we can drop the last term in (3). 

Also, while our solver includes the capabilities for studying 

wind stress, tide, and Coriolis forces [5] they have been 

omitted in the present study and also from above equations. 

B. Linear Elasticity Equations for Mesh Moving 

Mesh moving equations [6] from linear elasticity are 

described below: 

F.                                                                                (4) 

2X I.                                                              (5) 

1

2

T
X X                                                            (6) 

where σ is the stress tensor, ε is the strain tensor, F is the 

body force per unit volume, λ and μl are the lame parameters, 

and X is the displacement vector. 

 

III. NUMERICAL METHOD 

 

A. Hybrid FE/FV Methodology 

       The time discretization of Eq. (3) using backward 

difference will yield 

1

1 0 1

0

n n

a

t

p
g H gZ

u u u
u u u

                          (7) (5) 

where both u  and H  are unknowns at time step 1n . 

For first order time accurate scheme, 1 1.0 , 

0 1.0  and 1 0.0 and for second order time 

accurate scheme 1 1.5 , 0 2.0  and 1 0.5 . 

The hybrid FE/FV scheme evolves by perturbing H  such 

that 

H H H                                                                         (8) 

where H  is very small compared to H . The time 

discretized momentum equation will lead to  Using Eq (6), the  

1

1 0 11 1

0

.

n n

a

t t

p
g H g H gZ

u u uu u
u u

u

                              (9) 

Here, we introduced u  which is the final velocity at time 

1n  in the iterative nonlinear scheme. In this context, u  

will be intermediate velocity field during the nonlinear 

iteration and the balance between u  and u  will be 

enforced through the gradient of H . This process is similar 

to the projection methods commonly used to solve 

incompressible Navier Stokes equations [7][8][9][10]. Note 

that as 0H , then 0H  which ensures u u . We 

use the fractional time splitting method to first compute an 

intermediate velocity from Eq. (3) which is the predictor 

step and then use the results in the correction phase 

described as: 

1

t
g H u u                                                                (10) 

We can observe that Equation (3) used in the predictor 

phase is time discretized momentum equation in its original 

form. Clearly, the predictor phase satisfies consistency 

criteria and conserves the momentum. To derive the 

continuity wave equation, we multiply Eq. (10) by H  and 

then take the divergence to obtain  

1

u u
t

g H H H H                               (11) 

Since the last term in Eq. (11) includes the final velocity at 

time step 1n , we can replace it by its equivalent in 
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continuity equation. The time discretization of continuity 

equation with perturbed H  is 

1

1 1 0 1u
n nH H H H

H n
t

                         (12) (10) 

We combine (11) and (12) and obtain time-discretized wave 

equation. The results can be written as 

2
2

2

1 1

1

1 0 1

1

 + .
n n

t t
H H C H

H H Ht
H n

t

u

u

               (13) 

where C gH  is the wave speed. It can be seen that the 

right hand side of (13) is weighted by time discretized 

continuity equation. Therefore, as 0H , (13) will yield 

zero residual for continuity equation. Clearly, Eq. (13) 

satisfies consistency criteria and conserves the mass. We use 

the cell-centered finite volume method (FV) to solve the 

momentum equation for the intermediate velocity and the 

node-based Galerkin finite element method (FE) to solve the 

wave equation and also for the elasticity equations. From 

velocity and water depth, forces acting on the individual ice 

floes are calculated which are used to solve the linear 

elasticity equations for mesh displacement using finite 

element method. In our deployment, the velocity unknowns 

are put at the cell centers and water depth variable is put at 

the mesh vertices. This deployment makes it convenient to 

compute the gradients of water depth using local finite 

element basis function, which is required in solving the 

momentum equations. Previous numerical results have 

shown that our hybrid implementation is super convergent 

in terms of the spatial convergence rates [7][8][9]. Unlike 

our previous compressible/incompressible flow solvers, the 

present hybrid FE/FV has not yet been parallelized. For 

realistic simulations of large regions of MIZ however, the 

flow solver will eventually be parallelized in future studies. 

 

IV. RESULTS 

To test our hybrid FE/FV methodology, non-moving ice 

floes were first studied, followed by moving ice-floe 

simulations. In the present simplistic study, idealized 

conditions are maintained by ignoring wind, tide, and 

Coriolis forces. Additionally, the ocean bed elevation was 

assumed to be flat (Z = 0).  

A. Non-moving Ice-Floes 

        Wave-ice interactions in a 10 Sq-Km ocean domain 

with simplified initial/boundary conditions are studied 

utilizing our hybrid FE/FV flow solver. At the far open 

ocean boundary, symmetric boundary conditions are applied 

on all four sides. Ice floes are initially assumed to be rigid, 

non-moving, and wave effects are analysed on both uniform 

and also non-uniform randomly placed ice floes. Different 

simplified artificial forcing mechanisms are imposed to study 

wave effects on ice floes. Figure 2 below shows circular 

tsunami type waves impacting rigid, non-uniform, randomly 

placed ice floes, where water height is plotted at different 

non-dimensional times. Present hybrid FE/FV extensions 

combine the merits of both finite element and finite volume 

methods and are particularly suitable for high aspect ratio 

grids around ice floes and also for solving incompressible 

flows. As shown in Figure 2, wave features are well resolved 

bouncing back after impacting the ice floes. Validation and 

benchmark comparisons of our hybrid FE/FV methodology 

for shallow water equations can be found in the work of 

Aliabadi et al. [9]. 

 (a)                                         (b) 
Figure 2. Circular waves impacting randomly distributed non-uniform, non-

moving ice floes at different non-dimensional time’s. 
 

B. Moving Ice-Floes (Automatic Mesh Movement) 

Having tested the flow solver on non-moving ice floes, 

automatic mesh movement was implemented in the flow 

solver by solving linear elasticity equations. Figure 3 below 

shows the grid around an isolated circular ice floe moving 

with a given constant velocity. As it can be seen from the 

figure, mesh refinement around the circular floe is well 

maintained as it moves in the ocean domain.  

  

Figure 3. Isolated circular ice floe moving with a given constant velocity. 
 
 

Circular waves impacting multiple circular ice floes are 
shown in Figure 4, where zoomed in portion of the ocean 
domain around the ice floes is shown. It can be seen that the 
waves sway the ice floes back and forth as they pass through. 
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(a)                                     (b)          (c) 

Figure 4. Circular waves impacting uniformly placed movable ice floes at 
different non-dimensional time’s (a) t = 2, (b) t = 5, (c) t = 6 

 

V. CONCLUSIONS AND FUTURE WORK 

Hybrid FE/FV methods have been successfully extended 

for studying ocean ice dynamics in idealized conditions. 

Automatic mesh movement was also successfully 

implemented, with well resolved and captured wave features 

and also grid refinement around the ice floes. Present hybrid 

FE/FV simulations are the first of its kind in direct 

simulation of individual ice floe-wave interactions. Mesh 

moving studies that are presently being conducted are based 

on the movement of a single and also multiple ice floes 

perturbed using different forcing mechanisms. Ongoing and 

potential future work in this highly challenging area is 

described below (not in any particular order). 

 Moving isolated ice floes with different shapes (circular, 

square, non-uniform) and sizes will be conducted to 

more thoroughly understand the influence of shape/size 

on the ice motion through impinging waves. 

 While experimental data in large MIZ regions is 

severely limited, select recent works have focussed on 

calculating the drift velocity for individual ice floes 

through laboratory experiments [11][12] and also by 

theoretical studies [13][14][15].  Single floe studies are 

crucial for thoroughly analysing the kinematic response 

of ice floes with characteristic lengths comparable or 

lower than the impact wavelengths. Isolated ice-floe 

impacts with offshore structures are observed to be one 

of the common ice-structure interaction events [11][16]. 

However, literature and guidance on the impact forces, 

based on which off-shore structures can be designed, 

appears to be severely limited.  Results from the present 

study will therefore be compared with available data. Ice 

floe dynamics studies, such as in the present work, can 

play a significant role in estimating the forces from 

single/multi-year ice impacts on offshore platforms. 

 Multiple ice-floe studies need to account for floe-floe 

interactions requiring constitutive relationships. 

 Apart from the ocean waves, ice mobility in the MIZ, 

can also be influenced by wind stress, current, pressure 

and tides which will be incorporated in future studies.  

 Realistic simulation of large regions in the MIZ will 

require tremendous computing power. Therefore, 

parallelizing the hybrid FE/FV shallow water flow 

solver is an important goal for future studies. 
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Abstract—In this paper, a characteristic adaptive wavelet method
is developed for solving aerosol dynamic equations. The proposed
method combines the adaptive multi-resolution technique and the
characteristic method to obtain the fully adaptive multi-resolution
scheme, in which the solution is represented and computed in
dynamically evolved wavelet bases along the characteristic curves.
It overcomes numerical dispersions and can use large time steps.
The efficiency and accuracy of the new algorithm is verified by
numerical experiments. The developed characteristic adaptive
wavelet algorithm in the paper has great applications in the
modelling of aerosol dynamics.

Keywords–Aerosol dynamic equation; the characteristic tech-
nique; adaptive multi-resolution method; wavelet.

I. INTRODUCTION

Aerosols are now clearly identified as an important factor
in many environmental aspects of climate and radiative forcing
processes, as well as in the health effects of air quality
[7][8][11][15][17]. The aerosol dynamics with respect to size
distribution is a nonlinear partial differential and integral
equation.

Numerical methods have been proposed to solve the aerosol
dynamic equations such as sectional method [9], moment
method [1][14], modal method [18], finite element method
[16], and stochastic approach [5], etc. The modal and moment
approaches have the high numerical efficiency but only applied
to some particular cases. When the distribution function is
required, sectional methods are popular technique in aerosol
dynamic modelling. But the treatment of condensation by
sectional approaches usually leads to extra numerical dif-
fusion, while smears the steep fronts. Sandu and Borden
[16] developed a framework of finite element methods for
numerical solutions of the aerosol dynamic equations, Liang
et al. [13] developed the characteristic finite element methods
for aerosol dynamic equations, and Liang et al. [12] developed
a splitting wavelet method for solving the general aerosol
dynamic equations on time, particle size and vertical spatial
coordinate.

The size of atmospherical aerosols spans order of magni-
tude and the mechanisms for different size regions are totally
different, so the aerosol size distribution is highly uneven
distributed, such as multiple lognormal distributions in some
regions. Thus, the most important problem encountered in the
solutions of aerosol dynamic equations is how to efficiently
solve the equations in size and time since the aerosol dis-
tributions vary very sharply in the size direction. Another

problem is to approximate the advection process caused by
the condensation growth term.

Multiresolution methods have been recognized to be im-
portant adaptive techniques in the applications to solutions of
Partial Differential Equations (PDEs). For many real problems,
solutions often exhibit localized singular features, such as
sharp peaks. Uniform basis function space is not a practical
option since high resolution is only needed in small regions.
For improving the accuracy, the localization property of the
wavelets both in space and in frequency makes the adaptivity
efficiently [2][3][6][10].

In the paper, a characteristic adaptive wavelet method is
developed to solve the aerosol dynamic equations, in which the
time derivative and the condensation advection are transferred
to the directional derivative along the characteristics and then
discretized by the difference along the characteristics. For
approximating size distribution, the differential systems of
equations in time variable are obtained based on the wavelet
bases. Owe to the advantage of characteristics method, we
can refine the adaptive wavelets at the next time step along
the characteristic curves. Adaptive space refinement strategy
can follow the flow of solution over time. It reduces tempo-
ral errors and eliminates the excessive numerical dispersion.
Compared with the uniform mesh method, the characteristic
adaptive wavelet method has higher computational efficiency.
Numerical experiments show the excellent performance of the
developed algorithm in simulating aerosol dynamics.

The paper is arranged as follows. The mathematical model
of aerosol dynamic system is presented in Section 2. In Section
3, the characteristic adaptive wavelet scheme is proposed for
the aerosol dynamic equations. Numerical experiments are
given in Section 4. Finally, we address some conclusions in
Section 5.

II. AEROSOL DYNAMIC EQUATIONS

The aerosol dynamic equations can be described as [7]

∂n(v, t)

∂t
= −∂[G(v)n(v, t)]

∂v
− n(v, t)

∫ Vmax

Vmin

βn(w, t)dw

+
1

2

∫ v−Vmin

Vmin

βn(v − w, t)n(w, t)dw, (1)

with boundary and initial conditions

n(Vmin, t) = 0, t ∈ (0, T ], (2)
n(v, 0) = n0(v), v ∈ Ω. (3)
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where t > 0 is the time, v is the aerosol particle volume, and
T > 0 is the time period. n(v, t) is the number concentration
distribution associated with particles volume v at time t.
In practice, one assumes that the particle population has a
nonzero minimal volume and a finite maximal volume, i.e., in
a finite volume interval [Vmin, Vmax], where Vmin and Vmax
are chosen as lower and upper limits of the aerosol volume
respectively. The condensation growth rate G(v) is defined
as the rate of change of the volume of a particle of volume
v and G(v) = σ0v will be considered in this paper due to
the important application of linear growth rate. Coagulation of
aerosol particles occurs through a variety of mechanisms such
as Brownian motion, turbulent diffusion, etc. The coefficient
β is the coagulation kernel.

III. THE CHARACTERISTIC ADAPTIVE WAVELET SCHEME

A. The Characteristic Method

For treating the condensation advection efficiently, we first
propose the characteristic semi-discretization scheme in time.
Denote the number of time steps by the positive integer Q and
the time level by tq = q∆t, q = 0, 1, · · · , Q, where ∆t is the
time step size. For any particle size x at time t = tq+1, the
characteristics curve X(x, t; τ) passing through (x, t) satisfies:{

dX
dτ (x, tq+1; τ) = aσ0X(x, tq+1; τ),
X(x, tq+1; tq+1) = x.

(4)

where τ is the characteristics direction. Let x̂ be the intersec-
tion point of tracking back along the characteristic curve from
the point (x, tq+1) to time level t = tq .

For the aerosol dynamic equations in logarithmic coordi-
nates, the characteristic semi-discretization scheme is defined
as

n(x, tq+1)− n(x̂, tq)

∆t
= −σ0n(x, tq+1)

+
β

2

∫ aln(ex/a−1)

0

e(y−b)/a

a
n(x∗, tq)n(y, tq)dy

− βn(x, tq)

∫ 1

0

e(y−b)/a

a
n(y, tq)dy (5)

with initial value n(x, 0) = n0(x) and the boundary condition
n(x, t) = 0.

Let Ṽ q+1(Ω) be wavelet space at t = tq+1 defined in the
next section. Then, the characteristic wavelet scheme is to find
n(x, tq+1) ∈ Ṽ q+1(Ω) such that(

(1 + σ0∆t)n(x, tq+1), ξ(x)
)

= (n(x̂, tq), ξ(x))

+∆tβ
2

(∫ aln(ex/a−1)

0
e(y−b)/a

a2
n(x∗, tq)n(y, tq)dy, ξ(x)

)
−∆tβ

(
n(x, tq)

∫ 1

0
e(y−b)/a

a n(y, tq)dy, ξ(x)
)

(6)

with n(x, 0) = n0(x).

B. The Characteristics Adaptive Wavelet Algorithm

In this section, we shall construct an adaptive multiresolu-
tion scheme of Haar wavelets for (6).

Haar wavelets, which are Daubechies wavelets of order
1 (see [4]), consist of piecewise constant functions and are

therefore the simplest orthonormal wavelets with a compact
support. Because of the advantages of Haar wavelets, we will
apply Haar wavelets as the basis functions in the scheme
(6). Let ψ(x) be the Haar wavelet, and the corresponding
scaling function φ(x) The adaptive space Ṽ q+1(Ω) composed
by the Haar scaling functions is the cell-average multires-
olution representation, where J0 ≤ j ≤ J and J0 is the
coarsest resolution level and J is the highest resolution level.
The scaling coefficients cq+1

j,k are cell-average values. Find
ñq+1(x) ∈ Ṽ q+1(Ω) with

ñq+1(x) =
∑

(j,k)∈Λ̃q+1

cq+1
j,k φj,k(x) (7)

in the scheme (6), where Λ̃q+1 is the index set of scaling
functions at t = tq+1. Once Λ̂q is determined, which is the final
index set at t = tq , we initialize Λ̃q+1 from Λ̂q by tracking
along the characteristics.

Figure 1. The operator P j−1
j .

To estimate the cell-averages and detail information at level
j − 1 from the ones of the level j, we use the multiresolution
transform P j−1

j , see Figure 1, as

cq+1
j−1,k =

1√
2

(
cq+1
j,2k−1 + cq+1

j,2k

)
, (8)

dq+1
j−1,k =

1√
2

(
cq+1
j,2k−1 − c

q+1
j,2k

)
. (9)

Then, we have ñq+1(x)

ñq+1(x) =
∑

(j,2k),(j,2k−1)∈Λ̃q+1

[cq+1
j−1,kφj−1,k(x)

+dq+1
j−1,kψj−1,k(x)]. (10)

A threshold parameter ε is prescribed for the adaptive proce-
dure

εj = ε/2j−J0 , J0 ≤ j ≤ J − 1.

If |dq+1
j−1,k| < εj , we reduce φj,2k−1 and φj,2k from the

space Ṽ q+1(Ω); while if dq+1
j−1,k is big, then we add φj+1,4k−3,

φj+1,4k−2 φj+1,4k−1 and φj+1,4k, based on operator P j+1
j , see

Figure 2. The space after adjustment is called as V̂ q+1(Ω) and
the corresponding index set is Λ̂q+1.

The important feature of the characteristic adaptive wavelet
algorithm is that it adjusts the approximation wavelet space
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Figure 2. The operator P j+1
j .

at next time level by tracking back along the characteristics,
which is further refined or coarsened by the adaptive wavelet
technique. The highly accurate approximation can be obtained
by the new algorithm even large time step sizes are used, while
other classic algorithms need to use very small time steps.

IV. NUMERICAL SIMULATION

In this section, numerical examples are taken to illustrate
the performance of the characteristic adaptive wavelet algo-
rithm.

Example 1.

In this example, we consider the condensation process with
initial single mode distribution. The initial distribution is a log-
normal distribution on the volume domain [1× 10−16m3, 1×
10−13.5m3] described by

n0(v, t) =
N0

3
√

2π lnσ
exp

(
− ln2(v/vg)

18 ln2 σ

)
1

v
(11)

with the volume concentration N0 = 5 × 1010particles/m3,
the geometric average volume vg = 1 × 10−15m3 and the
standard deviation σ = 1.05. We choose coarsest level J0 = 2
and highest level J = 6 for our method.
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(a) σ0 = 1.8/h and ∆t = 0.05h

Figure 3. Comparison of number distribution 3vn(v, t) by different methods.

We take the numerical experiment of our Characteristic
Adaptive Wavelet (CAW) method with threshold parameter
ε = 10−2 and compare with other methods including upstream
Finite Difference (FD) method, Sectional Method (SM) in
[9] and the Characteristics Wavelet (CW) method, where the
number of the bins NB is 32 for the last three methods. Figure

3 shows the numerical computations after 1h for different
growth rates and time step sizes, where the vertical coordinate
represents numerical distribution 3vn(v, t) and the horizontal
coordinate is the logarithmic diameter of the aerosol particles.

From Figure 3, where the growth rate σ is 1.8/h, numerical
distributions obtained by the characteristic wavelet method and
our characteristic adaptive wavelet algorithm are excellent. but
both of the finite difference method and sectional method suffer
from numerical diffusion greatly. Moreover, our characteristic
adaptive wavelet method is only with the number of the bins
NB = 25, however the characteristic wavelet method requires
the number of the bins NB = 32. The numerical solutions
by our algorithm with less number of bins show much better
numerical efficiency even with a large time step and growth
rate.
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Figure 4. Aerosol distribution for linear condensational growth and constant
coagulation kernel.

Example 2.

In this example, we consider aerosol dynamic systems
evolving both condensation and coagulation processes with the
initial two-modal log-normal distribution.

The volume domain is [102µm3, 104.5µm3]. Take time step
∆t = 0.1h, J0 = 5 and J = 10. Figures 4 and 5 show the
numerical number densities of aerosol distribution and their
corresponding adaptive bases at times T = 0.1h and 40h with
σ = 0.03/h and coagulation kernel β0 = 0.01µm3/h. The
horizontal coordinate represents logarithm of particle diameter.
The vertical coordinate represents the number distribution
3vn(v, t) and resolution level separately in the left figures and
right figures. In Figure 4, we can see that the multiresolution
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bases are centered at the places where the two peaks of the
two-modal log-normal distributions located. Since the number
condensations at the larger particle size region are very small,
it’s good enough to describe the number condensation with
coarsest resolution level.
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Figure 5. Aerosol distribution for linear condensational growth and constant
coagulation kernel.

As time goes on, shown in Figure 5, the number con-
densation moves forward along the size direction, meanwhile
number condensation of smaller particles decreases and that
of larger particles increases because coagulation is the process
whereby two particles collide and form larger particle, as a
result, higher resolution level bases are adaptively added to
capture the change of the distribution at the larger particle
size.

V. CONCLUSION AND FUTURE WORK

A new characteristic adaptive wavelet algorithm was de-
veloped for solving the aerosol dynamic equations. The con-
sidered model is a nonlinear partial differential and integral
equation with hyperbolic part from the condensation term.

Using the multiresolution technique, the computational
bases are reduced by deleting non-significant wavelet coeffi-
cients while keeping the desired accuracy. The adaptive space
refinement strategies are simplified and we refine the adaptive
bases at the next time step along the characteristic curves,
which save computational time and memory.

We demonstrated numerically the efficiency of the charac-
teristic adaptive wavelet algorithm for different tests of the

condensation process and the joint effect of condensation
and coagulation processes. The method exhibited good shape
and high accuracy even when large time steps are used in
computations, which has great applications in the modelling
of aerosol dynamics.

The proposed characteristic adaptive wavelet method can
be further extended to solve aerosol spatial transport problems
in atmosphere, where the characteristic adaptive wavelet tech-
nique can efficiently treat the transport process. Developing
fast and adaptive algorithms for the general aerosol dynamic
process will be our another interested work.
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