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The Fourteenth International Conference on Advanced Engineering Computing and
Applications in Sciences (ADVCOMP 2020), held on October 22-29, 2020, continued a series of
evens meant to bring together researchers from the academia and practitioners from the
industry in order to address fundamentals of advanced scientific computing and specific
mechanisms and algorithms for particular sciences.

With the advent of high performance computing environments, virtualization, distributed
and parallel computing, as well as the increasing memory, storage and computational power,
processing particularly complex scientific applications and voluminous data is more affordable.
With the current computing software, hardware and distributed platforms effective use of
advanced computing techniques is more achievable.

The conference provided a forum where researchers were able to present recent research
results and new research problems and directions related to them. The conference sought
contributions presenting novel research in all aspects of new scientific methods for computing
and hybrid methods for computing optimization, as well as advanced algorithms and
computational procedures, software and hardware solutions dealing with specific domains of
science.

The conference had the following tracks:

 Computing applications in science

 Computing mechanisms and methods

 Multidisciplinary Mobile and Web Applications in Modern Life

We take here the opportunity to warmly thank all the members of the ADVCOMP 2020
technical program committee, as well as all the reviewers. The creation of such a high quality
conference program would not have been possible without their involvement. We also kindly
thank all the authors that dedicated much of their time and effort to contribute to ADVCOMP
2020. We truly believe that, thanks to all these efforts, the final conference program consisted
of top quality contributions.

We also gratefully thank the members of the ADVCOMP 2020 organizing committee for
their help in handling the logistics and for their work that made this professional meeting a
success.

We hope that ADVCOMP 2020 was a successful international forum for the exchange of
ideas and results between academia and industry and to promote further progress in the field
of engineering computing and applications in sciences.
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The F-Measure Paradox

Tim vor der Brück

Fernfachhochschule Schweiz (FFHS)
Brig, Switzerland

Email: tim.vorderbrueck@ffhs.ch

Abstract—Paradoxes have raised a lot of interest in mathematics
and computer science. What fascinates people about them is
that such a paradox contains a self-contradictory statement
that dissents with usual believes and expectations. The range of
discovered paradoxes is long. One of the most famous is probably
the proposition of Russell that states that no set can exist that
contains all sets that do not contain itself as a subset. The paradox
arises in the proof, where it is shown that such a set must contain
itself if and only if it does not contain itself. In this paper, we
derive a paradox about the F-measure, one of the most important
metrics in machine learning. The contribution of this paper is two-
fold. On the one hand, we investigate typical properties of the F-
Measure, on the other hand, we show that they are contradictory
and therefore constitute a paradox, to several properties of the
harmonic mean, where the F-Measure is a special case of.

Keywords–F-Measure; paradox; precision; recall; NaN.

I. INTRODUCTION

The word paradox originates from Greece and is composed
of the word para (beyond) and doxa (opinion). A paradox
contains a self-contradictory statement and dissents with
people’s believes and expectations [1]. It often does not have
a direct practical use case but it gives theoretical insights and
helps to understand certain problems better. Especially in the
area of mathematics, there is a large amount of identified
paradoxes. A quite well-known paradox is the proposition of
Russel.

Russel’s Paradox: This proposition [2] claims that no set can
exist that contains all sets that do not contain themselves
and nothing more. The proof is done by contradiction. Let
us assume such a set would exist. Then exactly one of the
following propositions must be true about this set:

• This set contains itself. This is not possible since this
set only contains sets that do not contain themselves.

• This set does not contain itself. Then per definition,
this set must contain itself, which is a contradiction.

Since both cases lead to a contradiction, such a set cannot exist.

Banach-Tarski Paradox: Another well-known paradox
from mathematics is the so-called Banach-Tarski-Paradox [3]
that claims that a sphere can be decomposed and put together
afterward in such a way that one has obtained two spheres
of the same volume as the original sphere. Thus, one of the
spheres was seemingly created out of nothing. This paradox
is based on the principle that some concepts of mathematics
cannot be transferred into reality.

Actual
value

Prediction outcome

p n total

p′ 8 2 P′

n′ 12 9978 N′

total P N

Figure 1. Example of confusion matrix for an imbalanced class distribution.

Stein’s Paradox: Normally, the expected value is best
approximated by the average value, since the average value
is actually its best unbiased estimator. Stein’s paradox [4]
states that, if several expected values of the same type are
to be determined (like batting statistics for a collection of
baseball players), the isolated averages are no longer the best
choice. Instead, all the estimates should be determined jointly
by shifting the individual estimates in direction of the overall
cross-estimate average.

Accuracy Paradox: Related to Data Science is the so-called
accuracy paradox [5][6]. It states that when comparing two
classification methods, the one with the lower accuracy can
have in fact higher predictory capability. This phenomenon
usually occurs in the case of highly imbalanced class
distributions. Consider for example a very infrequent event
like a rare disease that only shows up for around 0.1% of
the cases. Let us assume, we have a method that can detect
40% of the events correctly and its precision is 80%. So, its
confusion matrix could look like the one in Figure 1, where
the columns denote the predicted and the rows the actual
values. The obtained accuracy of this method would then
amount to 9986/10000=0.9986 while predicting always the
majority class (event not occurring), which has in fact no
predictive power, would achieve an accuracy of 0.999.

In this paper, we will first derive several general statements
about the harmonic mean of two variables. Afterward, we will
proof that these statements are indeed incorrect for the F1-
score, which is a special case of the harmonic mean, in partic-

1Copyright (c) IARIA, 2020.     ISBN:  978-1-61208-812-9
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ular, it is the harmonic mean of precision and recall. Finally,
we will analyze the reasons for this paradox and investigate
the consequences for mathematical proofs in general.

The remainder of this paper is organized as follows. In
Section II, we define the general harmonic mean and show
several of its principal properties. Section III gives an overview
of the F1-score, which is the harmonic mean of precision
and recall. In the next section (Section IV), the paradox of
the F1-score is described. The findings and the cause of this
paradox are discussed in the next Section V. Finally, the paper
concludes with Section VI, which summarizes the obtained
results.

II. HARMONIC MEAN

The harmonic mean H(a, b) of two values a and b is the
Hoelder-mean with coefficient -1 and is formally given by [7]:

H(a, b) =

(
a−1 + b−1

2

)−1
=

2
1
a + 1

b

(1)

with a, b ∈ R (or C). An alternative and simpler formulation
is:

H(a, b) =
2ab

a+ b
(2)

In contrast to the arithmetic mean, the harmonic mean is
a rather pessimistic mean that is drawn in direction to the
minimum of both arguments. Note that it can only be applied
to argument values of identical signs [7]. To see this, consider
the following example:

H(−2, 4) = 2(−2) · 4
−2 + 4

=
−16
2

= −8 6∈ [−2, 4]

Since -8 is not located between -2 and 4, it cannot possibly
constitute any mean of those values.

Consider now the following two propositions (1+2):

1. a = 0⇒ H(a, b) = 0

2. H(a, b) = 0⇒ a = 0
(3)

Note that without limitation of generality a=0 can be replaced
by b=0 due to the symmetry of the harmonic mean.

It is not difficult to show that the first statement is true and
the second false.

Proof: Let us first have a look at proposition 1. The
following two cases can be discerned: b 6= 0 and b = 0. First,
we consider the case b 6= 0. Plugging in a = 0 in formula 2
results in:

H(a, b) =
2 · 0 · b
0 + b

=
0

b
= 0 (4)

Now consider a = 0, b = 0. Plugging both values into
H(a, b) results in an expression 0

0 , which is not defined. Let
us, however, look at the behavior of H(a, b) for a and b
approaching zero using formula 1. Since the sign of a and
b must coincide, we get:

lim
a,b→0

H(a, b) =
2

1
a + 1

b

=
2

∞
= 0 (5)

Therefore, it is a reasonable approach to define H(0, 0) as 0,
to which we henceforth abide.

Proposition 2 is straight-forward to show by the following
counterexample: H(2, 0) = 0 but 2 6= 0.

One can also draw some conclusions, under which con-
ditions the harmonic mean H and one of its input arguments
have to coincide. In particular, assuming a is not diminishing,
then from the fact that a and H coincide one can infer that b
must also assume their common value. The opposite, however,
is false.

Formally, the first proposition (proposition 3) is true and
the second (proposition 4) is false:

3. a 6= 0 ∧ a = H(a, b)⇒ b = H(a, b)

4. a 6= 0 ∧ b = H(a, b)⇒ a = H(a, b)
(6)

Proof of Proposition 3: From the definition of the
harmonic mean, it follows that: H(a, b) = 2ab

a+b
Since H(a, b) equals a, we can plugin a on the left-hand side:
a = 2ab

a+b
Since a 6= 0, both sides can be divided by a
1 = 2b

a+b
Afterward, we multiply both sides by a+ b:
a+ b = 2b
By subtracting b from both sides one finally obtains:
a = b

The opposite direction (proposition 4) can be shown by
contraction, let a=1,b=0=H(a,b), then herewith it follows that
a 6= H(a, b).

III. F1-SCORE

The F1-Score is the harmonic mean of precision and recall,
where precision is the percentage of predicted positive events
that are indeed positive, while recall is the percentage of
positive events that are actually correctly detected by the
algorithm [8]. All three measures originated from the area of
information retrieval but quickly spread into other areas of
machine learning too. Let TP be the true positives, i.e., the
number of positive events that were correctly classified by the
algorithm, FP the number of negative events that were actually
classified as positive, and FN the number of positive events that
were misclassified as negative. Then precision (prec), recall
(rec), and F-measure are formally defined as follows:

prec =
TP

TP + FP

rec =
TP

TP + FN
F1 (prec, rec) =H(prec, rec)

=
2prec · rec
prec + rec

(7)

Note that recall or precision can potentially be undefined.
Consider, for example, that the positive class never shows up in
the evaluation data. In this case, TP and FN assume both zero,
which results in an undefined recall value. Similarly, if the
positive class is never predicted, the precision is left undefined.
Analogously to the definition of floating point numbers, we
use the expression NaN to denote an undefined value, which

2Copyright (c) IARIA, 2020.     ISBN:  978-1-61208-812-9
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stands for Not a Number. We also define arithmetic on NaN
in the following way by following the Bochvar extension [9].
Let a ∈ R ∪ {NaN } be arbitrarily chosen, then:

a ·NaN =NaN

a+NaN =NaN

a−NaN =NaN
a

NaN
=NaN

(8)

As one can easily perceive, if at least one of the oper-
ator arguments assumes NaN, then also the result is NaN.
Therefore, NaN is also called an absorbing element. Regarding
the algebraic structure, R ∪ {NaN } is a semi-group for both
summation and multiplication with 0 (1 respectively) as its
neutral element. (R∪{NaN },+) and (R∪{NaN }\{0}, ·) are
no groups, since there is no inverse element of NaN .

Consider the example precision=NaN, and recall=0, then
the F1-score becomes

F1(NaN , 0)

=
2NaN · 0
NaN + 0

=
NaN

NaN
= NaN

(9)

Note that sometimes, the F1-score is also defined directly
based on TP, FP, and FN as follows [10]:

F1(TP ,FP ,FN ) =
2TP

2TP + FP + FN
(10)

which leads to other behaviors regarding definedness. How-
ever, in this paper, we stick to the usual definition based on
precision and recall.

IV. THE F-MEASURE PARADOX

Recall the four propositions from Section II.

1. a = 0⇒ H(a, b) = 0

2. H(a, b) = 0⇒ a = 0

3. a 6= 0, a = H(a, b)⇒ b = H(a, b)

4. a 6= 0, b = H(a, b)⇒ a = H(a, b)

(11)

If we set a=prec(ision) and b=rec(all), those four propositions
become:

1. prec = 0⇒ F1(prec, rec) = 0

2. F1(prec, rec) = 0⇒ prec = 0

3. prec 6= 0, prec = F1(prec, rec)⇒ rec = F1(prec, rec)

4. prec 6= 0, rec = F1(prec, rec)⇒ prec = F1(prec, rec)
(12)

From Section II, one would expect that Proposition 1 and
3 are true and Proposition 2 and 4 are false. But, surprisingly,
it is just the opposite. In fact, propositions 1 and 3 are false
and propositions 2 and 4 are true.

Proof: For proposition 1, we give a counterexample.
Consider the confusion matrix in Figure 2. For this matrix,
the precision assumes 0 and the recall NaN. Therefore, the
F1-Score is given as 2·0·NaN

2+NaN = NaN 6= 0, which concludes
the proof by counterexample.

Actual
value

Prediction outcome

p n total

p′ 0 8 P′

n′ 0 10000 N′

total P N

Figure 2. Example confusion matrix as counterexample for proposition 1

Proposition 2: Consider the second proposition and let us
assume that the F1-Score is zero. Hence, either precision or
recall is zero. In case, the precision is zero, our proof is
finished. So let us, therefore, assume instead that the recall
is zero. Since the F1-score is defined (not NaN), both recall
and precision must be defined too. Furthermore, we have:

0 = rec =
TP

TP + FN
⇒ TP = 0

⇒ TP

TP + FP
= 0

(Precision is not NaN , therefore TP + FP 6= 0)

⇒ prec = 0

(13)

Proposition 3: Again, we give a counterexample, we can
use the same confusion matrix as for proposition 1. With this
we get prec = NaN = F1(prec, rec) and rec = 0.

Proposition 4:

Proof: We discern the following three cases:
Case 1: rec = F1(prec, rec) = NaN

rec =F1(prec, rec) = NaN

⇒ TP =0

⇒ FP + TP =0

(since prec 6= 0)

⇒ prec =NaN = rec = F1(prec, rec)

(14)

Case 2: rec = F1(prec, rec) = 0
Due to proposition 2, it follows that prec = 0 = F1(prec, rec).
Since the precision cannot diminish, this case actually turns out
to be impossible.
Case 3: rec = F1(prec, rec) 6= 0 and rec = F1(prec, rec) 6=
NaN .

The precision cannot assume NaN , since otherwise the F1

score would be NaN , too.

Furthermore, from the definition of the harmonic mean, it
is known that:

3Copyright (c) IARIA, 2020.     ISBN:  978-1-61208-812-9
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actual
value

Prediction outcome

p n total

p′ 0 0 P′

n′ 8 10000 N′

total P N

Figure 3. Example confusion matrix as an counterexample for proposition 1
(case recall)

rec = F1(prec, rec) =
2prec·rec
prec+rec

Since rec 6= 0, we can divide both sides of the equation
by the recall and obtain:
1 = 2prec

prec+rec
We then multiply both sides of the equation by prec + rec:
prec + rec = 2prec
Finally, we subtract from both sides of the equation the
precision and get:
rec = prec which constitutes just the conducted claim.

Finally, let us investigate if the same paradox holds also
for F-measure and recall instead of precision. Analogously
to the precision case, we first present a counterexample (see
Figure 3).

This time, the recall is 0 and the precision NaN, which
leads to a NaN F1-Score.

Proof: Let us now prove the second proposition for F-
measure and recall. Again, since the F1-score is zero, neither
of precision and recall can be NaN. If the recall is zero, our
proof is finished. Therefore, let us instead assume the precision
is zero.

0 = Precision =
TP

TP + FP
⇒ TP = 0

⇒ TP

TP + FN
= 0

⇒ Recall = 0

(15)

The two remaining properties 3 and 4 can be proven
analogously.

V. DISCUSSION

Purely formally seen, the computation rules for NaN values
are mathematically consistent and correct and also reflect the
standard procedure for computer-based F1-Score implementa-
tions if they make use of ordinary floating-point computation
logic. It remains, however, to investigate, if these rules are also

reasonable in the given context. The answer is partly yes and
partly no. Consider first the case the recall is undefined (NaN),
which means that the positive class never shows up in the
evaluation data set. If the algorithm predicts only for a single
data item the positive class, then the precision immediately
turns to zero. In this case, an NaN F1-Score seems to be the
best choice.

However, if the precision is undefined (NaN), the matters
look a bit different. In this case, the tested machine learning
method would never predict the positive class. If the positive
class shows up quite a few times in the evaluation data, such
a method would clearly perform very poorly and an F1-score
of zero would seem adequate.

So far, we investigated only the F1-score, although in the
title we mentioned the F-measure in general. This generalized
F-measure is given by:

Fβ = (1 + β2) · precision · recall
(β2 · precision) + recall

(16)

For β = 2 we get for instance the F2-score, which is defined
as:

F2 = 5 · precision · recall
(4 · precision) + recall

(17)

The F-measure for β ≥ 2 penalizes a poor recall stronger
than a bad precision, since in some situations, like cancer
detection, missing any items of the positive class can be fatal in
practice. However, the use of different weighting factors does
not influence in any way the properties derived here. Thus, our
findings also hold for the F-measure in general.

Finally, this paradox also reveals a shortcoming of most
mathematical proofs. Undefined values are not rare in practice.
They can be caused by missing values or incomputability as
investigated here. Albeit, in proofs, they are usually completely
ignored. The paradox investigated here shows that such unde-
fined values can easily flip statements completely around.

While the findings as stated here are mainly theoretical,
they can have some practical implications as well. If the dif-
ferent behaviors of harmonic mean and F-measure as described
here were ignored, then in certain anomalous situations, incor-
rect conclusions might be drawn from the data.

VI. CONCLUSION

We presented two basic statements about the harmonic
mean, where the first is true and the second false. However, for
the F1-score as the harmonic mean of precision and recall, the
truth value of both statements is completely turned around.
This paradox is caused by the fact that the possibility that
input values can be undefined is not taken into account in
the original propositions for the harmonic mean. Hence, with
this paradox, we also revealed an important shortcoming of
mathematical proofs in general.
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en parties respectivement congruentes (on the decomposition of sets of
points into respectively congruent parts),” Fundamenta Mathematicae,
vol. 6, 1924, pp. 244–277.

[4] B. Efron and C. Morris, “Stein’s paradox in statistics,” Scientific
American, vol. 236, no. 5, 1977, pp. 119–127.

[5] B. Abma, “Evaluation of requirements management tools with support
for traceability-based change impact analysis,” Master’s Thesis, Univer-
sity of Twente, 2009.

[6] J. S. Akosa, “Predictive accuracy : A misleading performance measure
for highly imbalanced data,” in Proceedings of the SAS Global Forum,
2017, p. 2–5.

[7] D. B. MacNeil, Fundamentals of Modern Mathematics: A Practical
Review. Dover Publications, 2013.

[8] C. D. Manning and H. Schütze, An Introduction to Information Re-
trieval. Cambridge University Press, 2009.
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Abstract— Mental illness is one of the main causes of illness 
worldwide. Currently, it is estimated that about 300 million 
people suffer from depression according to the World Health 
Organization (WHO). In this context, this work deals with the 
construction of a platform that allows to detect the risk of 
suicide using data from Twitter. This platform combines 
external emotional processing systems, clustering techniques 
and a system based on machine learning that facilitate the 
automatic classification of the information obtained. The entire 
process is articulated around a multidisciplinary team of 
professionals in Health Sciences and Information Technology, 
generating as a result a useful prototype for suicide prevention 
in the population. 

Keywords-mental health; suicide; prevention; Twitter; 
clustering; automatic classification. 

I. INTRODUCTION 
Mental illness is one of the main causes of illness 

worldwide. Currently, it is estimated that about 300 million 
people suffer from depression according to the World Health 
Organization (WHO). However, the provision of services for 
the identification, support and treatment of this type of 
mental illness globally is considered insufficient [1]. 
Although 87% of the governments of the different countries 
offer some type of basic care service for mental health 
problems, 30% of them do not have specific programs or 
budgets for mental health [1]. Furthermore, there are no 
definitive tests for the reliable diagnosis of most mental 
illnesses. The typical diagnosis is based on the patient's self-
reported experiences, behaviors reported by family and 
friends, and the clinical examination of their mental state. 

The data traditionally obtained through survey 
methodology are not a real-time reflection of the true state of 
mental and emotional health of individuals, which does not 
allow to offer a reliable estimate of the population's mental 
health. In Spain, suicide is the main cause of unnatural death, 
doubling the number of deaths in traffic accidents. The 
impact of suicide on families is devastating, when many of 
the deaths caused by suicide could be prevented [2]. 
Understanding how people communicate their suicidal 
tendencies is a cornerstone to preventing such deaths [3]. 

 

Social network platforms, such as Twitter, Instagram or 
Facebook are a source of faithful and real-time data on the 
emotional state of people [4]. In this work, we focus 
specifically on suicide-related aspects and propose the 
development of a platform capable of detecting and 
analyzing the emotional states of people globally and 
individually from the information available on social 
networks, specifically Twitter. The objective is twofold: on 
the one hand, to understand efficiently demand in the places 
and times that it occurs; on the other, to develop tools for 
suicide detection and prevention. In this first approach, we 
will focus on Tweets written in Spanish, although the 
methodology is applicable in other languages. 

As the literature review points out, Twitter is one of the 
most widely used social media platforms worldwide, and has 
been the subject of numerous previous studies. Geographic, 
daily, weekly, and seasonal patterns of positive and negative 
affect have been observed in some of these studies [5][6]. 
The measurement of happiness levels in the populations of 
certain countries has also been analyzed [7]. Happiness was 
found to correlate with demographic and general well-being 
characteristics. The potential of Twitter to detect depression 
has also been studied [4]. The greater detection of emotional 
patterns specifically related to mental health variables is of 
special interest for global health, by helping to understand 
the places and moments of greatest demand (unmet) and the 
effective provision of resources that respond to these needs 
[8][9]. 

Previous studies have collected and classified the Tweets 
related to suicide [6]-[11]. However, these databases are still 
insufficient and the development of models for automatic 
detection is still rather immature. Although Twitter may 
provide an unprecedented opportunity to identify those at 
risk of suicide [10], as well as an intervention mechanism for 
both at the individual and community level, valid, reliable 
and acceptable methods for online detection have not been 
developed yet [12]. The best modus operandi for suicide 
prevention through social media remains to be clarified, so 
this work points to address open and existing problems in 
this area. 

The potential of social media as data sources for 
improving people's health and quality of life is a relatively 
new phenomenon that society is beginning to value and 
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understand. This work represents a step within the enormous 
range of possibilities that the use of social media opens in the 
area of health. Accessing data and managing the large 
amount of information that can be collected (millions of 
daily entries) is a complex task that requires the integration 
of different technologies in order to integrate the various 
sources of information with a data processing system that 
allows us to obtain an adequate analysis of the data collected. 

In this work, a deployment based on computer 
technologies for Tweet collection and analysis, as well as a 
system based on machine learning techniques that facilitate 
the automatic classification of the information obtained are 
depicted. This work deals with a subject and a set of 
technologies that have been previously considered by other 
researchers [13]-[16]. However, it represents a full 
framework, engineered and implemented using various 
technologies, and structured around a multidisciplinary team 
of professionals in Health Sciences and professionals in 
Information Technology. As a result, a useful prototype for 
suicide prevention and detection of real emotional states in 
the population has been developed. 

The techniques developed in this work are easily 
adaptable to other contexts and studies in mental health and 
even in other sectors and institutions. The use of a 
technological framework based on languages and tools for 
the processing of information flows (streams) in real time 
facilitates the reuse of the main concepts and ideas 
underlying this work in other areas. 

The remainder of this paper is as follows. Section II 
depicts the methodology and steps carried out and the 
architecture overview of our proposal. Section III presents 
implementation details, as well as the results from the 
experimentation conducted. Finally, Section IV concludes 
the paper and presents some related lines that currently are 
being addressed.  

II. METHODOLOGY AND ARCHITECTURE 
Figure 1 presents the methodology of the solution that we 

propose, and that corresponds to the workflow to be carried 
out. 

The first step is to obtain the Twitter entries from some 
keywords related to suicide. To identify potentially 
emotional tweets, a large vocabulary of emotional terms has 
been compiled from different sources, including The Spanish 
adaptation of Affective Norms for English words (ANEW) 
and the Spanish dictionary of the Linguistic Inquiry and 
Word Count (LIWC) [17][18]. ANEW provides a set of 
emotional normative scales for a set of words. Furthermore, 
LIWC is an analysis software that calculates the degree to 
which people use different categories of words across a wide 
spectrum of texts. Validation studies reveal that LIWC 
satisfactorily assesses positive and negative emotions. 

One of the hypotheses of our proposal is that adding 
properties to the text contained in the Tweet facilitates and 
improves the identification and classification of suicide risk 
groups. Therefore, a series of properties associated with the 
text are obtained and added below, which are based both on 
external natural language processing systems and platforms 
and on internal algorithms that obtain the information 
through a text evaluation platform by part of selected 
reviewers in the area of Health Sciences and Medicine. The 
emotional vocabulary has been organized by combining the 
hierarchy of emotions by W. G. Parrott [28] and the tree  
of emotions by Shaver et al. [29]. Each emotional word has 
been classified into six categories of primary emotions of 
love, joy, surprise, anger, sadness and fear, with 25 
subgroups of secondary emotions. This task has been carried 
out by integrating the execution of the Indico affective and 
emotional text processing tool [19]. 

 
Figure 1.  Methodology for early detection and prevention of suicide risk in Twitter. 
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Once the tweets with the properties have been obtained 
and annotated using Indico, a clustering is carried out to 
group the rich tweets. Clustering aims to generate data 
groups with similar characteristics. In our case, we want to 
identify suicide risk groups. The selected method for 
clustering is k-means [20]. This method is based on 
partitioning the data into k well-defined groups. To select 
this k value, two methods that offer good results have been 
used: the elbow method [21] and the cross validation [22]. 

The clusters that are obtained must be analyzed to know 
the characteristics of each one. This step must be carried out 
by a group of expert reviewers on the subject to make an 
evaluation of the clusters and to know the quality of the 
groups. The objective of this analysis is to validate that the 
clusters obtained correspond to suicide risk groups. At this 
stage, human coding is used to determine the degree of 
relationship of the classified Tweets, according to the 
judgment of the coding team made up of researchers from 
mental health and medicine. These researchers are 
specialized in suicide prevention and have training in 
detecting suicide risk. 

Finally, in the last step an automatic classifier fed with 
the clusters and Tweets is created. This classifier is capable 
of receiving new Tweets and classifying them into one of the 
groups in order to identify whether there is a risk of suicide 
or not. In this work, the use of a Long Short-Term Memory 
(LSTM) neural network has been chosen. The result of this 
process is a tool that is capable of predicting whether a 
Tweet is in the suicide risk group or not. Since neural 
networks improve as they feed, the tool will always be in 
constant advance. 

III. EXPERIMENTATION AND RESULTS 
In this section, we will detail the implementation and 

experimentation that have been carried out in a first pilot 
study to validate the approach presented in this work. 

A. Obtaining and adding properties 
To obtain Tweets that contain the designed vocabulary of 

emotional-type words described in Section II, the Amazon 
Web Service infrastructure has been used. Multiple instances 
of Elastic Compute Cloud (EC2) [23] have been used to 
receive the data stream through an application implemented 
with NodeJS and using the Twitter API [24]. The summary 
data has been stored in MongoDB for access from the web 
and API. As a result, 3,051 context-sensitive Tweets have 
been extracted. The Tweets with emotional information have 
been then annotated using the Indico API, providing more 
information about the characteristics of the text. 

 Let us to briefly describe the properties that have been 
extracted: 

• Positivity: value that represents the probability that 
the Tweet is positive or negative, if the value is 
greater than or equal to 0.6 the text has a positive 
feeling and if it is less than 0.6 the feeling is 
negative. 

• Engagement: probability that the text will be 
bookmarked or retweeted by other people. 

• Emotional content: they represent five values to 
determine the emotions that the author has 
expressed in the Tweet. The five emotions that are 
obtained as a result are: anger, joy, fear, sadness 
and surprise. 

• Personality: set of four values to define the author's 
personality traits. The four personalities are: 
extroversion, sincerity, sympathy and 
meticulousness. 

• People: there are sixteen values that represent the 
probability that the author adjusts to one of them. 
People are those described by Myers Briggs [25]. 

B. Clustering and expert’s evaluation 
Knime [26] has been used to implement clustering, 

although there are other equally valid alternatives (R or 
Weka, among others). Knime is a platform for data analysis 
that also integrates components for machine learning and 
data mining. Developed on the Eclipse platform and 
programmed, mostly in Java, it has a very comfortable 
interface that allows you to see the work done at all times. 
This is possible thanks to the workflows. A workflow is a 
graphical representation in which nodes and meta-nodes, a 
set of encapsulated nodes, are added to read data, do 
operations with them, or generate output data. 

The work with Knime is mostly graphic, but it also 
allows a high degree of configuration, addition of external 
code and integration with other tools, making it the most 
suitable candidate to carry out the clustering phase in this 
project. 

The corresponding workflows have been implemented to 
both calculate the optimal k and to cluster using the k-means 
method. As a result of the execution of the workflows, a 
value of k = 4 was obtained as optimal. 

Taking this value as optimal-k, the clusters were 
obtained. The results of the clustering process with k-means 
for k = 4 show a well differentiated distribution in the input 
collection. Table I shows some data about the Tweets that 
correspond to each of the clusters (C0 to C3), as well as the 
positivity and the five emotions detected from the contextual 
information of the Tweet. 

TABLE I.  CLUSTERS OBTAINED WITH K=4 

 
 
As it is shown, cluster 0 groups 21% of the Tweets of the 

input collection (3051 Tweets), cluster 1 (C1) 29%, cluster 2 
20% and cluster 3 30%. Tweets classified in both clusters 0 
and 1 show a positivity above the mean (0.56), with values 
of 121% and 143% with respect to the mean. Clusters 2 and 
3, however, group negative Tweets (0.29 and 0.42, 
respectively).  
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The analysis of the emotions contained in the context of 
the Tweets allows us to detail the identified clusters. Tweets 
in cluster 0 show a low level of anger compared to the other 
clusters (65% of the mean, 0.22, compared to 107%, 113% 
and 110% with respect to the mean in the other clusters). The 
same occurs with joy, where both cluster 0 and cluster 1 
stand out (172% and 125% respectively compared to the 
mean, 0.18, and 58% and 51% of clusters 2 and 3, 
respectively). The fear analysis shows that the Tweets 
samples contained in cluster 3 have a value above the mean 
(129% above the mean, 0.17), while the other clusters 
remain below it (79% for cluster 0, 89% for cluster 1 and 
93% for cluster 2). From the analysis of sadness, values are 
obtained in line with expectations. Cluster 2 and 3 Tweets 
contain values above the average, 0.33 (122% and 118%, 
respectively), while the values of clusters 0 and 1 are below 
(around 80% of the half). Finally, the surprise analysis 
shows that the Tweets of cluster 3 are the ones that show the 
least surprise (56% with respect to the mean, 0.1), which 
indicates an apathetic or lazy profile in the context. The 
analysis of the other properties allowed to refine the results 
obtained. For example, engagement shows similar values for 
the four clusters (between 95% and 103%), indicating that 
there is not a predominant trend in any of the groups 
analyzed. 

Subsequently, a human coding was performed to 
determine the degree of relationship of the classified Tweets. 
Reviewers were asked to conceptualize the task as the level 
of concern they would have if they viewed that post on their 
own online social network and whether they would consider 
the post to require further investigation from a friend, family 
member, or a third party. Tweets were individually examined 
and coded according to a classification system validated by 
the research team. 

The analysis of the results obtained allows us to deduce 
that there is a direct relationship between the identified 
clusters and the possible suicide risk groups. Clusters 2 and 3 
have a strong emotional content that is reflected in states of 
anger and sadness, fear and apathy in their content. The 
population that is at high risk of committing suicide 
expresses boredom with their life, routine, very negative 
content (some talk of death, or of being tired of living) and 
fear of certain scenarios or situations (the negative sensitivity 
towards simple situations in the day to day increases 
significantly). 

In conclusion, the experts considered that the identified 
clusters fit perfectly into a classification of potential suicide 
risk, establishing it as follows: cluster 0 corresponds to 
tweets and individuals who have a very low risk of 
committing suicide, cluster 1 represents a low risk, cluster 2 
represents a medium risk (to be monitored, since the 
parameters indicate that it is closer to a high risk than a low 
risk), and cluster 3 a high risk. Therefore, this suggests that 
the subsequent phases of analysis will focus on cluster 3, 
since it is the indicator that this information should be 
analyzed with priority and work together with the Primary 
Care services to identify the authors of the Tweet and try to 
implement prevention procedures as soon as possible. 

C. Automatic classification 
The LSTM neural network has been designed with 

Tensorflow [27]. Tensorflow is a machine learning 
framework developed by Google, programmed in Python 
and C ++. It stands out for its simplicity when it comes to 
building and training neural networks, but at the same time 
obtaining great results. 

To create and train the neural network, we have 
developed scripts in Python. The network configuration is 
based on 10 LSTM hidden layers with 20 neurons in each 
layer. The output layer is a normal layer that produces a 
single output. The loss function measures the inconsistency 
between the actual values of the output and the predicted 
ones, in this case the mean of the absolute error is used as 
loss. The optimization function helps to minimize the loss 
and sight function. Adam (Adaptive Moment Estimation) has 
been used as it offers very low loss values. To evaluate the 
classifier, the accuracy will be used to obtain the percentage 
of correct answers in the predicted values. 

Regarding training, the input data used are the properties 
of the Tweets together with the cluster to which they belong. 
These data have been divided into training data (70% of the 
total) and test data (30% of the total). To improve training, 
the data that accounted for 70% of the total has been 
partitioned to have 80% of that set as training data and 20% 
as validation data. 

Each workout has been run 5 times to ensure that the 
result obtained is reliable. The training is done with 100 
iterations, adding a field to end the training before 
completing them if the loss value does not improve in 3 
consecutive iterations. When executing a problem appears, 
sometimes the best solution is not reached. To avoid this 
problem and ensure convergence, the 100 iterations have 
been left for the results shown below. 

Training has been considered providing the network with 
all the properties in the Tweet. With K = 4, the evaluation 
function returns an accuracy of 93.34%. The confusion 
matrix obtained can be seen in Table II. 

The first row represents the actual values that belong to 
cluster 0, the second row to cluster 1, the third row to cluster 
2, and the last row to cluster 3. The columns appear in the 
same order. The results obtained in this training are very 
positive. 

It can be observed that 24 data correspond to cluster 3, but 
belong to 1, and 16 data that belong to cluster 2 have been 
predicted as belonging to 3. For cluster 0, a success rate of 
98.96% is obtained, for cluster 1 the percentage is 99.26%, 
for cluster 2 87.79% is obtained and for cluster 3 the 
percentage is 87.23%. In the cases of cluster 0 and cluster 1, 
the percentages are very close to 100%. The other two 
clusters do not reach 90% but they get a very high 
percentage as well. 

The success rate that has been obtained is quite high, 
with an accuracy of 93.34% for the test data. Furthermore, 
the confusion matrix only presents a few false positives and 
negatives for cluster 3, assuming a fairly low percentage with 
respect to the successes achieved. 
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TABLE II.  CONFUSION MATRIX 

 
 

IV. CONCLUSIONS 
This work has addressed the problem of automatically 

identifying suicide risk groups in the context of Twitter. 
Based on a collection of Tweets obtained by keywords in 
relation to suicide, a series of properties have been added to 
enrich them. Then, clustering was applied using k-means 
with an optimal value of k = 4. The process has been 
validated by a group of experts in the context of mental 
health. This validation allowed establishing a relationship 
between the clusters obtained and the levels of suicide risk. 

Finally, an automatic classifier has been built using an 
LSTM neural network. The neural network has been 
configured with 10 hidden layers and 20 neurons per layer. 
After training and evaluating the neural network with the test 
data, an accuracy of 93.34% has been obtained. 

The proposal presented in this work shows very 
satisfactory and promising results. This approach is currently 
being extended, deploying the platform on an Amazon AWS 
infrastructure to automate the entire process and the different 
phases. As a result, direct connection with Primary Care 
Services is being worked on, so that the detection of a 
positive case allows initiating a series of actions to identify 
and contact the possible author of the content of the tweet. 
However, this is a very complex process that is being 
developed. 

In addition to the work done, there are several ideas to 
improve the results obtained. Regarding the clustering 
process, other distance functions could be used. When 
implementing k-means the distance function that has been 
used is the Euclidean distance. Using other types of distance 
could improve the clusters obtained. A good option would be 
to use the Tanimoto coefficients to find the similarity and 
diversity of the sample set. 

On the other hand, the properties could be hierarchized, 
studying the current properties to know which of them are 
more important in the generated groups. Then, we would 
have to add a weight to the most relevant properties so that 
they would have more importance when clustering or look 
for alternative techniques that allow us to apply these 
priorities. 

We have also considered the possibility of using other 
classification techniques. Neural networks generate very 
good results, but there are other techniques, such as Random 
Forest or Support Vector Machine. It would be interesting to 
classify with these or other methods and compare the results 
between them. 
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Abstract— Current organizations increasingly depend on 

multimedia document repositories for their effective operation. 

However, unlike text-oriented objects, the retrieval of 

multimedia objects is often inhibited by limitations in their 

search and discovery mechanisms, since they do not readily lend 

themselves to automatic processing or indexing. Here, we 

describe the structure of an adaptive search mechanism which 

is able to overcome such limitations. The basic framework of the 

adaptive search mechanism is to capture human judgment in 

the course of normal usage from user queries in order to develop 

semantic indexes which link search terms to media objects 

semantics. This approach is particularly effective for the 

retrieval of such multimedia objects as images, sounds, and 

videos, where a direct analysis of the object features does not 

allow them to be linked to search terms, such as non-

textual/icon-based search, deep semantic search, or when search 

terms are unknown at the time the media repository is built. An 

adaptive indexing mechanism is described which makes use of 

naïve Bayes classification approach. This approach allows for 

the efficient organizational creation and updating of media 

indexes, which is able to instill and propagate deep knowledge 

relating to the organizational functions into the media 

management system concerning the advanced search and usage 

of multimedia resources. The present learning approach will 

enable intelligent search of multimedia resources that are 

otherwise hard to be located and retrieved. 

Keywords – multimedia information indexing, reinforcement 

learning; multi-agent; naïve Bayes classifiers; stochastic game; 

probability generating function.  

 

I.  INTRODUCTION  

Information search and retrieval has extended from textual 
based to multimedia content, with the characteristic of 
information search and retrieval shifting from pull to push 
applications. Instead of searching an accurate piece of 
information in a database, users are given selected choices of 
information [18]. In addition, affective indexing of 
multimedia content combines emotional responses generated 
by the users is sometimes employed, e.g. the psycho-
physiological signals, galvanic skin response, face tracking, 
etc, [19]. 

 
There is now general consensus that involving users in the 

information search and retrieval process is able to improve the 
overall return results [22].   In [23], it is shown that using 
Markov decision process improves the efficiency of locating 
video frames in a video, and in [24], the distribution of visual 
words of multimedia data is found to be probabilistic in 

relation to the concept relationship formed [24].  Users often 
allocate the results based on some form of scoring metrics; for 
example, a linear combination of posterior probability is 
employed to refine the search results [25]. In [20], it is 
proposed that Reinforcement Learning (RL) approach is 
suitable for users exposing to raw and high-dimensional 
information [20], while instant rewards of the agents is 
generally able to impart significant improvements in the 
searching process [21]. In Reinforcement Learning (RL), an 
agent learns through the interaction with the dynamic 
environment to maximize its long-term rewards, in order to 
act optimally. Most of the time, when modeling real-world 
problems, the environment involved is non-stationary and 
noisy [1][4][6]. More precisely, the next state results from 
taking the same action in a specific state may not necessarily 
be the same but appears to be stochastic [2][7]. And the 
exploration strategies adopted in different categories of RL 
algorithms provide different levels of control to the 
exploration of unknown factors, which in turn give various 
possibilities to the learning results. 

As a result, the observed rewards and punishments are 
often non-deterministic. For example, when one is trying to 
find a video for performing a particular task, a shortening of 
the searching time with respect to some anticipated norm may 
be regarded as a reward, while a lengthening of the same may 
be viewed as punishment. Likewise, when one is exploring a 
new advertising channel, a resultant significant increase in 
sales may be viewed as a reward, while failure to do so may 
be regarded as punishment. In situations like these, there are 
stochastic elements governing the underlying environment. In 
the new route to work example, whether one receives rewards 
or punishments depends on a variety of chance factors, such 
as weather condition, day of the week, and whether there 
happens to be road works or traffic accidents which may or 
may not be representative. 

Noise in multimedia data is generally numerous and 
cannot be known or enumerated in a practical sense, and this 
tends to mask the underlying pattern. Indeed, if stochastic 
elements are absent, the learning problems involved could be 
greatly simplified and their presence has motivated early 
research in the area. As early as 1990s, mainstream research 
in RL, such as the influential survey assessing existing 
methods carried out by Kaelbling et al.  [2], and the Explicit 
Explore or Exploit (E3) Algorithm to solve Markov Decision 
Process (MDP) in polynomial time [3], adopts the common 
assumption of a stationary environment within a RL 
framework. Later on, with further advances in RL, theoretical 
analyses addressing the concern of non-stationary 
environment attracted great interests. One of the works by 

12Copyright (c) IARIA, 2021.     ISBN:  978-1-61208-812-9

ADVCOMP 2020 : The Fourteenth International Conference on Advanced Engineering Computing and Applications in Sciences

                            20 / 25



Brafman and Tennenholtz introduces a model-based RL 
algorithm R-Max to deal with stochastic games [5]. Such 
stochastic elements can notably increase the complexity in 
multi-agent systems and multi-agent tasks, where agents learn 
to cooperate and compete simultaneously [6][10]. 
Autonomous agents are required to learn new behaviors 
online and predict the behaviors of other agents in multi-agent 
systems. As other agents adapt and actively adjust their 
policies, the best policy for each agent would evolve 
dynamically, giving rise to non-stationarity [8][9]. 

In most of the above situations, the cost of a trial or 
observation to receive either a reward or punishment can be 
significant, and preferably, one would like to arrive at the 
correct conclusion by incurring minimum cost. In the case of 
the advertising example, the cost of advertising can be 
considerable and one would therefore like to minimize it while 
acquiring the knowledge whether such advertising channel is 
effective. Similarly, in RL algorithms, we are always in the 
hope to rapidly converge to an optimal policy with least 
volumes of data, calculations, learning iterations, and minimal 
degree of complexity [11][12]. To do so, one should explicitly 
define the stopping rules for specifying the conditions under 
which learning should terminate and a conclusion drawn as to 
whether the learning has been successful or not based on the 
observations so far. 

The problem of finding termination conditions, or 
stopping rules, is an intensive research topic in RL, which is 
closely linked to the problems of optimal policies and policy 
convergence [13]. Traditional RL algorithms mainly aim for 
relatively small-scale problems with finite states and actions. 
The stopping rules involved are well-defined for each 
category of algorithms, such as utilizing Bellman Equation in 
Q-learning [14]. To deal with continuous action spaces or state 
spaces, new algorithms, such as the Cacla algorithm [15] and 
CMA-ES algorithm [16], are developed with specific stopping 
criteria. Still, most studies on stopping criteria are algorithm-
oriented and do not have a unified measurement for general 
comparison.  

In this paper, we present an approach to RL by using a  
naïve Bayes classification framework, which explicitly 
incorporates the stochastic aspects of the environment in 
multimedia information search and retrieval. Applying naïve 
Bayes methods for classification problems are often employed 
in a variety of contexts [26][27], such as crowdsourcing and 
police surveillance. Here, we shall also learn and estimate the 
underlying stochastic structure of the environment by making 
use of the random classification labels gathered in the course 
of the learning process.  Section II presents the fundamental 
model of a predefined general learning policy. The 
information search and retrieval success based on the rewards 
ratio is then studied in Section III. Based on the stochastic 
model, Section IV analyzes the probability of exceeding cost 
bounds. Section V views the relative occurrences of the binary 
classifications from the perspective of competing multi-
agents, and the final conclusions are drawn in Section VI. 

II. A PROBABILISTIC LEARNING FRAMEWORK WITH A 

FIXED NUMBER OF LABELS 

We are concerned with a learning sequence of multimedia 
search and retrieval observations, each of which either results 
in a positive classification or negative classification. That is, 
we are dealing with a binary classification problem with two 
class labels, +1 or −1, where for convenience the former is 
referred to as success, and the latter, failure. Such a learning 
sequence in the present context corresponds to the proper 
association of given  search terms to particular multimedia 
objects.  We are interested in determining whether the 
sequential classifications indicate overall success or failure in 
the classification process. Evidently, if the number of +1 
labels gathered is much greater than the number of −1 labels, 
then the conclusion drawn from the learning episode should 
be success, while if the opposite is true, then the 
corresponding conclusion should be failure. In the case of 
search terms to multimedia objects association, learning 
success would mean that the association in question is sound 
and should be incorporated as proper index, while failure 
would mean that the search term-object association cannot be 
established.  In order to proceed with the analysis, we first let 
p and q (with p + q = 1) denote the probabilities of receiving 
a +1 or −1 label respectively for a given classification. 
Furthermore, we shall make use of the naïve Bayes property 
that different classifications are independent of each other. 
Later on, we shall derive estimates for p and q, which capture 
the stochastic structure of the learning environment.  For 
example, if p > q, then clearly the final conclusion should be 
learning success. An error often committed is that when the 
first few observations are all −1, one would terminate 
prematurely and return a verdict of failure for the learning 
episode. Let us consider the following learning policy; such a 
policy is also studied in [26, 27] and is called majority voting. 

Learning Policy I: On gathering a total of r  labels all 
belonging to either +1 or −1, the learning terminates and a 
decision is made in accordance with the accepted margin of 
the majority of voting of the classifiers.  

 
Here, we let the random variable T represent the number 

of classification labeling preceding the first positive 
classification; i.e. T may be viewed as the waiting time to the 
first positive classification,  

Pr[𝑻 = 𝑘] =  𝑝𝑞𝑘,    𝑘 = 0, 1, 2, 3, …              (1)

The probability generating function G (z) of T is given by 

𝐺(𝑧) = ∑ Pr[𝑻 = 𝑘] 𝑧𝑘

∞

𝑘=0

= 𝑝 ∑ 𝑞𝑘𝑧𝑘

∞

𝑘=0

=  
𝑝

(1 − 𝑞𝑧)
.       (2)
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Note that after the occurrence of the first positive 
classification, the process probabilistically repeats itself again, 
so that we have for the waiting time Wr of the rth positive 
classification 

𝑾𝑟 =  ∑ 𝑻𝑘

𝑟

𝑘=1

,                                      (3)

where each Tk has the same distributional characteristics as T. 
From [17], the probability generating function of Gr (z) 
corresponding to Wr may be obtained 

𝐺𝑟(𝑧) =  𝐺1(𝑧)𝑟 = [
𝑝

(1 − 𝑞𝑧)
]𝑟 .                     (4)

To gain a better understanding of behavior specified above, it 
is useful to obtain the average waiting time Wr and its variance 
when r positive labels are attained. From (4), the mean and 
variance of Wr can be derived  

E[𝑾𝒓] =  𝐺𝑟
′(1) =  

𝑟𝑞

𝑝
  ,                           (5)

Var[𝑾𝒓] =  𝐺𝑟
"(1) + 𝐺𝑟

′(1)  −  𝐺𝑟
′(1)2 =  

𝑟𝑞

𝑝2
  .       (6)

Furthermore, the probabilities Pr[Wr = k] may be readily 
obtained from the expansion of (4) so as to study the 
probabilities for various waiting time, 

Pr[𝑾𝒓 = 𝑘] = (
−𝑟

𝑘
) 𝑝𝑟(−𝑞)𝑘,    𝑘 = 0, 1, 2, 3, …     (7)

As Wr is the sum of independent identically distributed 
random variables, when r is appreciable, it may be 
approximated by the normal distribution [17] 

𝑾𝒓 ~𝑁 (
𝑟𝑞

𝑝
,
𝑟𝑞

𝑝2
 ) ,                                (8)

whence we have, denoting by Φ the standard normal 
distribution, 
 

Pr[𝑾𝒓  >  𝑏 ] = ∫
1

√2𝜋

∞

𝑏𝑝−𝑟𝑞

√𝑟𝑞

𝑒−
𝑡2

2
                          

= 1 − Φ (
𝑏𝑝 − 𝑟𝑞

√𝑟𝑞
).                              (9)







III. LEARNING SUCCESS BASED ON THE CLASS LABEL 

RATIO 

Let ρ be the ratio of the average number of negative labels 
to the number of positive labels, we have 

𝜌(𝑝) =  
𝐸[𝑾𝒓]

𝑟
=  

𝑞

𝑝
 .                         (10) 

From this, we determine the inherent stochastic structure 
of the environment by estimating p from actual observed 
labels ratio W/r, where W is the sample mean of Wr. We can 
form our estimator from the above just by solving for p. We 
shall estimate the probability Pb that the learning cost for this 
component exceeding this bound. From (7) above, this is 
given by 

𝑃𝑏 =  1 −  ∑ Pr[𝑾𝒓 = 𝑘]

𝑏

𝑘=0

= 1 − ∑ (
−𝑟

𝑘
) 𝑝𝑟(−𝑞)𝑘

𝑏

𝑘=0

. (11)

Here, the normal approximation can be invoked. In many 
RL learning episodes, r tends to be under 100, as a lengthy 
iteration time is not feasible and most learning algorithms aim 
to converge in minimum time. 

Clearly, the selection of the maximum cost weight b will 
have a significant impact on Pb. Very often, it is more 
meaningful to relate b to E[Wr] either additively or 
multiplicatively. Table I tabulates the values of Pb for different 
values of b.  The first part of Table I considers b by adding a 
fixed value d, with d = 5 and d = 10, while the second part 
considers b by multiplying by a fixed multiple α, with α = 1.2 
and α = 1.5; here, b is rounded to the nearest integer.  In the 
first part of Table I, we see that for either value of r, when p 
is appreciably greater than q, the probability of exceeding cost 
bounds tends to be acceptably small, and this is especially so 
for r = 20. The reason is that, since d is a fixed value, its 
relative contribution to b increases as p increases, produces a 
relatively large cost bound weight compared to the average 
one, and accordingly lowers the probability of exceeding the 
bound. However, in the second part of Table I, the difference 
between E[Wr] and b decreases as E[Wr] decreases, so that Pb 

TABLE I.  ANALYSIS OF PROBABILITIES OF EXCEEDING 

COST BOUNDS 

b Formula r p q E[Wr] b Pb Pb Err 

b =  

E[Wr] + d  

(d = 5) 

20 

0.5 0.5 20.00 25 0.215 0.186 0.029 

0.8 0.2 5.00 10 0.023 0.026 0.003 

0.9 0.1 2.22 7 0.001 0.004 0.003 

50 

0.5 0.5 50.00 55 0.309 0.279 0.030 

0.8 0.2 12.50 17 0.127 0.108 0.019 

0.9 0.1 05.56 11 0.014 0.017 0.003 

b =  

E[Wr] + d  

(d = 10) 

20 

0.5 0.5 20.00 30 0.057 0.059 0.002 

0.8 0.2 5.00 15 0.000 0.001 0.001 

0.9 0.1 2.22 12 0.000 0.000 0.000 
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b Formula r p q E[Wr] b Pb Pb Err 

50 

0.5 0.5 50.00 60 0.159 0.147 0.012 

0.8 0.2 12.50 22 0.008 0.011 0.003 

0.9 0.1 05.56 16 0.000 0.000 0.000 

b =  

αE[Wr] 

 (α = 1.2) 

20 

0.5 0.5 20.00 24 0.264 0.226 0.038 

0.8 0.2 5.00 6 0.345 0.253 0.092 

0.9 0.1 2.22 2 0.556 0.380 0.176 

50 

0.5 0.5 50.00 50 0.159 0.147 0.012 

0.8 0.2 12.50 15 0.264 0.215 0.049 

0.9 0.1 05.56 7 0.280 0.207 0.073 

b =  

αE[Wr] 

 (α = 1.5) 

20 

0.5 0.5 20.00 30 0.057 0.059 0.002 

0.8 0.2 5.00 7 0.212 0.156 0.056 

0.9 0.1 2.22 3 0.310 0.193 0.117 

50 

0.5 0.5 50.00 75 0.006 0.010 0.004 

0.8 0.2 12.50 19 0.050 0.048 0.002 

0.9 0.1 05.56 8 0.163 0.121 0.042 

tends to be large for higher values of p. 

In Table I, column Pb gives the exact calculation using 
(11), while column Pb employs the normal approximation 
using (9). The absolute error between the exact calculation and 
the normal approximation is given by column Err. We see that 
the normal approximation is quite acceptable in most cases 
with absolute error less than 0.1. Note that no matter whether 
having b additively or multiplicatively related to E[Wr], a 
higher value of d or α always gives smaller absolute error. We 
therefore suggest that the approximation should only be used 
when r, d and α are sufficiently large.  

 

IV. MULTI-AGENT LEARNING  

In Learning Policy I above, the termination of a learning 
episode is triggered whenever a fixed number of positive 
labels r is obtained, irrespective of the number of negative 
labels accumulated in the process of doing so. Sometimes, 
however, this may not be desirable, especially when an 
inordinate number of negative labels have been accumulated, 
in which case, termination should take place earlier along with 
the conclusion of learning failure. Therefore, one is comparing 
the number of positive labels gathered against the number of 
negative labels, and the learning is concluded as success or 
failure according to which of these achieve the majority.  

More precisely, this may be viewed as a multi-agent 
tournament with two competing agents A and B, in which A is 
responsible for giving out the positive labels, while B, the 
negative labels. This framework is not unlike the game 
theoretic approach in statistical decision theory, where both 
the statistician and nature are regarded as players in the game 
of estimation, and also this may be regarded as a kind of 
stochastic game [5]. While we shall focus on the agents A and 
B, we note that there is a further agent, the learner, so that three 
agents exist in this situation. Here, when a classification 
results in a positive labels, then A would gain a score of one, 
while when an observation results in a negative labels, then B 

would gain a score of one. When either ±1 label first reaches 
a given threshold h, then this will trigger a termination and the 
learning episode is concluded as success or failure according 
to which agent attains the threshold score first. Therefore, we 
have the following stopping rule:   

Learning Policy II: The learning process terminates when 
either agent, A or B, first reach the threshold of accumulating 
h +1 or −1 classifications, which can be concluded as a 
success or a failure according to which agent attains the 
threshold first. 

 
Here, without loss of generality, we shall let h = 2m+1 be 

odd, where m is an integer, and similar to Section II, we let p 
and q, with p + q = 1, signify the probabilities of receiving a 
positive labels, and negative labels, respectively for a 
particular classification. In other words, for a given 
classification, agent A wins with probability p, while agent B 
wins with probability q. In order to attain h for either agent, 
the number of classifications Ω will fall within the range 

2𝑚 + 1 ≤  Ω ≤ 4𝑚 + 1 .

If fk represents the probability that A wins at classifications 
number 4m+1−k, which occurs if and only if A scored 2m 
successes in the first 4m−k observations, and subsequently 
score a final success, then fk is given by 

𝑓𝑘 = (
4𝑚 − 𝑘

2𝑚
) 𝑝2𝑚+1𝑞2𝑚−𝑘  .

The probability that A reaches the threshold first, irrespective 
of the classification number, is therefore given by 

𝑃𝑚 =   ∑ 𝑓𝑘  = ∑ (
4𝑚 − 𝑘

2𝑚
) 𝑝2𝑚+1𝑞2𝑚−𝑘  .

2𝑚

𝑘=0

2𝑚

𝑘=0



That is, Pm gives the probability that the learning is successful 
(i.e. agent A wins) according to Rule B.  

Table II computes Pm for different values of p, q, and m. 
We see that, as expected, when p = q = 1/2, Pm =1/2, since 
neither A nor B has any advantage over its opponent. As p 
increases, however, Pm will increase, reaching almost 
certainty as p increases beyond 0.8. If we regard p as a  

TABLE II.  PROBABILITIES OF LEARNING SUCCESS 

m p q Pm m p q Pm 

1 

0.5 0.5 0.5000 

5 

0.5 0.5 0.5000 

0.6 0.4 0.6826 0.6 0.4 0.8256 

0.7 0.3 0.8369 0.7 0.3 0.9736 

0.8 0.2 0.9421 0.8 0.2 0.9990 

0.9 0.1 0.9914 0.9 0.1 1.0000 

2 
0.5 0.5 0.5000 

10 
0.5 0.5 0.5000 

0.6 0.4 0.7334 0.6 0.4 0.9035 
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0.7 0.3 0.9012 0.7 0.3 0.9964 

0.8 0.2 0.9804 0.8 0.2 1.0000 

0.9 0.1 0.9991 0.9 0.1 1.0000 

 

measure of A’s winning ability per trial, then when p >> q, 
most trials will be scored by A, so that winning the entire game 
(i.e. reaching h first) is almost a certainty, and this is especially 
so for higher values of h. It is interesting to see that when h or 
m is sufficiently high (e.g. m=10), a moderate advantage for A 
(e.g. p = 0.6) is enough to almost guarantee success. On the 
other hand, 1−Pm gives the probability that agent B wins, 
where the measure of B’s winning probability per trial is given 
by q. For instance, when q=0.4, then B stands a chance of 
around 27% of winning the game when m=2, and a chance of 
winning of around 10% when m=10. 

Returning to the estimation problem, by observing Pm, i.e. 
by computing the observed proportion of time that agent A 
wins, it is possible to infer the underlying probability p. While 
unlike in Section II, where an explicit formula exists linking 
directly the observations to the estimate, such explicit 
relationship is not available here. Nevertheless, as can be 
observed from Table II, useful estimation bounds can be 
drawn to determine whether p > ½ or p < ½. We see that it is 
quite reasonable to estimate �̂� > ½ whenever Pm > ½, and this 
would seem sufficient for most practical purposes. 

 

V. CONCLUSION 

Since multimedia information search environments are 
often noisy and seldom static nor deterministic, the use of 
stochastic methods is therefore an unavoidable necessity. 
Indeed, if stochastic elements are absent, the same outcome 
will always occur, obviating the need for repeated 
observations.  

In this paper, we first consider a situation where the 
cumulative number of classifications is pre-specified and 
fixed, which constitute the criterion for stopping the learning 
process. By observing the random positive to negative labels 
ratio, a meaningful estimation of either learning success or 
failure may be arrived at. In most practical situations, the cost 
of securing a classification can be significant, and this has 
been incorporated into our model, with the probabilities of 
exceeding the classifications cost bounds also derived. 

We also consider a multi-agent framework where the 
handing out of positive and negative labels are viewed as 
being performed by agents. Thus, the final learning outcome 
is determined by a kind of stochastic game with the agents 
competing against each other. The termination criterion here 
is determined by when and how the game is won. The 
respective probabilities of learning success and failure are also 
explicitly derived. Closed-form expressions of other relevant 
measures of interest are obtained. A procedure for estimating 
the underlying stochastic structure from the observed random 
agent winning frequencies is also employed. 

In this study, we have adopted the naïve Bayes assumption 
and assumed that positive labels and negative labels occur 

independently. In future, it may be useful to relax this 
assumption and incorporate single-step or multi-step Markov 
dependency into the analysis. It is likely, however, that the 
corresponding estimation procedures will be considerably 
more involved. 
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