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AICT 2014

Foreword

The Tenth Advanced International Conference on Telecommunications (AICT 2014), held
between July 20-24, 2014, in Paris, France, covered a variety of challenging telecommunication topics
ranging from background fields like signals, traffic, coding, communication basics up to large
communication systems and networks, fixed, mobile and integrated, etc. Applications, services, system
and network management issues also received significant attention.

The spectrum of 21st Century telecommunications is marked by the arrival of new business
models, new platforms, new architectures and new customer profiles. Next generation networks, IP
multimedia systems, IPTV, and converging network and services are new telecommunications
paradigms. Technology achievements in terms of co-existence of IPv4 and IPv6, multiple access
technologies, IP-MPLS network design driven methods, multicast and high speed require innovative
approaches to design and develop large scale telecommunications networks.

Mobile and wireless communications add profit to large spectrum of technologies and services.
We witness the evolution 2G, 2.5G, 3G and beyond, personal communications, cellular and ad hoc
networks, as well as multimedia communications.

Web Services add a new dimension to telecommunications, where aspects of speed, security,
trust, performance, resilience, and robustness are particularly salient. This requires new service delivery
platforms, intelligent network theory, new telecommunications software tools, new communications
protocols and standards.

We are witnessing many technological paradigm shifts imposed by the complexity induced by
the notions of fully shared resources, cooperative work, and resource availability. P2P, GRID, Clusters,
Web Services, Delay Tolerant Networks, Service/Resource identification and localization illustrate
aspects where some components and/or services expose features that are neither stable nor fully
guaranteed. Examples of technologies exposing similar behavior are WiFi, WiMax, WideBand, UWB,
ZigBee, MBWA and others.

Management aspects related to autonomic and adaptive management includes the entire
arsenal of self-ilities. Autonomic Computing, On-Demand Networks and Utility Computing together with
Adaptive Management and Self-Management Applications collocating with classical networks
management represent other categories of behavior dealing with the paradigm of partial and
intermittent resources.

We take here the opportunity to warmly thank all the members of the AICT 2014 Technical
Program Committee, as well as the numerous reviewers. The creation of such a broad and high quality
conference program would not have been possible without their involvement. We also kindly thank all
the authors who dedicated much of their time and efforts to contribute to AICT 2014. We truly believe
that, thanks to all these efforts, the final conference program consisted of top quality contributions.

Also, this event could not have been a reality without the support of many individuals,
organizations, and sponsors. We are grateful to the members of the AICT 2014 organizing committee for
their help in handling the logistics and for their work to make this professional meeting a success.

We hope that AICT 2014 was a successful international forum for the exchange of ideas and
results between academia and industry and for the promotion of progress in the field of
telecommunications.
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We are convinced that the participants found the event useful and communications very open.
We hope that Paris, France, provided a pleasant environment during the conference and everyone
saved some time to enjoy the charm of the city.
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Abstract—This paper intends to present a novel approach to 
the extraction of additional and/or complementary biomedical 
information from the Magnetic Resonance Imaging (MRI) of 
the human brain. The extraction of the biomedical information 
is conducted through three mathematical engineering tools 
called Classic-Curvature, Intensity-Curvature Functional and 
Intensity-Curvature Measure, which are calculated through a 
model function fitted to the MRI data. The mathematical 
engineering tools require that the model function benefits of 
the property of second-order differentiability. The Classic-
Curvature, the Intensity-Curvature Functional and the 
Intensity-Curvature Measure descend from the unifying theory 
and the unified theory originally conceived for the 
improvement of the interpolation error. The advantage 
provided through the methodological approach is that an 
immense number of possible Classic-Curvature, Intensity-
Curvature Functional and Intensity-Curvature Measure 
images can be derived through re-sampling at the intra-pixel 
coordinate, and this fact provides the possibility to choose 
images which give the best result in diagnostic practice. The 
biomedical information might be used in telemedicine. 

Keywords-Model Function; Classic-Curvature; Intensity-
Curvature Functional; Signal-Image; Magnetic Resonance 
Imaging (MRI); Human Brain. 

I.  INTRODUCTION 

The introduction section will describe the proposal, it 
will also describe why the theoretical basis of the present 
work differs from the state of the art and also it will outline 
the contribution of this paper. 

A. Description of the Approach 

Let us define the grid node as the location where 
sampling occurs in either one dimension (1D), two 
dimensions (2D), or three dimensions (3D). In a sequel of 
digital samples, in either 1D, 2D or 3D, let a given intra-node 
location be called the re-sampling location. The problem 
statement is given hereto: the calculation of three continuous 
math formulae from a discontinuous domain created by a 
sequel of digital samples. The requirement of the solution to 
the problem is that a model function, which embeds the 
property of second-order differentiability [1], needs to be 
fitted to the discontinuous domain.  

The solution to the herein stated problem consists in the 
calculation of the Classic-Curvature at the re-sampling 
location [1]. Specifically, given an image and fitting the 
model function to the image, it is possible to calculate the 
Classic-Curvature through the summation of all of the partial 
second order derivatives of the Hessian [1] of the model 
function [1]. The partial second order derivatives are 
calculated at the re-sampling location. The re-sampling 
location is the intra-pixel coordinate where the signal-image 
is calculated through the model function. 

The calculation of the Classic-Curvature makes it 
possible also to calculate the Intensity-Curvature Functional 
[2][3] at the re-sampling location as follows. The ratio 
between two terms: (i) the integral of the product between 
the signal intensity and the Classic-Curvature both of them 
calculated at the grid node; and (ii) the integral of the 
product between the signal intensity and the Classic-
Curvature both of them calculated at the re-sampling 
location. The calculation of the Intensity-Curvature Measure 
has been introduced in [4]. 

B. Comparison with other Solutions 

The literature shows a widespread use of approximations 
of the curvature of the signal-image through compact finite 
differences, and/or gradients and/or the Sobel operator [5] 
for the calculation of the first order derivative of the signal-
image see, for instance, the work reported in [5]-[8]. The 
necessity of having a rigorous method, which is based on 
calculus, in order to quantify the curvature of the signal-
image, makes the present paper different and unique in the 
field of biomedical signal-image processing. In fact, in this 
work, the calculation of the Classic-Curvature is made 
through all of the second-order partial derivatives of the 
Hessian of the model polynomial function fitted to the MRI 
data. The advantage is that of summing up all of the partial 
second order derivatives of the Hessian of the model 
function fitted to the image. By doing so, the covariates 
partial derivatives are included in the calculation of the 
Classic-Curvature, the Intensity-Curvature Functional and 
the Intensity-Curvature Measure. 

C. Applicability to the Life Sciences 

The proposal presented in this paper has the potential to 
contribute to life sciences because of the three novel images: 
Classic-Curvature, Intensity-Curvature Functional (see 
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Figure 1) and Intensity-Curvature Measure (see Figures 9 
and 10), which embeds biomedical information content 
having diagnostic value. For example, in human brain 
imaging, for what pertains to: (i) the demarcation of 
anatomical structures, (ii) highlighting of the difference 
between gray and white matter; both in normal and in 
pathological biomedical images, and (iii) the extraction of 
additional and/or complementary information from 
pathological MRI. The connection between the research 
here presented and the Information Communication 
Technologies is in the field of Telemedicine. Figure 1 shows 
the Original MRI in (a), which is provided by the courtesy 
of OASIS database [9]-[14][15]. Figure 1b shows the 
Classic-Curvature of the MRI seen in (a). Figure 1c shows 
the Intensity-Curvature Functional of the MRI seen in (a). 
The image in Figure 1b is calculated with the two-
dimensional Lagrange polynomial [3] when re-sampling of 
the misplacement of 0.1mm along both of x and y axis, 
whereas the image in Figure 1c is calculated with the 
bivariate linear function [16], when re-sampling of the 
misplacement of 0.01mm along the x axis and 0.01mm 
along the y axis. In Figure 1, the image in (c) shows a third 
dimension perpendicular to the imaging plane along with 
the difference between gray and white matter. Both of the 
images in (b) and (c) are contrast-brightness enhanced. 

 
 

 

 

 

 

 
 
Figure 1. The image in (a) shows the original MRI and comprises of a 
205x246 pixels matrix with 1.00mm x 1.00mm pixel size; (b) shows the 
Classic-Curvature of (a), which marks a clear difference between gray and 
white matter of the human brain and (c) shows the Intensity-Curvature 
Functional of (a).  
 

In this paper, emphasis is given to four model functions, 
specifically: (i) the bivariate quadratic B-Spline polynomial 
[3], (ii) the bivariate cubic Lagrange polynomial [3], (iii) the 
one-dimensional Sinc function [2], and (iv) the bivariate 
linear function [16]. It is evident that the aforementioned 
four model functions are capable, through the application of 
the Classic-Curvature, the Intensity-Curvature Functional 
and the Intensity-Curvature Measure, to extract information 
from the MRI images, which is not readily observable into 
the original images.  

Section II will focus on the capability of the Classic-
Curvature, the Intensity-Curvature Functional and the 
Intensity-Curvature Measure to perform feature extraction 
from the original image. In Section III, the practical 
implications of this work will be addressed placing the 
emphasis on the methodological approach and also on the 

value added to the original MRI through the use of the three 
mathematical engineering tools used in this piece of 
research. Finally, Section IV concludes the paper. 

II. RESULTS 

This section presents qualitative results obtained through 
fitting to the MRI data of the human brain: (i) the bivariate 
quadratic B-Spline, (ii) the cubic Lagrange polynomial, and 
also (iii) the one-dimensional Sinc interpolation function [2]. 
Figure 2 shows two of the MRI images employed in this 
piece of research, which are referred here as to be the 
original MRI. Some of the Classic-Curvature and the 
Intensity-Curvature Functional reported in this section have 
been calculated on the basis of the images shown in Figure 2. 
The MRI image shown in Figure 2a is provided by the 
courtesy of Casa di Cure Triolo - Zancla, Palermo – Italy [3]. 
The MRI image shown in Figure 2b is provided by the 
courtesy of the OASIS database [15]. In Figure 2, the image 
in (a) has been scaled to enhance the visual appearance of the 
picture. 

 
 

 

 
 
 
 
 
 
 
  

 
Figure 2. Original Magnetic Resonance Imaging data: (a) the image is 
made of a 176 x 234 pixels matrix with pixel size of 1mm x 1mm; (b) the 
image is made of a 176 x 208 pixels matrix with pixel size of 1mm x 1mm.  
 

 
 
 
 
 
 
 
 
 
 
 

 
Figure 3. The image in (a) shows the Classic-Curvature and the image in 
(b) shows the Intensity-Curvature Functional. The brain structures 
highlighted in (a) are those of the sulci and the brain ventricles (see white 
contours). In (b) the emphasis is still on the sulci of the human brain and 
the depth is highlighted.  

 
Figure 3 shows the Classic-Curvature image in (a) and 

the Intensity-Curvature Functional image in (b). 
Specifically, since it is the objective of this piece of research 
to assess the capability of two of the mathematical 
engineering tools to provide complementary information 

(a) (b) (c) 

(a) (b) 

(b) (a) 
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through feature extraction from the original MRI, the reader 
should compare the appearance of the Classic-Curvature and 
the Intensity-Curvature Functional images with the original 
MRIs shown in Figure 2. Both of the images in Figure 3 
were obtained when fitting to the signal-data the bivariate 
quadratic B-Spline re-sampling of 0.01mm along the x 
direction and 0.01mm along the y direction. Both of the 
images in Figure 3 are contrast-brightness enhanced. Figure 
4 shows two Intensity-Curvature Functional images 
obtained when fitting the bivariate quadratic B-Spline to the 
human brain data and when re-sampling was performed at 
the misplacement (x, y) ≡ (0.01mm, 0.001mm) with the 
value of the ʽaʼ constant parameter set to 7 in both of (a) and 
(b). The difference observable between (a) and (b) is 
attributable to the pre-processing step, which standardizes 
(see (a)), and scales (see (b)) the pixel intensity respectively.  

In Figure 4, the image in (a) shows a neat distinction 
between the gray and the white matter of the human brain, 
whereas the image in (b) shows the same distinction 
however with a third dimension visible in the direction 
perpendicular to the image plane. Both of the images are 
contrast-brightness enhanced. 

 
 
 
 
 
 
 
 
 
 
 

Figure 4. The images in (a) and (b) are both Intensity-Curvature Functional 
of the original MRI shown in Figure 2b and they were obtained when 
fitting the bivariate quadratic B-Spline to the signal data.  
 
  
 

 
 
 
 
 
 

  
Figure 5. The image in (a) is the original MRI and the images in (b) and (c)  
are Intensity-Curvature Functional with visible and well demarcated brain 
anatomical structures.  
 

Figure 5 shows two Intensity-Curvature Functional images 
in (b) and in (c) obtained from the original MRI shown in 
(a). The original MRI is provided by the courtesy of the 
OASIS database and was collected on a subject classified 
positive to the Clinical Dementia Rating (CDR) [10][12]. In 
Figure 5, the pixels matrix size is 256 x 256 with pixel size 
1mm x 1mm. The Intensity-Curvature Functional images 
were obtained when fitting the bivariate quadratic B-Spline 

to the signal-image, specifically when using the ʽaʼ constant 
parameter set to 3.54 (b) and -3.54 (c). The misplacement 
used for re-sampling is (x, y) ≡ (0.01mm, 0.01mm) in both 
of (b) and (c). What is remarkable in Figure 5 is the fact that 
the shrinkage of the human cortex, which is well visible in 
(a), is also visible in (b) and (c) where the value of the 
Intensity-Curvature Functional is comparable to the noise 
level of the rest of the image (see inside the white ellipses).  
 In Figure 5, the human cortex is distinguishable in both 
images (b) and (c). The images were cropped to highlight 
the regions of interest and they are contrast-brightness 
enhanced. 
 

 
 
 
 
 
 
 
 
  

Figure 6. The image in (a) shows the Classic-Curvature and the image in 
(b) shows the Intensity-Curvature Functional. The two images were 
obtained when re-sampling with the bivariate cubic Lagrange polynomial 
with a misplacement of (x, y) ≡ (0.01mm, 0.01mm) in (a) and a 
misplacement of (x, y) ≡ (0.95mm, 0.95mm) in (b).  
 

Figure 6 shows results obtained when fitting the 
bivariate cubic Lagrange polynomial to the brain image 
data. While the Classic-Curvature demonstrates faithful 
reproduction of the original MRI therefore showing all of 
the human brain features, the Intensity-Curvature Functional 
places the emphasis on the small features of the human 
brain such as the sulci showing well demarcated anatomy. 
The same can be said for the brain ventricles. In other 
words, the image depicted in (b) performs feature extraction 
from the image seen in (a), therefore showing details that 
are not readily seen in (a), neither in the original MRI. A 
similar behavior of both the Classic-Curvature and the 
Intensity-Curvature Functional was already observed in 
Figure 3. In Figure 6, likewise indicated in Figure 2, the 
images comprise of a 176 x 234 pixels matrix with pixel 
size of 1mm x 1mm and they are contrast-brightness 
enhanced. 
 
 
 

 
 
 
 
 
 
 
 

 
Figure 7. The image in (a) shows the Classic-Curvature and the image in 
(b) shows the Intensity-Curvature Functional. The original MRI is provided 
by the courtesy of the OASIS database [15].  

(a) (b) 

(a) (b) (c) 

(a) (b) 

(a) (b) 
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Figure 7 shows the Classic-Curvature in (a) and the 
Intensity-Curvature Functional in (b). The images were 
obtained when fitting the bivariate cubic Lagrange 
polynomial and re-sampling with a misplacement (x, y) ≡ 
(0.01mm, 0.01mm) in (a) and a misplacement (x, y) ≡ 
(0.95mm, 0.95mm) in (b). The behavior of the two 
mathematical engineering tools is similar to the one showed 
in Figure 6. The Classic-Curvature of Figure 7a shows 
remarkable reproduction of the original MRI image features 
overall all of the anatomical structures. The Intensity-
Curvature Functional seen in Figure 7b performs feature 
extraction, showing details of the MRI, which are not 
visible otherwise. And specifically, in both of (a) and (b) is 
highlighted the distinction between gray and white matter of 
the human brain. Figure 7b shows similarities with Figure 
4b (also an Intensity-Curvature Functional image), with the 
exception that the third dimension seen as perpendicular to 
the image plane is not visible in Figure 7b. However, the 
level of details is more pronounced in Figure 7b than it is in 
Figure 4b, notwithstanding the contrast enhancement of the 
two images. Likewise the images in Figure 4, the images in 
Figure 7 have a pixels matrix size of 176 x 208 with pixel 
size of 1mm x 1mm. In Figure 7, the images in (a) and (b) 
are contrast-brightness enhanced. 
 

 
 
 
 
 
 
 
  

 
 
Figure 8. The image in (a) shows the original MRI, and (b) and (c) show 
the Classic-Curvature and the Intensity-Curvature Functional respectively. 
The effect of the Intensity-Curvature Functional is not as accentuated as the 
one seen in Figure 5c, and it is similar to the effect seen in Figure 5b. 

 
Figure 8 shows the Classic-Curvature (see (b)) and the 

Intensity-Curvature Functional (see (c)) of the pathological 
MRI shown in (a). The subject was classified positive to the 
Clinical Dementia Rating (CDR) [10][12]. The Classic-
Curvature image reproduces the original MRI shown in (a) 
with high level of details for what pertains to all of the 
anatomical structures and therefore highlights the shrinkage 
of cortical surface that can be seen in the regions inside the 
white ellipse in (b). As far as regards to the shrinkage of the 
cortical surface, the Intensity-Curvature Functional image 
seen in (c) shows that the intensity level is comparable to 
the noise level (see regions inside the black ellipse in (c)), 
thus adding confirmation to the observation made through 
the Classic-Curvature image. Both of the Classic-Curvature 
and the Intensity-Curvature Functional were obtained when 
fitting the bivariate cubic Lagrange polynomial and re-
sampling of a misplacement (x, y) ≡ (0.01mm, 0.01mm). 
The pixels matrix size is 256 x 256 with pixel size 1mm x 

1mm. The images were cropped to highlight the regions of 
interest and were contrast-brightness enhanced. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 9. The images in (a) (contrast-brightness enhanced) and in (c) show 
the original MRI. The images in (b) and in (d) show the Intensity-Curvature 
Measure obtained fitting the data with the one-dimensional Sinc 
interpolation function.  

 
Figure 9 shows in (a) and in (c) the original MRI with the 

tumor. Also, Figure 9 shows in (b) and in (d) the Intensity-
Curvature Measure [1] obtained with the one-dimensional 
Sinc function. The interesting feature of the Intensity-
Curvature Measure (see (b)) is the capability to highlight the 
tumor when extracting information from the original MRI 
seen in (a). Changing the brightness-contrast enhancement 
of Figure 9b yields an image, which is clearer than the one 
shown in (a), and which is the highlight of the tumor in its 
full spatial extent. The comparison between Figure 9a and 
9b makes a clear and direct point, which is that the behavior 
of the mathematical engineering images is capable to add 
additional information to the original MRI (see Figure 9b: 
clearer contour line of the tumor and the dark spot indicated 
by the white arrow, which is presumably blood). In Figure 
9b (contrast-brightness enhanced), the Intensity-Curvature 
Measure shows the capability to reveal the tumor with a 
perspective, which is different from the original image seen 
in Figure 9a. The tumor region is more clearly demarcated 
in (b) than it is in (a), whereas Figure 9d (contrast-
brightness enhanced) demonstrates the capability of the 

(a) (b) (c) 

(b) 

(c) 

(d) 

(a) 
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Intensity-Curvature Measure to focus on the fluids of the 
tumor as it is indicated through the arrows. The matrix size 
in Figures 9a and 9b is 512x512 pixels with 0.55mm x 
0.55mm pixel size. The matrix size in Figures 9c and 9d is 
512x512 pixels with 0.39mm x 0.39mm pixel size. The 
images in Figures 9a, 9b, 9c and 9d were cropped so to 
focus on the regions of interest. Similar behavior is 
observable in the mathematical engineering images shown 
by this piece of research. Figure 9d shows the contour line 
of the tumor and the fluids such as water and blood (see 
arrows). Both of the images seen in Figures 9b and 9d 
where obtained when re-sampling of 0.1mm along the x axis 
alone. The lesson learned is that the three mathematical 
engineering tools are able to extract additional and/or 
complementary information from MRI images. Future work 
should address the biomedical value of the information 
extracted from the MRI images through the methodology 
presented in this paper. 

III. DISCUSSION 

This Section discusses on the effect of the contrast-
brightness enhancement and also offers insights about the 
contribution of the works herein presented to the biomedical 
imaging processing literature stressing on the use of the 
mathematical engineering tools used to extract 
complementary and/or additional information from 
Magnetic Resonance Images of the human brain. 

A. The Effect of the Brightness-Contrast Enhancement 

The mathematical engineering images resulting from the 
original MRI: (i) Classic-Curvature, (ii) Intensity-Curvature 
Functional and (iii) Intensity-Curvature Measure have been 
object of brightness-contrast enhancement, whereas the 
original MRI brain images were not object of brightness-
contrast enhancement (except for Figure 9a).  

It can be argued that using the aforementioned 
enhancement in both the original MRI and the mathematical 
engineering images yields the same (or similar) result and 
thus the mathematical engineering images are not capable to 
add additional information to the original MRI (such 
possibility is explored in Figure 10). However, the 
capability of the mathematical engineering images of adding 
additional and/or complementary is supported in: (i) Figures 
3, 4, 7 and 9b, and (ii) the following facts.  

The first fact is that the mathematical engineering 
images, as widely observed in both of the cases herein 
reported and the cases that were reported elsewhere 
[1][3][17], present the characteristic of having pixel 
intensity values, which is quite different from the original 
brain images. Even with the large difference in pixel 
intensity values it is possible to set the same level of 
brightness-contrast enhancement for both of the original 
MRI and the mathematical engineering images. However, 
when the level of brightness-contrast enhancement is set the 
same, in the vast majority of the cases, different 
demarcation and appearance of the overall anatomical 

structure of the brain images was observed (see Figure 9a 
versus Figure 9b). Also, the aforementioned pixel intensity 
value difference makes it necessary the brightness-contrast 
enhancement of the mathematical engineering images so to 
view the content.  

The second fact is consequential to the first one and is 
that the brightness-contrast enhancement is necessary to 
highlight the content of the mathematical engineering 
images so to reveal the additional and/or complementary 
information to the MRI. Indeed, through the mathematical 
engineering images it is possible to see: (i) the depth of the 
brain sulci (see Figure 3), (ii) the anatomical structure (see 
Figure 6a), (iii) the difference between gray and white 
matter (see Figure 1b and Figure 3a), (iv) the presence of 
fluids such as blood and water (see Figure 9d: the 
pathological image) and also the third dimension (see Figure 
1c). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 10. The image in (a) shows the original MRI with a tumor, whereas 
(b) shows the Classic-Curvature image, (c) shows the Intensity-Curvature 
Functional, and (d) shows the Intensity-Curvature Measure.  

 
In order to investigate what happens when the contrast-

brightness enhancement is set the same for both of the 
mathematical engineering images and the original MRI the 
following experiment was performed. Figure 10 reports the 
results of the experiment, which show that the Classic-
Curvature (see Figure 10b) and the Intensity-Curvature 
Measure (see Figure 10d) images present almost the same 
characteristics of the original MRI, except for some 
blurring, which is visible because of the mathematical 
processing. Instead, the Intensity-Curvature Functional (see 
Figure 10c) shows details that are not observable in the 
original MRI (see inside the white ellipses). The images in 
Figure 10b and Figure 10c were obtained when fitting to the 
MRI data the bivariate cubic Lagrange model function when 
re-sampling of 0.1mm along both x and y directions, 
whereas the image in Figure 10d was obtained when fitting 

(a) (b) 

(d) (c) 
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the one-dimensional Sinc model function when re-sampling 
of 0.1mm along the x direction. The matrix size of the 
images in Figure 10 is 512x512 with pixel size of 0.49 mm 
x 0.49 mm. The images in (a), (b) and (d), have been set to 
the same brightness-contrast adjustment. In (d) the 
Intensity-Curvature Functional shows a complementary 
perspective to the images seen in (a) and (b), highlighting 
the structure of the tumor fluids such as blood and water. 
The images were cropped to highlight the regions of interest 
and are all contrast-brightness enhanced. 

The significance of Figure 10 is that the mathematical 
engineering images are capable to show the anatomical 
structure of the human brain likewise the original MRI does. 
This fact is positive to the research question of the herein 
presented work, which investigates whether the 
mathematical engineering images add complementary 
information to the MRI. Also, Figure 10c shows that the 
Intensity-Curvature Functional presents details which are 
not visible in the original MRI. Such fact is in favor to the 
aforementioned research question. Hence, the contrast-
brightness enhancement, is not a confounding factor, it is 
indeed a requirement for the extraction of additional and/or 
complementary information from the MRI of the human 
brain because at the least the mathematical engineering 
images can reproduce the same level of details of the MRI 
of the human brain (see Figure 10). 

B. The Contribution to Biomedical Image Processing 

A well-defined novel formulation of three specific 
mathematical engineering instruments has been conceived 
[2]-[4]. The novel formulation provides the solution of the 
biomedical signal processing problem, which consists in 
extracting additional information from the Magnetic 
Resonance Imaging (MRI) signal of the human brain.  

The three mathematical engineering instruments are 
called: (i) Classic-Curvature, (ii) Intensity-Curvature 
Functional and (iii) Intensity-Curvature Measure. The three 
math instruments make use of the second order derivatives of 
the model function fitted to the data. The aforementioned 
instruments makes it possible to re-image the Magnetic 
Resonance Imaging (MRI) image data of the human brain 
into three novel domains where there exists features that 
would not be otherwise observable in the original MRI 
images.  

The research herein presented has significance in the 
field of biomedical signal processing and more generally in 
diagnostic radiology because brings to the attention of the 
reader the existence of three novel domains. The novel 
domains have been revealed through the use of conceptual 
forms descending from one main signal processing 
technique, which is that of the calculation of the Classic-
Curvature [1]-[3]. In fact, the calculation of the Classic-
Curvature enables also the calculation of the Intensity 
Curvature Functional and the Intensity-Curvature Measure. 
The work herein presented demonstrates the feasibility of the 
calculation of the Classic-Curvature, the Intensity-Curvature 
Functional and the Intensity-Curvature Measure from the 
two-dimensional MRI of the human brain both in normal and 

pathological cases. The calculation of the Intensity-
Curvature Functional in three dimensions is also possible 
[17].  

IV. CONCLUSION 

This paper considered the problem of the three 
mathematical engineering tools that are used to provide 
useful information, which is not readily observable into the 
original MRI images. This research also provides results 
which evaluate the performance of the proposed 
mathematical engineering tools. The results show that the 
Classic-Curvature image reproduces the original MRI image 
with high level of details and both of the Intensity-Curvature 
Functional and the Intensity-Curvature Measure performs 
feature extraction showing details of the MRI which are not 
visible otherwise. The advantage provided through the re-
sampling process is indeed a fact which gives an immense 
number of possible Classic-Curvature, Intensity-Curvature 
Functional and Intensity-Curvature Measure images. Also, it 
provides the freedom to choose images which give best 
result in diagnostic practice. The mathematical models rely 
on software code implementing complex math formulas. Due 
to the originality of the research here presented it is not 
possible to compare our results with previous research 
findings. However, since we provide the software free of 
charge, the mathematical engineering tools are easily 
available to the scientific community.  
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Abstract—In this paper, we propose an equalization algorithm 
for M-PSK constellations that greatly improves the convergence 
features and reduces steady-state error rate of the conventional 
Constant Modulus Algorithm (CMA). The proposed algorithm 
introduces a buffer and multiple step-size decision layers to the 
existing Variable Step Size Modified Constant Modulus 
Algorithm (VSS-MCMA) equalizer. The buffer is employed to 
combat the convergence issue while the additional layers have 
been introduced to improve sensitivity of the step size in both the 
convergence state and the steady-state. Computer simulations 
reveal that the proposed algorithm has better convergence rate 
than the VSS-MCMA and the CMA. 

Keywords—Blind equalization; constant modulus algorithm; 
step size  

I.   INTRODUCTION  

     In wireless communications, one of the most important 
transmission problems is the channel distortion. Channel 
distortion leads to InterSymbol Interference (ISI) between 
transmitted symbols. There have been many blind equalization 
techniques to combat this effect. Constant modulus algorithm,   
originated by Godard [1] and Treichler and Agee [2], is the 
most popular equalization technique among all blind 
equalization methods. As all blind equalizers, constant 
modulus algorithm works in absence of the training sequence. 
In the algorithm, step size is a crucial parameter to determine 
the convergence speed and steady-state error rate. A small 
chosen step size will result in a low steady-state error rate. 
However, convergence will be slow. Conversely, a large value 
of step size will result in a faster convergence yet a higher 
steady-state error rate. Therefore, the Constant Modulus 
Algorithm (CMA) has a trade-off between these two criteria. 
Another drawback of the algorithm is that it is unable to 
correct phase rotations induced by the channel [3].  

Oh and Chin propose the Modified Constant Modulus 
Algorithm (MCMA), which resolves phase rotation problem 
of the CMA. This is achieved by minimizing two cost 
functions, which are separately computed for real and 
imaginary parts of input signal. The algorithm applies both 
equalization and phase correction. 

 Variable Step Size Modified Constant Modulus Algorithm 
(VSS – MCMA) [4] is an algorithm that applies phase 
correction and makes the step size more sensitive. In this 
algorithm, a circular area is defined around each likely-
transmitted symbol in the constellation and the step size is 

changed between two values according to whether equalizer 
output symbol is located inside an area or not. 
    Many other algorithms [5]-[17] have been proposed to 
combat the problems encountered in CMA. Zarzoso and 
Comon [5] suggested an algorithm that finds optimal step size 
in each update operation. Tugcu et al. [6] employ cross 
correlation between channel output and the error signal to 
overcome the convergence problem. Song et al. [7] employ a 
signal steering vector and its oblique projection for updating 
filter coefficients in order to avoid signal steering vector 
mismatches. Lin and Lee [8] introduce an algorithm that finds 
a gain factor by the least-mean-squares method when updating 
filter coefficients to avoid gradient noise amplification 
problem. Demir and Ozen [9] proposed a new algorithm in 
which autocorrelation of error signal is used for updating filter 
coefficients. Gao and Qiu [10] employ a momentum term and 
autocorrelation of error signal for updating filter coefficients. 
The additional momentum term improves the convergence 
rate. Li et al. [11] utilize singular value decomposition of 
input signal to obtain a new step size in order to improve the 
convergence rate. A new update equation is proposed by 
Abrar and Nandi [12] to improve the convergence rate. A 
nonlinear estimate of error signal is used for updating the 
equalizer coefficients, and a novel deterministic optimization 
criterion is given. Ikhlef et al. [13] employ the prewhitening 
technique and the complex Givens rotations to improve signal 
to noise and interference ratio performance. Yan et al. [14] 
employ nonlinear transformation of error signal to suppress 
the alpha-stable noise. Nassar and Nahal [15] recently 
proposed Exponentially weighted step-size recursive Least 
Squares Constant Modulus Algorithm (EXP-RLS-CMA), 
which can be considered as the combination of the 
conventional CMA and the exponentially weighted step-size 
recursive least squares algorithm. The EXP-RLS-CMA 
provides higher convergence rate than the conventional CMA 
at minimum mean-squared-error. Liyi et al. [16] introduce a 
new variable step size algorithm in which a nonlinear function 
of error signal is employed to calculate the step size in each 
symbol period. Baofeng et al. [17] employ cross-correlation 
between the input signal and the error signal to control the 
step size for a better convergence rate. 
    In this work, we have generalized the VSS-MCMA to 
multi-layered case in order to make the step size more 
sensitive.  Moreover, we have added a buffer to the equalizer    
to overcome the convergence problem.                                       
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    This paper is organized as follows. We have introduced the 
general transmission model and system models of the CMA, 
MCMA and VSS-MCMA equalizers in Section II. In Section 
III, we have presented our Buffered Multi-layered Modified 
Constant Modulus Algorithm (BML-MCMA). We have 
examined the simulation results of the proposed algorithm and 
the other two algorithms in Section IV. Finally, we have 
drawn the conclusions in Section V. 
 

II.  SYSTEM MODELS 

 
    Consider a baseband transmission model where the received 
signal can be written as 

 

          ∑
−

=

+−=
1

0

)()()()(
L

k

nuknskhnr                     (1) 

 
where h(n) is the channel’s impulse response of length L, s(n) 
is the transmitted complex baseband symbol at time n and u(n) 
is additive white noise. If the received signal is fed to the 
equalizer, the output is 
  
              ( )  ( )Hz n R W n= .           (2) 

 
    In the above equation, W(n) is the equalizer tap vector of 
length-N, which is defined as W(n) = [w0(n), w1(n), ... ,          
wN-1(n)]T. R(n) is the tapped delay line vector of received signal 
r(n) and it is defined as R(n) = [r(n), r(n-1), ... , r(n-N+1)]T.  
 
A. Constant Modulus Algorithm 

 
    The CMA developed by Godard [1] and Treichler [2] is a 
stochastic gradient-based algorithm. The cost function is given 
by 

  

  ( )22
( )  ( )J n E z nγ = −  

                         (3) 

 

where parameter γ is given by γ  E{ |s(n)|4/|s(n)|2}. Here, 
E{ .} denotes expectation. In this algorithm, equalizer 
coefficients are updated by minimizing the cost function in (3). 
The update rule is 
 
                ( 1)  ( )W n W n gµ+ = +

r
           (4) 

 
where µ is the step size parameter, g

r is the gradient vector 

defined as )()()( * nRnenJg =∇=r . The error signal e(n) is 

given by ( )22
( ) ( ) ( )e n z n z nγ= − . Expanding right-hand side of 

the expression in (4) using the above definitions yields 
 
 

           ( )22 *( 1) ( ) ( ) ( ) ( )W n W n z n z n R nµ γ+ = + − .             (5) 

 
 
 
 
 
 
 
 

B. Modified Constant Modulus Algorithm 
 
     MCMA blind equalization algorithm in [3] applies 
modifications to CMA in calculation of cost function. 
Computations are performed using real and the imaginary parts 
of equalizer output separately. The purpose of separating the 
real and imaginary parts is to correct phase rotations 
encountered in CMA. The cost function for MCMA has the 
form 
 
                  ( ) ( ) ( )R IJ n J n J n= + .                             (6) 

 
    In (6), JR(n) and JI(n) are cost functions of real and 
imaginary parts of equalizer output, respectively, and they are 
defined as  
 

                ( )22
( ) ( )R R RJ n z n γ= −            (7) 

                ( )22
( ) ( )I I IJ n z n γ= − .                        (8) 

     Here, γR and γI are two parameters for real and imaginary 
parts of transmitted symbol respectively and they are defined 
as γR = E{ |sR(n)|4/|sR(n)|2} and γR = E{ |sR(n)|4/|sR(n)|2} 
where s(n) = sR(n) + jsI(n). 
 
C. Variable Step Size Modified Constant Modulus 
     Algorithm  
 
    The VSS – MCMA algorithm proposed in [4] is an 
improvement on MCMA. The algorithm employs step-size 
adaptation to boost the performance in both the convergence 
state and the steady state. The change of step size depends on 
the regions defined in the signal space. 
     Let the signal space contain M  regions, namely, a circular 
area with radius l is placed around each of total M likely 
transmitted symbols. One of two step size parameters is 
selected according to whether the equalizer output is located 
inside the circular area around the nearest symbol or not. In 
other words 
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     The above equation indicates that if equalizer output is not 
located inside the area Bi, the algorithm selects the larger step 
size, µVSS,0. If not, the algorithm selects the smaller one, µVSS,1.    
 

III.   BUFFERED MULTI-LAYERED  MODIFIED 

CONSTANT MODULUS ALGORITHM  

 
      In the proposed system, existing VSS – MCMA algorithm 
is generalized to a multi-layered system and parallel buffer-
delay elements are added before the equalizer. The purpose of 
the changes is to overcome the convergence problem and lower 
the steady state error rate. Block diagram of the proposed         
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system is shown in Fig. 1. In the system, initially, first S baud 
segment of input signal r(n) is used for updating the equalizer 
coefficients only. At the end of S baud periods, namely, at time 
STS, thanks to the control element, the system turns off the 
counter and switches to delay output.  This time, input signal is 
fed into the equalizer through the delay element. Although a 
delay of S baud periods is introduced to the signal, because the 
equalizer coefficients are updated previously, the convergence 
problem is removed on a large scale. 
     To begin analysis of the system, let the signal space contain 
D regions around every symbol, namely, around every symbol, 
D circular layers are constructed. This is depicted in Fig. 2, 
where D has the value of 2. Here, li,j (i = 1,2, … , D, j = 1,2,…, 
M)  denotes the radius of ith layer around jth symbol. Let us 
denote radius of the outmost layer by l and the distance 
between two nearest symbols by p. Then, the restriction to the 
size of outmost layer is l<0.5p. The step size is selected 
according to whether the equalizer output is located in a layer 
around nearest symbol or not. The general selection rule can be 
expressed as 
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     In (10), sj is the jth transmitted symbol in the constellation 
and z(n) is the output signal of the equalizer at time instant n. 
Relationship between the step size parameters is                            
µ0 > µ1 > … > µD-1. 
 

                IV.  NUMERICAL RESULTS 
 
     In this section, we explore the convergence rate 
performance of the proposed algorithm through computer 
simulations. We also compare performance of the proposed 
algorithm with the conventional CMA and the VSS – MCMA. 
     In the simulations, we have used the 2-tap complex channel                        
h(n) = [1 + 0.5δ(n-1)] + j[1 + 0.4δ(n-1)] [13] and the 3-tap 
Proakis B-channel h(n) = 0.407 + 0.815δ(n-1) + 0.407δ(n-2) 
[18], where δ(n) is the Kronecker delta function. The channel 
is normalized such that the total power is unit watts. Equalizer 
tap number is selected as 11. For the 2-tap complex channel, 
all of the taps are initialized to zero except the first tap is 
initialized to one. For Proakis-B channel, all of the taps are 
initialized to zero except the center tap is initialized to one. 
Additive noise is assumed to be zero-mean complex white 
Gaussian noise. Transmitted signal length N is chosen as 106 
symbols, which is assumed to be long enough to examine the 
performance of the three systems. Number of buffer samples S 
is chosen as 104 for the 2-tap complex channel case and 5×104 
for the Proakis B-channel case. 
     We present the performance of the three equalizers through 
constellations of equalizer outputs. Constellations of outputs of 
the three equalizers at QPSK, 8-PSK, 16-PSK and 32-PSK 
under the 2-tap complex channel, are given in Fig. 3, Fig. 4, 
Fig. 5 and Figs. 6 and 7, respectively. SNR values at which the 
 
 
 

 
 
 
 

 
 
 
 
 
  
 
 
 
Fig. 1. Block diagram of the proposed BML – MCMA system 

 
  

 
 

 
 
  
 
 
 
 
 
 
 
 
 
  
 
Fig.2. Step-size decision layers (D = 2, QPSK). 
 

 
 
simulations are performed, are chosen as 15 dB, 20 dB, 30 dB 
and 40 dB respectively. Optimum values of µ and l parameters 
of the three equalizers are obtained heuristically.                                         
      In Fig. 3, it can be seen that BML-MCMA has the lowest 
Mean-squared Error (MSE) by having less scattered symbols 
than the two other. In the case of VSS-MCMA, a clear QPSK 
constellation is not visible. Therefore, the VSS-MCMA has the 
highest MSE and Symbol Error Rate (SER).  

From Fig. 4, one can note that the BML-MCMA 
outperforms the two other. The employment of buffer and 
multiple step size layers results in a better output constellation. 
Because there is no buffer used in conventional CMA and 
VSS-MCMA, number of highly scattered symbols are much 
greater than those of the BML-MCMA. The conventional 
CMA has a better constellation than VSS-MCMA. 

Fig. 5 clearly indicates that BML-MCMA has the best 
performance by having the clearest constellation. Here, again, 
there are large number of highly scattered symbols in 
constellations of CMA and VSS-MCMA. The BML-MCMA 
overcomes this problem thanks to its buffer element and its 
output constellation yields better overall MSE than those of the 
other two. 

Fig. 6 and Fig. 7 show that the BML-MCMA has the best 
MSE performance and convergence rate. Conventional CMA 
and the VSS-MCMA have many highly-scattered symbols and 
they cannot yield a clear constellation. Consequently, these two 
equalizers have much lower convergence rate. 
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Fig. 3. Constellation diagrams of first 20000 elements of equalizer output at 
QPSK modulation. (a) VSS-MCMA, (b) CMA, (c) BML-MCMA 
 

 
Fig. 4. Constellation diagrams of first 20000 elements of equalizer output at 8-
PSK modulation. (a) VSS-MCMA, (b) CMA, (c) BML-MCMA 
 

 
Fig. 5. Constellation diagrams of first 20000 elements of equalizer output at 
16-PSK modulation. (a) VSS-MCMA, (b) CMA, (c) BML-MCMA 
 
             

           

 
Fig. 6. Constellation diagrams of first 20000 elements of equalizer output at 
32-PSK modulation. (a) VSS-MCMA, (b) CMA 
 

                                         
Fig. 7. Constellation diagram of first 20000 elements of BML-MCMA 
equalizer output at 32-PSK modulation.   
    
     Fig. 8 shows the constellation of first 20000 output symbols 
of equalizer at 8-PSK modulation under Proakis B-channel. 
Since the Proakis B-channel is a harsh channel, we have 
increased the buffer size to 50000 symbols. From Fig. 8, it can 
be observed that BML-MCMA outperforms the two other in 
convergence rate. Conventional CMA takes the second place 
and VSS-MCMA again has the lowest convergence rate. 
     In the second part of the simulations, we have investigated 
the effect of buffer size S on the convergence rate of the BML-
MCMA equalizer through the constellations obtained for 
various buffer size values. Fig. 9 shows the constellations of 
first 20000 elements of equalizer outputs for S = 10000, 25000 
and 50000 symbols, respectively. The modulation is 8-PSK 
and we have used the Proakis B-channel. The SNR value is    
16 dB.  Fig. 9 shows that using only the first 50000 symbols of 
the input, the BML-MCMA equalizer reduces the convergence 
problem greatly and results in a clear constellation. For a 
buffer size of 25000 symbols, the equalizer significantly 
reduces the convergence problem so it   can resolve the 8-PSK 
symbols. Due to the harsh Proakis B-channel, a buffer size of 
10000 symbols is not enough to eliminate the convergence 
problem.  
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Fig. 8. Constellations of first 20000 elements of equalizer outputs  at 8-PSK 
modulation. (a) VSS-MCMA, (b) CMA, (c) BML-MCMA 
  

 
Fig. 9. Constellations of first 20000 elements of equalizer output under different 
buffer size values. (a) S  = 10000,  (b) S  = 25000, (c)  S = 50000 symbols  

 
   V. CONCLUSION 

 
Despite there is no need for a training sequence, 

conventional CMA and VSS-MCMA have convergence 
problems. In this paper, we have proposed our BML-MCMA 
algorithm to eliminate the convergence problems and further 
improve MSE performance of VSS-MCMA. We have 
presented numerical results which indicate that through using a 
buffer, the proposed algorithm resolves convergence problem 
greatly. Furthermore, the proposed algorithm has better MSE 
performance. Although using a buffer introduces some initial 
delay to the equalizer, considering the overall performance, 
BML-MCMA is a good alternative to the existing blind 
equalization algorithms.   
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Abstract—Small cells are expected to play an important role 
in future mobile networks. In such environments, proper 
handling of handoff traffic is of major importance. In this paper, 
we propose the single-threshold model for the analysis of handoff 
traffic in cellular CDMA networks. Based on this model, we are 
able to determine analytically the uplink blocking probabilities of 
handoff and new calls. This is done by describing the CDMA 
system as a Discrete-Time Markov Chain and by deriving an 
efficient recursive formula for the calculation of system state 
probabilities. The proposed analytical model is verified via 
simulation studies.  

Keywords—handoff; cdma; call blocking probability; recursive 
formula. 

I.  INTRODUCTION 

The Code Division Multiple Access (CDMA) techniques 
have been used in the current generation mobile networks and 
are expected to play an important role in future 5G networks. 
Some of the advantages of CDMA-based techniques over other 
competing technologies include enhanced security, efficient 
frequency spectrum utilization, and improved signal quality.  

According to the traditional cellular model, the 
geographical area is divided into cells, and each of them is 
controlled by a Base Station (BS).  Different BSs communicate 
with each other through the core network (usually fixed and 
wired). Although, in future mobile networks it is envisioned 
the introduction of intelligent BSs that will be able to 
communicate directly with each other for both signalling and 
data traffic [1]. Mobile Users (MUs), located in the same or 
different cells, communicate with each other through the 
corresponding BSs. The communication link from MUs to BS 
is referred to as uplink, whereas the communication link from 
BS to MUs is referred to as downlink. Due to non-
orthogonality of the CDMA codes, a new MU arriving to a cell 
will cause interference to other MUs in the same and 
neighbouring cells. Therefore, Call Admission Control (CAC) 
is performed upon a call arrival, in order to protect the Quality-

of-Service (QoS) of existing MUs. This may result in the 
blocking of the newly arriving call.  

In this work, we consider two types of call blocking: new-
call blocking and handoff-call blocking. The first type refers to 
the call blocking upon the initial connection establishment, 
whereas the second type refers to the blocking of already 
accepted in-service calls when they move from one cell to 
another. The procedure of moving between neighbouring cells, 
while a call is in progress, is called handoff. The CAC policy is 
expected to guarantee that the handoff-call blocking probability 
will be significantly lower than that of the new-call blocking.  

In this paper, we model a cellular CDMA system as a 
Discrete-Time Markov Chain (DTMC). Our analysis is based 
on the classical Erlang Multirate Loss Model (EMLM) [2], [3] 
and its extension for single-threshold model [4], [5], which has 
been proposed for wired connection-oriented networks. We 
extend [2]-[5] by considering the handoff traffic and soft 
network capacity of CDMA systems.   

This paper is organized as follows. In Section II, we present 
the literature review. In Section III, we describe our proposed 
model for cellular CDMA systems. In Section IV, we present a 
detailed calculation of local blocking probabilities. In Section 
V, we derive equations for an efficient calculation of call 
blocking probabilities. In Section VI, we study the performance 
of the proposed approach by means of computer simulations. 
We conclude and discuss our future work in Section VII. 

	

II. LITERATURE REVIEW 

Many important teletraffic models have been proposed for 
the determination of new-call blocking probabilities in cellular 
CDMA networks [6]-[18]. In [6], the call blocking calculation 
in the uplink of a W-CDMA cell is based on an extension of 
the EMLM. The authors assume that calls arrive in the system 
according to a Poisson process. This work was extended in [7], 
by incorporating elastic and adaptive traffic, and in [8], [9] by 
considering a quasi-random call arrival process. In [10], an 
efficient CAC scheme for CDMA systems has been proposed 
and evaluated. In [11], the authors propose an analytical model 
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for multi-service cellular networks servicing multicast 
connections. An extension of [8] has been proposed in [12] to 
model elastic and adaptive traffic. A different approach that 
includes interference cancellation has been proposed in [13]-
[15]. In [16], the authors evaluate the performance of W-
CDMA systems with different QoS requirements. In [17], a 
teletraffic model for a W-CDMA cell with finite number of 
channels and finite number of traffic sources is presented. This 
model has been extended in [18] to provide equalization of call 
congestion probabilities among different service-classes.           

Some of the aforementioned models have been extended 
for the analysis of handoff-call blocking probabilities [19]-[22]. 
In [19], a model for W-CDMA systems with a soft handoff 
mechanism has been proposed. In [20], the model of [8] has 
been extended for the calculation of handoff-call blocking 
probabilities. In [21] and [22], the model of [6] has been 
enhanced with a CAC for handoff traffic. While most of the 
works concentrate on the uplink, a few papers study the 
downlink of CDMA systems as well [23], [24].  

In this paper, we concentrate on the uplink of cellular 
CDMA systems and handoff traffic. In particular, we extend 
[21] by enabling two contingency bandwidth requirements of 
the arriving calls. If the system is heavily loaded (above a 
predefined threshold), then the call will request less bandwidth 
compared with the case of lightly loaded systems.    

	

III. MODEL DESCRIPTION 

Consider a CDMA system that supports K independent 
service-classes. We examine a reference cell surrounded by 
neighbouring cells in the uplink direction (calls from MUs to 
BS). 

The following QoS parameters characterize a service-class 
k  (k=1,…, K) new call: 

 ,k NR  : Transmission bit rate. 

 0 ,( / )b k NE N : Bit error rate (BER) parameter. 

The offered traffic-load (in erl) of service-class k  new calls 
is Poisson and denoted as ,k Na . For our analysis, we express 

later in the paper the different service’s QoS requirements as 
different resource/bandwidth requirements.  

In a similar way, the QoS parameters of a service-class k  
handoff call are defined as: 

 ,k HR  : Transmission bit rate. 

 0 ,( / )b k HE N : BER parameter. 

 The offered traffic-load (in erl) of service-class k  handoff 
calls is denoted as ,k Ha .We assume perfect power control. 

That is, at the BS, the received power from each service-class k 
call is the same and equal to kP . Recall that in CDMA systems 
all MUs transmit within the same frequency band. Therefore, 
signals generated by MUs cause interference to each other. We 
distinguish the intra-cell interference, intraI , caused by users 

of the reference cell and the inter-cell interference, interI , 
caused by users of the neighbouring cells. We also consider the 
existence of the thermal noise, NP , which corresponds to the 
interference of an empty system. 

The CAC in CDMA systems is performed by measuring 
the noise rise, NR, defined as the ratio of the total received 
power at the BS, totalI , to the thermal noise power, NP   [6]: 

 total intra inter N

N N

I I I P
NR

P P
 

                         (1) 

When a new call arrives, the CAC estimates the noise rise 
and if it exceeds a maximum value, maxNR , the new call is 
blocked and lost.  

A service-class k call alternates between active 
(transmitting) and passive (silent) periods. This behavior is 
described by the activity factor, kv , which represents the 
fraction of the call’s active period over the entire service time 
( 0 1kv  ). Users that at a time instant occupy system 
resources are referred to as active users.  

The cell load, n, is defined as the ratio of the received 
power from all active users (at the reference or neighbouring 
cells) to the total received power: 

intra inter

intra inter N

I I
n

I I P



 

                             (2) 

Hence from (1) and (2) we can derive the relation between 
the noise rise and the cell load: 

                          
1

1
NR

n



 and 

1NRn
NR


                        (3) 

We define the maximum value of the cell load, maxn , as the 

cell load that corresponds to the maximum noise rise, maxNR . 

A typical value in W-CDMA systems is max 0.8n  and it can 
be considered as the shared system resource [6].  

The load factor, ,k NL , given in (4) can be considered as 

the resource/bandwidth requirement of a service-class k new 
call:  

       0 , ,
,

0 , ,

( / ) *

( / ) *
b k N k N

k N
b k N k N

E N R
L

W E N R



                     (4) 

By W we denote the chip rate of the W-CDMA carrier 
which is 3.84 Mcps.  

The cell load, n, can be written (see (7) below) as the sum 
of the intra-cell load, intran  (cell load that derives from the 
active users of the reference cell), and the inter-cell load, 

intern  (cell load that derives from the active users of the 
neighbouring cells). They are defined in (5) and (6), 
respectively: 

, ,
1

K

intra k N k N
k

n m L


                               (5) 
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where km is the number of active calls among service-class k 
new calls. 

                          (1 ) inter
inter max

N

I
n n

P
                              (6) 

                                   intra intern n n                                  (7) 

In this work, we adopt the following CAC condition at the 
BS in order to decide whether to accept a new service-class 
k call or not: 

                                      , max,k N Nn L n                              (8) 

Similarly, the condition for the acceptance of a handoff 
service-class k call is:  

                                     , max,k H Hn L n                              (9) 

where the derivation of ,k HL is calculated similarly to (4). 

 

IV. LOCAL BLOCKING PROBABILITIES 

Due to the condition of (8), the probability that a new 
service-class k call is blocked when arriving at an instant with 
intra-cell load, intran , is called Local Blocking Probability 
(LBP) and can be calculated by [21]: 

          , ( ) ( )k N intra intra inter k max,Nn P n n L n              (10) 

In a similar way, we define the LBP for a handoff service-
class k call: 

        , ( ) ( )k H intra intra inter k max,Hn P n n L n               (11) 

In order to calculate the LBP of (10) we can use (4)-(7). We 
notice that the only unknown parameter is the inter-cell 
interference, interI . Similarly to [21], we model interI as a 

lognormal random variable (with parameters I and I ), that 
is independent of the intra-cell interference. Hence, the mean, 

[ ]interE I , and the variance, [ ]interVar I , of interI are calculated 
by (12) and (13): 

                       

2

2[ ]
I

I
interE I e

 
                                 (12) 

                        
2 22[ ] ( 1)I I IinterVar I e e                      (13) 

Consequently, because of (6), the inter-cell load, intern , 

will also be a lognormal random variable. Its mean, [ ]interE n , 

and variance, [ ]interVar n , are given by (14) and (15), 
respectively:  

                   

2

2
1

[ ] [ ]
n

n max
inter inter

N

n
E n e E I

P
  

            (14) 

2 22 21
[ ] ( 1) ( ) [ ]n n n max

inter inter
N

n
Var n e e Var I

P
   

     (15) 

where n and n are the parameters of intern , which  can be 
found by solving (16) and (17): 

2ln(1 [ ] )
ln( [ ]) ln(1 ) ln( )

2
inter

n inter max N
CV Iμ E I n P

       (16) 

2ln(1 [ ] )n interCV I                                     (17) 

The coefficient of variation [ ]interCV I is defined as: 

                          
[ ]

[ ]
[ ]

inter
inter

inter

Var I
CV I

E I
                          (18) 

Note that (10) can be rewritten as:  

        , ,1 ( ) ( )k N intra inter max,N intra k Nn P n n n L        (19) 

The Right Hand Side of (19), is the cumulative distribution 
function of intern . It is denoted by ( ) = ( )inter nP n n F x  and 
can be calculated from: 

                             
ln1

( ) [1 ( )]
2 2

n
n

n

xF x erf 



                  (20) 

where erf(•) is the well-known error function. 
Hence, if we substitute max, ,N intra k Nx n n L   into 

(20), from (19) we can calculate the LBP of new service-class 
k calls as follows: 

                   ,
1- ( ), 0

( )
1, 0
n

k N intra
F x x

n
x




  
                     (21) 

Following a similar analysis, we can derive the LBP of 
handoff service-class k calls as follows: 

      ,
1- ( ), 0

( )
1, 0
n

k H intra
F x x

n
x




 


                      (22)          

V. STATE AND CALL BLOCKING PROBABILITIES 

A. State Probabilities 
As stated before, in CDMA networks the cell load can be 

considered as a shared system resource and the load factor as 
the resource requirement of a call. Thus, we can use a 
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modification of the Kaufman-Roberts recursion (K-R 
recursion) used for the determination of the link occupancy 
distribution in the EMLM [3], [4], for the calculation of state 
probabilities in CDTM systems. Below we present five steps 
needed for the modification.  

The discretization of the cell load, n, and the load factor, 

,k NL , is performed with the use of the basic cell load unit, g:  

maxn
C

g
                                   (23)                              

                                   ,
, round( )k N

k N
L

b
g

                          (24) 

where C is the system bandwidth capacity and ,k Nb  is the 

bandwidth requirement of a new service-class k call. 
We denote by c the total number of occupied b.u. at an 

instant and by j the total number of b.u. that would be occupied 
if all users were active. The parameter j at a given moment is 
considered as the system state. 

We also denote by q(j) the probability of the state j. The 
bandwidth occupancy, ( | )c j , is defined as the conditional 
probability that c b.u. are occupied in state j and can be 
calculated from (25) recursively: 

, , , ,
1

, , , ,
1

max

( | ) ( )[ ( | ) (1 ) ( | )]

( )[ ( | ) (1 ) ( | )],

for  = 1,..., and

K

k N k k N k N k k N
k
K

k H k k H k H k k H
k

c j P j v c b j b v c j b

P j v c b j b v c j b

j j   c j

  

 





     

     





 (25) 

where maxj is the max. system state, Λ(0|0)=1 and Λ(c| j)=0 for 
c>j. 

In CDMA systems, due to the inter-cell interference, 
blocking of a service-class k call may occur at any state j with 
a probability , ( )k NLB j . This probability is given by summing 

over c the LBPs multiplied by the corresponding bandwidth 
occupancies: 

                     , ,
0

( ) ( | )
j

k N k N
c

LB j c c j 


                        (26) 

The service-class k bandwidth share in state j, , ( )k NP j and 

, ( )k HP j , can be derived from (27) and (28) for new and 

handoff calls, respectively.  

     , ,
,

(1 ( )) ( )
( )

( )
k,N k N k,N k,N k N

k N
α - LB j - b b q j - b

P j
jq j

       (27) 

     , ,
,

(1 ( )) ( )
( )

( )
k,H k H k,H k,H k H

k H
α - LB j - b b q j - b

P j
jq j

      (28) 

The un-normalized state probabilities are given by 
extending the K-R recursion due to the presence of local 
blockings: 

,
1

, ,
1

, ,
1

max

1ˆ ˆ( ) (1 ( )) ( ) ( )+

1 ˆ(1 ( )) ( ) ( )+
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K
k,H k,H k H k,H k k,H

k
K

kc,H k,H kc H kc H kc kc,H
k
K
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q j = α - L j - b b δ j q j - b
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α - L j - b b δ j q j - b
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α - L j - b b q j - b
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  (29) 

where ˆ(0)q =1, ˆ( )q j =0 for j<0 and the parameters 

( ), ( )k,H kc,Hδ j δ j  are given by (30) and (31), respectively. 

            

1, when 1 and 0 

( ) 1,    when    and  0

0, otherwise

kc

k k k kc

  j C   b =
δ j = j J +b b >

 
 



         (30) 

      
1, when ( )  and  ( 0)

( )
0, otherwise

k k kc kc
kc

b j > J +b b >
δ j =





   (31) 

The threshold kJ is used for the selection of the bandwidth 
requirement of an arriving service-class k handoff call. In 
particular, if kj > J , then the requested bandwidth is k,Hb ; if 

kj J , then the requested bandwidth is kc,Hb .    

Finally, the normalized state probabilities, ( )q j , are given 
by: 

                                   
max

0

ˆ( )
( )

ˆ( )
j

j

q jq j

q j





                               (32)                

B. Call Blocking Probabilities 
The new-call blocking probabilities of service-class k can 

be calculated by adding all the state probabilities multiplied by 
the corresponding LBFs: 

                           
max

, ,
0

( ) ( )
j

k N k N
j

B q j LB j


                         (33) 

For the calculation of the handoff-call blocking probability, 

,k HB , we must take into account the threshold kJ  and thus 

incorporate the parameter ( )k j , defined as: 

                             
1, when

( )
0, otherwise

k
k

j J
j =





                      (34) 
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Hence, the handoff-call blocking probability of service-
class k is given by: 

                          
max

, ,
0

( ) ( ) ( )
j

k H k k H
j

B q j j LB j


                 (35) 

VI. PERFORMANCE EVALUATION 

In this section, we compare the analytical versus simulation 
results in respect of call blocking probabilities. The simulation 
language used is Simscript III [25]. We present analytical and 
simulation results for both types of calls, new and handoff. 
Simulation results are mean values of 10 runs with 95% 
confidence interval. The resultant reliability ranges of the 
simulation measurements are very small and, therefore, we 
present only mean values.  

We evaluate two different service-classes with the 
following parameters: 

a) 1 0 1144 , ( / ) 3bR Kbps E N dB  , and 1 0.67v  . 

b) 2,1 2,2384 , 320 ,R Kbps R Kbps  0 2( / ) 4bE N dB , 

1 0.6J  and 2 1v  . 

We assume that the inter-cell interference is lognormally 
distributed with mean [ ] 2* 18interE I E mW  and coefficient 

of variation [ ] 1interCV I  . The thermal noise power density 

is 174 /dBm Hz . For discretization we use 0.001g  . The 
following cell load thresholds are considered: 

max 0.8Hn n   and 0.75Nn  , for new and handoff calls, 
respectively. We generate traffic load according to the Table I. 
That is, in the case of the 1st service-class the traffic-load point 
1 corresponds to 1, 1.0erlNa  and 1, 0.1erlHa  for the new 

and handoff calls, respectively.  
In Figs. 1 and 2, we present the analytical and simulation 

call blocking probabilities for the 1st and the 2nd service-class, 
respectively. We observe that the accuracy of the proposed 
model is very good, since the analytical results are very close 
to simulation results in all cases. We also observe that by using 
different cell load thresholds for new and handoff calls 
( N Hn n ), we achieve lower blocking probabilities for the 
handoff calls. 

 
TABLE I. OFFERED TRAFFIC (ERL). 

 
 1 2 3 4 5 6 

1,Na  1.0 1.25 1.5 1.75 2.0 2.25 

1,Ha  0.1 0.2 0.3 0.4 0.5 0.6 

2,Na  0.2 0.3 0.4 0.5 0.6 0.7 

2,Ha  0.05 0.1 0.15 0.2 0.25 0.3 

 

 
Figure 1. Call blocking probabilities for new and handoff calls vs offered 

traffic-load (1st service-class). 
 
 

 
Figure 2. Call blocking probabilities for new and handoff calls vs offered 

traffic-load (2nd service-class). 
 
 

 

VII.  CONCLUSIONS AND FUTURE WORK 

In this paper, we have presented a new teletraffic model for 
the analysis of handoff traffic in cellular CDMA systems. The 
proposed approach is based on a single-threshold model that 
allows the handoff call request less bandwidth when the 
system is overloaded. In that case, the handoff-call blocking 
probability can be reduced. We have performed simulation 
studies, which show that the accuracy of our proposed 
analytical model is very satisfactory. As a future work, we will 
study the impact of multiple thresholds on the blocking 
probabilities of handoff calls. Also, we will incorporate a 
finite number of traffic sources into our model.   
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Abstract—This paper discusses the design of an engine to 

simulate a Very high-rate Power Line Communication (VPLC) 

infrastructure that handles up to a rate of 400 Mbps. The 

simulation engine complies with the ISO/IEC 12139-1 standard 

for power line communication protocols. The engine can be 

used as one of the access network elements deployed in the 

advanced metering infrastructure in a smart grid. We first 

propose a feasible system model of VPLC in line with the 

design goals with pre-simulations, i.e., an event-driven 

simulation and a timing-driven simulation. Next, we design a 

semiconductor Intellectual Property (IP) core, focusing on the 

implementation of two main functional IP cores of the entire 

system: a fast Fourier transform for modulation/demodulation 

and a low-density parity-check encoder/decoder for forward-

error correction. Finally, the designed VPLC based on the 

main functional IP cores is implemented on an available FPGA 

chipset, targeting the Virtex-6 xc6vlx240T. 

Keywords—very high-rate power line communications; 

advanced metering infrastructure; smart grid; FPGA; ISO/IEC 

12139-1. 

I.  INTRODUCTION 

The Smart Grid (SG) plays a major role in achieving a 

low carbon footprint and is therefore a key component of the 

sustainable energy infrastructure. Since 2010, to achieve the 

vision of “Low carbon, green growth,” an SG test-bed has 

been built in Jeju island, Korea. Several power IT projects 

have been initiated integrating electric power technology as 

well as Information and Communication Technology (ICT) 

in five implementation areas, namely the smart power grid, 

smart consumer, smart transportation, smart renewables, and 

smart electricity service [1].  

These implementation areas have completely different 

electrical environments and use different types PLC channels. 

Therefore, to meet various technical requirements for 

different network communication scenarios, several 

protocols and advanced modulation techniques are employed 

by Power Line Communication (PLC) systems in the SG. In 

addition, both the broadband spectrum from 1.8 MHz to 30 

MHz (or 205 MHz) as well as the narrowband spectrum 

from 3 kHz to 500 kHz [2,3] are used for PLC. Advanced 

Metering Infrastructure (AMI), a typical SG application, has 

been successfully implemented using broadband high-rate 

communication at 24 Mbps over the power grid in 

compliance with the ISO/IEC 12139-1 standard, which is 

based on the Korea Standard (KS) 4600-1 [3,4].  

In Section II, we briefly introduce the specifications of 

the engine designed for Very high-rate Power Line 

Communication (VPLC) that is compliant with ISO/IEC 

12139-1, by introducing a static simulation with an event-

driven operation and a dynamic simulation with a timing 

operation. In Section III, we explain the design and 

implementation of two Intellectual Property (IP) cores, 

namely MOD (for the functions of modulation/ 

demodulation) and FEC (for the function of error correction), 

at the system level with a cycle-based design approach, 

which is based on the design methodology at a clock-based 

register transfer level. Appropriate hardware-efficient 

algorithms are selected to design the hardware architectures, 

taking into account resource constraints of timing and area. 

All the design steps are carried out using both floating-point 

and fixed-point operations to ensure design consistency from 

the system level to the architecture level. Actually, both 

floating-point and fixed-point designs are useful to obtain a 

test bench for verifying the designed digital logic block at the 

32-bit level, compared with the results of the dynamic 

simulation. Section IV explains how for a hardware gate 

level, specific functional blocks are edited by a Hardware 

Description Language (HDL), which enables the synthesis of 

logic gates in a 32-bit process. The IP cores are designed to 

support high-speed digital signal processing using a 

pipelining technique, parallelizing technique, and retiming 

technique to meet the system requirements. Finally, the main 

IP core circuit of VPLC is realized using a Field-

Programmable Gate Array (FPGA) and is presented on the 

prototyping board. Conclusion is presented in Section V. 

II. SYSTEM DESIGN ISSUES FOR VPLC 

A. IP Design Issues for VPLC 

VPLC is proposed to support utility applications in the 

implementation areas of the smart consumer and the smart 

transportation. To achieve this, we design a system with the 

following basic design goals: 

 Supporting maximum rates of 200 Mbps and 400 

Mbps in a dual transmission rate mode, in the 

frequency bandwidth less than 30 MHz and less 

than 80 MHz 
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 Adopting a multicarrier modulation technique for 

VPLC, such as Discrete Multi-Tone (DMT) 

modulation or Orthogonal Frequency-Division 

Multiplexing (OFDM) 

 Adopting a Forward Error Correction technique 

(FEC) of a Low Density Parity Check (LDPC) to 

improve the link margin by 8.8 to 9.4 dB at BER = 

10-5 

 Supporting coexistence of other systems compliant 

with ISO/IEC 12139-1 (or KS 4600-1) [3, 4]. 

B. Specifications of VPLC engine 

To set the specifications of the VPLC engine, we first 

extract the main parameters from the allowable spectral 

efficiency from the typical multicarrier transmission system. 

After estimating the main parameters, we consider ways of 

improve the system performance to meet the system design 

goals. The formula to calculate the multicarrier transmission 

rate can be written as follows: 

r

CPFFT

FFT

w

u
w C
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T

B

B
MBBps 




       (1) 
where Bw is the entire signal bandwidth, Bu is the usable 

signal bandwidth, M is the number of bits in each subcarrier, 

TFFT is the signal time to process a Fast Fourier Transform 

(FFT), TCP is a cyclic prefix time, and Cr is the code rate for 

error correction. For designing a feasible system, the 

required overhead has to be adjusted, which can be decided 

by the factor of a guard band (Bu/Bw), a guard interval (GI) 

time (TFFT/(TFFT + TCP)), and a code rate (Cr). When 

considering a low frequency band of 0–28 MHz, the 

available bandwidth ratio becomes 0.8667. For convenience, 

we set the number of subcarriers to 2048 and the frequency 

band to 60 MHz in a high frequency band to reach a goal of 

greater than 400 Mbps. As shown in Table I, we need to set 

the main parameters as at least 1024-QAM modulation in 

the subcarrier for OFDM/DMT, the code rate greater than 

7/8, and the guard interval time less than 2.13 μs. 

By setting these parameters, we can achieve the required 

received SNR greater than 34 dB to meet the 1% packet 

error rate requirement for a typical multicarrier transceiver 

with a simple receiver structure in an ideal additive white 

Gaussian noise channel without any reflection phenomenon, 

as shown in Fig. 1.  

 
Figure 1. Performance of a Typical Multicarrier Transceiver. 

 

Even under the real channel environment conditions of a 

power grid, it is possible to ensure more margins to meet the 

basic performance requirements. We consider additive 

techniques such as a data frame header check sequence [4] 

for minimizing the SNR, and a channel encoder [7,8] to 

protect the data frame header such as the LDPC. For 

designing an LDPC with a variable code rate of 1/2, 2/3, 3/4, 

5/6, and 7/8, the system complexity can be effectively 

reduced by using the circular shift technique, considering a 

size-limited unit matrix of 24 by 24, to operate the large 

matrix of the LDPC. 

 
In addition, to improve the system reliability, we 

consider a bit-loading technique to adjust variable 

modulation selection and variable channel code-rate 

selection in the subcarriers even at the cost of the 

transmission rate. Further, to overcome the performance 

degradation due to an impulsive noise on the power grid, we 

adopt a diversity technique, i.e. repeatedly transmitting a 

signal block in the time domain and using subcarrier 

utilization in the frequency domain. In other words, to 

ensure the compliance of the given deployed transceiver to 

TABLE II. SPECIFICATION OF VPLC. 

 

Features 

DMT Symbol variables 

Preamble Frame Control Frame 

Long Symbol Frame, 

Data Frame Header,  

Data Frame 

Bandwidth 25 MHz 25 MHz 75 MHz  

Sampling Frequency 50 MHz 50 MHz 200 MHz  

Tone Space 97.65625 kHz 97.65625 kHz 48.828125 kHz 

IFFT Space 512 Samples 512 Samples 4096 Samples 

Prefix Space 0 Samples 128 Samples 448 Samples 

Roll-off Space 16 Samples 16 Samples - 

Symbol Duration 512 Samples 624 Samples 4544 Samples 

FFT Period 10.24 μs 10.24 μs 20.48 μs 

Symbol Length 10.24 μs 12.48 μs 22.72 

Tone(or sub channel) 

Modulation 
16 PSK DBPSK 

BPSK, QPSK, 16 QAM, 64 

QAM, 256 QAM, 1024 

QAM 

 

TABLE I. MAIN PARAMETERS FOR MULTICARRIER 
TRANSMISSION. 

 

CR 

Modulation 

in a Sub-

Carrier for 

OFDM 

/DMT 

Number 

of Coded 

Bits per 

Symbol 

Number 

of Bits 

per 

Symbol 

Data Rate 

(Mbps) 

Spectral 

Efficiency 

(bps/Hz) 

GI = 

4.27 

μs 

GI = 

2.13 

μs 

GI = 

4.27 

μs 

GI = 

2.13 

μs 

1/2 256 QAM 13824 6912 180 190.5 3 3.17 

3/4 256 QAM 13824 10368 270 285.8 4.5 4.76 

5/6 256 QAM 13824 11520 300 317.6 5 5.29 

7/8 256 QAM 13824 12096 315 333.5 5.25 5.55 

1/2 1024 QAM 17280 8640 225 238.2 3.75 3.97 

3/4 1024 QAM 17280 12960 337.5 357.3 5.62 5.95 

5/6 1024 QAM 17280 14400 375 397.0 6.25 6.61 

7/8 1024 QAM 17280 15120 393.75 416.9 6.56 6.94 
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the ISO/IEC 12139-1 standard, we use an ISO/IEC 12139-1 

based check sequence in the control frame, diversity 

mapping, Differential Phase Shift Keying (DPSK) 

modulation in subcarriers, forward error correction of 

RS(5,3), and 512-point FFT. Table II lists the specifications 

of VPLC. As shown in Fig. 2, the transmitted VPLC Packet 

Service Data Unit (PSDU) signal consists of a preamble 

frame, a control frame, and the rest of frames. The Delimiter 

signal has the preamble frame and the control frame. The 

Extended Delimiter has additional frames of the Long 

Symbol frame and the Data Frame Header. The Long 

Symbol consists of 2 DMT symbols and the Data Frame 

Header consists of 3 DMT symbols. The Data Frame 

consists of n DMT symbols. Each DMT symbol has 1,536 

subcarriers in the frequency band of 75 MHz. The subcarrier 

bandwidth is 48.828125 kHz, and each DMT symbol length 

is 22.72 µs, because of the addition of a cyclic prefix with 

2.24 µs for minimizing multipath channel effects. The DMT 

symbol sets to the identical field of the Delimiter signal 

according to the Class-A version of ISO/IEC 12139-1 for 

supporting the function of coexistence. The structure of the 

PSDU can be divided into the long PSDU and the short 

PSDU whether the Data Frame is included or not. 

C. System Simulation for VPLC over Power Grid 

1) Event-Driven (ED) Simulation 
According to the proposed specification of VPLC, we 

first develop the ED simulator by using C++ to check the 
feasibility. The ED simulator can be independently operated 
by appropriate selection of the inter-frame types in PSDU. 
The transmit data, generated from a Medium Access Control 
(MAC) layer, pass through the first functional block viz. the 
scrambler that removes the unique pattern of the transmit 
data. In the following FEC block of LDPC, the transmit data 
is encoded to prevent data redundancy. At the Mapper block, 
the encoded data stream is converted to the bit-to-symbol 
data for the purpose of allotting it into each subcarrier. Next, 
the sequence of data is added to process the modulation step 
by using Inverse Fast Fourier Transform (IFFT) [6], giving 
an orthogonal property between subcarriers. The rest of the 

transmit signals except a Preamble signal are added by a 
Cyclic Prefix sequence to minimize the effect of an Inter-
Symbol Interference (ISI) in the communication link channel. 
At the receiver side, the receive signal can be recognized by 
adding the Carrier Sensing block for detecting the signal 
frame, and by synchronizing the symbol to the starting point 
of the DMT symbol. Through the Windowing block, the size 
of the received signal sequence is reformatted to the length 
of FFT, and then it is demodulated through the FFT block.  
First of all, using the Long symbol, the receiver estimates the 
status of the given channel and compensates a timing error 
caused by the difference in the clock frequencies of the 
digital-to-analog converter and the analog-to-digital 
converter. The Demapper computes the log-likelihood ratio 
in each binary data. The LDPC decoder corrects the channel 
errors by using the parity information. Finally, in the 
descrambler block, the transmitted signal can be recovered. 
In this simulation, we use a conventional power line channel 
model such as a wireless Rayleigh channel model [5] as 
follows: 
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Figure 3. Simulation Result based on ED simulator. 
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Figure 2. Transmitted VPLC Packet Service Data Unit Signal. 
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Figure 4. TD Simulator and Simulation Result.  

 
where i is the number of paths, gi is a weighting factor, k is 

an attenuation factor of exponent, a0 and a1 are attenuation 

parameters, and d1 is the length of the path [5]. Fig. 3 shows 

communication performance of the proposed VPLC in the 

ED simulation for the Rayleigh channel model in (2) with 

the parameter of time = 2.5 e-9 s and 10 paths. It meets the 

minimum communication requirement of the signal-to-noise 

ratio (SNR) of about 28 dB to guarantee the rate of 400 

Mbps. Without any FEC, to guarantee the rate of 400 Mbps, 

an SNR greater than approximately 37 dB is required.  

2) Timing-Driven (TD) Simulation 

The ED simulation is for a static design approach, 

whereas the TD simulation is for a more specific timing 

design approach, which operates in a symbol time basis. The 

GUI environment of the TD simulator is developed by using 

the S/W tool of the Simulink and the Matlab of MathWorks. 

The sample values can be analyzed and verified by both 

floating-point and fixed-point numerals, which support 

functional features required to design the architecture for 

controlling each parameter of the structural elements in the 

VPLC system. Besides, the status of the current signal 

stream can be checked by plotting the transmission symbols 

in both time and frequency domains. Fig. 4 shows the 

symbol-by-symbol transmission from the transmitter to 

receiver and a symbol-based scattering plot. The TD 

simulator developed was found to operate satisfactorily in 

accordance with the specifications of VPLC. 

III. IP DESIGN ISSUES FOR VPLC 

From the simulator introduced in previous section, 
reference vectors called a test bench can be extracted for 
basically designing and testing the specific logic architecture 
of IP in the chipset. In this section, we briefly study the IP 
design issues by introducing a couple of important IP 
engines, a MOD and a FEC for the proposed VPLC system.  

A. Designing Signal Process of MOD 

The MOD is one of core engines for signal processing 

and integrating the VPLC system. The engine supports the 

modulation/demodulation function in the proposed VPLC 

system, adopting an Orthogonal Frequency Division 

Multiplex (OFDM) technique. Functionally, the MOD maps 

binary data into OFDM signals, based on the modulation 

coefficients, by computing the 4096-point FFT. However, 

the complex 4096-point FFT may cause a bottleneck related 

its processing in a given clock time period. Therefore, a 

special architecture needs to be considered to effectively 

resolve this design problem related to timing and sizing. For 

an OFDM transmitter, the MOD can be processed by the 

Inverse FFT (IFFT) and it can be structurally designed just 

by hardwiring and switching the input and output ports of 

the FFT. The typical formula of the FFT is as follows [6]: 
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We adopt a Decimation-In-Frequency (DIF) FFT 

algorithm with Radix 4 (R4), which allows an easy design 

to have a semi-systolic parallel structure. The output 

sequence of the Radix-4 FFT is decimated as  
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where 
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 Figs. 5 and 6 show the proposed architecture of the 

4096-point FFT with parallelizing and pipelining. When 
designing the architecture of the R4 FFT algorithm with an 
internal clock speed that takes into account the critical path 
delay by adopting the design approach of a Single-path 
Delay Commutator (SDC) with a pipelined architecture. This 
architecture has the advantage of improving the utilization of 
the Butterfly module used to compute the complex 
multiplication performed repeatedly in each stage of the 
4096-FFT. Each element of the Butterfly module consists of 
a 4-point DFT process. 

 

Figure 5. Architecture of the Proposed N-FFT (N = 4096). 
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Figure 6. Architecture of the Basic R4 Butterfly Module in i th Stage in 

FFT. 

 

Furthermore, to reduce the buffer size of the SDC, we 

logically design a RAM-type SDC to minimize quantization 

errors without any changes to the hardware architecture. By 

varying the magnitude of the input signal in the 4096-point 

FFT, the number of fixed point numerals can be 

automatically controlled. These are done in the front 

element of the data analysis process, which can be simply 

designed as a look-up table. In each stage, we consider 

controlling a variable twiddle-factor generator and complex 

multiplication with a fast complex adder. To reduce the 

complexity of the 4096-point FFT chip-level 

implementation, the basic functional blocks are shared. By 

sharing, the utilization factor can be increased up to 75% for 

the computation of complex multiplications. We obtain the 

result of the physical timing simulation and a Netlist of 

synthesized logic gate for targeting the Xilinx Vertex-6 chip. 

For verification of the design, we perform a harness test 

between the input/output signal results of the upper design 

layer with floating point values and that of the lower design 

layer with fixed point values. Furthermore, the input/output 

signals with binary data from the result of the HDL timing 

simulation are also verified with the harness test using the 

test bench of the outputs from the TD simulator. 

B. Designing Signal Process of FEC 

We design a FEC core engine by using a LDPC, which 

has features of the parity-check matrix with code rates of 

1/2, 2/3, 3/4, (4/5), 5/6, (6/7), 7/8 and with code words of 

576, 864, 1152, (1440), 1728, (2016), 2304. When 

designing the FEC, the LDPC uses a very large parity-check 

matrix for improving the decoding performance. In addition, 

it has different code rates in the proposed specification for 

VPLC. It means that the structure of the LDPC uses an 

individual parity-check matrix. Thus, it severely causes the 

problem of complexity in chip implementation. To reduce 

the complexity, the concept of sharing the function of a base 

matrix effectively is used. It can be operated adaptively 

according to the constant variation informative matrix in the 

parity-check matrix. We adopt the Richardson’s algorithm 

for designing the architecture of the parity-check matrix and 

a structure of Quasi-Cycle (QC) for the submatrix [7,8]. 

Each submatrix uses a unit matrix with the size of G × G in 

accordance with the values of a circular cyclic shift in the 

parity-check matrix. It can be expressed as 

.                    (5) 

  
Figure 7. Structure of Parity-Check Matrix of LDPC for the FEC IP. 

 

For the structure of the parity-check matrix, a 

redundancy part has a fixed length of M, and it can be 

changed from M to 7M, as shown in Fig. 7. In the part of 

redundancy, the parity vector p1
T and p2

T can be derived as 

follows: 

.                             (6) 

Fig. 8 shows the architecture of the LDPC encoder, 

composed of the 24 × 24 submatrix (i.e., G = 24), with the 

length of information bits of 24 × 12 × n (where n = 1–7), 

and the final code words of 24 × 12 × (n + 1). For encoder 

design, we adopt the pipelining process technique with four 

stages, supporting the 24 clocks per each stage and the 

latency of 96 clocks. As shown in Fig. 8, we use circular 

shift registers for storing and dividing the input information 

bits according to code rates at the first step in the encoder. 

We devise on an arithmetic process for computing the 

sequential multiplication of the parity-check matrix and the 

information bits, and the parity vector arithmetic process (6) 

at the second step and the third step, respectively. In the last 

step, we obtain the output combining the parity vector. In 

other words, the decoder is designed for a variable iteration 

number (n) of the pipelining architecture with 2(n + 1) + 2 

stages, 288 clocks, and 288(2n + 4) latency clocks. Besides, 

we set a stop option of iteration as necessary. The decoder 

consists of a PreDecoder with two stages, followed by a 

IterationDecoder with two stages and a ParityChecker with 

two stages, and, lastly, a Terminator with two stages, as 

shown in Fig. 9. Thus, according to the channel 
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environment, a proper code rate from the designed LDPC 

can be obtained by controlling the information bits. 

IV. IMPLEMENTATION OF TEST PLATFORM 

After the back-end design of the VHLC has been 

completed, the physically synthesized logic, combined with 

the IP of MCU, a 32-bit SE3208 microprocessor, is 

mounted on the Xilinx FPGA, targeting Virtex-6 

xc6vlx240T. The test platform is developed and 

demonstrated to transfer the data with a moving picture as a 

real operation, as shown in Fig. 10. It has an operational 

Figure 9. Architecture of the LDPC Decoder for the FEC IP. 

Figure 8. Architecture of the LDPC Encoder for the FEC IP. 
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function to monitor streaming data and directly control 

system configurations on the test board.  

 

V. CONCLUSION 

In this study, we proposed a VPLC and demonstrated its 
feasibility of operation at a rate of more than 400 Mbps in 
the physical layer of the power grid environment. Further, 
we designed and implemented two core engines, namely the 
MOD and the FEC, necessary for simulating the VPLC 
system. We proposed and adopted the appropriate design 
algorithms and the design architecture to meet system 
specifications and requirements so that sharing main 
functional modules will reduce the system complexity and 
parallelize it effectively. All the designs were achieved by 
step-by-step verification of the front-end design. These 
designs were successfully tested on the prototyping board of 
the implemented test platform. This fundamental work is 
expected to contribute significantly to achieve the single-run 
VPLC chipset implementation. 
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Abstract—Data compression techniques for electrocardiographic
and electroencephalographic exams have been widely reported in
the literature over the last decades; but, there are no papers
offering a unique solution for all biological signals typically
present in polysomnographic records. Aiming to fill this gap,
the present work proposes a method of lossy compression for
polysomnographic signals based on optimal quantization of the
coefficients obtained from the discrete cosine transform. The
potentially grave distortions generated by the information loss
are controlled by a compression parameter that may be config-
ured to reach the desired Normalized Percent Root-mean-square
Difference generating the optimum quantization vector with a
minimization of the Lagrange parameter. The quantized signal
is sent to a prediction by partial matching compressor, which
works as the entropy coder of this compression strategy. The
method was tested using the signals in the Polysomnographic
database created by the Massachusetts Institute of Technology
and Boston’s Beth Israel Hospital, achieving compression ratios
between 2.16:1 and 67.48:1 with distortion values between 1.0%
and 4.0%.

Keywords–data compression; telemedicine; polysomnographic
signals; lossy compression; discrete cosine transform.

I. INTRODUCTION

The technological advances in data transmission have
turned the ability to communicate into one of the foundations
of the contemporary society. Access to broadband Internet,
despite recent technological advances, still remains as a service
which is accessible to few people, especially in third world
countries. Likewise, a large amount of hard disk space may
represent a great cost for applications with either personal
or commercial purposes. One way to ease these problems is
to reduce the need for storage and/or transmission of data,
while preserving all or most of the information on the original
message.

The methods used in messages to minimize the disk space
needed for its storage is the process called data compression,
and this special type of data processing is classified into
lossy and lossless compression techniques. A lossless com-
pression and decompression process of a signal results in a
reconstructed signal with exactly the same information as the
original one. A lossy compression technique may produce a
fairly accurate approximation of the original signal, depending
on the compression techniques and the parameters used in
these techniques.

The biological signals are among the various types of

signals on which lossy compression techniques may be ap-
plied. These signals are often used for either biometrical or
diagnostic purposes, requiring a very low amount of errors
– or even none – in a reconstructed signal decoded after the
application of a lossy compression method. Polysomnographic
(PSG) monitoring has been useful to clarify the physiological
mechanism to produce sleep related signs or attacks, such as
apnea, arrhythmia, hemodynamics changes, and/or myocardial
ischemia [1]. Therefore, this kind of exam cant be performed
during day time and is usually done in specialized clinics.
The disk space needed for the storage of one hour of a PSG
channel may be as large as 2.57 MB, if a proper digitalization
is used in the process. Some PSGs may contain nine data
channels, resulting in a disk space of approximately 23 MB/h.
In eight hours, the average sleep duration of a human being,
this signal requires a space equivalent to 185 MB. This may
not seem much for the storage capacity of modern computers,
but it represents a huge scalability problem when the exams
need to be stored for the rest of the patients life for health
progress evaluation. This large amount of space represents a
problem for the design of embedded homecare polygraphs,
which can perform most of these exams in the patients house.
This problem can be eased with the use of smart lossy data
compression techniques over the PSGs, achieving a good
Compression Ratio (CR).

There are no works describing a solution for a unified
method for compression of PSGs; so, some modern techniques
for electrocardiographic (ECG) and electroencephalographic
(EEG) compression will be described as follows:

The method proposed by Mukhopadhyay et al. [2] uses
a differentiation technique to detect all R-peaks in the ECG
signal, allowing the algorithm to apply a differential encoding
process to R-peak regions (also called QRS regions). The
QRS slices are passed to an algorithm based on a Lossless
Compression using Character Encoding (LLCCE), since these
parts of the ECG are more important to the signal reconstruc-
tion. The rest of the ECG is passed to a sub sampler, which
reduces the sampling frequency of the signal by one half.
Then non-QRS data are processed by a Lossy Compression
using Character Coding Encoding (LCCE) scheme. The non-
parameterized compressor was tested using the Physikalisch-
Technische Bundesanstalt (PTB) Diagnostic ECG Database
and reported a CR value of 23.10 : 1 with a Percent Root-
mean-square Difference (PRD) value of 7.55%.

Ranjeet et al. [3] uses a Cut And Align (CAB) strategy
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to slice the ECG signal and reorganize the blocks in a 2D
array, which is passed to a 2D Discrete Wavelet Transform
(DWT). The remaining coefficients are encoded using Huffman
entropy coding, achieving an average of 65% in compression
efficiency with 0.999 correlation score. The tests performed
using this near lossless strategy resulted in an optimum 2D
array size of 180x20 samples in the Massachusetts Institute
of Technology and Boston’s Beth Israel Hospital (MIT-BIH)
Arrhythmia Database [4].

The work described by Lai et al. [5] explores the use of the
Discrete Cosine Transform (DCT) IV – in contrast to the DCT-
II, often used for compression purposes. Initially, the ECG
signal is divided into DCT blocks with 64 samples, then a
differential coding procedure is applied, feeding a Huffman
entropy coder. This non-parameterized strategy achieved an
average CR of 5.25 : 1 with a PRD of 0.19% and a Normalized
Percent Root-mean-square Difference (NPRD) of 2.88% using
the MIT-BIH Arrhythmia Database [4].

The method described by Anas et al. [6], similarly to
the present work, is a DCT-based compressor. It uses the
correlation between the ECG cycles (identified by QRS com-
plexes) to eliminate the redundancy in the data of the records.
This ECG compressor has a preprocessing step counting with
baseline elimination, an average filter, a high pass filter and
a butterworth filter, preparing the record to the compression
routine. Then, the ECG is passed to a R-peak detector, the ECG
cycles are interpolated to a fixed value M = 512, normalized
to an interval [0, 1], transformed using the DCT, quantized
and encoded. This parameterized method achieved good CRs
for low PRD values, but only the results obtained by the
compression of three records from the MIT-BIH Arrhythmia
Database [4] were published.

Srinivasan et al. [7] propose a multichannel near-lossless
EEG compression algorithm based on image and volumetric
coding. The algorithm arrange multichannel EEG signal in
the form 2D image or 3D volume, then apply either a 2D or
3D DWT to exploit simultaneously both spatial and temporal
correlation in a single procedure. The proposed algorithm
achieved a compression ratio of 6.63 with PRD of 9.21% for
a quantizer step-size equals to ten in one of the datasets used.

The fact that no work in the literature describes a com-
pression technique for all the PSGs is responsible for the
non-existence of a standard distortion measure for the lossy
compression of these signals. However, there is a large amount
of papers describing lossy and lossless compression methods
for electrocardiographic signals. The lossy compressors often
use the PRD as an objective evaluation of the distortion present
in the decoded signal. The PRD is defined as:

PRD =

√√√√∑N−1
n=0 (x [n]− x̃ [n])2∑N−1

n=0 (x [n])
2

× 100% (1)

This measure is very sensitive to the baseline of the original
signal. A second definition for the PRD, the NPRD, which
overcomes this problem, is described by Batista et al. [8] as:

NPRD =

√√√√∑N−1
n=0 (x [n]− x̃ [n])2∑N−1
n=0 (x [n]− x)2

× 100% (2)

where x is given for:

x =
1

N

N−1∑
n=0

x [n] (3)

The NPRD, however, is still not the ideal distortion mea-
sure for biological signals, as it does not consider the different
characteristics present in each record. This criterion only
provides an objective approximation for the amount of errors
in the reconstructed signal.

This paper is organized as follows: Section I presents an
overview about the PSG data volume problem, the method we
propose to solve it and the quality metrics we used. Section
II gives an overview about PSG signals. Section III explains
the basis of DCT-based lossy compressors. Section IV explains
the proposed compression method. Section V shows the results
obtained by the test application. Section VI describes the
conclusions obtained after the analysis of the results and some
possible applications for the proposed method.

II. POLYSOMNOGRAPHIC SIGNALS

The PSGs may include several types of signals, including
both well-known signals as electrocardiograms and electroen-
cephalograms; and signals with more specific purposes, as
electrooculograms (EOG), stroke volume (SV) and oxygen
saturation records (SO2). The signals included and discarded
from the exams are determined by the health condition the
physician wants to analyze and the patients health state.

The large diversity of behavior among the PSGs is re-
sponsible for the lack of unified compression solutions for all
signals described in the biological data compression literature.
While some signals are periodical, as ECG, blood pressure
(BP) and respiration (Resp) signals, other signals are almost
completely chaotic, as electromyographic (EMG), EOG and
EEG records. Some works take advantage of the periods in
ECG records to achieve greater CR values and other works
cover only EEG signals, but none of them was tested in all
PSGs.

The work described by Ichimaru and Moody [1] presents
a standardized physiological PSG database format, including
an amount of 18 signals, with duration ranging from two to
seven hours. The PSGs were digitalized with 250 Hz sampling
frequency and a 12 bits/sample quantization. The so called
MIT-BIH Polysomnographic Database became the standard
test corpus for the PSG processing applications. An image of
the samples of a signal in the MIT-BIH Polysomnographic
Database is shown in Fig. 1.

III. DCT-BASED COMPRESSORS

Among the several domain transformations applicable to
digital signals, the DCT [9] and the DWT [10] have been
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Figure 1. Full disclosure of the polysomography data. Including ECG, BP, EEG, Resp, SV and SO2 records. Adapted from [1].

widely used in lossy compressors due to their energy com-
paction properties. Fast implementations of both transforms in
both 1 and 2 dimensions have been described in the data com-
pression literature over the last decades. The DCT – the most
popular one – is used in many encoding formats, including
ECG encoders [11][12][13][14]; video encoders [15][16]; still
image encoders [17]; and audio encoders [9]. As described by
Batista et al. [8], there are four steps often used for the creation
of DCT-based encoders to compress a data sequence x:

1) Partition of x in Nb consecutive blocks bi, i =
0, 1, ..., Nb − 1, each one with Lb samples;

2) DCT computation for each block;

3) Quantization of the DCT coefficients;

4) Lossless encoding of the quantized DCT coefficients.

Increasing the block size increases the CR and the DCT
computing time. Various results show, however, that increasing
the block size above a certain point results in a very modest
CR gain, while the processing time significantly increases
[12][18]. The DCT-II is widely used in lossy data compres-
sors and it is the closest unitary transform approximation
for the optimal Karhunen-Love Transform (KLT) [9]. Let
bi[n], n = 0, 1, ..., Lb− 1, represent the Lb values in block bi;
the one-dimensional DCT-II of this block generates a trans-
formed block Bi constituted by a sequence of Lb coefficients
Bi[m],m = 0, 1, ..., Lb − 1, given by:

Bi [m] =
(

2
Lb

) 1
2

cm
∑Lb−1
n=0

(
bi [n] cos

[
(2n+1)mπ

2Lb

])
,

m = 0, 1, ..., Lb − 1
(4)

where cm = 1 for 1 ≤ m ≤ Lb − 1 and c0 =
√(

1
2

)
.

The DCT can be seen as a one-to-one mapping for N-
point vectors between the time and the frequency domains
[17]. The coefficient Bi[0], which is directly related to the
average value of the time-domain block, is often called the
DC coefficient, and the remaining coefficients of a block are
called AC coefficients.

Given Bi, bi can be recovered applying the inverse DCT-II:

bi [n] =
(

2
Lb

) 1
2 ∑Lb−1

m=0

(
cmBi [m] cos

[
(2n+1)mπ

2Lb

])
,

n = 0, 1, ..., Lb − 1
(5)

To quantize Bi, one can use a quantization vector, q. Each
element q[n], n = 0, 1, ..., Lb − 1, of q is a positive integer in
a specified interval and represents the quantization step size
for the coefficient Bi[n]. The elements B̂i[n] of the quantized
DCT block B̂i are obtained by:

B̂i [n] = Bi [n] //q [n] (6)

where the operator // represents the division followed by
rounding to the nearest integer.

Ratnakar [19] showed that it is possible to achieve a
considerable gain in the CR, for a fixed distortion, by using
thresholding. If t[n], n = 0, 1, ..., Lb − 1 are the elements of
the threshold vector, t, the elements of B̂i are now given by:

B̂i [n] =

{
0, if |Bi [n]| < t [n]

Bi [n] //q [n] , otherwise
,

n = 0, 1, ..., Lb − 1
i = 0, 1, ..., Nb − 1

(7)

The dequantization, performed during the decompression
process to find an approximation to the original coefficients,
consists simply in a multiplication of each quantized coef-
ficient by the correspondent component of q. For most DCT-
based compressors, the quantization is the only lossy operation
involved. The definition of q and t has a strong impact in CR
and distortion [19].

Ahmed et al. [13], for example, uses a unique threshold
value t0 for all coefficients. Coefficients with estimated vari-
ances less than t0 are quantized to zero. All elements of the
quantization vector are equal to 1. Varying t0 controls the CR
and the distortion.

The CAB/2-D DCT [12] uses a unique quantization step
size for all coefficients. This value is defined to minimize the
squared mean error between the original and the reconstructed
signal, for a given CR. As pointed out by Lee and Buckley
[12], the good resulting compression ratios are principally
due to a 2D approach, which simultaneously explores the
correlation between consecutive samples and consecutive beats
of the signal, rather than to the quantization strategy.

The work presented by Poel [11] uses a q vector whose
components are values from a line segment. The value of q[0]
is fixed at 1 and the next values grow linearly up to the value of
q[Lb− 1]. Varying the inclination of the line segment controls
the CR and the distortion.
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The lossless encoding of the quantized DCT coefficients
generally involves run-length encoding, because the quanti-
zation normally generates many null values, followed by an
entropy encoder [12].

The present work describes a method to define q and t in
a way that minimizes the estimated entropy of the quantized
coefficients for a given distortion, and uses these optimized
vectors as the basis for a PSG compressor. The main goal is
to demonstrate the possibility of attaining good compression
ratios by using a carefully defined quantization strategy.

IV. DESCRIPTION OF THE PROPOSED METHOD

The measure used for the calculation of the distortion after
the compression was the NPRD due to the baseline variation
among the PSG signals. Some PSGs, such as the respiratory
(Resp) signals, may have a very high baseline value, allowing
the error amount of the common PRD to grow a lot for a
low PRD value. The NPRD unifies the computation of the
distortion to a single measure, without the need of a baseline
elimination preprocess.

To reduce the long-term storage problem created by exams
involving PSGs in small and medium sized clinics, the pur-
posed technique was created. This unified solution was tested
in the four main PSG signals: ECG, EEG, BP and Resp. The
method works as a parameterized compressor, defining the
optimum q and t vectors for the codification of each channel
in the signal. An optimization for the choice of the q and t
parameters was made using the minimization of the Lagrange
multiplier for each DCT coefficient, similarly to the work
presented in Ratnakar [19], which proposed a solution to the
optimum quantization of images. The Lagrangian minimization
allows the compressor to perform an independent optimization
for each coefficient independently. The number of decoding
iterations using exhaustive search methods Nexa – as shown
in (8) – is then optimized to a much lower value Nopt.

Nexa = Qmax
B + Tmax

B (8)

Lee and Buckley [12] tested the use of a 2D DCT with
block sizes from 4x4 to 64x64, narrowing the tests only to
powers of 2. These tests resulted in a saturation of the coding
gain with block sizes around 32x32 and 64x64 samples. Based
on the experiments presented in [12] and the ones performed
by Batista et al. [8], we used block sizes containing 16, 32
and 64 samples in the tests.

For a given signal, let H(q, t) be the zero-order entropy of
all DCT coefficients quantized by using t and t, and D(q, t) a
measure of the distortion introduced in the PSG signal by the
quantization. The proposed optimization problem can then be
given by the statement: for a given D(q, t), determine q and
t in a way that minimizes H(q, t).

Optimization can be achieved by minimizing the La-
grangian J = H(q, t) + λD(q, t) for a given value of the
Lagrange multiplier λ [19]. The value of λ that leads to the
desired H(q, t) or D(q, t), within a given tolerance, can be
efficiently found by using the bisection method [20]. The
Lagrangian minimization allows the compressor to set a maxi-
mum number of decoding operations empirically predefined by

tests of the method on the signals. The number Nopt was set to
the value 17 in the test application, but this number may vary
according to the type of signal, its digitalization parameters
and its statistic distribution.

Empirical tests showed that NPRD values lower than or
equal to 3.0% required Qmax and Tmax values lower than
128, thus, this was the maximum value the elements of the
QT vectors could reach for these distortions. For NPRD values
higher than 3.0%, the maximum values for the QT elements
were set to 256. Therefore, for NPRD values higher than
3.0% using 64 samples DCT blocks, Nexa would assume
the value 2.68x10154. The process described in the next
paragraphs allows reducing the complexity of the problem to
practical levels. It should be noted that the entire records to be
compressed are used to calculate the optimal q and t vectors.

For the optimization procedure, we use the mean square
error as the distortion measure D(q, t). Since the DCT is
an orthonormal transform, D(q, t) can be calculated from
the distortions introduced in the DCT coefficients [19]. This
eliminates the need to apply the inverse DCT to the dequan-
tized coefficients in order to measure the distortion in the
time-domain. Thus, the mean squared error introduced by the
quantization can be calculated as:

D (q, t) =

∑Nb−1
i=0

[∑Lb−1
n=0

(
Bi [n]− q [n] B̂i [n]

)2]
LbNb

(9)

The mean square error due to the quantization of coefficient
number k of all blocks, which will be called Dk(q[k], t[k]), is
given by:

Dk (q [k] , t [k]) =
1

Nb

Nb−1∑
i=0

(
Bi [k]− q [k] B̂i [k]

)2
(10)

Thus, we can write (9) as:

D (q, t) =
∑Lb−1
n=0 Dn (q [n] , t [n])

2

LbNb
(11)

Consider now that the coefficient number k of the quantized
blocks assumes value v in nk(v) of the Nb blocks. Then the
entropy Hk(q[k], t[k]) of the coefficient number k measured
over all quantized DCT blocks is given by:

Dk (q [k] , t [k]) = −
∑
v

[pk (v) log2 (pk (v))] (12)

where pk(v) = nk(v)/Nb.

To estimate the entropy of all quantized coefficients we use
the following simplified model [19]:

H (q, t) =
1

Lb

L−1∑
n=0

[Hn (q [n] , t [n])] (13)
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In the experimental results presented by Ratnakar [19], the
error between the estimated and the real entropy was normally
below 0.02 bits/symbol, which indicates the precision of the
model.

With the possibility to calculate D(q, t) and H(q, t) as the
mean of the distortion and of the entropy of each coefficient,
the minimization of J reduces to the minimization of:

Jn = Hn (q [n] , t [n]) + λDn (q [n] , t [n]) ,
n = 0, 1, ..., Lb − 1

(14)

In other words, the minimization can be done indepen-
dently for each coefficient. With this simplification, if Lb = 64
samples and the elements of q are integer values in the range
1 to 256, only 64 ∗ 256 = 214 of the 64256 possible values
of q need to be analyzed in the minimization procedure. This
complexity reduction combined with the use of histograms,
incremental calculations and other techniques [19], allow per-
forming an efficient search for the optimum q and t vectors.

After defining the optimum q and t for a given signal,
the compressor closely follows the steps of general DCT-
based compressors already described. A scheme representing
graphically the compressors steps is shown in Fig. 2.

The dead-zone quantization step of the encoding process
normally generates a large amount of subsequent null fre-
quency samples, mostly in the high frequency AC coefficients.
This characteristic of the quantized signal allows the compres-
sor use an efficient lossless entropy coding technique, such as a
Golomb coding [21] or a Huffman coding [22]. The proposed
method does not aim to achieve a hardware implementation
compression model; so, for validation purposes, we used a
more efficient lossless coding algorithm, the Prediction by
Partial Matching (PPM) [23]. The optimal entropy coding of
the DC coefficients – which tend to assume higher values than
the AC coefficients – was also decisive to the choosing of the
PPM. The PPM creates a generic statistic distribution model in
the coding process, so the high values in the DC coefficients
are not a problem for the optimal coding of the signal.

Figure 2. Scheme showing the processing steps used by the proposed
compressor.

The decompressor, as in many other lossy codecs, is a
simple subset of the compressor. It is composed by three
simple steps, recreating an approximation to the original signal
by applying the inverse encoding operations in an inverse
order. The first decompression stage is to run a decoding
operation, retrieving the domain frequency quantized signal
x̂f from the channel it was stored by the compressor. Then a
dequantization operation is applied, creating the approximation
to the signal still composed by frequency domain coefficients
x̃f . At last, an inverse DCT transform is run over the DCT
blocks in the x̃f signal, generating the approximated time
domain original signal x̃. Fig. 3 presents an overview of the
decompression scheme.

V. RESULTS AND DISCUSSION

Table I and Table II show, respectively, the CR results from
compression– using NPRD values among 1.0% and 4.0%, and
with DCT block sizes of 16, 32 and 64 samples – of ECG
and EEG signals, which showed the best visual reconstruction
qualities. Table III and Table IV show the findings for BP
and Resp signals, respectively, which obtained good results
with certain combinations of parameters, although they have
tolerated NPRD values lower than the other signals to approx-
imately the same level of visual distortion. The thresholding
effect of these signals proved to be stronger than the other
PSGs, explaining the high CR values obtained, since most
of the information to be encoded by the PPM in the entropy
coding stage is concentrated on the DC levels of the blocks
generated by the DCT signals.

In more chaotic signals, which also have a larger amount of
noise, such as ECGs, the best results of optimum compression
were obtained with DCT blocks of smaller size, as seen in Fig.
4(a). This result is reversed in the case of more linear and less
noisy PSGs, such as BP and Resp signals, which is shown in
Fig. 4(b).

Figure 3. Scheme showing the processing steps used by the proposed
decompressor.
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TABLE I. CR RESULTS FOR NPRD VALUES BETWEEN 1.0% AND 4.0% AND DCT BLOCK SIZES OF 16, 32 AND 64 SAMPLES FOR ECG SIGNALS.

DCT block size NPRD

1.0% 1.5% 2.0% 2.5% 3.0% 3.5% 4.0%
16 2.52401 3.05967 3.49161 4.0208 4.8165 5.22089 5.98384
32 2.43439 2.8334 3.23771 3.84271 4.38118 4.83237 5.22027
64 2.26796 2.64573 3.02288 3.43338 3.84632 4.09859 4.72272

TABLE II. CR RESULTS FOR NPRD VALUES BETWEEN 1.0% AND 4.0% AND DCT BLOCK SIZES OF 16, 32 AND 64 SAMPLES FOR EEG SIGNALS.

DCT block size NPRD

1.0% 1.5% 2.0% 2.5% 3.0% 3.5% 4.0%
16 2.16316 2.49929 2.78552 3.05686 3.34842 3.6387 3.9742
32 2.18337 2.53933 2.82184 3.13717 3.43413 3.79547 4.18758
64 2.21229 2.55054 2.8828 3.09125 3.53912 3.75921 4.07101

TABLE III. CR RESULTS FOR NPRD VALUES BETWEEN 1.0% AND 4.0% AND DCT BLOCK SIZES OF 16, 32 AND 64 SAMPLES FOR BP SIGNALS.

DCT block size NPRD

1.0% 1.5% 2.0% 2.5% 3.0% 3.5% 4.0%
16 7.05813 9.83612 12.5254 15.0561 16.9096 18.5575 20.813
32 7.6318 11.0152 13.7244 16.2092 18.397 20.6467 22.6501
64 8.31705 11.9357 14.9918 17.6552 20.0764 22.2745 24.4644

TABLE IV. CR RESULTS FOR NPRD VALUES BETWEEN 1.0% AND 4.0% AND DCT BLOCK SIZES OF 16, 32 AND 64 SAMPLES FOR RESP SIGNALS.

DCT block size NPRD

1.0% 1.5% 2.0% 2.5% 3.0% 3.5% 4.0%
16 14.9775 22.3109 28.533 36.1156 42.9171 51.4388 57.9435
32 16.4825 24.6164 32.0925 41.7645 47.9586 57.3724 65.4241
64 18.2037 26.8057 35.7891 42.893 52.0199 61.0977 67.4799

(a) (b)

Figure 4. NPRD x CR graphic showing the evolution of the CRs for different block sizes in (a) ECG signals. (b) Resp signals.

As seen in Fig. 5, the reconstruction of the ECG signals
achieved very good results, even for higher NPRD values, as
4.0%. This means that this value can be increased even more
without grave reconstruction errors. EEG signals, although
much more chaotic, had a reconstruction quality close to the
ECGs for the same values of NPRD, as seen in Fig. 6. As
expected, these signals obtained the lowest CRs among the
PSGs due to the large amount of information present in their
samples.

The reconstruction of BP signals, exemplified by Fig. 7,
showed a strong thresholding effect for signal reconstruction
with NPRD values higher than 3.0%. The compression of these
signals resulted in high CRs, even for tests with lower NPRD
values, allowing compressions with milder distortions to be

applied and still result in acceptable CR values. Some kinds
of medical exams require only the basic shape of the signal
to be stored, so, depending on the purpose of the exam, the
thresholding effect can be accepted for BP signals, achieving
higher CRs.

In Resp signals (see Fig. 8) like the BPs, the effect of
thresholding was strong enough in tests with higher NPRD
values, but the CR obtained with the compression of these
PSGs is the best among all PSGs thanks to its continuity and
to a small amount of noise present in the samples. This allows
the application of lighter quantization, still achieving good CR
values.

Compression using the Lagrangian minimization to deter-
mine the optimal parameters did not behave well with signals
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(a)

(b)

(c)

(d)

(e)

Figure 5. Slice of the ECG channel of the file slp37.dat of the MIT-BIH
Polysomnographic Database (a) original. (b) reconstructed with a NPRD of
1.0%. (c) reconstructed with a NPRD of 2.0%. (d) reconstructed with a NPRD
of 3.0%. (e) reconstructed with a NPRD of 4.0%.

(a)

(b)

(c)

(d)

(e)

Figure 6. Slice of the EEG channel of the file slp01a.dat of the MIT-BIH
Polysomnographic Database (a) original. (b) reconstructed with a NPRD of
1.0%. (c) reconstructed with a NPRD of 2.0%. (d) reconstructed with a NPRD
of 3.0%. (e) reconstructed with a NPRD of 4.0%.

(a)

(b)

(c)

(d)

(e)

Figure 7. Slice of the BP channel of the file slp16.dat of the MIT-BIH
Polysomnographic Database (a) original. (b) reconstructed with a NPRD of
1.0%. (c) reconstructed with a NPRD of 2.0%. (d) reconstructed with a NPRD
of 3.0%. (e) reconstructed with a NPRD of 4.0%.

(a)

(b)

(c)

(d)

(e)

Figure 8. Slice of the Resp channel of the file slp16.dat of the MIT-BIH
Polysomnographic Database (a) original. (b) reconstructed with a NPRD of
1.0%. (c) reconstructed with a NPRD of 2.0%. (d) reconstructed with a NPRD
of 3.0%. (e) reconstructed with a NPRD of 4.0%.
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with a highly uneven statistical distribution. The large number
of samples with values outside the normal range interferes with
the calculation of the NPRD, since this measure is inversely
proportional to the standard deviation, which is highly affected
by values outside a certain range near the baseline of the
signal. A high standard deviation allows a higher value for
the numerator of the equation – the Root Mean Square Error
(RMSE) – to achieve the same NPRD, which implies a very
large amount of visual errors.

Although in most signals the DCT blocks with 64 samples
obtained the best CR, these blocks also feature a worse visual
reconstruction quality, if compared to PSGs with the same
NPRD values compressed using blocks with 16 or 32 samples.
The CR evolution graphics for different NPRD values in ECG,
EEG, BP and Resp records are seen in Fig. 9.

(a)

(b)

(c)

Figure 9. CR evolution for ECG, EEG, BP and Resp signals according to
different NPRD values in DCT blocks of (a) 16 samples. (b) 32 samples. (c)
64 samples.

All PSGs showed basically the same CR evolution in
different blocks sizes. In some signals it is noticeable a greater
change in the CR values for higher NPRDs, what may be
attributed to the amount of redundant information, the amount
of noise present in the original signal and the amplitude of the
samples.

The optimal quantization tends to eliminate signal noise,
leaving its baseline more visible and removing the temporal
redundancy present in their samples. Some signals – as Resp
and BPs – suffer from a faster saturation in the visual quality
because of their higher standard deviation.

Depending on the amount of noise that can be accepted
in the ECG and EEG signals, an increase of desired NPRD
passed to the compressor presents a good CR performance
at the cost of low noise, reaching 5.98 : 1 and 4.18 : 1,
respectively, for NPRD values of 4.0%. The CR values of
ECGs came close to the compression obtained by [8], if a
visual analysis of the reconstructed signals is performed. A
more detailed comparison with studies involving the compres-
sion of ECGs and EEGs is hampered by the use of databases
where the digitalization process was done differently than [1],
hindering the comparison using objective distortion measures.
The frequent use of the PRD – and not the NPRD – for the
calculation of the errors of the reconstructed signal is also a
factor that complicates a comparison with other papers.

Fig. 10 shows the effect of sensor defects in a SO2 signal.
These PSG channels – along with the EMGs, EOGs and SV –
were not considered by the tests because of the large amount
of errors present in their capture processes and the low number
of signals containing channels of these records in [1].

(a)

(b)

(c)

(d)

Figure 10. Slice of the SO2 channel of the file slp67x.dat of the MIT-BIH
Polysomnographic Database affected by errors (a) original. (b) reconstructed
with a NPRD of 1.0%. (c) reconstructed with a NPRD of 2.0%. (d) recon-
structed with a NPRD of 4.0%.
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The runtime of the compressor varied according to the
length of the signal, since the database has no fixed length
for the signals. The larger signals considered for this papers
test routines – with six hours and four data channels – were
compressed in less than 30 minutes. This result enables the
adoption of the proposed method for practical cases, since the
compression method took less than a sixth of the length of the
signals to compress the data. Since most polysomnographic
exams are performed during night time, clinics can use a
fraction of the daytime to compress the PSG records captured
during the previous night.

Embedded mobile systems for PSG exams with less pro-
cessing power than conventional computers may divide the
captured recordings into slices, allowing the execution of the
record to run at the same time as the compress algorithm for
the previous data section. This may result in cheaper homecare
PSG capture devices, bringing more comfort to the patients.

VI. CONCLUSION

Technological advances in the processing and storage ca-
pacities of personal computers and the price reduction of the
biological signal sensors allowed the popularization of medical
exams using polysomnographic signals. There was an increase
in the data volume generated by these types of exams, although
no compression techniques covering the codification of all
PSGs have been reported in the data compression literature.

We presented a lossy parameterized compression method
for PSGs, prioritizing the reconstruction quality of the com-
pressed signals. A Lagrangian minimization was used to drasti-
cally reduce the computational complexity for the choice of the
optimal dead-zone quantization vectors. The amount of errors
allowed in the reconstruction of the PSGs may vary according
to their diagnostic purpose, presetting the compressor in order
to tolerate lower or higher objective distortions.

For low NPRD values the compressor achieved different
results, depending on the entropy of the PSG. The best CRs
were reached in EEG signals, which varied between 2.16 : 1
and 4.17 : 1. In ECG signals, on the other hand, CR ranged
between 2.26 : 1 and 5.98 : 1. The BP signals were
compressed with CRs in interval of 7.05 : 1 and 24.06 : 1.
The highest compression ratios were obtained by the method
in Resp signals, with values in the range of 14.97 : 1 and
67.47 : 1. However, low objectives distortion metrics do not
imply in a good visual quality of signals reconstruction.

Empirical tests validated the presented codification tech-
nique, which achieved a small runtime in comparison to the
length of the original signals. The simplicity of the method
may be a motivation for the development of both hardware
implemented solutions and desktop applications.
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Abstract—In recent years, a wide variety of stakeholders have
been working for the development of Intelligent Transportation
System solutions. Cooperation among the various actors of trans-
portation (vehicles, but also pedestrians, roads and infrastruc-
ture, traffic control centers, etc.) is seen as promising to enhance
the efficiency of transportation and reduce its negative impacts
(e.g., fatalities). However, it means that all communicating entities
have to talk the same language, hence the need for Cooperative
Intelligent Transportation Systems standards. There are now
lots of standards being produced by standardization organiza-
tion, e.g., International Standardization Organization (ISO) and
European Telecommunications Standards Institute (ETSI) and
there is a real need to understand how these standards can be
implemented. This paper overviews the Intelligent Transportation
System station reference architecture and presents a way of
practical implementation of a toy Android application based on
these standards as a proof of concept implementation. To our
knowledge, this is the first implementation description compliant
with these standards.

Keywords—Cooperative Intelligent Transportation System; ITS;
Standards; ISO; Wireless Networks.

I. INTRODUCTION

Transportation systems are increasingly stressed all around
the globe, especially in urban areas, and there is a clear need
to optimize them. An Intelligent Transportation System (ITS)
is seen as a solution to provide innovative services relating
to different modes of transport and traffic management. The
intelligence is brought by the ability of the system to react
using sensors and information processing. Most of the ITS
systems deployed today are autonomous in the sense that
they are stand-alone and dedicated systems (e.g., traffic lights
at an intersection, smart braking systems in a vehicle, etc.).
According to the functionality and their purpose, the ITS
applications can be classified in three primary categories [1]:

• Safety: Improve driving safety, e.g., preventing collision
and accident reporting;

• Efficiency: Traffic monitoring and traffic management;
• Infotainment: Video streaming and Internet access.
Tee next step is to connect these systems through com-

munication and having them cooperate, at least the two first
mentioned above (safety and efficiency) [2] [3]. In recent
years, a wide variety of stakeholders have been working

for development of ITS communication, such as the CAR-
2-CAR Communication Consortium gathering most of the
European car makers and suppliers, the European Commission
through several research projects ( [4] [5] [6]), US DoT and
Japan. Aside the need for efficient communication, despite
limited bandwidth provided by physical carrier, one of the
most important things is the interoperability, because system
components can be developed by different stakeholders and
ITS system shall support modular-based integration.

There are mainly two ways to ensure interoperability: indus-
try standards or open standards produced by standardization
organization such as ISO, ETSI, Internet Engineering Task
Force (IETF), Institute of Electrical and Electronics Engineers
(IEEE) or European Committee for Standardization (CEN).
Our work is based on the second option and refers mainly
to the common ITS architecture designed by ISO 21217 [7].
This architecture is the basis for several standards within ISO
and beyond (ETSI and CEN notably) and a set — hopefully
consistent — of ITS standards is under developments.

However, standards never look like a developers guide and
they give some room for freedom in the way to implement.
To the opposite, all standards are not produced by the same
people and always result from compromises, so that there is no
guarantee all standards are consistent even though great efforts
are made to do so. Therefore, it is of high importance to under-
stand what are the relevant standards for a given application,
how they can be translated into functional components and
what are the choices a designer of a cooperative application
can safely do.

Based on a set of the ITS standards mentioned on Section
II, this paper presents a way of practical implementation of
the necessary ITS functions, why these set was chosen. We
intentionally choose a very simple application (position shar-
ing application) since the focus is not on the application part
but on the underlying functions described by the standards:
we refer to the implementation work that is “below” the
application. To demonstrate this implementation, an Android
application was created allowing several mobiles to exchange
information (i.e., the location of each mobile). Within each
mobile, an interface represents one’s own location and the
nearby mobiles’ location. To our knowledge, this is the first
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implementation based on the ITS Standards and it shows
a proof of concept, demonstrating how ITS standards can
actually be implemented.

The paper is organized as follows. Section II overviews
the related ITS standards that have been used for this work.
The potential system architecture is described in Section
III; then, Section IV details the implementation of the ITS
standard-compliant application on Android. After discussing
the outcomes and potential issues of this development in
Section V, Section VI concludes the paper and proposes future
directions.

II. RELEVANT STANDARDS

The ISO 21217 standard ITS - Communications access
for land mobiles (CALM) - Architecture [7] is fundamental
for our application since it gives the reference frame for
our implementation and the other ITS standards refer to it.
It was prepared by Technical Committee ISO/TC 204, ITS
subcommittee and describes the communications reference
architecture of nodes called ITS stations designed for deploy-
ment in ITS communication networks.

Figure 1 shows the general ITS Station reference archi-
tecture, including interfaces between the various blocks with
informative details.

Fig. 1. ITS Station reference architecture [7].

The ITS architecture [7] is composed by: “Access” layer,
comprised of OSI layers 1 (Physical) and 2 (Data Link);
“Networking & Transport” layer, comprised of OSI layers
3 (Network) and 4 (Transport); “Facilities” layer, provides
application, information and communication supports and it is
comprised of OSI layers 5 (Session), 6 (Presentation) and 7
(Application); “Management”, a cross entity that containing
station management functionality; “Security”, a cross entity
that provide security services to others entities and “Appli-

cation”, a horizontal entity, which provides Human-Machine
Interface.

The ISO/TS 17423 standard ITS Cooperative systems
- ITS application requirements for automatic selection of
communication interfaces [8] is relevant for our application
because it specifies the requirements which we will use (e.g,
FlowType and transmission/reception Port Number). It relates
to ISO 21217 describing the ITS application requirements for
automatic selection of communication interfaces by System
Management entity. To select this communication profile, the
System Management entity uses the communication require-
ments, objectives of applications, communication protocol
status, regulations and policies. The requirements are divided
on five main classes: Operational, Destination, Performance,
Security, and Protocol.

The ISO/TS 17419 standard ITS Cooperative systems -
Classification and management of ITS applications in a global
context [9] is used for our application to give the identifiers for
each application process or entity. It illustrates and specifies
global classification and management of ITS applications.

The ISO/NP 17429 ITS - Cooperative systems - Profiles for
processing and transfer of information between ITS stations
for applications related to transport infrastructure manage-
ment, control and guidance [10] is necessary for our applica-
tion since it gives us the procedure to exchange data between
our mobile devices. It defines procedures useful to designers
and developers of ITS applications exchanging data between
ITS stations based on the ITS station reference architecture
(ISO 21217).

The ISO 24102-3 standard ITS Communications access for
land mobiles (CALM) - ITS station management Part 3: Ser-
vice access points [11] is used for our application to implement
the service access points. It specifies the management service
access points between the entities and layers described by ISO
21217 (e.g., Management, Facilities, Access, etc.).

III. DESIGN OF A TEST ITS APPLICATION

To evaluate how ITS standards can be implemented, we
develop a toy ITS application on personal mobile devices in
compliance with the ITS station reference architecture. We
implement a simple position sharing application, tested with
pedestrians, which sends its position and shows neighboring
pedestrians’ location on Android devices.

In this section, at first, we show the basic requirements of
our application, then describe a number of design choices to
adapt the application to ITS standards. Because of a wide
variety of ITS standards, there are two essential decisions: (i)
which standards should be implemented to satisfy application’s
requirement, and (ii) how they can be adapted to actual
implementation. This section, therefore, explores a set of key
ITS standards and design choices to implement them.

A. Application requirements

The proposed application is designed to detect nearby
pedestrians with smartphones and/or tablets, and to detect
and show the geographic position of surrounding devices.
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To realize it, firstly, the application needs to obtain device’s
current location, e.g., from GPS. At the same time, it is
necessary to detect nearby devices and exchange positions with
each other. The received position information shall be time-
stamped and validated, then displayed on a graphical interface.
Regarding the communication, from the application’s point of
view, any type of access technology and protocol may be used
as long as the location information can be exchanged.

In summary, the functional requirements of the proposed
application are as follows:

• Location management: obtain device’s own location
• Discovery: detect the presence of nearby devices
• Communication: exchange the current location between

nearby devices
• Database: store and manage location information
• Human Machine Interface: display devices’ location on

map

B. Architecture design

To develop applications on the ITS station reference archi-
tecture [7], the first step is to identify which requirements
should be inside application or other entities. The potential
architecture designs are, therefore, as follows:

• Application-based solution: a traditional self-contained
solution, in which each application contains all the nec-
essary functions inside itself. Applications do not use
the Facilities layer and management entity functions but,
directly use the networking and transport layer features.

• Facility-based solution: most of the common functions
are integrated into the Facilities layer and Manage-
ment entity, while applications simply use them. In this
solution, the discovery, communication, and database
functions can be supported by ongoing ITS standards:
Generic message distribution handler, Communication
profile handler / System management entity, and Local
dynamic map, respectively [10].

Although the application-based solution is simple, it lacks
interoperability, extensibility, and incurs the cost of com-
munication handling; it is inefficient that each application
has redundant features, especially in hardware with limited
capability. Furthermore, as the ITS station reference architec-
ture accepts multiple access technologies and communication
protocols, it is burdensome to support all of them in each
application. A solution is to static configuration: exclusively
use a certain type of protocol, however, it prevents to adapt
dynamic mobile networks.

On the other hand, in the latter solution, most common
functions are supported in the Facilities layer. Redundant
development are minimized so that applications can concen-
trate on their specific task. Moreover, applications do not
need to take care the diversity of the access technologies
and communication protocols, because it is also handled by
facilities layer services. Thanks to its efficiency of develop-
ment and the adaptability of ITS standards, we adopt the
facility layer solution to implement the proposed application,

as depicted in Figure 2. The following sections detail the
relevant components and their interaction.

Communications

Applications

Facilities

Networking &  Transport

NF-SAP

Management

API

Application

HMI

CPH

PositioningSME

GMDH

LDM

Fig. 2. Selected system architecture in compliance with the ITS-S reference
architecture with the 5 conceptual components: Positioning, Communication
Profile Handler (CPH), Generic Message Distribution Handler (GMDH),
System Management Entity (SME) and the Local Dynamic Map (LDM).

C. Application

The application is composed of its main logic and Human
Machine Interface; for this reason, it belongs the Application
horizontal entity from ISO 21217. When the application is
started, it requests position information to Positioning entity.
Once the position is received, the application shows it on a
graphical user interface (map) and communicates with Com-
munication profile handler to send the Application Data Unit,
which contains device’s current position, timestamp, accuracy
and its identifier.

D. Facilities and Management

As described previously, we implement five conceptual
components in the Facilities layer and Management entity:
Positioning, Communication Profile Handler, Generic Message
Distribution Handler, System Management Entity, and Local
Dynamic Map:

Positioning is an entity to process the device’s position
information. This entity provides application and information
supports, for this reason it belongs to the Facilities layer. It
complies to the ITS standards as a data source for Local
dynamic map and Application, abstracting this entities from the
diversity of the source of position (GPS, static configuration
file, CAN Network, Internet, etc.). This way, these entities do
not need to take care each data sources.

Communication Profile Handler (CPH) based on the ISO
17429 [10], it enables applications to abstract the diversity
of communications. With this component, applications can
transparently use multiple communication protocols and ac-
cess technologies. Only applications need to do is to register
their communication requirements, the type of communication,
destination, quality, priority, etc. This communication require-
ment is mapped to each application, and then Communication
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profile handler configures the underlying communication stack
to satisfy the requirement.

Generic Message Distribution Handler (GMDH), based
on the ISO 17429 [10], it is used to share a specific message
among multiple applications by means of the publish/subscribe
scheme. This scheme enables the push-based commutation,
in which each receiver application subscribes a certain type
of message while sender application publishes any message
regardless of the presence of receiver. The message is deliv-
ered only when there are applications that subscribe to this
message. We implement Generic message distribution handler
to exploit its publish/subscribe mechanism for supporting
information sharing and discovery.

System Management Entity (SME) this entity can be
used by all entities. It enables cross-layer services by stor-
ing information from any communication layers [7]. In this
paper, we implement System management entity to manage
the communication profile as described by ISO 17423 [8].

Local Dynamic Map (LDM) is a database containing
static maps, static information not yet part of the above maps,
temporary and dynamic information and dynamic information
concerning moving objects as defined by ETSI [12]. In this
paper, we implement Local dynamic map as a data store of
the position information, which can be requested by other
applications. As described above, the position information is
provided by the Positioning entity.

E. Interaction model

The proposed application and facilities communicate in
compliance with the following operational steps: flow assign-
ment, position management, message transmission, message
reception, and user interaction.

In the flow assignment operation, the application presents
its communication requirements to System management entity,
then it generates and returns a FlowTypeID, an identifier to
map the application to communication requirement [8] [13].
When the application wants to send messages, it registers the
destination with previously-assigned FlowTypeID to Commu-
nication profile handler, which configure an appropriate com-
munication stack and generates/replies a FlowID (an identifier
of communication flow mapped to the application), its commu-
nication requirement, and destination. To transmits messages,
the application passes message body to Communication profile
handler with FlowID. The flow assignment is depicted in
Figure 3.

To perform the position management operation, the applica-
tion at first establishes connection with the Positioning entity,
and then obtain the device’s current position at any time. The
Positioning entity also performs the flow type registration and
flow registration as an application, because application may
access the positioning entity in the remote host.

Once the Positioning is started, it communicates with Local
dynamic map to search possible position information previ-
ously stored. If there is no position information, Positioning
communicates with GPS to get them and store this position on

Application SME CPH

Register flow

FlowID

Register FlowType

FlowTypeID

FlowType information

Request FlowType info.

Fig. 3. Flow Assignment.

the Local dynamic map. In this paper, Positioning and Local
dynamic map were specified as a pair of separate functions.

Once FlowID is assigned, the application sends its current
position obtained from the above operation. In contrast to us-
ing traditional socket APIs, the application passes Application
Data Unit (ADU) to Communication Profile Handler (CPH)
with FlowID, then it publishes Application data unit to a
specific destination. Figure 4 shows the message transmission
operation. For the proposed application, the destination is
single-hop broadcast.

Application CPH

publish ADU

Networking & 

Transport

send Facilities layer PDU send packets 

SME

get Flow Information

Flow information

Fig. 4. Application Data Unit Transmission.

To receive location information, each application subscribes
this message to Generic message distribution handler, then it
distributes the message to applications only when the corre-
sponding message is received. This communication follows
the passive, push-based manner.

The application interacts with users via human machine
interface to display its own location and the nearby mobile
devices’ location.

IV. IMPLEMENTATION

All the components are implemented using Android Soft-
ware Development Kit (SDK), targeted to Android 4.0 or later.
The application is a set of foreground Android activities, while
the Facilities layer and Management entity components are An-
droid services, application-independent background processes.
To get position information, device’s built-in GPS is used via
Google play services library. As a Human-machine interface,
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we use Google Map. Wi-Fi direct [14] is used for device-to-
device direct communication.

A. Boundary of entities

Local dynamic map and Positioning are implemented as
two independent Android services, while System management
entity, Communication profile handler and Generic message
distribution handler are a single service; because these three
entities are dedicated for communication, we coupled them
for performance reason (data can be more directly accessed
among the entities). Note that such a decision, i.e., coupling
the conceptual entities, does not affect the compliance to the
standards: the definition of the entities in the standards are
conceptual, therefore, how to couple the functions are devel-
opers’ choice as long as it is compliant to the standardized
interfaces.

Since each entity is stand-alone process, the interaction
among the application and each component is performed as
Inter-process-communication using Android Interface Defini-
tion Language (AIDL) [15]. This way, each facility provides
APIs to uses as AIDL interface file; then, the users transpar-
ently use the provided functions via APIs without considering
the inter-process-communication.

B. Communication

Although the traditional way to share information between
devices is indirect communication using centralized hosts,
we chose the device-to-device direct communication without
servers because the intended scenario is transient commu-
nication among nearby pedestrians (mobile devices) which
only requires single-hop broadcast. For this reason, Android’s
built-in Wi-Fi direct (called Wi-Fi Peer-to-Peer in Android),
which enables to discover and connect to other devices, is
used. The manipulation of Wi-Fi direct is implemented in the
Communication profile handler/Generic message distribution
handler service.

Regarding the flow assignment, in the current implementa-
tion, we introduce some experimental well-known FlowTypes:
statically configured communication requirements stored in
the local storage, i.e., the type of transport layer protocols
and source/destination address and port number. These static
settings are loaded when the Communication profile handler
service is started, and then users specify one of the requirement
by FlowTypeID (assuming well-known FlowTypes are publicly
available a priori).

C. Application Programming Interface (API)

Each component provides a number of APIs to interact with
applications. Positioning provides

messengerToServicePositioning.send(msg)

which returns the current position, where msg is an Android’s
Message object for inter-process communication, which con-
tains description of the request from applications, such as the
type of request and application’s Identifier.

To manage position, Local Dynamic Map provides
messengerToServiceLDM.send(msgToLDM)

which stores or returns position requested by Positioning
entity, where msgToLDM is an object containing request
description, such as the type of request and ITS station’s
Identifier.

On the other hand, to send Application data unit, Commu-
nication Profile Handler provides:

publish(int flowId, List messageIds,
byte[] adu)

where flowId is an identifier of a destination mapped with
communication requirements, messageIds and adu is the
type and serialized sequence of bytes of Application data unit.
How to encode and decode adu is application’s responsibility.

D. Message format

The Application data unit object is composed of
latitude, longitude, accuracy, timestamps and
stationID attributes. To efficiently exchange data between
devices, Application data unit is formatted, encoded and
decoded according to ASN.1. We use BinaryNotes [16], an
open source ASN.1 framework, to encode and decode the
Application data unit.

E. Initial demonstration

We installed the application and services into three Android
tablets (Samsung Galaxy Tab 10.1 GT-P5100, Android 4.1.2).
Initial demonstrations have been performed using these de-
vices, and shown each device properly exchanges its location
information. Figure 5 shows the screenshot of the application
displaying the location of neighboring devices.

Fig. 5. Application’s user interface displaying two neighbors.

In Figure 5, the device’s own location is identified by
Station ID 1, while the nearby nodes’ locations are 2 and
3, respectively.

V. DISCUSSION

This paper demonstrated how conceptual entities defined
by ITS standards can be implemented. As the ITS standards
describe a framework to develop ITS applications, in this
paper, we proposed a simple application to evaluate how
applications and the underlying functions can be implemented,
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and also their interactions. This section describes practical
consideration of the implementation of ITS standard, and
issues of ITS applications on Android.

Because standards describe minimum sets of essential
features for interoperability, we have studied a number of
design choices. A main choice is how to integrate a wide
variety of conceptual elements in the standards into actual
implementation. A simple solution is to make a single self-
contained software component, while the other way is to
actually separate each entities. In other words, it is the choice
of single binary or multiple modules. In general, the former
solution is superior in terms of performance: if we couple
all conceptual entities into a single component, the interface
between the entities are much simpler. However, this solution
lacks extensibility and is difficult to maintain, specifically if
it is developed by multiple stakeholders. In other words, the
modular solution is efficient in terms of interoperability. The
important design choice in this solution is the granularity of
modules: implementing each conceptual module to exactly one
component may need redundant interaction. The number of
stakeholders and capability of target devices, therefore, should
be carefully considered.

We used Android’s WI-FI Direct for device-to-device di-
rect communication; however, during the demonstration, we
observed weaknesses of this technology: whenever a device
is detected by other Wi-Fi Direct enabled devices, it requires
users’ interaction (a confirmation box is pop-upped and users
need to tap the button to accept connection for each device).
Although it is secure to prevent unwanted silent connections
from unknown devices, it cannot be used by ITS applications
which needs quick and automatic/silent connection establish-
ment. It is necessary to investigate the way of secure ad-hoc
communication without users’ interaction.

In this paper, our first application did not concern privacy
issues as specified by [7]. Since, identity information, such
as a pair of device/application/user identifier and its position,
should not be unnecessarily broadcasted over the air; as a next
step it is necessary to integrate ITS security related functions
e.g., authentication and encryption.

VI. CONCLUSION AND FUTURE WORK

Cooperative Intelligent Transportation Systems is an in-
creasingly important topic to enhance our stressed transporta-
tion systems and address some safety and efficiency problems.
Based on the Internet OSI layered model, transportation and
communication communities are designing a modular architec-
ture intended to be deployed soon. Standards are being written
and this will hopefully ensure interoperability of very different
systems. The goal of this paper is to share the knowledge
we got from the design and implementation of a simple
application compliant with theses new ITS standards. We have
shown that there are some challenges in the organization of
the modules and the concepts associated. Since this is true
for a very basic application, we expect more problems when
real applications will be implemented, especially for safety
critical applications. There is a clear need for clarification of

the concepts and module to be used and this papers intends
to pave the way in that direction.

However, these difficulties should not elude the most im-
portant result of our work: it is possible — and finally, not
that difficult, if carefully handled — to implement a Cooper-
ative ITS application using the best of the modular approach
described in the standards. This validates the standardization
effort. The direction is promising and need more exploration.
Some directions are clearly shown by this paper: imagine a set
of applications sharing the same services of the Facilities layer;
refine conceptually the 5 components we introduced so that
more applications can exploit them maybe introducing addi-
tional components; tackle the issues of the platform functions
needed for ITS applications (Android had some drawbacks;
but, is a platform to address, at least for pedestrians). Moreover
other functions provided by standards are to be carefully linked
to ITS application: encryption, privacy, etc. We hope to see in
the near future more and more works describing how to best
deploy the promising Cooperative ITS architecture.
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Abstract—Online Charging System (OCS) uses credit pre-
reservation to rating prepaid services. As the current standard-
ized protocols present some problem during the pre-reservation
phase, a new service must be introduced to address this kind
of problem. In this paper, we propose a protocol for the com-
munication between OCS modules. Running at the application
layer, the protocol focuses on the definition of Refuse message,
by regarding the credit reservation for call service, to be used
when Rating Function module has some performance problem.
We formalize the protocol messages and present its design rules
and procedures. As results, the protocol was implemented into
production in a carrier, and all calls were completed after the
new feature.

Keywords–Credit reservation; Telecommunication protocol; On-
line charging; Prepaid service.

I. INTRODUCTION

Online Charging System (OCS) [1] is a platform for
charging, rating and controlling calls and other services like
Short Message Service (SMS), Multimedia Message Service
(MMS), General Packet Radio Service (GPRS) and Value-
Added Service (VAS). In a good architecture for telecommu-
nication enterprise, all prepaid services are charged by OCS.
Prepaid service is the service for which the payment is made
before the use [1].

In typical OCS, as recommended by 3rd Generation Part-
nership Project (3GPP) technical specifications, the module
of call control must be separated from the module which
processes the specified rules. The main reason is to avoid
the overhead for the the processing module [1]. The module
for call control is named Session Based Charging Function
(SBCF) or Event Based Charging Function (EBCF). For the
purpose of this work, we use the name Based Charging
Function (BCF), because the most important here is the
communication protocol and not the module development. The
module for processing pricing and prepaid rules is named
Rating Function. Call control with other application platforms
can be built on BCF. Prepaid rules, pricing rules, Charging
Detail Record (CDR) [2] records and database interaction can
be built on Rating Function.

The communication between BCF and Rating Function
must be made in real time, as the session is spread into

two modules. A protocol is necessary for the communication
to keep the call. This protocol is described in [3], but it
does not address the Rating Function performance problem.
Regarding the performance, a specific primitive is required,
indicating to Rating Function that a problem happened and has
been handled. This paper proposes an extension to the 3GPP
protocol to address the issues described above, introducing the
Refuse primitive, that besides the protocol specified here, could
be used in other protocols for unit reservation, for instance.

A protocol that solves the problem of Rating Function and
BCF communication is a protocol which ensures the session
of the call on BCF and Rating Function. When a network
element on telecommunication architecture, for instance Mo-
bile Switching Center (MSC), communicates with OCS, the
protocol used for mobile call is Camel Application Part (CAP),
which initializes and finalizes a call. Newer architectures,
for instance IP Multimedia Subsystem (IMS), use Diameter
protocol and the communication is made by Diameter Credit
Control (DCC). The CAP or DCC communicates with BCF,
but the communication between BCF or Rating Function
normally is made by Diameter [4], or proprietary protocols.

With a scale-out architecture using commodities hardware
to build Rating Function, for instance, timeouts can occur
when the call is initialized. The communication with database
or other module made by Rating Function can be delayed.
In this scenario, the primitive proposed in this paper ensures
error control, which is not provided by 3GPP Prepaid Protocol
specification.

Several protocols have been used to address this issue, but
no one, as far as we know, has been successfully applied when
subscriber’s refund is necessary due to production environ-
ment. Based on it, a new service named Refuse is proposed.
This paper focuses on call service, and not on GPRS, SMS,
MMS or VAS.

The remaining of the paper is structured as follows: in Sec-
tion II, we present related works; in Section III, we detail the
credit pre-reservation mechanism; in Section IV, we describe
our protocol specification and design, i.e., its environment,
encoding, vocabulary, services and procedure rules; in Section
V, we present the implementation details behind our approach;
and finally, in Section VI, we make our final remarks.
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II. RELATED WORK

Credit pre-reservation is not a new ideia. According to
3GPP TS 32296 [1], an EBCF requests Rating Function for
unit reservation. Unit reservation and credit pre-reservation are
similar ideas.

When a call or other service is initialized, OCS works while
the call is on. The performance is analyzed in others papers,
like [5]. It means that OCS performance is a feature to be
carefully analyzed. The Refuse primitive is necessary when
the pre-reservation phase presents some problem.

Several services that are controlled by the OCS need
credit pre-reservation. One example is Universal Mobile
Telecommunications System (UMTS) prepaid service, exposed
in [6]. In this scenario, the DCC protocol provides pre-
reservation. To facilitate the understanding, some primitives
in this paper are similar to those from DCC. We introduce
the INIT CALL FIXED and INIT CALL MOBILE, similar
to DCC INITIAL REQUEST message. The DCC TERMI-
NATE REQUEST is similar to FINISH message described
here. A telecommunication platform, like General Packet
Radio Service (GGSN), can communicate with OCS using
DCC. Into the OCS, BCF will communicate with Rating
Function or other modules, and this communication uses the
services INITIAL REQUEST and TERMINATE REQUEST.
Then, BCF uses primitives presented here to keep this flow
inside OCS. This paper introduces Refuse service to assure
that the process will finish properly.

IMS aims to evolve network core from circuit-switching
to packet-switching. IMS, standardized by 3GPP, becomes
real in many networks. OCS is an element embedding in an
IMS architecture. Communication in IMS often uses Diameter,
and DCC, as described previously, has a flow for the credit
reservation. The protocol proposed here is used inside OCS
[7].

The 3GPP has standardized it by regarding flexibility and
to provide all telecommunications functions over IP. OCS is an
element embedding in an IMS architecture. Communication in
IMS often uses Diameter, and DCC, as described previously,
has a flow for the credit reservation. The protocol proposed
here is used inside OCS [7].

A single module used for rating function was designed
by Oumina and Ranc [8]. Rating Function integrates complex
applications and allows the specification of quality of service
parameters. Since it is a real time system, timeouts between
Rating Function and BCF could happen.

III. CREDIT PRE-RESERVATION MECHANISM

The communication with OCS platform is made in
telecommunications architecture based on real time systems.
When a subscriber makes a call, the session request is sent
to OCS, which returns complete or not complete. There are
two types of terminals: fixed (wired) or mobile (wireless). The
fixed architecture, for standard, uses Session Initiation Protocol
(SIP) [9], and mobile architecture uses CAP protocol [10].
Furthermore, modern architectures use Diameter protocol. The
basic difference between the three protocols is the way they
establish the session. SIP sends the call session request to OCS,
while CAP maintains the session on MSC, and only triggers
OCS. The subscriber’s money amount is controlled by OCS,
but the session is controlled by MSC. The diameter uses DCC
to trigger the OCS, and DCC controls the session [11][12].

In all cases described, the trigger or session come on BCF,
which will control the session or just receive the trigger. If it
receives a call attempt, it could make a numerical analysis, for
instance, push an insertion network of number A or number B,
or others [13]. Then, it sends the call informations to Rating
Function, where the charging processing is made. When Rating
Function receives a call attempt, it will analyze if the number
can (or cannot) make the call, which is named Init. The matter
here is the time. When MSC (or other telecommunication
element) initializes a call, it needs the time that call will last.
As the call is prepaid, the charging must be made at this
moment. However, it is highly network consuming to trigger
the Rating Function every second, thus Rating Function must
decide the time granted for the call [3].

After the call, the BCF communicates to the Rating Func-
tion the duration of the call. If the duration of the call is
less than the granted time, the Rating Function returns the
difference. In the previous example, the time reserved was five
minutes, supposing the call duration was two minutes, Rating
Function returns three minutes to be refunded to the subscriber
[8].

However, in some cases, the call is established and its
duration is greater than the granted time. For instance, if
Init granted five minutes, but the call took six minutes, the
BCF will ask for more time. This is done through a service
named Continue Call. Mandatorily, Init and Finish services are
requested once, but Continue Call could be requested zero, one
or more times [12]. The described mechanism is the credit pre-
reservation.

IV. PROTOCOL SPECIFICATION AND DESIGN

For the protocol specified in [1], the pre-reservation mech-
anism will take place on BCF modules. In this design, the
protocol will reserve a balance on Rating Function because
performance evaluation shows that doing it on BCF module
takes more time than doing it on Rating Function. As BCF
should always complete the calls, independently of Rating
Function time settings, all rules should be implemented on
the Rating Function. Furthermore, the name of the proposed
services also changes, because the communication flows are
changed so that only the Rating Function will handle the
balance.

The basic elements to specify a protocol are: the services
provided by the protocol, the assumptions about the envi-
ronment where the protocol will be executed, the message
vocabulary used, message format and procedure rules that
ensures consistence [14].

With the specification, it is possible to validate the protocol.
This is done by creating the validation model, where the
following features will be modeled: timings, flow control,
message channel, process type, variables and data types, state
execution, procedure model and recursion. After validation
model, there are correctness requirements, which define the
behavior, assertion, deadlocks, and so on. After the correctness
requirements are defined, we are ready to design the protocol
[14].

For the protocol proposed in this paper, the client is the
BCF and the server is the Rating Function. It is a typical client-
server relationship.

The assumptions about the environment start by consid-
ering that all of the actions (for instance credit reservation)
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should be completed before the call establishment. As the
telecommunication industry is highly regulated, many of these
actions should happen within a time interval.

As protocols are essentially event driven (services), it is
important to specify what are the names of these services, in
our case, there are nine services.

A. INIT CALL FIXED
this service is invoked when a call is started from a

fixed terminal. BCF receives an indication to initialize a call,
typically through SIP protocol. Then, BCF sends this service
request to Rating Function, indicating that the call control is
waiting for a response from the Rating Function whether this
call can (positive) or cannot (negative) be completed.

B. INIT CALL MOBILE
this is similar to the previous service, but for a mobile

terminal. It is necessary because there are different parameters
which are sent when the terminal is mobile, like International
Mobile Subscriber Identity (IMSI).

C. INIT CALL RESPONSE
upon INIT CALL FIXED or INIT CALL MOBILE indi-

cation, Rating Function processes all of the rules are applied
to the requester terminal and returns to BCF the Call Id
and the granted time, if BCF successfully completes the call.
Otherwise, a negative answer is returned containing the error
code.

D. CONTINUE CALL
if the time granted is not enough to support the call, BCF

can ask for additional time by requesting CONTINUE CALL
service informing the Call Id. Upon its receive, the Rating
Function applies the charging rules and decides to grant, or
not, a new time interval for the call.

E. CONTINUE CALL RESPONSE
upon receiving a CONTINUE CALL, Rating Function

processes the request, all of the rules are applied to the re-
questing Call Id, and, if successful, a new granted conversation
period is returned to BCF for this Call Id. The call is ended
if the granted period is zero.

F. FINISH CALL
this service is invoked when the call is terminated by

subscriber’s terminal or the time is insufficient to keep the
call.

G. FINISH CALL RESPONSE
it informs to BCF that the call has been correctly finished

and, thus, its session removed and the balance updated. As it is
a response, if timeout occurs, BCF generates a CDR ERROR,
indicating the charging has been made incorrectly.

H. INIT REFUSE RESPONSE
this message has been introduced in this work to ad-

dress performance. When BCF sends INIT CALL FIXED or
INIT CALL MOBILE, it waits for INIT CALL RESPONSE.
Depending on timing parameters configured in other telecom-
munications elements (like MSC), if there is a delay in the
response, affecting other elements, it could disturb the Finite
State Machine (FSM) in all of the telecommunication architec-
ture elements. We implemented INIT REFUSE RESPONSE
to address this issue. If timeout occurs between BCF and
Rating Function, BCF completes the call (in an offline

manner), independently of the Rating Function’s response.
However, due to the asynchronous behavior of the network,
BCF could receive, after timeout, the previously expected
INIT CALL RESPONSE. As BCF initialized an offline call, it
sends to Rating Function an INIT REFUSE RESPONSE, in-
structing Rating Function to refund customer the pre-reserved
credit.

I. FINISH REFUSE RESPONSE
this message has been introduced in this work to improve

the call error control. When BCF sends FINISH CALL, it
waits for a FINISH CALL RESPONSE, indicating that Rat-
ing Function correctly updated the subscriber’s credit. BCF
sends to Rating Function a FINISH CALL, and if the time-
out occurs, BCF considers that Rating Function failed, and
generates a CDR ERROR, ie, a CDR indicating that the call
could not be finished properly, and it sends to Rating Func-
tion a FINISH REFUSE RESPONSE, informing the Rating
Function that call may have had charging problems.

Figure 1. Call flow.

As shown in Fig. 1, BCF sends INIT CALL MOBILE
(or INIT CALL FIXED), upon receiving a call request from
other telecommunication elements. BCF is responsible for
the call control for mobile calls, and maintains the session
control for fixed calls. In fixed calls, BCF counts the duration,
but for mobile calls, it is made by other elements, because
CAP has parameters informing BCF of the duration of the
call. BCF sends to Rating Function the Init, an Init for each
call, independent the calling number. In modern platforms, a
single calling number can make several calls at a time. Upon
receiving INIT CALL MOBILE, the Rating Function creates
a session with the rating information.

Figure 2. Call flow with Init Refuse.

In Fig. 1, upon receiving INIT CALL MOBILE, the
Rating Function returns an INIT CALL RESPONSE which
contains the duration for the call and, if needed, BCF could
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Figure 3. Finish Refuse service behavior.

ask for more time. If the duration is finishing, BCF requests
a CONTINUE CALL service for the particular call id. In
architectures with modules installed in several machines, a
CONTINUE CALL must be sent to the specific Rating Func-
tion which received the INIT CALL MOBILE. Then, Rating
Function returns more duration or not continues the call.
Several CONTINUE CALL messages can be issued, until the
subscriber ends the call, or there is no more money in the
account.

Fig. 1 also shows the FINISH CALL service, where sub-
scriber ends the call, or the subscriber has insufficient balance.
BCF requests FINISH CALL by indicating the call id and the
call duration. With these pieces of information, the Rating
Function can finish the call, crediting money (if the credit
reservation was not fully used), and generating CDR.

When some problem happens at the beginning of the
call, the flow is similar to Fig. 2, when BCF receives a
request to initialize a call, and starts the call control. BCF
sends INIT CALL MOBILE (or INIT CALL FIXED), as
shown in Fig. 2, some problem happens by regarding Rating
Function. BCF starts an offline call and the customer will
not be charged. An offline call is released with unlimited
duration and BCF will wait for another platform (like MSC)
to finish the call. Even delayed, the Rating Function will
reserve credit and answer to the BCF, and BCF will receive
after the timeout. As BCF started an offline call, Rating
Function response is not applicable. Upon this, BCF sends an
INIT REFUSE RESPONSE telling Rating Function to refund
subscriber the reserved credit. At the end of the call, BCF
generates an offline CDR which will be eventually manually
tariffed.

Figure 4. Rating Function Finite State Machine for Init Call service.

Fig. 3 represents the FINISH REFUSE RESPONSE
which is used when a FINISH CALL RESPONSE delays or
does not come to BCF. BCF informs the Rating Function that
the call is facing a charging problem and the call is logged for
future manual analysis. When FINISH REFUSE RESPONSE
is used, BCF generates a CDR ERROR, for further analysis.

Now, we will define the services. In this paper, three
services will be analyzed: Init, Continue and Finish. The
Continue service does not have refuse message, as described
previously.

Figure 5. BCF Finite State Machine for Init service.

The Init service is shown in Fig. 4 which represents the
FSM of Rating Function. Basically, Rating Function waits
INIT CALL FIXED or INIT CALL MOBILE (as shown)
to proceed with the credit reservation and responses with
a INIT CALL RESPONSE message. If Rating Function re-
ceives an INIT REFUSE RESPONSE, it must refund the pre-
reserved money. Fig. 5 represents Init service at BCF. In the
first state, BCF is waiting a request from customer terminal
(Calling User). Upon receiving it, it initializes the call control,
sends to Rating Function a INIT CALL MOBILE and waits
for a response. If it receives the INIT CALL RESPONSE
primitive, the call is completed and becomes under control.
However, if timeout occurs, BCF completes the call in offline
mode, and if INIT CALL RESPONSE comes after timeout,
the INIT REFUSE RESPONSE primitive is sent to Rating
Function.

Figure 6. Rating Function Finite State Machine for finish service.

The Finish service at Rating Function is represented in
Fig. 6. First, the Rating Function is waiting for the end of
the call. When the call ends, the Rating Function receives
a FINISH CALL primitive and processes it (updating sub-
scriber’s accounts and generating CDR). However, if Rating
Function receives a FINISH REFUSE RESPONSE, it logs the
information, as it is impossible to know if the call was correctly
or incorrectly charged.

Fig. 7 shows the FSM at BCF, where if a timeout on finish
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service happens, a FINISH REFUSE RESPONSE is sent to
Rating Function. A CDR ERROR is generated which will be
manually treated later.

Figure 7. BCF Finite State Machine for Finish service.

V. IMPLEMENTATION DETAILS

The first development of the protocol, to build BCF Mod-
ule, was made using Java language and JAIN SLEE Mobicents
[15]. The Rating Function Module also was built in Java, by us-
ing Spring Framework [16]. The main reasons for this are due
to the fact that Mobicents has an architecture designed to cre-
ate, deploy and manage services and applications integrating
voice, and other services. Mobicents has been largely used for
telecommunication companies around the world. Spring allows
several programming techniques, which is helpful because the
Rating Function has several rules. All rules were tested and
deployed in a real Brazilian telecommunications company.

The formatting for the protocol communication is made by
using Protocol Buffers (protobuf). It is a well tested framework
for the encoding of structured data [17]. The primitives were
packed/unpacked using message concept of protobuf which
allows the focus on the design and implementation of the
protocol. Protobuf converts the defined messages to Java
classes which can be used on BCF (with mobicents) or Rating
Function (with Spring). The messages contain typed fields.
Each message will be described below.

A. INIT CALL FIXED message fields
1) Call Id: this parameter is a string that contains the

session’s Id.
2) Insertion Network: this paramenter is a string and for

fixed calls, Next Generation Networks (NGN) could insert a
prefix in calls, to distinguish some services. It may contain
digits, characters and special symbols.

3) Original Number A: this parameter is a string and it
contains the original calling number. It may contain digits,
characters and special symbols.

4) Tariff Number A: this parameter has the same type as
Original Number A which is modified by BCF before sending
it to Rating Function.

5) Original Number B: this parameter is a string and it
contains the original called number. It may contain digits,
characters and special symbols.

6) Tariff Number B: this parameter has the same type as
Original Number B which is modified by BCF before sending
it to Rating Function.

7) CSP: this paramenter is a string and it contains the
Carrier Service Prefix, used to make long-distance calls. It
may contain digits, characters and special symbols.

8) Flow: this paramenter is integer, and specifies the call
flow, indicating if the BCF received a calling or a called
number.

9) Call Type: a string, indicating if the call is local (same
region) or not (other region).

10)Flag Portability Number: this parameter is a boolean
and it indicates if the calling or called number is a ported
number (originally from other operators).

11)CNL A: a string, indicates the locality of calling num-
ber. The price can be determined based on the distance between
the calling number and called number, and this parameter is
used for this.

12)CNL B: a string, indicates the locality of called number,
also used to determinate the distance between calling and
called numbers.

13)Portability Prefix: a string, indicating portability of the
calling/called number. When a subscriber migrates of operator,
but maintains the number, this parameter is needed to define
to which carrier the number belongs to.

B. INIT CALL MOBILE message fields
This service has the same INIT CALL FIXED mes-

sage fields, except CNL A and CNL B needed only
by fixed number. Besides INIT CALL FIXED fields,
INIT CALL MOBILE has the following exclusive fields:

1) Is Video Call: this parameter is a boolean and indicates
if the call is a video call. CAP provides this information. In
case of other protocols that BCF receives, the information does
not exist. Therefore, is a optional field, and the default value
is false.

2) IMSI: a string, indicating the IMSI. If the flow is calling,
it is the calling number IMSI, if the flow is called, it is the
called number IMSI.

3) Cell Global Id: a string, indicating the Cell Id. A cell
is the sector of the Base Transceiver Station (BTS) or NodeB
where the mobile is registered.

With the messages described above, Rating Function can
handle and charge the call.

C. INIT CALL RESPONSE message fields
The INIT CALL RESPONSE is the same for both fixed

and mobile calls. It is described below:
1) Call Id: a string, indicating the id, same id re-

ceived by Rating Function on INIT CALL MOBILE or
INIT CALL FIXED. It is necessary for the BCF to identify
for which call it is receiving response.

2) Action: a string, it indicates to BCF if the call must be
completed (or not), or if a ring tone must be played before
answer.

3) Quantity: a long value, it is the duration released, ie,
how long BCF must allow the call.

4) account: a vector of numerical types, with the accounts.
Some money was reserved on these accounts. This field is
important for BCF to maintain information about charging,
for a possible refuse.

D. INIT REFUSE RESPONSE message fields
When necessary, BCF sends a Init Refuse service. The

following fields are used:
1) Call Id: a string, indicating the id. It is necessary for

the Rating Function to know which call was refused.
2) Action: a string, indicating the action received on

INIT CALL RESPONSE. If the call was not completed, it
will not be in Rating Function session.
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3) Account: a vector of long, the account’s vector received
on INIT CALL RESPONSE. It is important because refuse
indicates a problem in Rating Function, and maybe Rating
Function has no call information. In this case, it returns balance
for accounts on this vector.

E. CONTINUE CALL message fields
Continue Call service, implemented with the CON-

TINUE CALL message. It has the following fields:
1) Call Id: a string, the same id used on Init call. It

is necessary for the Rating Function to know which call is
requesting more time.

F. CONTINUE CALL RESPONSE message fields
The CONTINUE CALL RESPONSE message has only

new quantity released and the accounts vector.

G. FINISH CALL message fields
The Finish Call service is made with the FINISH CALL

message. This primitive has the following fields:
1) Call Id: a string, indicating the call id. It is necessary

for the Rating Function to know which call has finished.
2) Start Time: a date and time, indicating the start time

of the call, this time is stored by BCF, and sent to Rating
Function only on FINISH.

3) Total Duration: a long value, in seconds, indicating the
total duration, considering wait time of subscriber’s equipment
and the call duration.

4) Call Duration: a long value, in seconds, indicating the
total duration without the wait time.

5) Call Charge: this is a boolean field and indicates if it
is a charged (or not charged) call.

6) Finish Cause: a string. Same protocols inform BCF of
the finish cause, and BCF must send this information to the
Rating Function. The Rating Function can use this information
in CDR or in a specific rule.

H. FINISH CALL RESPONSE message fields
The FINISH CALL RESPONSE message has two fields:

call id; and processed, a boolean field indicating if Rating
Function finished correctly.

I. FINISH REFUSE RESPONSE message fields
The FINISH REFUSE RESPONSE message can be im-

plemented with one unique field, the call id, indicating to
Rating Function that a refuse happened.

All fields described above were used on a real development
of an OCS platform. Depending on the rules used by OCS, new
fields need to be added.

In tests in a real production environment, the rate of refused
messages on the network is approximately 100 to 600 calls
daily, in a universe of 4 million of calls daily. It is a small
number, but refuse services are necessary so that the subscriber
is not harmed.

VI. CONCLUDING REMARKS AND FUTURE WORK

In this work, a communication protocol between ECF
(or SBCF) and Rating Function modules has been designed
in OCS platforms. This protocol has introduced the Refuse
services on the initiation/end of calls. The Refuse services
can be used when the Rating Function delays answers or
has problems, including being out of service. With these,
the subscriber has its call established, without problem. The
protocol was implemented and used, with heavy load tests.

We used Rating Function to reserve and to debit balance.
The main reason for this was because the protocol proposed
is similar to 3GPP protocol, but our design considers that the
calls will be always completed. Then, SBCF or EBCF only
make call control, becoming lightweight to control the call.

The result is a platform currently in use, which charges
900,000 subscribers, considering both fixed and mobile termi-
nals, and controls Rating Function timeout, allowing calls to
always be completed.

For future works, it is possible to see the same features
provided through Refuse services to other platforms like
GPRS, SMS, MMS and VAS. These services have different
flows, and refuse messages must be designed considering other
parameters and services.
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Abstract—In this paper, we present a simulator of multi-service
switching networks with various resource management mecha-
nisms. The network can be offered three types of traffic streams:
Erlang, Engset and Pascal, generated by multi-service sources.
Each multi-service source can generate calls of a number of
traffic classes. In addition, the paper presents an analysis of the
influence of different parameters upon the traffic characteristics
of switching networks.
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I. INTRODUCTION

Working out effective and efficient methods for managing
resources in nodes of communication networks, especially in
the case of multi-service networks that rely on virtualization of
resources, is a complex issue. One of the fundamental difficul-
ties arises from the necessity of servicing by switching nodes
of the networks different classes of traffic streams [1][2][3].
In order to obtain a desirable admission policy for calls of
different traffic classes as well as a desirable level of usage of
resources, many different strategies of resource management
in multi-service network have been elaborated. The ones of
the most effective strategies can be reservation mechanisms of
resources, both dynamic (executed on-line and securing well-
balanced access to network resources) [4], and static (executed
appropriately ahead of time with time advancement) [4], as
well as threshold [4][5] and priority mechanisms [4].

In order to fully determine the influence of resource
management mechanisms on the effectiveness of switching
nodes of telecommunications networks we have to determine
their influence on switching networks that are the key element
of each node in the network. In this paper we describe an
original simulation program for a determination of traffic
characteristics of switching networks with various resource
management mechanisms and multi-service traffic sources.

The paper is structured as follows. Section 2 presents
the structure of traffic offered to the multi-service switching
network. Section 3 describes the control mechanisms used in
switching networks to control access to resources. Section 4
includes a description of the simulator and presents methods
for a simulation of different types of traffic (Erlang, Engset and
Pascal traffic). Section 5 presents the results of the simulation
experiments. Finally, the conclusions and summary of the
paper are provided in Section 6.

II. RELATED WORK

The influence of resource management mechanisms on the
effectiveness of multi-service communications systems can be

determined on the basis of both analytical methods [6][7] and
simulation tools [8]. In the case of the analytical methods,
we can obtain a limited number of traffic characteristics,
under limited assumptions. For example, none of methods
of switching networks analysis, known to the authors, take
into account other than random algorithms of link selection
in outgoing directions or interstage links. So far, no analytical
methods have been developed that allow switching network
modeling with any given number of attempts to set up a new
connection, and with traffic streams other than Erlang streams.
The existing limitations of analytical methods have led to
the development of a switching networks simulator [8]. The
simulation model of switching network with traffic manage-
ment mechanisms developed in [8], however, was limited to
multi-service switching networks with single-service sources
[8][9][10]. Consequently, in order to determine the influence of
many parameters not taken into account in existing analytical
models, and, additionally, the multi-service sources (a multi-
service traffic source is the source that can generate calls
of different classes [6][11]), the simulation model of the
multi-service switching networks with multi-service sources is
presented in the paper. According to the authors’ knowledge,
this is the first simulator of the switching networks with multi-
service traffic sources.

III. STRUCTURE OF OFFERED TRAFFIC

In the considered model, m traffic classes that belonged
to the set M = {1, 2, ...,m} were defined. A given class
c is defined by the number tc of demanded BBUs (Basic
Bandwidth Units) required to set up a new connection of
class c and the parameter µc of the exponential distribution
of the service time of calls of class c [11]. The switching
network is offered three types of traffic streams - Erlang,
Engset and Pascal traffic streams. Each stream is generated by
a source that belongs to an appropriate set of traffic sources:
ZEr,i, ZEn,j and ZPa,k. In the considered system, sI sets
of traffic sources generating Erlang traffic streams, sJ sets
of traffic sources generating Engset traffic streams and sK
sets of traffic sources generating Pascal traffic streams were
defined. The total number of the sets of traffic sources in
the system is S = sI + sJ + sK . The sources that belong
to the set ZEr,i can generate Erlang call streams from the
set CEr,i = {1, 2, ..., cEr,i} according to the available set of
services. The sources that belong to the set ZEn,j can generate
Engset call streams from the set CEn,j = {1, 2, ..., cEn,j},
whereas the sources that belong to the set ZPa,k can generate
Engset call streams from the set CPa,k = {1, 2, ..., cPa,k}.

The participation of class c (from the set M) in the structure
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of traffic generated by sources from the appropriate sets ZEr,i,
ZEn,j and ZPa,k can be determined by the parameter ηEr,i,c,
ηEn,j,c and ηPa,k,c:

cEr,i∑
c=1

ηEr,i,c = 1,

cEn,j∑
c=1

ηEn,j,c = 1,

cPa,k∑
c=1

ηPa,k,c = 1. (1)

IV. RESOURCE ACCESS CONTROL MECHANISMS

A. Bandwidth Reservation

Bandwidth reservation in the switching network consists
in introducing the reservation threshold Rc [1][9][12][13]. Rc

determines the borderline state of the link (or the group of
links), in which servicing the class c calls is still possible. All
states higher than Rc belong to the reservation space Sc in
which the class c calls are blocked: Sc = V − Rc, where V
is the total capacity of the group. The reservation mechanism
was introduced to the classes that belonged to the set R which
is a sub-set of the set M.

B. Threshold Mechanisms

In switching networks with the applied threshold mecha-
nism the parameters of the offered traffic change depending
on the load of the system [6][9][14]. In the algorithm, the
threshold mechanism is introduced to outgoing directions
only [6]. According to this algorithm, for each class of calls a
set of thresholds is individually introduced. For example, for
class c we have a set (Qc,1, Qc,2, . . . , Qc,q). In each threshold
area u of class c {Qc,u < n ≤ Qc,u+1} a traffic stream of class
c, defined by own set of parameters {tc,u, µc,u}, is offered. Ad-
ditionally, we assume that tc,0 > tc,1 > . . . > tc,u > . . . > tc,q
and µ−1

c,0 ≤ µ−1
c,0 ≤ . . . ≤ µ−1

c,u ≤ . . . ≤ µ−1
c,q .

C. Hysteresis Mechanism

The hysteresis mechanisms also change traffic parameters
of carried traffic in relation to the occupancy state of a
system [7][9]. In hysteresis algorithm, when the load of the
system exceeds the pre-defined limit Q1, a decrease in the
number of assigned BBUs for calls (currently offered and
serviced) of classes belonging to the set H ensues and the
average holding time of the call may be increased. When
the load of the system is below the hysteresis limit Q2, this
situation is followed by an increase in the number of BBUs
allocated to the compressed calls from the set H and a decrease
in the holding time of these calls.

V. GENERAL ASSUMPTIONS

The developed simulator of switching networks was written
in C++ using the object programming technique. The process
interaction method was used to develop the simulation model.
Thus developed simulator allows us to determine values of the
blocking probability, loss probability, as well as values of traf-
fic serviced by calls of individual traffic classes, depending on
the threshold mechanism involved, in switching networks with
point-to-point selection, point-to-group selection and point-
to-group selection with a number of attempts to set up a
connection. The input data of the simulator are: the capacity
and the structure of the switching network. For each traffic
class, the number of demanded BBUs, service time and the

parameters related to the introduced threshold mechanisms
(the demanded number of BBUs in particular threshold areas,
threshold boundaries) are given. The sets of traffic sources and
their type (Erlang, Engset, Pascal) are defined. In addition, the
average value of traffic offered to a single BBU of the system
is also given.

In order to perform simulation experiments for a system
with the capacity V and composed of switches υ× υ of links
in which the capacity of a single link is f BBU, the values of
the following parameters have to be introduced: the number of
defined traffic classes m, the number tc of demanded BBUs
necessary to set up a connection of class c and the average
service time µ−1

c for a call of class c, the number of sets of
traffic sources sI , sJ , sK , the sets ZEr,i, ZEn,j and ZPa,k of
traffic sources, the number of classes cEr,i, cEn,j and cPa,k that
belong respectively to the sets CEr,i, CEn,j and CPa,k of traffic
classes, the participation ηEr,i,c, ηEn,j,c and ηPa,k,c of calls of
class c in traffic generated by sources that belong respectively
to the sets ZEr,i, ZEn,j and ZPa,k of traffic sources and the
number NEn,j or SPa,k of Engset traffic sources from the set
ZEn,j and Pascal traffic sources from the set ZPa,k, threshold
boundaries Qc,u, defined in the output directions for calls of
class c, the number of BBUs tc,u demanded by calls of class
c in the threshold area u and the average service time µ−1

c,u for
a call of class c in area u.

Additionally, the average traffic a offered to a single BBU
in the system is given. On the basis of the above parameters
it is possible to determine in the simulator the intensity λEr,i,
γEn,j or γPa,k of calls generated by the sources of a given
type of the traffic stream. In the case of the Engset and
Pascal streams, the intensities γEn,j and γPa,k determine the call
intensity for calls generated by a single free source. Thus, the
parameters λEr,i, γEn,j and γPa,k can be determined, depending
on the average traffic offered to a single BBU:

λEr,i =
aV υ

S
[∑cEr,i

c=1 tcηEr,i,c
] [∑cEr,i

c=1 µcηEr,i,c
] , (2)

γEn,j =
aV υ

S
[∑cEn,j

c=1 tcηEn,j,c
] [∑cEn,j

c=1 µcηEn,j,c
]
NEn,j

, (3)

γPa,k =
aV υ

S
[∑cPa,k

c=1 tcηPa,k,c
] [∑cPa,k

c=1 µcηPa,k,c
]
SPa,k

. (4)

The parameters determined on the basis of (2), (3), and (4) can
be treated as the parameters for the exponential distribution
that describes the new call arrival process.

With a determination of the blocking probability, the con-
dition for the termination of the simulation experiment is the
duration time for individual series necessary to generate a
given number of calls of the least active class (most frequently
this is a class with the highest number of demanded BBUs).
In the case of the loss probability, the condition for the
termination of the simulation experiment is the appropriate
aggregated number of generated calls of the least active class.
The time required to generate a given number of calls is
chosen in such a way as to obtain 95% confidence interval.
Conventionally, the average result is calculated on the basis of
5 series. In practice, to obtain the confidence interval at the
level of 95% it is necessary to generate about 1,000,000 calls
of the least active class.
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The algorithm according to which the simulation program
operates can be written on the basis of the following steps:
1. Initial configuration of the simulation model – creation of all
sources that generate calls of different traffic classes. 2. Setting
the system time to zero. 3. Activation of traffic sources and
events display (call arrival) in the list. 4. Checking of the
simulation termination condition. If the condition is satisfied,
then the simulation is terminated and the results are recorded
in a file. 5. Updating of the system time to the time of the
appearance of the first event from the list. 6. Execution of the
first event item from the list. 7. Removal of the first event item
from the list and return to step 2.

Two events were defined in the simulation model of the
switching network: the arrival of a new call and the termi-
nation of call service. According to the process interaction
method, these events are serviced by one function. This
function has a different form for each type of Erlang, Engset
and Pascal traffic stream. The approach described above makes
it possible to define many different traffic classes in the system
and to allocate (assign) them to different types of sets of traffic
sources. In the initial configuration of the simulation model it
is essential to create all sources that generate calls of different
traffic classes.

A. Simulation of a system with the sets of Erlang sources

Consider a system in which the set i of Erlang traffic
sources ZEr,i has been defined. In the system, also the set
CEr,i = {1, 2, ..., cEr,i} of traffic classes whose calls can be
generated by sources from the set ZEr,i has been defined.
In the initial configuration of the system it is necessary to
plan ahead the arrival of a call of class c from the set
CEr,i. The function that executes events related to the set
of Erlang traffic sources can be described in the following
way: 1. Planning of the arrival (appearance) of a new call
generated by a source that belongs to the set ZEr,i according
to the exponential distribution where the parameter is the
intensity λEr,i. Allocation of a given call to class c from
the set CEr,i, on the basis of the parameter ηEr,i,c, according
to the uniform distribution. Recording the event in the list.
2. Checking whether the system has sufficient resources to
admit a call for service: a) Checking whether any of the links
of the demanded output direction has at least tc free BBUs. If
not, the call is lost due to the external blocking. b) Checking
whether there is a path between the input link, at which a call
appeared, and the output link of the demanded direction that
has at least tc unoccupied BBUs. If not, the call is lost due to
the internal blocking. If any of the conditions (a) or (b) is not
satisfied, next steps are omitted. 3. Occupation of the resources
demanded by a call of class c. 4. Planning of the termination
of service according to the exponential distribution where the
parameter is the intensity µc. Recording the event in the list.
5. Termination of service and release of resources.

B. Simulation of a system with the sets of Engset sources

Consider a system in which the set j of Engset traffic
sources ZEn,j has been defined. In the system, calls from the set
CEn,j = {1, 2, ..., cEn,j} of traffic classes can be generated by
NEn,j sources from the set ZEn,j . It is necessary to plan in the
initial configuration of the system an appearance (arrival) of a
call of class c from the set CEn,j generated by each of NEn,j

sources. Hence, the function executing the events related to
the set of Engset traffic sources can be presented as follows:
1. Checking whether the system has sufficient resources to
admit a call for service: a) Checking whether any of the links
of the demanded output link has at least tc free BBUs. If
not, the call is lost due to the external blocking. b) Checking
whether there is a path between the input link at which a call
appears and the output link of the demanded direction that
has at least tc free BBUs. If not, the call is lost due to the
internal blocking. If any of the conditions (a) or (b) cannot
be satisfied, pass on to step 5. 2. Occupation of the resources
demanded by a call of class c. 3. Planning of the termination
of service according to the exponential distribution where the
parameter is the intensity µc. Recording the event in the list.
4. Termination of service and release of resources. 5. Planning
of the appearance (arrival) of a new call generated by a free
source from the set ZEn,j of traffic sources according to the
exponential distribution where the parameter is the intensity
γJ,j . Allocation of the generated call to class c from the set
CEn,j on the basis of the parameter ηEn,j,c according to the
uniform distribution. Recording the event in the list.

Unlike the system with the sets of Erlang sources, in the
system with the sets of Engset sources a generation of a new
call is possible only when there is a free source (from among
NEn,j sources) capable of generating this call. This condition
will be satisfied in a situation when the call service process
for another call is completed. Hence, in the function related to
event service, a termination of service for a call is immediately
followed by a possibility to plan an arrival of another call.

C. Simulation of a system with the sets of Pascal sources

Consider a system in which a set of Pascal traffic sources
ZPa,k has been defined. The system also has a defined set
CPa,k = {1, 2, ..., cPa,k} of traffic sources whose calls can
be generated by SPa,k sources from the set ZPa,k. In the
initial configuration of the system it is necessary to plan the
appearance (arrival) of a call of class c from the set CPa,k,
generated by each of SPa,k sources. Therefore, the function
executing the events related to the set of Pascal traffic sources
leads to the execution of the following task: 1. Planning of the
arrival of a new call, generated by a source from the set ZPa,k,
according to the exponential distribution where the parameter
is the intensity γPa,k. Allocation of the call to class c from
the set CPa,k, on the basis of the parameter ηPa,k,c, according
to the uniform distribution. Recording the event in the list.
2. Checking whether the system has sufficient resources to
service the call: a) Checking whether any of the links of the
demanded output direction has at least tc free BBUs. If not, the
call is lost due to the external blocking. b) Checking whether
there is a path between the input link at which a call appears
(arrives) and the output link of the demanded output direction
that has at least tc free BBUs. If not, the call is lost due to
the internal blocking. If any of the conditions (a) or (b) is
not satisfied, the next steps are omitted. 3. Occupation of the
resources that are demanded by a call of class c. 4. Planning
of the termination of service according to the exponential
distribution where the parameter is the intensity µc. Recording
the event in the list. 5. Addition of two sources (at the moment
of the admittance of a given call). Planning of the arrival
of new calls generated by new sources from the set ZPa,k
according to the exponential distribution where the parameter
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is the intensity γPa,k. Allocation of new calls to class c from
the set CPa,k on the basis of the parameter ηPa,k,c according
to the uniform distribution. Recording the event in the list.
6. Termination of service and release of resources. a) Removal
of two sources, currently not serviced, at the moment of a
termination of service of a given call. b) Removal of the events
related to the removed source.

VI. SIMULATION EXPERIMENTS OF SWITCHING
NETWORKS WITH THRESHOLD MECHANISMS

The simulator makes it possible to examine the influence of
different factors on the values of the blocking probability and
on the values of carried traffic. The factors involved include:
the number of attempts to set up a connection and the link
occupation strategy. This section presents an extensive set of
results that determine the influence of different parameters on
the characteristics of switching networks such as, for example,
the applied threshold mechanism, the number of attempts to set
up a connection, and the link occupation strategy. The results
of the simulation experiments are presented in the from of
graphs with confidence intervals that have been determined
on the basis of the t-Student distribution (with 95-percent
confidence interval) for 5 series. The duration time for each
of the series has been determined on the basis of the time
required to generate 1,000,000 calls of the least active class.
In each case, the confidence interval does not exceed 5% of
the average value of the result of the simulation experiment.

A. Influence of the applied threshold mechanism

To examine the influence of the applied resource access
control mechanism on the values of carried traffic and the
blocking probability simulation experiments were performed.
Three types of mechanisms were considered: reservation,
threshold and hysteresis mechanisms.

The study was carried out for the following parameters:
structure of switching network: υ = 4, f = 32 PJP, V =
128 PJP; structure of offered traffic: traffic classes: m = 3,
t1,0 = 1 PJP, µ−1

1,0 = 1, t2,0 = 4 PJP, µ−1
2,0 = 1, t3,0 = 8 PJP,

µ−1
3,0 = 1; sets of traffic sources: S = 3, CEr,1 = {1}, ηEr,1 = 1,

CEn,2 = {2}, ηEn,2 = 1, NEn,2 = 128, CPa,3 = {3}, ηPa,3 = 1,
SPa,3 = 128; reservation mechanism: R1 = R2 = 90 PJP,
R = {1, 2}; threshold mechanism: t2,1 = 2 PJP, µ−1

2,1 = 2,
t3,1 = 4 PJP, µ−1

3,1 = 2, q3 = 1, Q3,1 = 90 PJP; hysteresis
mechanism: t2,1 = 2 PJP, µ−1

2,1 = 2, t3,1 = 4 PJP, µ−1
3,1 = 2,

Q1 = 100 PJP, Q2 = 80 PJP, H = {2, 3};

In the case when the hysteresis mechanism or the threshold
mechanism have been applied to the switching networks under
consideration we can observe the highest values of carried
traffic as compared to a switching network without those
mechanisms being introduced. A reverse situation is to be
found in the case of switching networks with reservation
mechanisms (Figure 1).

In switching networks in which a proper threshold mech-
anism or a threshold mechanism with hysteresis have been
introduced it was observable that in the case of classes that
did not undergo these mechanisms the blocking probability
for low intensities of traffic was lower than the blocking prob-
ability in networks without the introduced mechanisms. With
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the traffic intensity being increased, a reverse situation was
observed (Figure 2). For classes that undergo the introduced
proper threshold mechanisms or threshold mechanisms with
hysteresis, it was observed that the blocking probability was
always lower than the blocking probability in networks without
introduced relevant mechanisms (Figure 3). This behavior of
the system results from the fact that calls of classes that
undergo the threshold mechanisms are allocated the number
of BBUs that is not higher, and in many cases lower, than in
the case of switching networks without threshold mechanisms.

The blocking probability in switching networks with reser-
vation mechanisms for traffic classes that undergo these mech-
anisms is always higher than the blocking probability in net-
works with no introduced mechanisms (Figure 2). Whereas in
the case of classes that do not undergo reservation mechanisms
(privileged classes), the blocking probability is always lower
than the blocking probability in networks without new call
admission control mechanisms (Figure 3). Such a behavior of
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Figure 3. Blocking probability for calls of class 3 in relation to the applied
resource access control mechanism
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Figure 4. Percentage change in the value of carried traffic in relation to the
number of attempts to set up a connection
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Figure 5. The blocking probability for calls of class 2 in relation to the
number of attempts to set up a connection

the system results from the fact that for classes for which
reservation boundaries have been defined the area of available
network resources has been thus limited (decreased). In turn,
for classes that do not undergo the reservation mechanism the
whole capacity of the system is available.

B. Influence of the number of attempts

As a result of the simulation experiments carried out in the
course of the study it was possible to examine the influence
of the number of attempts to set up a connection inside the
switching network on the values of carried traffic and the
blocking probability. The maximum number of attempts to set
up a connection in the network is equal to the number of links
of a given output direction and is υ. The number of attempts
is equal to 1 and corresponds to the point-to-point selection
in the switching network, while υ attempts correspond to the
point-to-group selection.

The study was performed for the following structure of
the switching network: structure of switching network: υ = 4,
f = 32 PJP, V = 128 PJP; traffic classes: m = 3, t1,0 = 1 PJP,
µ−1
1,0 = 1, t2,0 = 4 PJP, µ−1

2,0 = 1, t3,0 = 8 PJP, µ−1
3,0 = 1; sets

of traffic sources: S = 3, CEr,1 = {1}, ηEr,1 = 1, CEn,2 = {2},
ηEn,2 = 1, NEn,2 = 128, CPa,3 = {3}, ηPa,3 = 1, SPa,3 = 128;

While analyzing the systems under consideration in view of
the influence of the number of attempts to set up a connection
in the network on the value of carried traffic and the values
of blocking probabilities, a number of interesting observations
can be drawn up.

In many cases, only one attempt to set up a connection
between a given input and a given output is not sufficient to
determine a free connection path. The probability of finding a
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Figure 6. The blocking probability for calls of class 3 in relation to the
number of attempts to set up a connection

−0.5

 0

 0.5

 1

 1.5

 2

 2.5

 3

 3.5

 4

 0.3  0.4  0.5  0.6  0.7  0.8  0.9  1  1.1  1.2  1.3

(L
se

le
ct

io
n −

Lra
nd

om
)/

Lra
nd

om
  [

%
]

Offered traffic [Erl]

 sequential selection

−0.0

0.1
0.2

0.7

1.1

1.4
1.6

1.7 1.7

 two−sided selection

−0.0

0.1

0.4

1.1

2.0

2.7

3.2

3.4 3.4

Figure 7. Percentage change in the value of carried traffic in relation to the
link occupation strategy

free connecting path increases with the increase in the number
of attempts of setting up a connection. The highest values of
carried traffic have been then observed for networks in which
the number of attempts to set up a connection is υ (Figure 4).
The blocking probability is the lowest in networks in which the
number of attempts to set up a connection is υ. The biggest
differences in the values of the blocking probabilities were
observed between 1 and 2 attempts (Figures 5-6).

C. Influence of the link occupation strategy

The last factor influencing the changes in the values of
carried traffic and the values of blocking probabilities to be
examined in the study was the link occupation strategy. The
relevant simulation experiments were performed to evaluate the
influence of the adopted link occupation strategy on the values
of carried traffic and the blocking probability. The experiments
involved the following strategies: random selection (inter-stage
links and output links of the switching network are randomly
selected), sequential selection (the selection of inter-stage links
of the network and output links begins with the first free link,
while links are numbered from 1 to υ), and the so-called two-
sided selection (calls of classes with lower demands begin the
occupation of links from the numbers 1, 2, ..., whereas calls of
classes that demand the highest number of BBUs to set up a
connection occupy links starting from the numbers υ, υ−1, ...).

The study was performed for the following structure of the
switching network: structure of switching network: υ = 4,
f = 32 PJP, V = 128 PJP; traffic classes: m = 3,
t1,0 = 1 PJP, µ−1

1,0 = 1, t2,0 = 4 PJP, µ−1
2,0 = 1,

t3,0 = 8 PJP, µ−1
3,0 = 1; sets of traffic sources: S = 3,

CEr,1 = {1}, ηEr,1,1 = 1, CEn,2 = {2}, ηEn,2,2 = 1,
NEn,2 = 128, CPa,3 = {3}, ηPa,3,3 = 1, SPa,3 = 128;
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Figure 8. Blocking probability for calls of class 1 in relation to the link
occupation strategy
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Figure 9. Blocking probability for calls of class 2 in relation to the link
occupation strategy

The highest values of carried traffic in the switching network
with point-to-group selection were observed for networks with
the two-sided selection, whereas the lowest values for networks
with the random selection of links (Figure 7). In the analysis
of the influence of the link occupation strategy on the blocking
probability, for the classes that demanded the highest number
of BBUs, the lowest values were observed in the networks
with two-sided selection (Figure 10). A reverse situation was
recorded for the remaining traffic classes (Figures 8, 9).

VII. CONCLUSION

The papers presents the structure of the simulator of multi-
service switching networks with multi-service sources. The
developed simulator allows us to determine an influence of
the number of attempts to set up a connection and the link
occupation strategy on the values of the blocking probability
and on the values of carried traffic. In the simulator, a selection
of various resource management algorithms has been imple-
mented. The obtained results makes it possible to select the
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Figure 10. Blocking probability for calls of class 3 in relation to the link
occupation strategy

right resource management mechanism to realize an assumed
policy (e.g., equalisation of blocking probability of different
traffic classes, maximization of the value of carried traffic,
etc.). The simulator is also an indispensable tool for evaluation
of analytical models of multi-service switching networks with
multi-service sources.
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[8] M. Głąbowski and M. Sobieraj, “Multi-service Switching Networks
with Resource Management Mechanisms,” The Mediterranean Journal
of Computers and Networks, vol. 7, no. 4, 2011, pp. 292–303.

[9] ——, “Call admission control mechanisms in multi-service switching
networks with bpp traffic,” in Proceedings of III International Interdis-
ciplinary Technical Conference of Young Scientists, Poznan, Poland,
2010, pp. 240–244.
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Abstract—Recently, cooperative communication has been 

proposed as an effective approach to enhance system 

performance in wireless networks. Cooperative 

communications fundamentally change the abstraction of a 

wireless link and offer significant potential advantages for 

wireless communication networks. In this paper, we propose a 

novel cooperative relay routing scheme based on the trust-based 

incentive mechanism. To maximize the network performance, 

the proposed scheme can take into account the measure of the 

probability of a relay node succeeding at a given relay service. 

By considering the current network condition, we can select the 

most adaptable relay node and pay the incentive-price for relay 

service. Evidences from simulations demonstrate that the 

proposed scheme outperforms the existing schemes. 

Keywords-Cooperative communication; Relay selection; Trust 

evaluation; Incentive mechanism; Vickrey-Clarke-Groves (VCG) 

mechanism. 

I.  INTRODUCTION 

Today, wireless communication systems are primarily 
designed based on point-to-point links whose performance is 
limited by the resources of a single transmitter. In particular, 
bandwidth and transmit power constraints often prevent a 
source node from achieving a desired data rate or 
communication range. Cooperative communications have 
emerged as a new novel approach that enables a source to tap 
into the available resources of local neighboring nodes in 
order to increase throughput, range and covertness [1]. 

Therefore, a cooperative communication improves 

performance in wireless systems, but it requires some nodes 
to expend energy acting as relays. Since energy is scarce, 
wireless nodes refuse to cooperate in order to conserve 
resources. However, only when relay node expends extra 
energy on its behalf, network performance can increase. Due 
to this realistic constraint, cooperative communication has yet 
to see widespread use in practical wireless systems [2]. 
Therefore, it is necessary to design incentive-aware relay 
routing algorithms for stimulating cooperation among nodes. 
But, despite the concerns, not much work has been done in 
this direction. In this article, we address this problem by 
examining the trust based incentive mechanism. In the 
proposed scheme, the attenuation window technique is 
adopted to estimate the trust value based on historical data [3]. 
Based on the individual trust value, we select an adaptive relay 

node and cooperative routing takes place with the help of the 
relay node, which is incentivized by the relay service price. To 
calculate the service price for a relay node, the basic concept 
of Vickrey-Clarke-Groves (VCG) mechanism [4] is used.  

 
Usually, mechanisms that implement efficient social 

choice functions in environments in which participants have 
private information about their preferences have been studied 
extensively in the economics literature. A well-known class of 
such mechanisms are the VCG mechanisms [5]. It is a 
generalization of the famous Vickery auction where bidders 
submit written bids without knowing the bid of the other 
people in the auction. The important property of the VCG 
mechanism is that it is truthful; each bidder reveals his/her true 
value no matter what strategies the other bidder chooses. The 
main result in this setting provides an incentive compatible for 
the most natural social choice function [5]. 

  
In this work, the proposed scheme adapts in order to  

obtain the trust values in the real-time, online. This approach 
is able to select the relay node under dynamic changing 
wireless network environments; it is essential in order to 
maximize the network performance. Recently, several 
cooperative communication schemes – the Threshold based 
Cooperative Communication (TCC) scheme [6] and the 
Distributed Relay Routing (DRR) scheme [7] - have been 
presented for wireless network systems. This research 
implicates that cooperative communication is envisioned to 
achieve high diversity gain in terms of outage probability and 
outage capacity and scaling network capacity. The TCC 
scheme [6] is a new approach to relay selection using a 
threshold-based transmission protocol for a wireless system. 
The DRR scheme [7] is a decentralized and localized 
algorithm for joint dynamic routing, relay assignment, and 
spectrum allocation in a distributed and dynamic environment. 
All the earlier work has attracted a lot of attention and 
introduced unique challenges to efficiently solve the 
cooperative communication problem. Compared to these 
schemes [6][7], the proposed scheme attains better 
performance in cooperative communications. 

 
This paper is organized as follows. Section II presents the 

proposed algorithms in detail. In Section III, performance 
evaluation results are presented along with comparisons with 
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other schemes. Finally, concluding remarks are given in 
Section IV. 

 

II. PROPOSED COOPERATIVE COMMUNICATION 

ALGORITHM 

In this paper, trust-based VCG mechanism is used to 

design a new cooperative communication algorithm. Based 

on the trust value of each relay node, the most adaptable relay 

node is selected. To induce selfish relay nodes to participate 

cooperative communications, the relay service price is 

provided for the relay service. Finally, an effective solution 

can be obtained in the constantly changing environment.   

 

A. Trust Evaluation for Relay nodes 

 

In this paper, we assume a wireless network situation 

where there is a set (N) of potential relay nodes, N = 

{1,2..,i..,n}. Each relay node (i.e., i ∈ N) has a service value 

and privately-known relay cost of performing the service 

request 𝜏. Let 𝜎 denote a particular relay service acceptance 

within the space of possible acceptances 𝛹 and  τ𝑖 represent 

that the node i allows to relay call service 𝜏; 𝜎 ∈ 𝛹 and 𝛹 =
 {∅, τ1, τ2. . . τ𝑛}, where ∅ denotes the case where the relay 

request is rejected. If 𝛹 = {τ𝑖}, the relay node i participates 

the cooperative communication. The set of available power 

levels (𝕊) for each relay node is assumed as below.  

 

𝕊 = {Π𝑖∈𝑁𝑝𝑖|𝑝𝑖 ∈ [𝑝𝑚𝑖𝑛 , 𝑝 𝑚𝑎𝑥]}               (1) 

 

where 𝑝𝑖  is the power level of relay node i. The 𝑝𝑚𝑖𝑛 , 𝑝 𝑚𝑎𝑥  

are the pre-defined minimum and maximum power levels, 

respectively. Each relay node selects a power level from the 

𝕊, and estimates the expected value (𝑣𝑖(𝜏)) as follows. 

 

𝑣𝑖(𝜏) = (𝑊 × log2 (1 +
𝛾𝑖(ℙ)

Ω
)) 𝑝𝑖⁄  

s.t.,  𝛾𝑖(ℙ) =
𝑝𝑖ℎ𝑖𝑖

𝜗𝑖+∑ 𝑝𝑗ℎ𝑗𝑖𝑗≠𝑖
                    (2) 

 

where ℙ is the power level vector for all nodes and W is the 

channel bandwidth of relay node i, and Ω (Ω ≥ 1) is the gap 

between uncoded M-ary Quadrature Amplitude Modulation 

(M-QAM) and the capacity, minus the coding gain [6]. 

Usually, service value is defined as the number of 

information bits that are transmitted without error per unit-

time. In wireless networks, it can be achieved with the Signal 

to Interference plus Noise Ratio (SINR) in the effective range. 

Therefore, to estimate the service value, the SINR should be 

obtained. The  𝛾𝑖(ℙ) is a general formula for the relay i’s 

SINR, where 𝜗𝑖 is the background noise within the relay node 

i’s bandwidth, ℎ𝑗𝑖 is the path gain from the node j to the node 

i [8]. 

 

Under a dynamically changing network environment, 

there exists uncertainty about relay nodes successfully 

completing their assigned relay services. In the proposed 

scheme, we take into account the trust value (T) of relay 

nodes. 𝑇𝑖(𝑡) is the relay node i’s trust value at the time t. After 

the tth iteration, 𝑇𝑖(𝑡)  is using the number of packets 

successfully serviced in the relay node i (𝛼𝑡
𝑖) divided by the 

total number of packets that have been sent from the source 

node to the relay node i (𝛼𝑡
𝑖 + 𝛽𝑡

𝑖). 

 

  𝑇𝑖(𝑡) =
𝛼𝑡

𝑖

𝛼𝑡
𝑖 + 𝛽𝑡

𝑖
                                    (3) 

 

𝑇𝑖(𝑡) is a general average function over the whole span of 

communication historical records. However, for a long-term 

period evaluation, the 𝛼𝑡
𝑖  and 𝛽𝑡

𝑖  will be accumulated and are 

growing into a very large value. In such case, a small amount 

of the recent malicious behaviours will be hard to be counted 

and thus has impact on the overall rating of trust. To solve 

this problem, attenuation window was introduced [3]. By 

considering more on the up-to-date records, we can calculate 

the trust value (𝑇𝑖(𝑡)) while fade away the out-of-date records. 

Based on the attenuation window, the 𝛼𝑡
𝑖  and 𝛽𝑡

𝑖  values is 

obtained as below.  

 

𝛼𝑡
𝑖 =  ∑ ℯ

−(
𝑛+𝑚−𝑡(𝜆)

𝑐
)

𝑛

𝜆=𝑘

                                 

 𝑎𝑛𝑑  𝛽𝑡
𝑖 =  ∑ ℯ

−(
𝑛+𝑚−𝑡(𝜆)

𝑐
)

𝑚

𝜆=𝑗

                     (4) 

 

where the e is Euler’s constant, and c is the coefficient to 

adjust the speed of decreasing in the results of 𝛼𝑡
𝑖  and 𝛽𝑡

𝑖. The 

n and m are the total number of successfully serviced and 

non-successfully serviced packets, respectively. The k and j 

are the most out-of-date time for successfully serviced and 

non-successfully serviced packets, respectively. 𝑡(𝜆) is the 

time t when 𝜆 occurs. For example, there are 3 successful 

service records regarding to the packet relaying but 2 non-

successful service records, i.e., n=3 and m=2. Here, the 

successful service time set are t = {1, 3, 5} and non-

successful service time set are t = {2, 4}. Thus the k=1 and 

j=2. As the time t is from ascending order that it reflects from 

oldest to latest in time sequence [2]. While t is growing bigger 

and bigger, the value of (n+m-t) will become smaller and 

smaller, and finally ℯ−(
𝑛+𝑚−𝑡

𝑐
)
 has a strong impact on the 

recent information. Moreover, the bigger value of coefficient 

c, the slower in speed of decreasing slopes of the value in 

ℯ−(
𝑛+𝑚−𝑡

𝑐
)
 between 0 and 1. In such way, attenuation window 

can emphasize the most up-to-date records and fade away the 

out-of-date records by the speed controlled by the coefficient 

c. 
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B. Relay Selection and Relay Service Price Computation 

 

The proposed scheme adopts the basic concept of T-VCG 

mechanism to provide a normative guide for the payments of 

relay service [4]. Even more importantly, we consider the 

trust value in computing the relay payment. With the 

estimated trust value, the expected payoff value of relay node, 

�̅�(𝜏, 𝜎, 𝕋), can be calculated as:  

 

�̅�(𝜏, 𝜎, 𝕋) = 𝑣𝜎(𝜏) × 𝑇𝜎(𝜏),  s.t., 𝜎 ∈ 𝛹                  (5) 

  

where 𝑣𝜎(𝜏)  is the expected value with relay task 𝜏  and 

𝑇𝜎(𝜏) is the trust value in the selected relay node 𝜎, which 

performs the requested relay service 𝜏 . To implement the 

execution uncertainty by a given relay node, the network 

system needs to require relay nodes to report their trust value. 

𝕋 = 〈𝑇1(𝜏) …  𝑇𝜎(𝜏) … 𝑇𝑛(𝜏)〉 is the vector of trust values of 

all the relay nodes. In this paper, �̂� represents the vector of 

reported trust values 〈�̂�1(𝜏), … , �̂�𝑛(𝜏)〉; the superscripting 

the latter with ‘^’ indicates that nodes can misreport their true 

types. With the expected payoff value, service execution cost 

is necessary to estimate the total profit. The cost function 

defines the instantaneous expense for the relaying service 𝜎. 

It would be a linear function of the tower level, and given by 

K × (𝑝𝜎)𝑞, where K and q are estimation parameters and 𝑝𝜎  

is the power level for the 𝜎 service. 

 

In the proposed scheme, relay connections are adaptively 

controlled based on the accurate analysis of costs and payoffs 

to select the most suitable relay node. In more detail, the relay 

selection is determined as follows to maximize system 

efficiency.  

 

      𝑆∗(𝛹, �̂�) = 𝑎𝑟𝑔 max
𝜎∈𝛹

 [�̅�(𝜏, 𝜎, �̂�) − 𝐾 × (�̂�𝜎)𝑞]      (6) 

 

In the real world operation, 𝕋 and 𝑝𝜎  can be misreported (i.e., 

�̂� and �̂�𝜎). After selecting a relay node, the next step is to 

compute the relay price, which is an incentive to encourage 

relay communications. In this paper, the relay service price is 

similar to that of the traditional VCG mechanism in that the 

marginal contribution of the selected relay node to the 

wireless network system; it is extracted by comparing the 

second best decision, excluding the selected relay node. 

Without the best relay node 𝑆∗(𝛹, �̂�) , the second-best 

expected payoff for the relay service (𝐸𝑈𝜎∈𝛹−𝑆∗(𝛹,�̂�)
(𝛹, �̂�)) 

is given by 

 

𝐸𝑈𝜎∈𝛹−𝑆∗(𝛹,�̂�)
(𝛹, �̂�) = max

𝜎∈𝛹−𝑆∗(𝛹,�̂�)

(�̅�(𝜏, 𝜎, �̂�) − 𝐾

× (�̂�𝜎)𝑞)                                                      (7) 

 

where 𝛹−𝑆∗(𝛹,�̂�)  is the set of possible acceptances ( 𝛹) 

excluding the best relay node 𝑆∗(𝛹, �̂�). If the selected relay 

node (𝑆∗(𝛹, �̂�)) can success to provide relay service, the 

relay service price (𝑅𝑆𝑃𝑆∗(𝛹,�̂�) ) is achieved based on the 

expected marginal contribution, which is the difference 

between the best and the second-best expected payoff. 

 

 𝑅𝑆𝑃𝑆∗(𝛹,�̂�) = [�̅�(𝜏, 𝑆∗(𝛹, �̂�), �̂�) − 𝐾 × (�̂� 𝑆∗(𝛹,�̂�))𝑞]

− 𝐸𝑈𝜎∈𝛹−𝑆∗(𝛹,�̂�)
(𝛹, �̂�)                             (8) 

 

Sometimes, the selected relay node (i.e., 𝑆∗(𝛹, �̂�)) can fail to 

provide relay service. In this case, the 𝑅𝑆𝑃𝑆∗(𝛹,�̂�) is given by. 

 

 𝑅𝑆𝑃𝑆∗(𝛹,�̂�) = − 𝐸𝑈𝜎∈𝛹−𝑆∗(𝛹,�̂�)
(𝛹, �̂�)                   (9) 

 

Finally, 𝑅𝑃𝑖(ℂ̂, ℙ̂, 𝜎)  can be obtained as follows by 

considering success and fail cases . 

 
𝑅𝑆𝑃𝑆∗(𝛹,�̂�) = 𝑇𝑆∗(𝛹,�̂�)(𝑡) 

× ([�̅�(𝜏, 𝑆∗(𝛹, �̂�), �̂�) − 𝐾 × (�̂� 𝑆∗(𝛹,�̂�))
𝑞

] 

−𝐸𝑈𝜎∈𝛹−𝑆∗(𝛹,�̂�)
(𝛹, �̂�)) 

+ (1 − 𝑇𝑆∗(𝛹,�̂�)(𝑡)) × [− 𝐸𝑈𝜎∈𝛹−𝑆∗(𝛹,�̂�)
(𝛹, �̂�)   ] (10) 

 

III. PERFORMANCE EVALUATION 

In this section, the effectiveness of the proposed scheme is 
validated through simulation. Recently, the TCC scheme [6] 
and the DRR scheme [5] have been published and introduced 
unique challenges for cooperative communications. Using a 
simulation model, we compare the performance of the 
proposed scheme with these existing schemes to confirm the 
superiority of the proposed approach. The assumptions 
implemented in simulation model are as follows. Each relay 
service is considered Constant Bit Rate (CBR) traffic with 
having a different deadline. In order to adaptively adjust the 
control parameters, we partition the time-axis into equal 
intervals of length (i.e., a short time duration). Every interval, 
the current system condition is examined periodically by a 
real-time online approach, and the performance measures 
obtained on the basis of 50 simulation runs. Relay transmitters 
use variable-rate M-QAM, with a bounded probability of 
symbol error and trellis coding with a nominal coding gain. 
Table 1 shows the system parameters used in the simulation.  

 
For dynamically changing network environments, the 

design goal of the proposed scheme is to improve the overall 
network performance. Figures 1 and 2 show the performance 
comparison for the network throughput and energy efficiency, 
respectively. All the schemes have similar trends. However, 
the proposed scheme constantly monitors the current network 
condition and effectively operates relay routing through the 
trust based incentive mechanism. Under various network 
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operation times, the system performance of the proposed 
scheme is better than the other schemes.  

 
TABLE I. SYSTEM PARAMETERS USED IN THE SIMULATION EXPERIMENTS. 

 
Parameter Value Description 

N 5 number of relay stations (n) 

W 256 

Kbps 

bandwidth requirement for service 

𝑃 𝑚𝑖𝑛 , 
 𝑃 𝑚𝑎𝑥  

50mW,

100mW 

pre-defined minimum and maximum power 

levels 

c 1 control the decreasing slopes of e curve 

K 1 power parameter power cost function  

q 0.7 cost function parameter about power 

𝜗 1×

10−10  

AWGN background noise 

Ω 1 gap between uncoded M-QAM and the 

capacity, minus the coding gain 

Parameter Initial Description Values 

𝑃𝑖  50mW communication power 

for the users i 

50,60,70,80,90,1

00mW 

 

 
Figure 1. Network Throughput 

 
 

 
Figure 2. Energy Efficiency 

 

IV. CONCLUSIONS AND FUTURE WORK 

With the rapid growth of mobile Internet, offering 
seamless connectivity and high-speed multimedia services in 
different types of wireless networks are important features in 
next generation wireless networks (4G networks). For next-
generation wireless networks, cooperative communication is 
an emerging technology to overcome the current limitations 
of traditional wireless systems. This promising technique has 
been considered in the IEEE 802.16 standard, and is expected 
to be integrated into LTE multi-hop cellular network. In this 
paper, we have introduced a new trust-based incentive relay 
routing algorithm for wireless networks. Based on the trust-
based VCG mechanism, the proposed algorithm dynamically 
estimates relay nodes’ trust levels and adaptively selects the 
most adaptable relay node for the data transmission. Moreover, 
we suggest the new trust estimation mechanism. Our model is 
designed to adapt to various changes, such as changes in trust 
behaviors and trust accuracy requirement. Usually, traditional 
routing methods cannot solve the problem of malicious 
behavior and build the trusted transfers route between nodes. 
In the proposed scheme, the subjective confidence for the 
routing behavior has transform into trust evaluation with the 
probability model to solve the trust measurement and routing. 
Simulation results clearly indicate that the proposed algorithm 
generally exhibits superior performance compared with the 
other existing schemes. Future work in progress is to study 
efficient power control and relay selection schemes for green 
cooperative communications based on the game theory.  
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Abstract—The Internet is predominantly viewed as widely
successful for existing users and service providers. But it suffers
from ossification in the underlying infrastructure to exploit and
scale to network virtualization for content providers and third-
party hosting of cloud services through overlay networking by
creating virtual ecosystems that enable and leverage new business
opportunities. This paper proposes a Network Configuration
Protocol (NETCONF) interface, modeled in YANG language, a
data modeling language for networks. It provides standardized,
simple and easy to use interfaces that facilitate the process
of automating the creation of virtual networks using virtual
switches, tested with Open vSwitch (OVS).

Keywords—NETCONF, YANG, VLAN, distributed system.

I. INTRODUCTION

The increase of Internet data traffic and demands for
faster and efficient network to accommodate social networking,
big data and a stream of new virtualized cloud computing
applications together with many different types of business
opportunities is accelerating the tide of the next generation of
the ubiquitous Internet. It scours the necessity of new technolo-
gies and new protocols that can support the creation of new
kinds of networks to facilitate not only Internet evolution but
also end user applications supported by core overlay network
infrastructures. This has created a void that has become known
as the ossification of the Internet.

New architectures and topologies have been proposed to
resolve the Internet ossification problem [1], among them,
Virtual LAN (VLAN) [2], Virtual Private Network (VPN) [3],
and Overlays network [4] together with a series of underlying
management protocols to support them. All of these enable
the building of virtual network, that use the underlying native
network infrastructure, which already exists to transform it
into a new type of overlay network with new topologies and
new management protocols. This allows the building of new
computing based habitats, a kind of micro ecosystems, that
are completely isolated from the nitty gritty of the underlying
network infrastructures and their idiosyncrasies. It enables and
leverages new business opportunities and strongly supports
Cloud-Based Virtual Networks (CVN) [3]. CVNs are on their
way that will transform the way ICT works, the way we
humans and machines works.

To realize the benefits of virtualization, we need an ar-
chitecture for network virtualization that encompasses the

key players and providers such as players insides providers
(PIPs) and service providers (SPs), virtual network providers
(VNPs) for assembling virtual resources from one or multiple
PIPs into a virtual network, and virtual network operators
(VNOs) and virtual network providers (VNPs) for assembling
virtual resources from one or multiple PIPs into desired virtual
network. On the technical side, we need standardized interfaces
between the players to automate the setup of virtual networks,
ie, a common control plane. Moreover, we need ways in which
each player can check if it is being provided with the service
it is paying for (eg in terms of quality of service (QoS) and
quality of experience (QoE).

These related initiatives contribute towards creating and
using of the principles of Software Defined Networking (SDN),
which represents a consolidation of the previously cited virtu-
alization networking models that today are the object of study
both in academia and within the major telecommunication,
networking and ICT companies. They are promising to tide
the next big application level networking wave.

When discussing about SDN and the initiatives of industrial
applicability and related research, it is difficult to find anyone
who does not cite Open vSwitch (OVS), a totally software
based virtual switch that is able to provide a wide range of
network services, such as among them VLAN and VPN. With
OVS it is possible to create new virtual networks using a set
of commands and a Command Line Interface (CLI) [5].

Within the last five years, end system virtualization, eg
via Xen or VMware, has revamped server business. Router
vendors such as Cisco and Juniper offer router virtualization,
and existing techniques such as MPLS (Multiprotocol Label
Switching) [6], GMPLS (Generalized MPLS) [7] and VPNs
(Virtual Private Networks) [8] offer some coarse grained link
virtualization. Overlays such as peer-to-peer (P2P) networks
over the Internet (e.g., BitTorrent) can also be seen as a virtual
network, but they suffer from a lack of sufficient isolation.
VPNs (e.g., realized via MPLS), can also be seen as virtual
networks. Open vSwitch is a production quality, multilayer
virtual switch that attempts automation but is stuck with
traditional forms of network interfaces. However, they suffer
from a lack of node programmability using the latest software
engineering tools.

Virtual networks can be tailored to meet a specific set
of service provider and customer requirements that satisfy
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specific user groups under either public or private configuration
management. While OVS as a tool goes some way to manage
the configuration of theses environments, it lacks mechanisms
of more versatile automation because, in particular, of the cum-
bersome and restrictive CLI that is out of phase with today’s
advanced software development and deployment technologies.

This paper proposes a Network Configuration Protocol
(NETCONF) [9] interface, modeled in YANG language [10], a
data modeling language for networks. It provides standardized,
simple and easy to use interfaces that facilitate the process
of automating the creation of virtual networks using virtual
switches, tested with Open vSwitch (OVS).

The remainder of this paper is organized as follows: section
II presents an overview of network configuration management
using NETCONF and YANG; section III describes the related
works done by other authors in this area; section IV describes
the requirements and the modeling process used in this paper;
section V presents a set of tests and results to evaluate and
validate the proposed data model and section VI concludes
the work with some conclusions and providing new ideas about
future works.

II. THEORICAL REFERENCE

A. NETCONF

The configuration management of a wide number of net-
work elements and devices is still a major problem nowadays
because of their complexities and vendor specific proprietary
style of interactions. The mechanisms to retrieve and modify
the configuration data are largely something specific of each
device provider, and the configuration interfaces are difficulty
to maintain and quite costly to achieve a high level of efficiency
and reliability through automation especially when dealing
with issues of maintenance and version control [11].

According to Case el al., [12] the NETCONF exceeds the
deficiency of Simple Network Management Protocol (SNMP)
and emerges as a promising approach to standardizing the
mechanism of network management based in eXtensible
Markup Language (XML). NETCONF provides a better con-
figuration interface for network devices due to the effective use
of technologies like XML and others. The philosophy behind
NETCONF is the necessity of an interoperable programmable
interface between the different network equipment vendors
to manipulate the devices’ configuration state of the entire
network into a systematic whole [11].

B. YANG

The NETCONF protocol describes a communication model
between network devices that need to be configured and
managed. However, the specification of this protocol does not
describe how the manipulated information in the data layer
must be represented. This issue is taken up and addressed
by the YANG data modeling language, that emerged from
the working group called Netmod Standard Working Group
(Netmod WG) [10] [11].

The fact of using XML messages, many other options of
data representation emerged to work with NETCONF protocol,
like XML and RelaxNG [2]. Despite the great power of
expression of these languages and their wide adoption by

the community, the Netmod WG chose to define their own
data modelling language, aiming to have total control of
it to achieve total independence from proprietary vendors.
This is to avoid having to cater for specific formats and
meanings that require data mapping transformation to achieve
interoperability.

Thus, the YANG language as a data modeling language
permits describing network elements. It covers not only infor-
mation about the data configuration parameters and options,
but allows handling data that describes the current state of the
device and providing important and relevant data pertaining to
network management. This goes way beyond just configuration
management. It also allows tunneling the data and information
to other aspects of network management such as accounting,
security, performance and fault, in ISO parlance for network
management, FCAPS [13].

Conceptually, according to McCloghrie et al. [14], YANG
can be compared with Structure of Managed Information
(SMI) [14], the language used by SNMP protocol [12] to define
and construct network.

Fig. 1: The YANG and NETCONF integration

Management Information Base (MIB) that can be easily
manipulated by the YANG data modeling language where such
data are distributed and accessible only through NETCONF
protocol. Figure 1 shows how to use the YANG language, its
applicability and iteration with the NETCONF protocol.

III. RELATED WORKS

The Open Networking Foundation [15] discusses about the
OpenvSwitch implementation and compares its performance
with the Linux Bridge, which is the de facto reference imple-
mentation in the open source world with this purpose.

The drawback is that they do not offer sufficient in depth
scenarios and examples of how to accommodate NETCONF
or other essential forms of network management. One positive
aspect of OpenvSwitch is, it offers centralized management
control in a distributed environment, creation of VPNs and
virtualized mobility between IP subnets.

Pfaff and Davie [5] proposed an OpenvSwitch’s database
management protocol based in JSON-RPC calls. They pre-
sented and discussed about insufficient details in the database
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schema and the Application Programming Interface (API) of
calls to configuration management of instances of OVS, with
their names, parameters and return types.

However, with the adoption of API based in JSON-RPC for
integrating the activities of distributed systems and managing
the configuration tasks of multiples instances in the absence of
more robust and secure mechanisms for allowing transactional
configurations, it actually ends up limiting the scope and
horizons of virtualization applicability.

Furthermore, the granularity of exported services via
JSON-RPC exposes the database in a way that violates the
encapsulation of data and increases the demand of coupling
of any clients who want to consume such services. It directly
affects the evolution of the model by preventing inclusions of
new requirements in the information model or updating the
MIB.

In addition, none of the current APIs are able to present
OVS with sufficient granularity in defining and accessing
of their services from the point of view of the basic setup
operations necessary for their proper functioning.

IV. THE YANG MODELING PROCESS

By using the OVS in real scenarios, we realized that we
required an agile way of interaction with it. This was necessary
to allow automated programmability of the configuration of
OVS and its utilization in order to create virtual networks using
VLANs as comprehensively as possible.

Initiating from a well known managed network environ-
ment concept, using the NETCONF protocol and data mod-
eling language YANG, resulted in an innovative protocol that
would offer a new communications interface in addition to
the existing CLI and JSON-RPC. This also facilitated the
OpenFlow specification [15], which states that the NETCONF
protocol must be used for the most basic function of manage-
ment and configuration in OpenFlow switches.

The following subsection shows the most important aspects
of the proposed information model together with its major
requirements. It also provides additional scenarios as visions
of this model for a better understanding of its programmability
and potential operational behavior. Beyond this, the data struc-
tures necessary to store the configuration data, the operations
used via CLI for creating VLAN are also present in this model.

A. Multiple switch instances

We envisage to have inside of the one OVS process several
other instances of virtual switches. This opens the possibilities
to provisioning a specific instance for each client, starting from
the same instance. In other words, a given OVS process shall
actuate as several virtualized switches simultaneously, where
each switch can be responsible for a distinct VLAN operation.
To make this possible, for this to be functional ,we propose
the following additions to our policy:

1) Strategy: The information model must anticipate/con-
template an object of a bridge type, which is contained within
a collection called bridges as shown in Figure 2.

2) Vision: Figure 2 also shows the structure of the infor-
mation model supporting multiple instances.

Fig. 2: The YANG and NETCONF integration

3) Normative Considerations: Following a document-
based approach, the objects of the bridge type are grouped
into a superior entity called bridges. This approach prevents
such objects from being scattered inside the model. These may
unnecessarily and considerably increase the NETCONF calls
when the manager’s function wants to obtain an overview of
the whole, part, or only to access the instances of the OVS at
once.

In this multiple switch instances case, using any other
approach other than YANG would require unnecessary data
normalization. Also using YANG over more traditional mod-
eling approaches of MIBs in ASN1, which generally works
with data structures that tie closely to standard Data Base
Management Systems (DBMS), gives greater flexibility and
independence of data types and DBMSs.

Tables would be costly in terms of operational efficiency
and programmability. The YANG model is used as a container
element to represent the bridges’ objects and a list of elements
for the bridges’ objects. This approach is far more efficient than
the traditional table approaches.

B. Multiply Ports in the same Switch Instance

Any virtual switch to add and configure more ports will
be possible, with its respective network interfaces and VLAN
tags when applicable. In this proposed policy the following are
essential.

1) Strategy: The switch ports are to be mapped onto a port
object, which are contained in a collection called ports.

2) Vision: Figure 3 shows the hierarchical root structure of
the information model of how multiples ports can be supported
in the same switch instance.

3) Normative Considerations: Group the port objects into
a superior entity called ports. So it is possible to obtain
information of all ports of a switch instance with a minimum
of NETCONF calls.

Furthermore, the process of batch configuration of ports
on a switch occurs in a much more rapid fashion, once all

59Copyright (c) IARIA, 2014.     ISBN:  978-1-61208-360-5

AICT2014 : The Tenth Advanced International Conference on Telecommunications

                           72 / 199



Fig. 3: The vision of multiples ports model

ports are under one entity. In terms of YANG, the container
element represents the set of ports object and the list element
represents the individual port object.

C. Configuration Data Must Not Be Exposed to Any User

The configuration data of a given entity, whether it is an
OVS instance or a VLAN, is to be inaccessible in the model.
The NETCONF protocol proposes a clear separation between
all the configuration data and the state data.

Furthermore, it will be possible to access and retrieve
statistical data of an object as well as configuration. In this
proposed policy:

1) Strategy: The configuration data and the state data of a
given element must be separated in distinct branches, opening
the possibility to restrict the data access through defined rules
on the NETCONF server.

2) Vision: Figure 4 shows a data model element containing
two objects: config and status. The element called config
contains the related data about the configuration of the device,
while the element status stores the state data of the parent
object, which can be used for statistical purpose.

Fig. 4: The vision of config and status container model

3) Normative Considerations: The data separation is done
through of two YANG containers. The definition of these
containers is based on the kind of information that should be
labeled with the YANG instructions, config true or config false.

Elements that have the YANG instruction config true must
be stored in a config container and this data have read and
write permissions. On the other hand, elements that have the

YANG instruction config false must be stored in state container
and this data have read-only permission. It is easy to associate
access profiles to these elements in the Network Configuration
Protocol (NETCONF) server and thus obtain more control over
the access of these elements.

D. VLAN support

To create VLANs and associate them to the ports of a given
switch instance, they must be properly identified by a tag or an
ID, which should be provided during the creation of a virtual
network. The policy for this case is:

1) Strategy: Each port of a given switch must be associated
to an object called interface and can still be linked to a VLAN.
This construction puts under one port all needed data for total
VLAN support.

2) Vision: Figure 5 below shows the configuration of (1)
above where the VLAN elements are connected in a given port
of a given switch instance.

With this type of structure it is easy to configure a VLAN to
a given port, since the data needed for this are easily accessible
from the same branch in the tree of objects.

Fig. 5: The vision of VLAN support model

3) Normative Considerations: Here, two YANG containers
which are nested and associated to a port container are used.
The VLAN element is marked as optional, and may well
be having the switch ports that are not being used in the
construction of VLANs.

E. Well Defined API

A well defined API with a set of RPC operations could
be used to manipulate the information model without the
NETCONF client having the need to interact directly with the
information model.

The granularity of these operations should not be much
different to other user interfaces, such as, CLI to which the user
is already accustomed. It also allows for making it easy to learn
and take advantage of the previously obtained experiences
working with other interfaces.

1) Strategy: Since the main operations are already sup-
ported by CLI, they become easily exportable to the NET-
CONF RPC call function. This can be executed in the context
of an application of the network management system (NMS)
in the standard programmable manner.
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TABLE I: Current Supported Actions

Operation Description Params
add-bridge This RPC call adds a bridge (virtual switch) bridge name
del-bridge This RPC call deletes a virtual swicth bridge name
add-port This RPC call adds a port in the specified switch bridge name, interface name
del-port This RPC call deletes a port in the specified switch bridge name, interface name

add-vlan-port This RPC call adds a port in the specified switch with a vlan tag bridge name, interface name, vlan tag

Table I shows the currently supported operations by this
model with their respective parameters.

V. RESULTS

A YANG model, as described above, for the OVS is created
to attend to the requirements already mentioned previously.
We use the Yuma Server [16]. In our implementation of the
NETCONF protocol, the Yuma Server is used to load the data
model created by the YANG model by using the yangcli tool,
that allows a NETCONF client to populate the data model in
the associated MIB.

In the first test, we create two instances of OVS within the
data model using the yangcli and as we can see in Listing 1.
The model fulfills the requirements of multiple bridges. For
reasons of simplicity, only the switches index are filled in the
model, but in a real scenario all the other associated fields
must be filled as well.

Listing 1: Multiple bridges on the NETCONF data model

1 rpc-reply{
data{

3 openvswitch{
bridges{

5 bridge 1 {
index 1

7 }
bridge 2 {

9 index 2
}

11 }
status{

13 }
}

15 }
}

The YANG model allows us to create several ports for
a given switch instance, and according to the requirements,
to have multiple ports in the same switch instance. Listing 2
shows a switch instance with two ports.

Listing 2: Multiple ports in the switch on the NETCONF
data model

rpc-reply{
2 data{

openvswitch{
4 bridges{

bridge 1{
6 index 1

ports{
8 port 1{

index 1
10 interface{

config{

12 name eth0
}

14 status{
status up

16 }
}

18 }
port 2{

20 index 2
interface{

22 config{
name eth1

24 }
status{

26 status up
}

28 }
}

30 }
}

32 }
}

34 }
}

In Listing 2, it can be observed that the configuration data
and status data are separated into their respective containers,
since the configuration data must be used exclusively by that
process without exposure to any process.

In port 1 of switch 1 we have a container interface that has
two sub containers, config and status, where the configuration
data is within the config container (in this case the leaf name)
and in the status container is the status data (in this case the
leaf status).

Other requirement discussed in the previous section regard-
ing VLAN support, follow the data modelling which allows
determining the port of a given switch belonging to a VLAN.
Listing 3 shows how a port is associated with a VLAN within
the data model.

Listing 3: VLAN configuration in the switch port on the
NETCONF data model

1 rpc-reply{
data{

3 openvswitch{
bridges{

5 bridge 1{
index 1{

7 ports{
port 1{

9 index 1
interface{

11 config{
name eth0

13 }
status{

15 status up
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}
17 }

}
19 vlan{

config{
21 valn-id 10

}
23 status{

}
25 }

}
27 }

}
29 }

}
31 }

}

The implemented model also has defined operations spec-
ified as requirements that make the appropriate API easily
accessible in remote configuration using the NETCONF proto-
col. Besides implementing the data model in YANG, the API
is written in C programming language that invokes the OVS
operations.

Listing 4 shows an example of a virtual switch creation
within the data model that is simple!.

Listing 4: Creating a switch and a port using API on the
NETCONF data model

yangcli root@localhost> add-bridge bridge-name=sw01
2
RPC OK Reply 25 for session2:

4
yangcli root@localhost>

VI. CONCLUSION AND FUTURE WORKS

This work proposed a NETCONF interface for the config-
uration management of virtual switches that should be used to
create virtual networks based on VLAN.

The proposed information model and the currently sup-
ported operations were modeled in the YANG data modelling
language, utilizing OVS as a reference of virtual switches.
The interface currently supported by OVS may not be the
most appropriate when one has to automate the process of
configuring this type of switch, but it is sufficient to allow
further work to be performed to overcome this deficiency.

In this paper, we listed the basic requirements that a virtual
switch must meet to support virtual networks for VLAN. Each
one of those requirements was attended to in the information
model based on YANG and the solution was presented in a
simple visual way using a XML Schema Definition (XSD)
models. In addition, other policy considerations devolving into
strategies used in the modeling were also presented.

The proposed information model was not intended to ex-
haust all the possibilities to take all the necessary requirements
to a virtual switch, but, however to illustrate the information
requirements and data modeling together with the set of the
operations to realize in building virtualized networks based in
VLAN with virtual switches. It is a principle that has huge
potentials in creating the next generation of virtual networks
supporting a variety of virtual content based applications in

virtualized cloud computing. Simply put, it is putting up the
ante for the next generation of the Internet that offers huge
technical and business possibilities.

Further improvements can be implemented in this model,
certainly the support of other approaches used to build virtual
networks (such as OpenFlow for instance) are already being
studied and can be easily incorporated in the proposed mod-
eling.

Thus, using a NMS it will be possible to complete the
configuration management of programmable virtual switches
through a robust interface standards based that is consolidated
every day as a great alternative to traditional managed network
interfaces.
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Abstract—Significant amounts of money are lost worldwide due 
to toll fraud attacks on telecom service providers or their 
customers. These attacks can be detected or prevented by a 
fraud detection system. Acquiring labeled data for the analysis 
of fraud cases is a major problem. This paper proposes an 
autonomous unsupervised user profiling approach for fraud 
detection using Call Detail Records (CDR) as data for the 
analysis and considers problems like random fluctuations in 
data. Two profiles for each user are used to measure user 
behavior in different time spans. The two profiles of every user 
are compared to each other, and changes in user behavior are 
measured. Describing the change in a numeric value allows 
checking for extreme changes and detecting fraud. For the 
detection of random events, a global profile is used. Two profiles 
are cumulating behavior information for all users, measuring 
global events in a reliable way. The approach provides low false 
positive rates. Also, recent fraud cases concerning Fritz!Box 
Voice over Internet Protocol (VoIP) hardware are analyzed and 
a detection approach based on this work is proposed. 

Keywords-Call Detail Record; Fraud Detection; autonomous 
unsupervised user profiling; VoIP. 

I. INTRODUCTION 
The Internet brought new possibilities for 

telecommunication (e.g., VoIP), and new communication 
channels have been created. But fraudsters also found their 
ways with those new possibilities. Fraudsters invade 
telephone systems and manipulate them to conduct expensive 
phone calls at the expense of the owner of the telephone 
system. The generated cost has to be paid by the users or the 
service provider most of the time, leading to large amounts of 
losses and even threatening the existence of small telecom 
service providers. Telecommunication fraud caused an annual 
cost in the hundreds of millions EUR at telecom service 
providers in the last years. 

Communications Fraud Control Association (CFCA) 
reports losses of about 46 billion USD in 2013, an increase by 
15% compared to 2011 [1]. But not only cost is a problem 
caused by fraud. Small providers may also suffer from 
reputation losses, causing customers to change the provider 
because of decreased trust and fear of repeated fraud attempts 
in the future. 

The top three methods for telecommunication fraud were 
Subscription Fraud (subscribing for paid services), Private 
Branch Exchange (PBX)-Hacking and Identity Theft [1]. The 
top three types of fraud were Roaming (using stolen access in 

foreign countries), Wholesale (reselling of stolen user 
credentials) and Premium Rate Service fraud [1]. 

The German company “Deutsche Telekom” reported a 
huge success in the prevention of fraud cases with potential 
damages of about 200 million Euro, using an automated fraud 
detection system [2]. 

Recently, fraud cases were caused by security exploits in 
AVM Fritz!Box hardware, which is often used in Germany 
[3]. These fraud cases are analyzed in Section VII, and a 
detection approach based on the analysis is proposed. 

The research project ‘’Trusted Telephony” at Hochschule 
Darmstadt pursues the goal to increase security and safety in 
VoIP telephony in cooperation with the German telecom 
service provider toplink GmbH. A key objective of the project 
is the development of a fraud detection system, consisting 
mainly of a software framework.  

A huge problem for researching and developing a fraud 
detection system is the lack of labeled data. In labeled data, 
each record in the dataset is marked with the appropriate class 
for the dataset. In toll fraud detection, appropriate classes 
would be fraud and non-fraud. Labeling requires expertise and 
is a time consuming process. Because of this, labeled data is 
often not available, which is why autonomous and 
unsupervised techniques for fraud detection require less 
knowledge and personnel to maintain.  

For this purpose, a technique has been developed that to 
work unsupervised and mostly autonomous. Full automation 
would require a final task for the software, the actual blocking 
of the customer or destination number. Due to the risk of 
automatically blocking a non-fraudulent customer or 
destination number, the approach proposed is autonomous 
except for this final task, which is done by the system 
administrator. Unsupervised means in this context that no 
explicitly generated training data is needed for this technique. 
It is based on an analysis of Call Detail Records (CDRs) and 
research on related work and applies user profiling, as well as 
assorted ideas from related work. 

A CDR contains information about telephone calls, e.g., 
caller and callee, duration, and more. Because labeled data is 
often scarce, the developed method is designed to work 
without training a model with labeled data and to 
autonomously detect fraud in live operation, reducing the need 
and cost of administration by a staff member of the telecom 
service provider. The proposed method uses statistical profiles 
for each user for different time periods and continuously 
compares them in order to detect anomalies in the users’ 
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behavior. Anomalies are distinguished as extreme changes in 
user behavior and are used to detect fraud. A Current Behavior 
Profile (CBP) describes the user behavior in the present, and 
a Past Behavior Profile (PBP) describes the behavior in the 
past. The profiles use statistical parameters (features) to 
describe the behavior in the time span of the profile. With a 
continuous comparison of those features of both profiles, an 
estimation of fraud or not fraud is made. This estimation is 
made by comparing the past profile with the present profile, 
analyzing extreme changes in behavior. 

A. Structure of the paper 
In Section II, related work is discussed. A definition of 

Call Detail Records is described in Section III. In Section IV, 
the reason for the usage of differential analysis and user 
profiling is explained as a basis for the concept following in 
Section V. Section VI describes an experimental evaluation of 
the proposed method with a first prototype implementation 
and its results. Finally, Section VII presents a conclusion on 
the proposed method and gives an outlook on future work. 

II. RELATED WORK 
In related work, techniques for telecommunication fraud 

detection that do not require labeled data and are capable of 
autonomous detection (requiring no administration) are 
scarce. Much of the related work discusses methods that build 
profiles from labeled data, train machine learning algorithms 
and use the result for the evaluation of the data. As mentioned 
before, expert knowledge and a huge time effort is needed for 
this task. 

Chandola, Banerjee and Kumar present a paper which is 
rich on information about anomaly detection in general and 
fraud detection, respectively intrusion detection for telecom 
networks [4]. As shown therein, most work is based on 
statistical approaches, neural networks and rule-based 
strategies.  

In [5], two approaches are shown. One utilizes a neural 
network, trained with profiles and classifying profiles, and the 
other a statistical approach that has potential for automation. 
This is detailed more in [6] by the same authors. This method 
uses two profiles for each user. One is called “current user 
profile”, the other “user profile history”. The former describes 
the user behavior in the present, the latter in the past. For the 
description of the user behavior, so-called prototypes are used 
to group similar calls by time and duration of the call. Here, a 
prototype can be seen as a cluster, covering a certain range of 
values for time and duration of a call. Then, probabilities are 
calculated for these prototypes using the distribution of calls 
over the prototypes. A profile consists of probabilities for each 
prototype. The change in user behavior is measured using the 
Hellinger distance, which calculates differences between the 
probability distributions of both profiles. 

This technique can potentially run autonomously, but still 
needs training for the prototypes. Also, the prototypes only 
use two attributes per call. Adding attributes exponentially 
increases the number of prototypes. The effects on 
performance and accuracy for an increased number of 
attributes are not specified in the paper. The idea to apply two 
profiles in different time spans to measure changes in user 

behavior has been a starting point for the method presented in 
the paper. In this work, the user profiles are built differently, 
the comparison of the profiles differs as well. 

In [7], different user profiles have been evaluated in a 
combined neural network- and clustering-based technique to 
detect fraud. One profile type performed better than other 
profile types and therefore is used in Section V for the profiles 
describing the behavior of a user in different time spans. The 
profile consists of the following features: Standard deviation, 
maximum and mean values for the number of calls, the 
duration of calls and additionally the maximum cost per call. 

In [8], an approach is proposed which combines identity 
authentication, key process monitoring and anomaly service 
traffic identification to detect and prevent fraud. There is 
scarce information on the implementation and no information 
about the results of the system, e.g., false and true positive 
rates. 

In [9], a more potentially autonomous system for 
unlabeled data is proposed. It uses a rule-based approach to 
learn different types of so-called “monitors” that analyze user 
behavior and alarm the system’s administrator if fraudulent 
activity is detected. The system still needs templates and 
learned rules to create monitors, of which the templates need 
to be prepared and expert knowledge is needed. 

Grosser et al. present in [10] an extension of the work in 
[5] by replacing the prototypes with a self-organizing map. 
The resulting system still lacks the ability to be autonomous. 

In [11], a Bayesian Network is constructed for the 
detection of fraud in data. It uses the attributes Destination 
Country, Duration, Call Day and Call Type of a CDR. 

As shown in [5], [12] uses a neural network trained with 
user profiles but different features to classify new profiles 
with. It results in a true positive rate of 90%, the false positive 
rate of 10% is quite high. 

In [13], different attack patterns and possibilities for their 
detection are discussed. 

In [14], many different approaches are shown: A neural 
network approach, a Bayesian network and an approach 
utilizing probability density estimations. All approaches apply 
user profiles with “…average and the standard deviation of the 
duration and the number of calls made during the day, 
maximum duration and number of calls per day during the 
observed time period…”.  

Generally, a lot of work went into the analysis of machine 
learning techniques requiring training with labeled data which 
is hard to acquire. Only a few approaches allow to use 
unlabeled data. Most of them still require some sort of 
training, making automation hardly possible. 

III. CALL DETAIL RECORDS 
Each call of customers of toplink is routed through a 

dedicated voice routing system. Information about the call is 
recorded as a Call Detail Record (CDR) in text format in a file 
on a local hard disk drive. The data is then parsed with a parser 
developed in this project, and the necessary information is 
loaded into the project’s fraud detection framework. A CDR 
contains information about the connection and the call, e.g., 
IP addresses, trunk ID, start time, call duration, calling 
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number, called number, customer ID, and much more. This 
data is analyzed for anomalies and potential fraud cases. 

IV. ABSOLUTE OR DIFFERENTIAL ANALYSIS 
In this section, the concepts of absolute and differential 

analysis are introduced. An absolute analysis examines a 
whole set of data, trying to identify fraud cases, but does not 
consider different types of user behavior. A call that may be 
treated as a fraud case for one user could be no fraud case for 
another user. For example, one user only makes long calls to 
his family at weekends and the other user only makes long 
calls to his family at workdays. If an absolute analysis 
considers long calls at workdays as fraud cases, the latter user 
will be considered as fraudulent, just because his normal 
behavior does not comply with the definition of normal 
behavior given by the other user. This problem can be avoided 
by looking at each user and his behavior differently, thus 
called differential analysis. 

Differential analysis is preferred to absolute analysis in 
most of the related work, e.g., [5] [7] [10] [14]. The main 
argument is the ability of differential analysis to include the 
absolute analysis. In other words, a fraud case detected by an 
absolute analysis can also be found by a differential analysis, 
but a fraud case detected by a differential analysis cannot 
always be found by an absolute analysis [5]. 

User profiling is a differential analysis method, 
distinguishing the data by the users in the data. An analysis is 
then performed for each user on a smaller portion of the data, 
using only the data of the respective user. 

For each user, profiles are constructed to measure the user 
behavior in a given time span from the user’s data. A profile 
often consists of statistical features describing the user’s 
behavior. For example, the mean duration of all calls or the 
mean number of calls in a given time span of the user data. 

These user profiles are then used for training machine 
learning or other techniques to detect fraud cases by the values 
of each profile.  

V. BASIC CONCEPT OF USER PROFILING APPROACH 
Without labeled data, only few machine learning 

techniques may be used for fraud detection. Supervised 
techniques, e.g., a neural network as in [14], need a training 
phase with prepared, labeled data.  

User profiling with statistical methods is therefore used as 
an unsupervised and autonomous approach. Two user profiles 
are generated for each user, describing user behavior in two 
different time spans, allowing for the detection of anomalous 
changes in user behavior by the comparison of the user’s 
behavior in these two time spans. The user behavior in both 
profiles is described by the same features. The following 
sections are giving a more detailed description of the proposed 
method. 

A. Constructing user profiles 
For each user, two user profiles exist that represent the 

present and past behavior in specified time spans. The profile 
describing the past is called Past Behavior Profile (PBP), and 
the one describing the present is called Current Behavior 

Profile (CBP). Each profile uses features, calculated from 
CDR data, to describe the user behavior in its time span. 

1) Features 
Features describe different aspects of a user’s behavior. In 

the profiles, the feature vector shown in Table 1 was used: 

TABLE I.  FEATURE VECTOR USED FOR USER PROFILES [7] 

Max 
Calls 

Max 
Duration 

Max 
Costs 

Mean 
Calls 

Mean 
Duration 

Std 
Calls 

Std 
Duration 

 
These are the maximum values (Max) for calls per hour 
(Calls), the duration of a call and the cost of a call, the mean 
value (Mean) and standard deviation (Std) for the same CDR 
information, except the cost. 

For those features, the start-time, duration and cost 
information of a CDR are needed. The cost of a call is 
depending on the user agreement and is not given in a CDR. 
Therefore, an approximation of costs for a CDR was made, 
based on country code, number type (mobile or fixed-line) and 
duration. 

These features were used because they delivered the best 
results in [7]. Many works use standard deviation and mean 
values of the number of calls and the duration of a call to 
describe the user’s behavior. Some works also differentiate 
them into national, international or mobile [10] [7] [14]. 

2) Profile Time Span 
Each profile 𝑃𝑃 has a length 𝑙𝑙𝑃𝑃. The PBP additionally has 

an offset 𝑑𝑑 ≠ 0, describing the difference in time between the 
present and the PBP time span (see Figure 1). For a CDR to 
be included in a profile, it needs to meet the following rules 
(1) and (2) for the corresponding profile: 

 𝑇𝑇𝑐𝑐𝑐𝑐𝑐𝑐 < 𝑇𝑇𝑛𝑛 − 𝑑𝑑 (1) 

 𝑇𝑇𝑐𝑐𝑐𝑐𝑐𝑐 ≥ 𝑇𝑇𝑛𝑛 − (𝑙𝑙𝑃𝑃 + 𝑑𝑑)  (2) 

𝑇𝑇𝑛𝑛 is the present (𝑛𝑛) time, and 𝑇𝑇𝑐𝑐𝑐𝑐𝑐𝑐 is the time of the CDR. If 
a CDR meets these two rules, it is included in the features of 
the corresponding profile. 
 

 
Figure 1.  Profile time spans and offset (CBP = Current Behavior profile; 

PBP = Past Behavior Profile) 

The length (time span) of the profiles and the offset are 
very important parameters for the detection. The longer a 
profile is, the more CDRs are represented inside a profile and 
the statistics have more accuracy and less fluctuations. At the 
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same time, the effects of single fraudulent CDRs become 
statistically more irrelevant and thus harder to detect. The 
offset is important for finding fraudulent CDRs that can only 
be found in groups. It decides how long it takes for a yet 
undetected fraud CDR to be included in the PBP and therefore 
make it more unlikely to be found. The length of the offset 
also affects fluctuations when comparing both profiles. A 
higher offset causes higher fluctuations, a lower offset causes 
lower fluctuations likewise. 

An optimal tradeoff between the length of the profiles and 
the offset between profiles needs to be found for best results. 

3) Filling Profiles 
At first, the profiles need to get filled up for the method to 

be able to calculate meaningful features. Once the profile 
contains CDRs for its entire time span, the features can be 
calculated and used for further analysis. This means that the 
method has a determined training time for accumulating 
CDRs that is autonomously done without administration by 
personnel. In the following, a profile that has been filled up 
once is called ready. 

B. Measuring change in user behavior 
Once the profiles of a user are ready, the change of 

behavior measured by the profiles can be calculated. This is 
done by calculating the relative ratio 𝑅𝑅𝐹𝐹 between each feature 
𝐹𝐹 of both profiles (PBP and CBP) by (3): 

 ∀𝐹𝐹 ∶ 𝑅𝑅𝐹𝐹 =  

⎩
⎪
⎨

⎪
⎧�1 − �𝐹𝐹𝑃𝑃𝑃𝑃𝑃𝑃

𝐹𝐹𝐶𝐶𝑃𝑃𝑃𝑃
�� , 𝐹𝐹𝑃𝑃𝑃𝑃𝑃𝑃 ≤ 𝐹𝐹𝐶𝐶𝑃𝑃𝑃𝑃

�1 − �𝐹𝐹𝐶𝐶𝑃𝑃𝑃𝑃
𝐹𝐹𝑃𝑃𝑃𝑃𝑃𝑃

�� , 𝑒𝑒𝑙𝑙𝑒𝑒𝑒𝑒
 (3) 

This results in a ratio 𝑅𝑅𝐹𝐹 for each feature 𝐹𝐹, describing the 
change in behavior for that feature. Each 𝑅𝑅𝐹𝐹 has a range of -1 
to 1, with -1 as a maximum decrease and 1 as a maximum 
increase in behavior measured by that feature. 

A ratio 𝑅𝑅𝐹𝐹 for a feature F gives a relative value to the past 
behavior. It is relative because the severity of a change in user 
behavior is always relative to the past behavior of the user. 

1) Empty profile 
In the case that a user did not make calls for a time span 

greater than the span of all user specific profiles, one of the 
profiles of a user can run empty. Once a profile is empty, the 
calculation of the features is not possible, because they attain 
a value of zero. Comparing a non-empty profile with an empty 
profile will result in infinite ratios for the features, allowing 
for detection of fraud where there is none (e.g., when the PBP 
is empty and the CBP is not empty). Instead of letting the 
profile run empty, the last CDR in a profile that is about to 
become empty is not removed. This prevents the features from 
getting zero values and keeps user specific information for 
fraud detection. Setting the features to a standard value would 
disregard user specific behavior and is therefore not done. 

2) Features accepting zero 
Features like standard deviation can attain a value of zero, 

even if the profile is not empty. For example, the standard 
deviation of the duration attains zero, if all calls in the profile 

have the same duration. Like in an empty profile, zero values 
are a problem for calculating the ratios. Therefore, a value 𝜀𝜀 
(depending on the range of the specific feature) is added to the 
affected feature in both profiles. 

C. Detecting fraud 
For this approach, fraud cases are to be distinguished by 

extreme changes in user behavior described by each feature. 
Thus, for each ratio 𝑅𝑅𝐹𝐹 of a feature F, a limit 𝐿𝐿𝐹𝐹 is introduced. 
Each ratio 𝑅𝑅𝐹𝐹 is therefore checked if its limit 𝐿𝐿𝐹𝐹 is exceeded, 
and the number (n) of exceeded limits is checked against an 
additional limit 𝐿𝐿𝐸𝐸  (𝐸𝐸  for exceedings). If the limit 𝐿𝐿𝐸𝐸  is 
exceeded, the CDR is labeled as fraudulent and as non-
fraudulent otherwise. The procedure can be described as 
follows: 

 
1. Set 𝑛𝑛 ∶= 0 
2. ∀𝑅𝑅𝐹𝐹 ∈ 𝑅𝑅: (𝑅𝑅𝐹𝐹 > 𝐿𝐿𝐹𝐹) → (𝑛𝑛 = 𝑛𝑛 + 1) 

3. 𝑟𝑟𝑒𝑒𝑒𝑒𝑟𝑟𝑙𝑙𝑟𝑟 = � 𝑓𝑓𝑟𝑟𝑓𝑓𝑟𝑟𝑑𝑑, 𝑛𝑛 > LE
 𝑛𝑛𝑛𝑛𝑟𝑟𝑛𝑛𝑓𝑓𝑙𝑙, 𝑒𝑒𝑙𝑙𝑒𝑒𝑒𝑒  

 
Once a CDR in the CBP is labeled as fraudulent, it is to be 

excluded from inclusion into the PBP. This prevents the PBP 
from including fraud cases and obscuring potential follow-ups 
of fraudulent CDRs. This is the first approach chosen for a 
first experiment. Other approaches for detection using the 
ratios are discussed in future work. 

D. Unexpected fluctuations 
Many fluctuations in data and ratios, like weekends and 

holidays, can be predicted and adjusted for. But there are also 
fluctuations caused by random events inside the telecom 
service provider’s network, e.g., network, hardware or other 
failures.  

Those fluctuations are hard to predict using user profiles. 
The idea is to use the relation between absolute and 
differential analysis. If it is a fluctuation caused by the specific 
user, the fluctuation is not seen in an absolute analysis. If the 
fluctuation is global, it will affect all users and will be seen for 
specific users, too. Therefore, the accumulated behavior of all 
users has to be measured to detect this kind of fluctuation.  

Because the functionality to measure user behavior has 
already been defined, it can be reused to measure the 
accumulated user behavior. A global version of a CBP and a 
PBP is needed for all users. Ratios are calculated the same way 
as in user profiles. In this case, the ratios are not used for fraud 
detection, because the source of the fraud cannot be detected 
by creating profiles for all users. The ratios are used to be 
included in the user specific ratios for finding the global 
fluctuations and removing them from user fluctuations.  

The inverse ratios of the global profiles are taken to the 
power of g and are multiplied with the corresponding ratio of 
a specific user profile as in (4): 

 𝑛𝑛𝑒𝑒𝑛𝑛𝑟𝑟𝑓𝑓𝑟𝑟𝑛𝑛𝑛𝑛 = (𝟏𝟏 − 𝑔𝑔𝑙𝑙𝑛𝑛𝑔𝑔𝑓𝑓𝑙𝑙𝑟𝑟𝑓𝑓𝑟𝑟𝑛𝑛𝑛𝑛)𝑔𝑔 ⋅ 𝑟𝑟𝑒𝑒𝑒𝑒𝑟𝑟𝑟𝑟𝑓𝑓𝑟𝑟𝑛𝑛𝑛𝑛 (4) 

An appropriate value for 𝑔𝑔 is determined in Section VI. 
Both ratios have the same scaling and global ratio that 
describes the change for the user ratio that is still normal. 
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Therefore, the inverse is multiplied by the user ratio. Because 
the global ratio is much more stable with more samples, it is 
taken to the power of 𝑔𝑔 . 𝑔𝑔  is dependent on the scaling of 
𝑔𝑔𝑙𝑙𝑛𝑛𝑔𝑔𝑓𝑓𝑙𝑙𝑟𝑟𝑓𝑓𝑟𝑟𝑛𝑛𝑛𝑛 and not on 𝑟𝑟𝑒𝑒𝑒𝑒𝑟𝑟𝑟𝑟𝑓𝑓𝑟𝑟𝑛𝑛𝑛𝑛. 

E. Low usage users 
An analysis of the data revealed that on average, each user 

only makes 6-7 outgoing calls per day. About 47% of the users 
only make 2 calls per day on average. That means a lot of users 
— and therefore user profiles — include low amounts of calls. 
Hence, only few samples are available for calculating the 
statistics, making the statistics inaccurate. A way to handle 
those fluctuations is to scale the calculated ratios for the user 
by the number of samples inside the profiles. For the creation 
of a scaling function𝑆𝑆(𝑥𝑥), the dependencies of the number of 
calls in the profiles and the ratios needed to be analyzed. The 
analysis and the function are described in more detail in 
Section VI.  

Before and after scaling a ratio, it needs to be converted to 
linear space with (5). 

 𝑆𝑆(𝑥𝑥,𝑦𝑦) = 1 −  1

�� 1
1−y−1�∗𝑆𝑆(𝑥𝑥)�+1

 (5) 

𝑥𝑥 is the number of calls in the PBP, and 𝑦𝑦 is the ratio to be 
scaled. The part � 1

1−y
− 1�scales the ratio into linear space, 

and 1 − 1
(… )+1

 reverts it back to the previous space. A full 
overview of all components and their relationships is shown 
in Figure 2. 

VI. EXPERIMENTAL RESULTS 
This section describes the test of a prototype 

implementation in an experiment. The implementation has 
been done in Java for an existing fraud detection framework 
of the research project. The data used for the experiment has 
been generated by a live environment, recorded by the VoIP 
switching device. The data consists of 76,326 cost impending 
calls and spans over a time of one month. It has been 
anonymized in accordance to the German Federal Law on 
Data Protection. 

For the experiment, the whole data set was used, as the 
system trains on live data with the assumption that fraud cases 
are rare enough that the profiles can initially be trained by 
themselves without greater risks of being manipulated by 
fraud cases. Assuming the contrary is true and the first data 
set is containing fraudulent CDRs, the impact would only be 
that no fraud cases are detected until the fraudulent CDRs are 
no longer used for the PBP. 

For the experiment, profiles of a week’s length and with 
an offset (d) of one day for the PBP are used. In a first run, all 
occurring ratios are recorded to calculate limits for the ratios, 
to analyze the parameters for the scaling function and to 
integrate the global ratios into user profiles. In a second run, 
the limits were applied and the fraud detection component was 
enabled. 

 
 

 
Figure 2.  Overview of the components and their relationships 

A. First results 
For the first results, without incorporating the global 

profiles and the scaling function, the false positive rates (FPR) 
for different limits were measured. The false positive rate is a 
very important measure that indirectly determines the 
expenses due to inefficiency, because administrators need to 
look at false positives. 

TABLE II.  FIRST RESULTS OF FPR WITHOUT GLOBAL PROFILES AND 
SCALING FOR DIFFERENT LIMITS 

Limit for all 
ratios 

Limit for 
exceedings 

FPR 

0.25 >0 0.2142 
0.25 >1 0.1274 
0.5 >0 0.0685 
0.5 >1 0.0444 
0.75 >0 0.0211 
0.75 >1 0.0145 

 
Table II shows empirically tested limits for ratios and the 

number of exceedings. The FPR has been measured from 
50,893 samples, where the profiles were ready. The limits and 
the resulting FPRs will be used for comparison with results of 
the incorporations of global profiles and the scaling function 
for low usage. 

B. Global profiles 
For the global profiles, the same length and offset was 

used, because the ratios can be compared better if the 
parameters are similar. The number of calls was used as the 
only feature for the global profiles. For the parameter 𝑔𝑔 for 
scaling the global ratio, see (4), a test value of 1 was used. 

Figure 3 shows the ratios measured for the given data, 
chronologically sorted. It shows negative ratios during the 
Christmas holidays in Germany, successfully measuring its 
effects on the ratios and it can be used to remove those effects 
from single user behavior. Also, this figure shows when the 
profiles became ready. 
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Figure 3.  Ratios for number of calls for the whole data in global profiles 

The incorporation into profiles of a week’s length showed 
no significant improvements in the FPRs. On the other hand, 
a small scale test of profiles with a day’s length showed very 
good results in removing weekend fluctuations from the 
profiles. Figure 4 depicts an example for day-length profiles. 

 

 
Figure 4.  Example incorporation of global ratio into a day length user 

profile for feature MeanCalls 

The figure shows two curves, MeanCalls Normal showing 
the ratios of the feature MeanCalls without correction by 
global profiles and MeanCalls Global with correction by 
global profiles.   

 

 
Figure 5.  Example for the dependency of max values of the features 

MeanCalls, StdCalls, MeanDur and StdDur to the number of calls 

C. Scaling for low usage 
To find an appropriate scaling function, the dependency of 

the number of calls to the maximum occurring ratios was 
analyzed. Figure 5 shows an example for four features. It 
depicts how a low number of samples/calls in a profile can 
affect the ratios. Therefore, a scaling function was created that 
scaled the ratios from 0 to 70 calls. 

For the scaling function, a simple parable of the form 𝑦𝑦 =
(𝑓𝑓𝑥𝑥)2 + 𝑔𝑔 was chosen after testing different curves, because 
it corresponds well to the curve in Figure 5. Using the 
coefficients 𝑓𝑓 = 1

67.1
  and  𝑔𝑔 = 0.2, the scaling begins at 0.2 

with 0 calls and ends at 1 with 60 calls with a slight increase. 
Because about 47% of users only conduct about two calls per 
day, the scaling function greatly improved the FPRs, as shown 
in Table III. 

TABLE III.  CHANGES IN FPR WITH INCORPORATION OF THE SCALING 
FUNCTION 

Limit for 
all ratios 

Limit for 
exceedings 

Old FPR New FPR Change in 
% 

0.25 >0 0.2139 0.1684 -21,27% 
0.25 >1 0.1272 0.0939 -26,17% 
0.5 >0 0.0683 0.0491 -28,11% 
0.5 >1 0.0443 0.0290 -34,53% 
0.75 >0 0.0211 0.0136 -35,54% 
0.75 >1 0.0145 0.0083 -42,75% 

D. Determination of limits 
The best way to determine the limits is to optimize the 

ratio of true positive rate to false positive rate. However, this 
requires labeled data to be possible. Because of the lack of 
labeled data, the limits were determined by measuring the 
99.5% quantile of all occurring ratios for each feature. The 
ratios are presented in Table IV. Using these limits, the 
measured FPR is 1.87%. 

TABLE IV.  LIMITS FOR FEATURES (99.5% QUANTILE) 

Feature Limit 
MaxCalls 0.8247 
MaxDur 0.6692 
MeanCalls 0.7512 
StdCalls 0.8270 
MeanDur 0.2985 
StdDur 0.5400 
MaxCost 0.7387 
Mean 0.3835 

E. Results 
Of the 50,893 analyzed cost impending calls, 1.87% were 

measured as false positives. Through empirical inspection of 
the false positives, two users were found with an exceptionally 
strange behavior pattern. The duration of calls and the number 
of calls per second was the same in about 200 calls, which is 
very suspicious. After consultation with toplink GmbH, those 
calls were considered fraud cases.  This shows that the 
presented approach can detect false positives and reduce the 
FPR to 1.22%, but does not provide a true positive rate for a 
decent comparison with related work. Still 90.23% of the 
fraudulent calls found in these two users were marked as fraud 
by the proposed approach. Compared to the approach 
proposed in [6], which also proposes a statistical, 
unsupervised method, the approach of this paper has a lower 
FPR (1.22% to 4.0%). Compared to other supervised 
techniques, like [12] (with 50% TPR and 0.3% FPR) or [14] 
(two approaches with 70% and 80% TPR and 0% FPR for 
both), the proposed approach has a good TPR and FPR and 
needs no effort for preparing supervised training data. 

VII. CONCLUSION AND FUTURE WORK 
This approach allows the detection of fraud cases using 

unlabeled data and needs no maintenance by an administrator 
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concerning data for training. Only administration for a final 
decision on positively identified fraud cases is needed. It is not 
complex and highly modifiable. It has a low false positive rate 
and allows detection of fraud cases with an estimated high true 
positive rate. The scaling for users with low usage rates still 
needs adjustment, and more profiles need to be tested with 
other features.  

In the future, an autonomous limit adaptation is scheduled 
to be developed, making manual calculation of limits for the 
ratios obsolete, and making this approach even more 
autonomous and efficient. Because of the adapted limits, 
scaling the ratios for users with low activity is not needed 
anymore. Also, the limits will provide a more stable FPR for 
seasonal and user dependent behavior changes. 

Furthermore, automation of unsupervised techniques 
requiring training could be possible by using a sliding window 
approach on the data consisting of present and past profile 
values used for training and testing. A support vector machine 
(SVM) is foreseen to be utilized, possibly including a feature 
preparation method, as proposed in [15]. This could also be 
seen as a test for using the results of the proposed approach as 
an input for supervised techniques. As mentioned in Section 
II, only few works are available that use techniques capable of 
being unsupervised and autonomous. Most approaches use 
techniques requiring training with labeled data and have no 
potential for automation. 

Recent fraud cases, allowed by security exploits in 
Fritz!Box hardware, showed a repeating pattern in fraud 
attacks. These attacks utilized the hardware of many 
customers to call a single fee-based service or number, 
obscuring the attack by generating only few calls from each 
customer. A custom version of the approach proposed in this 
paper will be able to detect such attacks by profiling not the 
customers, but the destination of the calls. Such a profiling 
would record the amount of call attempts by different 
customers to a specific destination and detect extreme 
changes, enabling detection of fraud cases. 
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Abstract—Software-Defined Networking (SDN) essentially decou-
ples the hardware from the software that controls it. Currently,
some SDN abstractions are materialized by OpenFlow and
several OpenFlow controllers, based on different programming
paradigms and architectures, are available. Usually, these con-
trollers are bundled with some sample applications that enables
the construction of new ones by using their particular way.
However, these applications focus on specific services being
tightly coupled with the switch behavior. In this scenario, SDN
community is working to build a SDN control layer that meets
carrier grade requirements such as throughput, availability and
scalability. This work proposes a new SDN controller architecture
that is integrated with a carrier grade service level execution
environment, based on Service Logic Execution Environment
(SLEE) architecture, defined under the Java APIs for Integrated
Networks (JAIN) initiative. The proposed approach extends SDN
based services by integrating OpenFlow with several network
resources and communication protocols providing a cross layer
platform that can satisfy these telecom operators requirements.

Keywords–Software-Defined Networking; Carrier Grade; Con-
troller; Telecommunications.

I. INTRODUCTION

Software-Defined Networking (SDN) [1], [2] is a promis-
ing networking technology since it has the potential to enable
innovation and also to give the network operators more control
of their infrastructure. SDN market is expected to reach thirty
five billion dollars by 2018 [3], [4]. Essentially, SDN decouples
the forwarding plane from the control plane. Currently, Open-
flow [5] materializes some concepts of SDN. In such approach,
a signaling protocol is defined for the networking control
plane, which enables controllers to orchestrate OpenFlow-
compliant network devices (e.g., switch and wireless access
points) in a programmable way by a controller.

The OpenFlow-enabled SDN is a key contribution that is
propelling the networking research community towards the
definition of the Future Internet, allowing the use and evalu-

ation of innovating mechanisms for both network control and
data transport. The list of Future Internet mechanisms include,
among others, innovative approaches for routing, mobility,
Quality of Service/Experience control, optical resource con-
trol. Future Internet Testbeds Experimentation Between Brazil
and Europe (FIBRE) [6], Global Environment for Network
Innovations (GENI) [7], OpenFlow in Europe: Linking Infras-
tructure and Applications (OFELIA) [8] and Abstraction Layer
for Implementation of Extensions in Programmable Networks
(ALIEN) [9] are examples of research projects across the world
that are envisaging to spread the use of SDN by enabling the
experimentation on top of an OpenFlow-enabled infrastructure
of some of these innovate mechanisms.

The high demands for improving more and more the
reliable aspects of their network systems and also the ability
to take a complete control of their infrastructure, allowing cus-
tomization and optimization and thus reducing overall capital
and operational costs recently sparked the interests of telecom
companies in exploring the use of OpenFlow-enabled SDN.

However, SDN poses some research challenges [10] to the
scientific community. A key challenge is related with the con-
trollers that should meet carrier grade requirements [11] that
encompasses high availability, scalability, high performance,
reliability, fault tolerance and manageability in order to foster
the SDN adoption in mission critical environments, such as
the ones handled by telecom operators.

Currently, several telecom operators have services [12]
deployed on top of a mature platform, known as JAIN SLEE.
The JAIN [13] is a set of APIs dedicated to creating voice
and data convergent services. The JAIN SLEE [14] is a
component model that supports the deployment of event driven
applications that requires carrier grade requirements [15], [16],
[17]. JAIN SLEE is available as commercial products, such
as Rhino [18], and also as open source platform, such as
Mobicents [19].
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At this moment, the SDN community is still in pursuit of a
carrier grade SDN control layer that is suitable for the demands
of such environments. This work presents a contribution to
this research by using an approach that differs from efforts
currently undertaken by the SDN community in relation to
this quest. This approach consists of constructing a controller
layer that uses the component model defined by JAIN SLEE.

The remainder of this paper is structured as follows: Sec-
tion II describes related projects and presents the ecosystem of
OpenFlow controllers currently available. Section III presents
the JAIN Slee component model and the components created
as the basis for the carrier grade SDN controller that enables a
cross layer approach by integrating OpenFlow with protocols
used by telecom’s voice and data services. Section IV presents
an application scenario where the proposed approach was
used to integrate OpenFlow and the Multimedia Independent
Handover (MIH) protocols [20] and finally, in Section V, we
present some concluding remarks and future work.

II. OPENFLOW CONTROLLERS ECOSYSTEM

Currently, the literature notices the availability of a number
of OpenFlow controllers. In essence, they differentiate each
other by programming paradigms or focusing on applications.
For instance, Nox [21], [22] was the first designed OpenFlow
controller deployed based on C/C++ programming language.
Java based version of controllers were also created such as
Beacon [23] and Maestro [24]. POX [22] is a Python based
version of the controller, which offers a simplified program-
ming interface enabling rapid deployment of new network
applications. Ryu [25] is also based on Python and supports
OpenFlow versions 1.0, 1.2 and 1.3. Trema [26] is a controller
based on Ruby and FlowER is an Erlang based Openflow
Controller [27].

These controllers came with sample code that shows how
to create new network applications by using each controller
proposed approach. A classical example of such applications
is a Learning Switch. Usually, these applications offer low-
level services and the network developer is responsible to build
new ones according to particular requirements. While they are
suitable as a starting point to use SDN concept, these con-
trollers are not enough to achieve reliability and performance
carrier grade networks demands [28], [29]. Such demands
are not related to the telecommunication capabilities of the
network entities but with aspects such as high availability,
scalability, high performance, reliability and resiliency. The
open issues of the aforementioned OpenFlow controller guided
current efforts, including FloodLight [30], Onix [31] and more
recently, OpenDaylight project [32] and ONOS [33].

FloodLight was created as a fork of Beacon, where the
focus is to build a commercial controller with enterprise class.
The open source version does not offer resiliency or scalability
such as the commercial version, called Big Network Controller
[34], which is based on a clustered servers in a HA deployment
and uses in its core FloodLight.

Motivated by the inability in satisfying neither reliability
nor scalability, the NOX creators proposed Onix, which is a
distributed system over the network control plane that offers a
global view of the network and defines an API that can use this
information to build new control plane services and addresses

such requirements. Onix was the basis for the software offered
by Nicira [35] and its approach is used by the Modern SDN
Stack [36] project.

The OpenDaylight project [32] aims to create a common
architecture that can be exploited by the industry to create
new and innovative services which use SDN abstractions.
This architecture comprises several layers, one of them being
the Service Abstraction Layer (SAL) that could interact with
different protocols that would be exposed by plug-ins. Another
layer is the Controller Platform [32] that controls the network
devices, such as routers and switches, and defines a common
API that will be used by the upper layer applications. One of
the objectives of OpenDaylight project is to create a carrier
grade architecture [37].

Another open source controller that currently is under
development is ONOS (Open Network Operation System)
[33], which aims at providing an architecture focused on fault
tolerance and distribution of the state in various controllers,
and providing a graphical high-level abstraction of the network
status. According to ON.LAB, these features make ONOS a
good alternative for service providers and also large WAN
operators. A prototype was presented by OnLab at ONS 2013
and also at 2014 indicating that ONOS is still on the way to
reach its goals [38].

Big Network Controller and also Onix are not available as
open source and thus the SDN community is not able to run
experiments using these particular solutions. OpenDayLight
project and also ONOS have a road ahead.

Moreover, all these SDN controllers do not offer by
default an integration with other signaling approaches used
by telecommunications operators, such as: Session Initiation
Protocol (SIP) [39]; DIAMETER [40]; Extensible Messaging
and Presence Protocol (XMPP) [41]; Media Gateway Control
Protocol (MGCP) [42]; among others.

This scenario indicates some open issues and this work
contributes to bridge this gap.

III. CARRIER GRADE OPENFLOW CONTROLLER

The network infrastructure itself has no value. The value is
in the applications and services that can be created on top of
this infrastructure. SDN abstractions enable the deployment
of new and innovative services and even completely new
network architectures [43]. However, these abstractions are
being deployed at this moment and the SDN community is
still in pursuit of a carrier grade platform.

The work presented here is deployed on top of the JAIN
[13]. The JAIN is a set of APIs [44] dedicated to creating
voice and data convergent services. The goal of these APIs is
to abstract the underlying network, so those services can be
developed independently of network technology. This approach
couples with SDN abstractions.

The JAIN SLEE [14] defines a component model that sup-
ports event driven applications suitable for carrier-grade envi-
ronment concerned with requirements such as high throughput,
low latency, scalability [15] and availability [17]. Currently,
several telecom operators have services deployed by using
JAIN SLEE. JAIN SLEE is available as commercial products,
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Figure 1: JAIN SLEE Architecture Main Components.

such as Rhino [18] and also open source, such as the Mobicents
platform [19].

The main components of JAIN SLEE are presented in Fig.
1. The component model consists of two different layers: the
application layer that represents the services which run at the
JAIN SLEE Application Server and the Resource Adaptation
Layer which abstracts underlaying protocol stacks and adapts
them to the JAIN SLEE model. The Service Build Block
(SBB) contains the application and service logic. Each SBB
can be composed of one or more children SBBs and they are
organized as a graph. A Service is a deployed and managed
artifact which specifies its root SBB and the default event
delivery priority. A registered SBB is able to capture and fire
events. An Activity is a related stream of events, such as a
phone call, that are captured by SBBs entities. The state of
these entities can be replicated in a clustered deployment.

According to the JAIN SLEE specification, a Resource
represents a system that is external to the JAIN SLEE. The
Resource Adaptation layer (depicted in Fig. 1) enables several
control plane protocols, currently used at the telecommunica-
tion protocol stack, to plug in at the JAIN SLEE component
model, thus fostering the development of new services and
applications that can exploit SDN benefits.

By using clustering, JAIN SLEE supports high availability
and fault tolerance. The fault tolerance mode works with state
replication and thus a cluster can be viewed as only one virtual
container which encompasses all nodes that are active in that
cluster. This way, all activity context and SBB entities data
are replicated across the cluster nodes. While all the internal
components of the JAIN SLEE are fully fault tolerant, the
resource adaptors at border with the JAIN SLEE container and
the outside environment are not replicated by default, but they

Figure 2: Openflow Resource Adaptor.

can be created to be cluster-aware by using the Fault Tolerant
Resource Adaptor API.

Considering all these features, JAIN SLEE is a platform
suitable to handle carrier-grade throughput, latency and fault
tolerance requirements over a general purpose IT infrastructure
[16].

A. OpenFlow Resource Adaptor

The OpenFlow protocol and a controller are resources to
the JAIN SLEE. To interact with its component model, these
resources need to be adapted to its component model, what
is accomplished by a Resource Adaptor (RA). A RA receives
messages from this external system by using a protocol and
submits them as events that are produced inside the RA. The
RA may, also, consume events created by the services running
inside the JAIN SLEE.

The JAIN SLEE specification defines a Resource Adaptor
Type that basically consists of a set of interfaces that represents
common characteristics that must be implemented by a RA of
that type. Moreover, the Resource Adaptor type references the
Events that a Resource Adaptor will produce and consume. By
using this approach, different resources can be plugged into the
JAIN SLEE components.

Usually, resources such as SIP, DIAMETER, XMPP and
MGCP protocol stacks have a RA already defined [19].
Regarding OpenFlow there is no Resource Adaptor already
defined, being this definition one of the contributions of
this work. The OpenFlow Resource Adaptor (OpenFlowRA),
presented in Fig. 2 is responsible for the interaction with the
services that run inside JAIN SLEE. The events are captured
by the SBB entities according to the service configuration.

The OpenFlowRA implements an OpenFlowRe-
sourceAdaptorType. This resource type references all the
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events that might be fired from the OpenFlow stack. In this
case, to each message type defined within the enum ofp type
at the OpenFlow 1.0 specification [5] an Event that will be
sent and also received from the JAIN SLEE was defined.

When the OpenflowRA is actived by the JAIN SLEE,
it starts the FloodLight Controller [30]. After this point, all
OpenFlow Messages are converted into Events that are sent
to the JAIN SLEE. In the same manner the services that
run inside JAIN SLEE can dispatch events to the Open-
FlowRA that corresponds to OpenFlow messages such as
OFPT FLOW MOD and OFPT PACKET OUT that will be
received the OpenFlowRA and then will be forwarded to an
OpenFlow Switch by the Controller as OpenFLow Messages.

The implementation uses MessageEvent, a JAIN SLEE fea-
ture. Each message received by OpenFlowRA is converted to a
JAIN SLEE event. For instance, when a OFPT PACKET IN is
received by OpenflowRA, it is converted into a MessageEvent
of type PacketIn, and it is sent to Abstraction Layer. After be
treated by RA, all messages are sent to the Abstraction Layer.

To decouple the services (SBBs) from the signaling control,
a default SBB named NEConnector is created. This SBB will
be responsible to retrieve the OpenFlow related events, inspect
them and fire the corresponding events related to the service
that is being created inside a set of SBBs. By using this
approach, the NEConnector is the only SBB that needs to care
of OpenFlow events. This design enhances further compatibil-
ity with new OpenFlow protocol versions, such as OpenFlow
1.3, thus contributing to a low coupling between OpenFlow
protocol and other SBBs. The NEConnector abstraction allows
the architecture to support several protocols but, if necessary,
other SBB can be created to handle other requirements, thus
providing a flexible architecture that supports different sig-
naling protocols from the telecommunications world and also
from the computer networks world.

IV. CASE STUDY

This case study highlights how the abstraction proposed
by this work can be used to integrate OpenFlow with other
infrastructure control protocols enabling the deployment of
new services and architectures.

The proposed approach was used to integrate OpenFlow
with the MIH protocol [20]. The main purpose of the IEEE
802.21 standard for MIH is to facilitate and optimize inter
technology handover processes by providing a set of primitives
for obtaining link information and controlling link behavior.

The IEEE 802.21 standard offers an abstraction of the con-
trol of wireless access links and in this case, an IEEE 802.21
resource adaptor was also created. The extensible component
model defined by JAIN SLEE, enabled the integration with
this protocol by defining a new resource adaptor. Considering
that this RA was not available before, the RA built during this
work is also an important contribution to the community that
builds JAIN SLEE based services.

The approach envisaged by the OpenFlow was also applied
here. Thus the NEConnector is responsible to receive the
events generated and route them to the corresponding SBB
which is interested in this particular event.

Figure 3: IEEE 802.21 MIH Resource Adaptor.

Figure 4: DTSA Components based on JAIN SLEE Component Model.

The MIHRA, as depicted in Fig. 3, implements an MIHRe-
sourceAdptorType. This resource type references all the events
that might be fired from the MIH stack. Thus, there is one
different message type to each service primitive defined in the
IEEE 802.21 specification.

Moreover, by using the approach proposed in this work
and bringing together OpenFlow and also the MIH resource
adaptors, it was possible to create the main component of
a new network architecture, named Entity Title Architecture
(ETArch).

ETArch [45] is a clean slate network architecture, where
naming and addressing schemes are based on a topology-
independent designation that uniquely identifies an entity. This
designation is named Title. ETArch also defines a channel
that gathers multiple communication entities. This channel is
called Workspace. A key component of this architecture is
the Domain Title Service (DTS), which deals with all control
aspects of the network. The DTS is composed of Domain Title
Service Agents (DTSAs), which maintain information about
entities registered in the domain and the workspaces that they
are subscribed to, aiming to configure the network devices to
implement the workspaces and to allow data to reach every
subscribed entity.

The DTSA was created, deployed and tested using the
Mobicents JAIN SLEE. Fig. 4 presents the overall DTSA
architecture based on the JAIN SLEE component model pre-
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sented in this work. The NEConnector decouples the DTSA
SBBs from the control protocols of the infrastructure, then,
the services expressed by the SBBs can also interact with the
infrastructure and adapt it, in this case do create the workspace
concept on top of a OpenFlow enabled infrastructure and also
to support seamless entity mobility by optimizing handover
using the IEEE 802.21 MIH protocol. Fig. 4 also presents
the SBBs that were created to implement the DTSA, each
one dealing with the main aspects of the architecture: the
control of entities (EntityManager); the workspaces supported
by the DTSA in a given moment (WorkspaceManager); mo-
bility procedures of entities (MobilityManager); and, the QoS
enforcement (QoSManager) inside the workspace in order to
meet specific communication requirements.

V. CONCLUDING REMARKS AND FUTURE WORK

SDN abstractions can enable new services and applica-
tions. Considering OpenFlow, the current materialization of
some SDN concepts, the controller is a central piece of the
architecture.

The currently available open source controllers are not
suitable to meet carrier grade requirements. This kind of
controller is a work in progress being conducted by the SDN
community through some projects.

This work proposes a new SDN controller architecture,
which is integrated with a carrier grade service level execution
environment, based on the JAIN SLEE specification. Such
controller can abstract several different protocol stacks and
provides a common component model where new services and
applications could be deployed. JAIN SLEE current implemen-
tations are adopted and being used, at plant floor ground, by
several telecom operators.

To foster this integration, this work created an OpenFlow
resource adapter which enables a cross layer approach where
services are able to control the network infrastructure during
run-time, by using the OpenFlow protocol.

To showcase the approach presented in this work, an IEEE
802.21 MIH resource adapter was also constructed. The MIH
protocol purpose is to abstract the control of wireless access
network infrastructure, thus enabling services that need to
handle mobility requirements.

By putting together OpenFlow and MIH protocols, the
presented case study uses JAIN SLEE SDN capable control
layer to deploy a clean slate network architecture named
ETArch. In this case, the adopted component model enabled
the evolution of the network architecture, enabling new ser-
vices to be gradually deployed and tested on top of it.

The resource adapters presented here are publicly available,
thus collaborating with the research which aims to define,
design and deploy next generation computer network archi-
tectures.

The carrier grade approach proposed in this work is aligned
with most current trends regarding a SDN control layer,but in
addition to other proposals, it enables an integration of the
protocols that control the network hardware, such as Open-
Flow, with the ones the control the applications, thus enabling
new types of network services. Moreover, the extensible model

can accommodate new protocols and future initiatives, thus
preserving investments and becoming an interesting outcome
that can be exploited by telecom operators.

As future work, the proposed and constructed carrier grade
SDN control layer will be tested under different scenarios in
order to demonstrate its fault tolerant and scalability. An Open-
Flow 1.3 compliant RA will also be deployed and plugged into
the architecture.

The innovative approach proposed under this work presents
to the research community a SDN control layer that is suitable
to meet carrier grade requirements and is a viable alternative
to bring SDN into the telecom infrastructure.
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Abstract—Bluetooth uses a communication technique called
frequency-hopping which has some collateral effects. One of these
is a significant delay time during the phase of discovery of nodes.
To precisely estimate this delay, we use real and simulated devices,
and we measure the elapsed time until a Piconet formation. Our
contribution is modeling the Bluetooth network as a dynamic
graph, adding the frequency-hopping procedures, Piconet limits
and network constraints. These new components render a model
which is more consistent with the Bluetooth network technology
specification than those presented so far. Our graph can be used
as a basis for realistic optimization models.

Keywords—bluetooth; scatternet; frequency hopping; dynamic
graph.

I. INTRODUCTION

In 2012, 1.1 billion mobile phones were shipped, almost
100 percent with Bluetooth technology [1]; but, despite this
popularity, Bluetooth network applications are not yet explored
in their full potential. The new-coming wearable devices, like
smart-watches, and smart-glasses to name a few, use Bluetooth
intensively. New popular apps, like firechat, also depend on
the ad hoc Bluetooth network formation. The possibility of
forming wider-ranging ad hoc networks enhances their most
common use: files exchange apps and mono headsets.

During communication, Bluetooth devices do not use a
fixed frequency; they use frequency-hopping. Therefore, for
a link formation, a device discovery phase is firstly needed.

In the device discovery phase, one device scans for another
device, and both send and listen messages, respectively, in a
pseudo-random frequency sequence, until a frequency coinci-
dence occurs and the synchronization messages are delivered.
Even in a smallest network with two nodes, there is a delay
time as consequence of the randomness, this prohibits Blue-
tooth for latency-sensitive applications.

The frequency-hopping sequence and all data flows are
coordinated centrally by a node called master, in a master-
slave point-to-multipoint network called Piconet. Each Piconet
contains only one master, and can have a maximum of seven
active slave nodes communicating to 10m range.

To expand the limits of this communication, we prefer
Scatternets. They are collections of Piconets joined by a Bridge
node and coordinated by a protocol.

The collateral effects of frequency-hopping in Bluetooth,
such as the delay in discovery phase, show the relevance of
a Bluetooth network graph model. It is important to devise a
realistic model, having procedures and constraints consistent
with the technology specification.

In this work, we have the following contributions:

A Bluetooth network dynamic graph, with:

• The Piconet and Scatternet characterization and topol-
ogy constraints;

• Master and slaves node rules;

• The proposal, implementation and validation of two
procedures: FHS() and Disc(), which represent a
device frequency hopping sequence synchronization
and discovery of devices.

These new procedures and network constraints characterize
our Bluetooth network graph as a dynamic graph.

In Section II, we describe the initial formation process of a
Piconet. Section III discusses the related work. In Section IV
the initial connection delay time is identified by simulation
and real experiments. In Section V, we present the dynamic
Bluetooth network graph model. Finally, the conclusions are
in Section VI.

II. PICONET - THE BASIC BLUETOOTH NETWORK
FORMATION

In a Piconet, a device assumes the role of master or slave,
and two distinct phases are required to connect: the discovery
and the link formation.

During the discovery phase, the candidate for the master
device goes into the INQUIRY state, looking for the devices
candidates for the slave in an INQUIRY SCAN state.

During the INQUIRY state, the searching device sends an
IDentifier (ID) by broadcast using 32 of the 79 frequencies de-
fined by Bluetooth specification. The sequence of frequencies
that will be used to broadcast ID messages, is a pseudo-random
calculate, derived from the clock of the device. The set of this
frequencies is called Inquiry Hopping Sequence (IHS).

The candidate for slave device in INQUIRY SCAN state
listens to broadcasts ID, on the same 32 IHS frequencies,
hopping in a pseudo-random sequence derived from its clock.

76Copyright (c) IARIA, 2014.     ISBN:  978-1-61208-360-5

AICT2014 : The Tenth Advanced International Conference on Telecommunications

                           89 / 199



In this phase, candidates for master and slaves send and
listen messages respectively in a sequence of pseudo-random
frequency hops, until a frequency coincidence occurs. A time
slot difference collaborates with the increased likelihood of the
device hearing the same channel on which a ID was listened:
the devices in INQUIRY state hop in time slots of 312.5µs
faster than the standard Bluetooth 625µs used by devices in
INQUIRY SCAN.

After receiving an ID, the candidate for slave device
assumes a state called INQUIRY RESPONSE, and responds
to the request by sending its network address and clock, in a
packet called frequency-hopping synchronization (FHS), using
the same frequencies of IHS. Then, the device waits for the
backoff a random value of time slots (0 − 639.375)µs, with
the objective of minimizing collisions of responses, and goes
to PAGE SCAN state.

When the candidate for master device receives the FHS,
it enters a state of PAGE, and uses the information received
from the FHS for synchronization and connection with the
candidates for slave device that have already been discovered
and are in the PAGE SCAN state.

During the PAGE state, the candidate for master device
selects a candidate for slave device to be connected sending
packages to the candidate for slave devices previously discov-
ered using the sequence of estimated hops.

After the PAGE process is complete, the Piconet is formed
and the devices gain a connected status and assume their
master and slaves roles.

III. RELATED WORK

Jedda, Jourdan and Zaguia [2] analysed the impacts of
changing Bluetooth parameters on the static and dynamic
Scatternet formation protocols. These parameters are related to
the use of the frequency hop communication technique. The
Scatternet formation on static protocols happens as follows;
each node alternates randomly between the INQUIRY and
INQUIRY SCAN Bluetooth discovery states, when one device
discovers each other, a temporally Piconet is formed until being
destroyed at the end of the communication. They called this
mechanism of ALTERNATE, being examples of it: BlueStars
Petrioli, Basagni and Chlamtac [3]; BlueMIS Zaguia, Stoj-
menovic and Daadaa [4] and BlueNet Wang, Thomas and
Haas [5]. In dynamic Scatternet protocols, the discovery phase
is interlaced with the network formation, the node shares its
time between discovering new devices and communication in
the Scatternet. The examples of dynamic protocols are: Law,
Mehta and Siu [6] and Cuomo, Melodia and Akyildiz [7].
Jedda, Jourdan and Zaguia [2] using ns-2 [8] simulator, found
that changing parameters of Bluetooth 1.2 discovery phase,
produce ALTERNATE Scatternets 3.5 times faster.

In Pettarin, Pietracaprina and Pucci [9], the Bluetooth
dynamic topology was described as a sequence of graphs
G(n, ρ, r(n), c(n), ε) = {Gt : t ∈ N}. Each of the n agents
moves to a grid node chosen uniformly at random among
the grid nodes within euclidean distance ρ from its current
position, being t each time step, linked to the movement of de-
vices. This model describes situations in which the devices are
moving and establishing network connections. This sequence

of graphs can be modeled as a Markov chain Clementi, Monti,
Pasquale e Silvestri [10], whose transitions describe by the
model of moving nodes.

Ferraguto, Mambrini, Panconesi and Petrioli [11] proposes
a Bluetooth network graph model, where the links can be
described by n devices randomly distributed in the unit square,
the function c(n) is the neighborhood of each device and r(n)
is the range of each device. With this, the Bluetooth network
is denoted by the graph BT (r(n), c(n)).

Jedda, Jourdan and Zaguia [2] show, by ns-2 simulation,
that the parameters changes related to Bluetooth discovery
phase, are more significant in static Scatternet protocols, that
use use the ALTERNATE strategy, than in dynamic Scatternet
protocols as in Law, Mehta and Siu [6]. This opens a discussion
about the importance of new propositions that include changes
in parameters related to the Bluetooth frequency-hopping.

The Random Geometric Graph (RGG) has been employed
for the characterization of Bluetooth network topology. Pet-
tarin, Pietracaprina and Pucci [9] discuss the expansion and
diameter of RGG subgraphs induced by device discovery
phase. Experimental evidence shows that BT (r(n), c(n)) is a
ideal model for the Bluetooth topology; see Ferraguto, Mam-
brini, Panconesi and Petrioli [11]. Unlike our proposed model,
classical graph models of Bluetooth as Gupta and Kumar [12],
Ferraguto, Mambrini, Panconesi and Petrioli [11], Crescenzi,
Nocentini and Pietracaprina [13] and Pettarin, Pietracaprina
and Pucci [9], do not explore (i) the topology of a Piconet,
(ii) the Scatternet formation, or (iii) the intrinsic influences of
frequency-hopping communication.

A correct mapping of frequency-hopping peculiarities is
essential for the suitable design of Bluetooth solutions and
applications.

IV. IDENTIFYING THE DELAY

In order to measure the elapsed time of a Piconet con-
nection and verify the existence of a connection delay, we
generated Piconet instances, using simulation and real devices.

We used the UCBT [14], a ns-2 [8] extension that sim-
ulates Bluetooth, developed by the University of Cincinnati.
Additionally, to verify the real scenario, we used the Lego
NXT Mindstorm [15], and robots were assembled to establish
connections with each other via Bluetooth. The Bluetooth
communication interface in Lego Mindstorms NXT kits has the
channels according with the Bluetooth specification, however
the buffer of the equipment does not allow the use of more than
three channels simultaneously. Piconets were testes limited to
three devices. The robots were assembled as vehicles, and the
Bluetooth configured for creating the the communication link
as soon as they entered the network range. Once the connection
is established, the vehicles should move in opposite directions
until losing the communication due to distance. Once the
connection between the robots stops, they must return to the
starting point to restore the Piconet. Connections were restored
even in the presence of thick walls. All the elapsed times were
collected while the robots were moving.

In the first experiment, we generated 30 real and simulated
instances of Piconets with sizes of two (one master and one
slave) and three nodes (one master and two slaves). We
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measured the amount of time until all the slave nodes were
in connected status with the master node. The box-plots in
Figure 1 and Figure 2 represent the elapsed time until total
connection of nodes in the 30 instances of each Piconet size.
We observe that the elapsed time until total Piconet connection
is, in mean, one second longer, even between one master-slave
link. This is a problem because long connection time is not
tolerated by many security and medical applications, among
others.

In a second experiment, we generated 30 ns-2 simulation
instances to each Piconet formed with one master and n neigh-
boring candidates for the role of slave device. In accordance
with Pettarin, Pietracaprina and Pucci [9], we observed that as
the value of n increases, so is the likelihood of connection. The
rationale for this is that during the discovery phase, all devices
in INQUIRY SCAN perform pseudo-random hops in slower
time slots than the master until there is a match of frequencies.
This behavior shows that, despite the increase in density
of devices within the range of the master, the frequency-
hopping technique provides greater resilience to collisions and
depletion of the spectrum. Figure 3 show the elapsed time until
first INQUIRY RESPONSE.

Figure 4 shows the formation of a theoretically maximal
Piconet, represented by one master and seven slaves. We
observed the proportional increase value of n and the time.
This behaviour is explained by the need for matching the
channel in the discovery phase, the backoff and a scheduling
of intra-Piconet synchronization packets.

In order to create a new slave entry in an existing Piconet,
the master needs to stop the intra-Piconet communication and
a new discovery must start. The slaves that have already
entered the Piconet change to HOLD mode, waiting for new
polling from the master before re-communicating. The time
cost of this operation grows with the increase of devices due to
the new discovery and resynchronization by the intra-Piconet
Scheduling process.

The error bars in Figure 4 show the high degree of
variability and delay in the connection, represented by random
variables associated with the discovery of slaves, backoff time
and intra-Piconet scheduling processes.

V. DYNAMIC GRAPH OF BLUETOOTH NETWORK

The Bluetooth network will be described as a graph,
following the definition by Gupta and Kumar [12] and Pettarin,
Pietracaprina and Pucci [9].

Consider the undirected graph G = {V, E ′} composed by
the set of n ≥ 1 nodes V = {v1, . . . , vn} and of edges E ′ ⊂
{V × V}, such that (ei, ej) ∈ E ′ ⇐⇒ (ej , ei) ∈ E ′. A
dynamic Bluetooth graph, able to describe the formation of
Piconets and Scatternets, will be defined on top of this generic
graph with the inclusion of a spatial restriction and of nodes
labels.

A common assumption for the placement of nodes is
the fully independent or binomial model Ramos, Guidoni,
Nakamura, Boukerche and Frery [16]. According to this model,
given n nodes, their coordinates (xi, yi)1≤i≤n in the [0, 1]2

square are outcomes of 2n independent identically distributed
uniform [0, 1] random variables. Nodes represent devices, and

Figure 1. Elapsed Time until complete Piconet connection using Lego NXT.

Figure 2. Elapsed Time until complete Piconet connection using ns-2

once they are deployed, the links which enable the commu-
nication are built according to the range r(i) of each device.
The geometric rule says that the edge (ei, ej) ∈ E ′ may may
exist only if d(vi, vj) ≤ min{r(i), r(j)}, i.e., nodes vi and
vj may communicate only if both can talk to each other. The
distance function d : [0, 1]2 × [0, 1]2 → R+ is arbitrary and
may incorporate any prior information about the environment
as, for instance, obstacles. The choice of the unitary square
support does not impair any lack of generality on the model.
Many applications assume reciprocal communication setting
r(i) = r for every 1 ≤ i ≤ n.

The definition of protocols for the operation of Bluetooth
networks requires another ingredient: identifying masters and
slaves. Each node receives a label, either “M” or “S” for
denoting its current state.

A new graph can be now defined, provided the graph G
defined as above. The Bluetooth graph BT is a subset of G
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Figure 3. Time until first INQUIRY RESPONSE

Figure 4. Time until formation of the first complete Piconet with 7 slaves
and 1 master

such that BT = {V, E} since possibly not all allowed connec-
tions are set, i.e., E ⊂ E ′. The communication specification E
has to satisfy the following requirements:

1) There is at least one M node.
2) All S nodes connect to one and only one M node.
3) M nodes do not have connections among them.
4) S nodes do not have connections among them.

A Piconet if formed if there is only one M node and all S
nodes connect to it. If there is more than one M node, we are
in the presence of a Scatternet.

Pettarin, Pietracaprina and Pucci [9] describe situations
in which the devices are moving. The BT graph is, thus,
dynamic and can be described as a function of the time
BT (t) = {V, E(t)}. The authors describe the sequence of
graphs by means of a Markov chain whose transitions express
the change of connections due to the movement of the nodes.

Figure 5. The nodes u and v are in range of each other

Figure 6. The nodes u and v initialize the discovery Disc()

Figure 7. The coincidence of frequency fi occurs

Figure 8. The v node transmit its network address and clock

Figure 9. The nodes use FHS() to generate the F ′ frequency sequence

Denote F = {fi : 0 ≤ i ≤ 79} the set of frequencies
used in FHSS, then FHS is a function FHS(CLK,MS),
where CLK is the clock of the elements involved and MS
is the address of the Piconet master. The details of FHS are
given by the Bluetooth specification. Each master-slave link
has an unique pseudo-random sequence of frequencies F ′ =
(f ′1, f

′
2, . . . ), so that f ′i ∈ F .

Let u and v to nodes, as in Figure 5. We define the process
of discovery as the operation Disc(u, v, fi) which consists of
the insertion of the edge (u, v) in E .

The Disc() process has its execution distributed, while run-
ning u and v at the same time, see Figure 6. Master and slaves
begin a sequence of pseudo-random frequency hops, until a
frequency fi coincidence occurs, as illustrated in Figure 7.
After matching, the slave waits for a random time to respond
FHS() to the master, this is called Backoff interval. This is
necessary because the FHS() must be exchanged between
nodes; see Figures 8 and 9. For this purpose, after Disc()
has been applied, the slave returns FHS() and generates the
correct pseudo-random sequence F ′ for the connection; see
Figure 10. The labels “M” and “S” are given to the nodes
selected as master and slave, respectively, see Figure 11.

Changes as the ones described above in the connectivity of
the Bluetooth network make it a dynamic graph; see Frigioni
and Italiano [17].
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Figure 10. Now the nodes use the frequency sequence F ′ to exchange
messages

Figure 11. After frequency synchronization, the nodes receive the labels
M -master and S-slave, and the links represented by the edges (u, v) and

(v, u) begin the message transport

VI. CONCLUSION AND FUTURE WORK

The delay observed during the initial Bluetooth connection
process is directly related to the effects of frequency-hopping
technology use. This delay is the sum of:

1) in Bluetooth discovery phase:
• a random value of time until the coincidence

of frequencies between listener and sender
devices;

• the random value of time of Backoff until
node can listen a response;

2) in Piconet with more than two nodes, during the entry
of a new slave in a existing Piconet, a new discovery
process is needed, and a intra-Piconet scheduling for
master frequency resynchronization.

The randomness in discovery and its collateral effect, the
delay, is a crucial constraint for simple Piconet applications
that require adequate responsiveness. The Disc() and FHS()
functions in the dynamic graph, shown in Section V, are the
procedures affected.

The problem of delay and specific characteristics of a
network using frequency-hopping as Bluetooth Piconet, shows
the relevance of a model consistent with the Bluetooth speci-
fication as our dynamic graph.

New research proposing changes to the Bluetooth speci-
fication need to be leveraged. The search for techniques that
reduce the duration of discovery phase, will give rise to new
use cases for Bluetooth network.

As future works, we will add the PAGE procedures to
Bluetooh network dynamic graph, and use it as the basis of the
constraints in the Ferreira, Oliveira, Gambini and Frery [18].
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de Minas Gerais (FAPEMIG), to CNPq, CAPES, UFOP
(Universidade Federal de Ouro Preto), SEVA Engenharia and
FAPEAL.

REFERENCES

[1] bluetooth.com, ”The bluetooth network effect,” Last Visited in
05/30/2014. [Online]. Available: http://www.bluetooth.com/Pages/
network-effect.aspx/

[2] A. Jedda, G.-V. Jourdan, and N. Zaguia, ”Some side effects of fhss
on bluetooth networks distributed algorithms,” in Proceedings of the
ACS/IEEE International Conference on Computer Systems and Appli-
cations - AICCSA 2010, ser. AICCSA 10. Washington, DC, USA: IEEE
Computer Society, 2010, pp. 1–8.

[3] C. Petrioli, S. Basagni, and I. Chlamtac, Configuring bluestars: mul-
tihop scatternet formation for bluetooth networks, Computers, IEEE
Transactions on, vol. 52, no. 6, 2003, pp. 779-790.

[4] N. Zaguia, I. Stojmenovic, and Y. Daadaa, Simplified bluetooth scatter-
net formation using maximal independent sets, in Complex, Intelligent
and Software Intensive Systems, 2008. CISIS 2008. International Con-
ference on, 2008, pp. 443–448.

[5] Wang, Zhifang and Thomas, Robert J. and Haas, Zygmunt J., ”Bluenet
- A New Scatternet Formation Scheme,” in HICSS , 2002, pp. 9 pp.

[6] C. Law, A. K. Mehta, and K.-Y. Siu, ”A new bluetooth scatternet
formation protocol,” Mob. Netw. Appl., vol. 8, no. 5, Oct. 2003, pp.
485–498,

[7] F. Cuomo, T. Melodia, and I. Akyildiz, Distributed self-healing and
variable topology optimization algorithms for qos provisioning in scat-
ternets, Selected Areas in Communications, IEEE Journal on, vol. 22,
no. 7, 2004, pp. 1220-1236.

[8] N. S. 2, ”The network simulator - ns2,” Last Visited in 05/30/2014.
[Online]. Available: http://www.isi.edu/nsnam/ns/

[9] A. Pettarin, A. Pietracaprina, and G. Pucci, ”On the expansion and
diameter of bluetooth-like topologies,” in Algorithms - ESA 2009,
ser. Lecture Notes in Computer Science, A. Fiat and P. Sanders, Eds.
Springer Berlin / Heidelberg, 2009, vol. 57, pp. 528–539.

[10] A. Clementi, A. Monti, F. Pasquale, and R. Silvestri, Information
spreading in stationary markovian evolving graphs, Parallel and Dis-
tributed Systems, IEEE Transactions on, vol. 22, no. 9, 2011, pp. 1425-
1432.

[11] F. Ferraguto, G. Mambrini, A. Panconesi, and C. Petrioli, A new
approach to device discovery and scatternet formation in bluetooth
networks. in IPDPS. IEEE Computer Society, 2004.

[12] P. Gupta and P. Kumar, ”The capacity of wireless networks,” Informa-
tion Theory, IEEE Transactions on, vol. 46, no. 2, Mar. 2000, pp. 388–
404.

[13] P. Crescenzi, C. Nocentini, A. Pietracaprina, and G. Pucci, On the
connectivity of bluetooth-based ad hoc networks, Concurrency and
Computation: Practice and Experience, vol. 21, no. 7, 2009, pp. 875-
887.

[14] D. A. Q. Wang, ”Ucbt - bluetooth extension for ns2 at the university
of cincinnati,” Last Visited in 05/30/2014. [Online]. Available: http:
//www.cs.uc.edu/cdmc/ucbt/

[15] lego.com, ”Lego - NXT - Software,” Last Visited in 05/30/2014.
[Online]. Available: http://www.lego.com/en-us/mindstorms/downloads/
nxt/nxt-software/

[16] H. S. Ramos, D. L. Guidoni, E. F. Nakamura, A. Boukerche, A. C. Frery,
and A. A. F. Loureiro, Topology-related modeling and characterization
of wireless sensor networks, in PE-WASUN2011 ACM International
Symposium on Performance Evaluation of Wireless Ad Hoc, Sensor,
and Ubiquitous Networks. Miami, EUA: 2011ACMi, 2011.

[17] D. Frigioni and G. F. Italiano, ”Dynamically switching vertices in planar
graphs (extended abstract),” in Proceedings of the 5th Annual European
Symposium on Algorithms. London, UK: Springer-Verlag, 1997, pp.
186–199.

[18] C. M. Soares Ferreira, R. A. Rabelo Oliveira, H. S. Gambini, and A.
C. Frery, Static bluetooth scatternet formation models: The impact of
fhss, in AICT 2013, The Ninth Advanced International Conference on
Telecommunications, 2013, pp. 25-31.

80Copyright (c) IARIA, 2014.     ISBN:  978-1-61208-360-5

AICT2014 : The Tenth Advanced International Conference on Telecommunications

                           93 / 199



Energy-free Security in Wireless Sensor Networks

Adel Elgaber
Institut FEMTO-ST UMR CNRS 6174
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Abstract—Wireless sensor networks are often deployed in open
and uncontrolled environments that make them more vulnerable
to security attacks. Cryptographic algorithms can be used to
protect the data collected by the sensors against an intruder.
The cost in terms of energy to provide enough security can
be quite large as these algorithms may be very complex. As
communication is the main energy consumer, a way to save energy
is to use data compression. We propose to measure the impact
of the well-known DES algorithm on the energy consumption for
various number of rounds and then, we show that energy-free
security may be possible. We combine a cryptographic algorithm
with a compression algorithm and show through a model that
a node can provide security without consuming more energy.
The only counterpart is the time for ciphering and compressing.
We get some results from experiments on energy consumption
of cryptographic and compression algorithms and establish the
level of security that can be achieved in various cases, from a
single node to a random network.

Keywords–Wireless sensor networks; security; compression; en-
ergy

I. INTRODUCTION

A wireless sensor network (WSN) is a specific ad-hoc
network with a large number of nodes that have limited
energy. These networks are used for collecting information
about natural phenomena and other applications. As they are
generally deployed in open and uncontrolled environments,
wireless sensor networks are more vulnerable to security
attacks [1][2][3][4].

Many cryptographic protocols have been proposed to deal
with security issues [2][5][6]. They rely on cryptographic
primitives like public key cryptographic algorithms or secret
key cryptographic algorithms or cryptographic hash functions.
The impact on energy consumption of some of these primitives
has already been evaluated [7].

As communication is the main energy consumer, a way
to save energy in wireless sensor network is to use data
compression [8]. Again, the impact on energy consumption
of compression algorithms has been evaluated [9][10][11].

In this paper, we first propose to measure the impact of the
well-known Data Encryption Standard (DES) algorithm on the
energy consumption of a MSP430-based node. Then, our main
contribution is to show that energy-free security is possible.
We combine a cryptographic algorithm with a compression
algorithm and show through a model that a node can provide
security without consuming more energy. The only counterpart
is the time for ciphering and compressing involving CPU
cycles, which is largely less consuming than communication.

In section II, we analyze the related work regarding security
and compression algorithms in wireless sensor networks. Then,
in section III, we provide experimental results for DES on a
MSP430 based node from the Senslab plaform. In section IV,
we give an energy consumption model for cryptographic
algorithms and compression algorithms and in section V, we
show that it may be possible to have energy-free security.
In section VI, we use a linear network to achieve better
security considering the energy of the whole network. Finally,
in section VII, we show that, even on random networks,
it is possible to have strong energy-free security with high
probability.

II. RELATED WORK

Regarding security in general, there are two main families
of cryptographic algorithms: public key cryptographic algo-
rithms like RSA or ElGamal and secret key cryptographic
algorithms like DES or Advanced Encryption Standard (AES).
The advantages of public key cryptography is the availability
of authentication and key exchange mechanisms. Public key
cryptography is secure and reliable as it is based on strong
mathematical theorems. Meanwhile it needs complex arith-
metical and logical operations. Strong public key cryptography
can affect the lifetime of a node [12][4].

The other solution is to use secret key cryptography.
Secret key cryptography relies on simple operations like bit
shifting and basic bitwise logical operations (or, and, xor)
that can easily be adapted to sensor nodes. Lee et al [7]
considered some well-known cryptographic algorithms (AES,
RC5, Skipjack, XXTEA) and studied the influence of some
parameters (number of rounds, size of the key) on the energy
consumption of MicaZ and TelosB sensor nodes. In particular,
they show that the energy consumption of RC5 encryption
increases linearly with the number of rounds.

In a wireless sensor node, communication is the main
energy consumer. An idea to save energy is to apply a com-
pression algorithm before sending data so that the energy used
for compression is counterbalanced by the energy saved for
communication [8][11]. Capo et al. [9] used a MSP430-based
node and measured the consumption of different compression
algorithms: S-LZW, Run-Length Encoding (RLE) and K-RLE.

III. EXPERIMENTS WITH DES ON MSP430

A. Data Encryption Standard (DES)

DES is a symmetric key cryptographic algorithm that was
standardized in 1977 and has been used widely since then.
DES is based on a Feistel scheme with a 56-bit key and 16
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TABLE I. ENERGY CONSUMPTION OF DES WITH VARIOUS NUMBER
OF ROUNDS

Rounds 2 4 8 16
Energy (µJ) 21.48 24.75 30.27 40.55

rounds. Each round consists in a fixed set of four operations
called Expansion, Key mixing, Substitution and Permutation
that operates on 64-bit blocks that are divided in two 32-
bit half-blocks [13]. In our experiments, we use a custom
implementation of DES in C that can be tuned to reduce the
number of rounds.

B. The Senslab testbed

The Senslab platform [14] is an experimental platform
for wireless sensor networks. Its aim is to automate the
deployment, test, and monitoring of wireless sensor network
applications. Each of the four sites of the platform has 256
MSP430-based nodes that can be used to make tests. Each
node can be monitored with several probes. The frequency of
the measures can be chosen for each experiment. At the end
of the experiment, the measures are stored in a simple file for
each node.

In our experiment, we used the Senslab platform and
we measured the power consumption of a node that was
compressing some data with the DES algorithm. The frequency
of the measures was set to 100ms.

C. Experiment description

The experiment consists in measuring the power consumed
by the DES algorithm on a MSP430-based node of the Senslab
platform. For each experiment, we used random input data of
λ = 64 bits. The number of rounds ranges over the values 2,
4, 8 and 16. Each experiment is repeated five times and the
average value is given.

D. Results

Table I shows the results obtained in the previous experi-
ment with various number of rounds.

Figure 1 shows the same results on a plot. We observe that
the relation between energy consumption and the number of
rounds is linear, of the form: E = E0+ r×Er where r is the
number of rounds. E0 is a constant that represents the energy
for constant operations in the algorithm, i.e., operations that do
not depend on the number of rounds : initial and final permu-
tation, permuted choice 1 (PC1) in the key schedule. Er is the
energy per round. Applying a linear regression on the data of
table I, we find E0 = 19.149µJ and Er = 1.348µJ/round. The
estimation of this linear regression is also shown on figure 1.

As a conclusion of this experiment, we found a linear
relationship between energy consumption and the number of
rounds for DES. It is of the same kind as the one found in
[7] for RC5. These uncorrelated results can lead to a general
model for encryption with symmetric cryptographic algorithm.
This model is described in the next section.
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Figure 1. Energy consumption of DES with various number of rounds

TABLE II. VALUES OF EENC
0 AND EENC

r FOR VARIOUS ENCRYPTION
ALGORITHMS

Algorithm Eenc
0 (nJ/bit) Eenc

r (nJ/round/bit)
DES 299.2 21.06

RC5 [7] 336.4 173.28

IV. MODELING COMPRESSION AND ENCRYPTION IN WSN

A. Modeling encryption

As seen before, we can model the energy consumption of
encryption as:

Eenc(λ, r) = λ× (Eenc
0 + r × Eenc

r ) (1)

In addition to the previous experiment, we introduce λ,
the length of the input data, in our model. There should be
another constant factor that does not depend on the length of
the input data, but we assume this constant factor is negligible.
For example, in DES, the only operation that does not depend
on the number of rounds and the length of the input data is
PC1, which is a very simple operation compared to the rest of
the algorithm.

Table II shows the values of Eenc
0 and Eenc

r for various al-
gorithms. The DES values are computed from our experiment.
The RC5 values are computed from figure 3 in [7]. We took
the values of the TelosB node as it is a MSP430-based node,
and we summed the ”setup” phase and ”encryption” phase to
have the full algorithm. We assumed the length of data to be
λ = 8 bytes = 64 bits, by comparing this figure with figure 5
in [7] and taking into account that the word size was divided
by two (16 versus 32 respectively).

Figure 2 shows the energy consumption of RC5 that was
computed from [7] and the estimation that we did for this
algorithm.

RC5 and DES have a similar constant term Eenc
0 whereas

the energy per round Eenc
r is much higher for RC5 than for

DES with a factor greater than 8. As both algorithms are
based on the same basic bitwise operations, this difference
can be explained by the implementation and the quality of
the measures. The important point is that table II gives us a
good idea of the order of energy consumption of a symmetric
cryptography algorithm.
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Figure 2. Energy consumption of RC5 with various number of rounds [7]

TABLE III. VALUES OF ECOMP
0 AND COMPRESSION RATIO α FOR

VARIOUS COMPRESSION ALGORITHMS

Algorithm Ecomp
0 (nJ/bit) α

RLE 1.325 17%
S-LZW 5.6 53%
K-RLE 2.575 56%

B. Modeling compression

Now, we model compression in the same manner as encryp-
tion. We use the results of [9] to model the energy consumption
of compression as:

Ecomp(λ) = λ× Ecomp
0 (2)

We assume that the energy consumption for compression
algorithms is only proportional to the length of the input data.
Generally, compression algorithms do not have a setup phase,
they only take decisions according to the input data.

Table III shows the values of Ecomp
0 and the compression

ratio α for various algorithms: S-LZW [11], RLE and K-RLE.
S-LZW and RLE are lossless compression algorithms while K-
RLE is a lossly compression algorithm. All measures are taken
from [9] on the same sets of data of length λ = 500 bytes
= 4000 bits.

C. Modeling communication

As we want to compare different scenarios with the simple
scenario of just sending the data, we need a communication
model. We take the communication model from [15]:

Etrans(λ) = λ× (Etrans
0 + ε× d2) (3)

In this model, Etrans
0 is the electrical energy and is set to

50nJ/bit, ε is the transmit amplifier and is set to 100pJ/m2/bit,
and d is the distance to the receiving node.

V. ANALYSIS OF DIFFERENT SCENARIOS WITH
COMPRESSION AND ENCRYPTION

In this section, we examine several scenarios using com-
pression and encryption and the models described in (1), (2)
and (3).

• Scenario T: in this scenario, we only consider the
transmission of λ bits of input data.

• Scenario CT: in this scenario, we consider the com-
pression of λ bits of input data with a compression
ratio of α that is then transmitted.

• Scenario ET: in this scenario, we consider the encryp-
tion of λ bits of input data that is then transmitted.

• Scenario CET: in this scenario, we consider the com-
pression of λ bits of input data with a compression
ratio of α that is then encrypted and transmitted.

There is no need for a fifth scenario with encryption
followed by compression and then by transmission as it would
consume more energy than scenario CET.

Our goal is to show that scenario CET can consume as
much energy as scenario T which would provide energy-free
security.

A. Energy for the different scenarios

The energy consumption for scenario T is given by:

ET(λ) = Etrans(λ)
= λ× (Etrans

0 + ε× d2)
(4)

The energy consumption for scenario CT is given by:

ECT(λ) = Ecomp(λ) + Etrans((1− α)× λ)
= λ× (Ecomp

0 + (1− α)× (Etrans
0 + ε× d2))

(5)

The energy consumption for scenario ET is given by:

EET(λ, r) = Eenc(λ, r) + Etrans(λ)
= λ× (Eenc

0 + r × Eenc
r + Etrans

0 + ε× d2)
(6)

The energy consumption for scenario CET is given by:

ECET(λ, r) = Ecomp(λ) + Eenc((1− α).λ, r) + Etrans((1− α).λ)
= λ× (E

comp
0 + (1− α)× (Eenc

0 + r × Eenc
r +

Etrans
0 + ε× d2))

(7)

Table IV shows the energy consumptions with λ = 64 bits,
r = 8 rounds and d = 25m in the different scenarios.
λ = 64 bits is a typical size for a physical scalar data
like temperature. r = 8 rounds is rather weak for DES
and RC5. d = 25m is a typical distance in wireless sensor
networks. We observe that, as expected, with any choice of
algorithms, scenario CT consumes less energy than scenario T
that consumes less energy than scenario CET that consumes
less energy than scenario ET.

Table V shows the energy consumptions with λ = 64 bits,
r = 16 rounds and d = 75m in the different scenarios. In
this case, the number of rounds is r = 16, which is the
maximum for DES and which is nearly the recommended
number of rounds for RC5. The distance has been extended to
75m. We note that the energy consumption of scenario CET is
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TABLE IV. ENERGY CONSUMPTIONS (IN µJ) WITH λ = 64 BITS,
r = 8 ROUNDS AND d = 25M

Algorithms ET ECT EET ECET

DES + RLE 7.200 6.061 37.132 30.904
DES + S-LZW 7.200 3.742 37.132 17.810
DES + K-RLE 7.200 3.333 37.132 16.503

RC5 + RLE 7.200 6.061 117.449 97.567
RC5 + S-LZW 7.200 3.742 117.449 55.559
RC5 + K-RLE 7.200 3.333 117.449 51.842

TABLE V. ENERGY CONSUMPTIONS (IN µJ) WITH λ = 64 BITS,
r = 16 ROUNDS AND d = 75M

Algorithms ET ECT EET ECET

DES + RLE 39.200 32.621 79.914 66.414
DES + S-LZW 39.200 18.782 79.914 37.918
DES + K-RLE 39.200 17.413 79.914 35.327

RC5 + RLE 39.200 32.621 238.168 197.765
RC5 + S-LZW 39.200 18.782 238.168 112.298
RC5 + K-RLE 39.200 17.413 238.168 104.959

less than the energy consumption of scenario T, with the DES
algorithm combined with S-LZW or K-RLE. In the other case,
the compression algorithm does not have a good enough com-
pression ratio (RLE), or the encryption algorithm consumes
so much that it cannot be counterbalanced by compression
(RC5). These figures, with realistic parameters, show that it
is possible to have energy-free security but we need a more
precise condition.

B. Energy-free security

In this section, we try to precise the previous result, i.e.,
we try to compute the maximum number of rounds rmax for
various values of d and the given compression algorithms. The
following theorem gives the computation of rmax:

Theorem 1: Security is free if and only if:

r ≤ α× (Etrans
0 + ε× d2)− (1− α)× Eenc

0 − Ecomp
0

(1− α)× Eenc
r︸ ︷︷ ︸

=rmax(α,d)

The proof is straightforward, it directly comes from (4) and
(7) with the condition that ECET(λ, r) ≤ ET(λ). We note that
the condition does not depend anymore on the length of the
data which is normal because, in each scenario, the energy is
proportional to the length of the data.

Table VI shows rmax(α, d) for the three compression
algorithms and the DES algorithm, with d varying from 25m
to 100m. We observe that for distance of 25m, security
can not be free whatever the compression algorithm is, i.e.,
rmax(α, d) < 0. The RLE algorithm do not compress enough
and can never provide free security.

The results for S-LZW and K-RLE are quite close. For a
distance of 50m, the maximum number of rounds is 1 and 3
respectively, which provides no security at all as there exists
some easy known attacks on DES. For a distance of 75m, as
already seen, the full DES with 16 rounds can be used for free
with both compression algorithms. For a distance of 100m,
Triple-DES, that has 48 rounds and provides strong security,
can be used for free in the case of K-RLE.

Table VII shows rmax(α, d) for the three compression
algorithms and the RC5 algorithm, with d varying from 25m

TABLE VI. rmax(α, d) WITH THE DES ALGORITHM

Algorithms 25m 50m 75m 100m
RLE – – – –

S-LZW – 1.291 18.024 41.450
K-RLE – 3.645 22.531 48.970

TABLE VII. rmax(α, d) WITH THE RC5 ALGORITHM

Algorithms 25m 50m 75m 100m
RLE – – – –

S-LZW – – 1.976 4.823
K-RLE – 0.228 2.524 5.737

to 100m. RC5 consumes more energy than DES and the results
for RC5 are not very good. Even for a distance of 100m, the
maximum number of rounds is 4 and 5 for S-LZW and K-RLE
respectively, which does not provide any security. The solution
in this case is to optimize the implementation of RC5 or to
find a better compression algorithm.

VI. ANALYSIS WITH A LINEAR NETWORK

In this section, we try to improve the previous results con-
sidering a linear network. Our idea is that the energy consumed
on the sending node can be counterbalanced globally over the
network by the savings of the other nodes, due to the size of
the compressed data. This could improve the security of the
data while still competing with scenario T.

A. Model

We use a linear network of n+1 nodes, the first node that
generates data and n relays in the multi-hop communication to
the base station. Each node only communicates with its closest
neighbors that are at distance d. The last node communicates
with the base station that is at distance d too.

On this linear network, we examine the global energy in
scenario T and scenario CET. In each scenario, the data is
sent by the first node, then received n times and transmitted
n times until the base station.

We still use the communication model from [15] for
receiving:

Erecv(λ) = λ× Erecv
0 (8)

Erecv
0 is the electrical energy and is set to 50nJ/bit.

The energy consumption for scenario T with a linear
network is given by:

ET
net(λ, n) = E trans(λ) + n× (Erecv(λ) + E trans(λ))

= λ× (n× Erecv
0 + (n+ 1)× (E trans

0 + ε× d2))
(9)

The energy consumption for scenario CET with a linear
network is given by:

ECET
net (λ, r, n) = ECET(λ, r) + n× (Erecv((1− α).λ) +

Etrans((1− α).λ))
= λ× (E

comp
0 + (1− α)× (Eenc

0 + r × Eenc
r +

n× Erecv
0 + (n+ 1)× (Etrans

0 + ε× d2)))
(10)
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TABLE VIII. rNET
max(α, 25, n) WITH THE DES ALGORITHM AND A

LINEAR NETWORK

Algorithms n = 1 n = 2 n = 5 n = 10 n = 15
RLE – – – 2.615 10.517

S-LZW – 8.653 34.756 78.262 121.767
K-RLE 2.134 11.955 41.416 90.518 139.620

TABLE IX. rNET
max(α, 25, n) WITH THE RC5 ALGORITHM AND A

LINEAR NETWORK

Algorithms n = 1 n = 2 n = 5 n = 10 n = 15
RLE – – – 0.103 1.064

S-LZW – 0.837 4.010 9.297 14.585
K-RLE 0.045 1.238 4.819 10.787 16.754

Now we can state an extension of theorem 1 for a linear
network and compute rnet

max(α, d, n):

Theorem 2: Security is free in a linear network of n + 1
nodes if and only if:

r ≤ n.α.Erecv
0 + (n+ 1).α.(E trans

0 + ε.d2)− (1− α).Eenc
0 − Ecomp

0

(1− α)× Eenc
r︸ ︷︷ ︸

=rnet
max(α,d,n)

B. Results

Table VIII shows rnet
max(α, d, n) for the three compression

algorithms and the DES algorithm, with d = 25m and n
varying from 1 to 15. We observe that with only one-hop
before the base station, security is free with the K-RLE
compression algorithm, even if the number of rounds provides
very weak security. For n ≥ 5, the maximum number of rounds
for S-LZW and K-RLE exceeds the number of round for DES,
and for n ≥ 10, it exceeds the number of rounds for Triple-
DES. This shows that very strong security can be achieved for
free on a wide network.

Table IX shows rnet
max(α, d, n) for the three compression

algorithms and the RC5 algorithm, with d = 25m and n
varying from 1 to 15. In this case, the situation is better
than in the experiment with a single node, but the level of
security is not as strong as the level for DES. For n ≥ 15, the
maximum number of rounds is 14 and 16 for S-LZW and K-
RLE respectively, which a little less than the recommended 18-
20 rounds for good security. Once again, the implementation
of the algorithm must be improved in order to achieve better
results.

VII. ANALYSIS WITH RANDOM NETWORKS

In this section, we compute rmax on random networks. We
focus on DES and K-RLE as it’s the best combination of a
compression algorithm and an encryption algorithm that we
have.

A. Experiment

The difficulty in this experiment is to choose an application
to make the measures. We decided to test a simple routing
application on a square area of width w. The network is
composed of n nodes uniformly distributed on the area. Two
nodes can communicate if their distance is less than 0.4×w so
that there is, on average, half of the nodes in the neighborhood
of each node, whatever the width of the area.
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Figure 3. Distribution of rmax for n =50 nodes and w = 50m

Among the n nodes, 20 nodes are chosen to be sources of
messages of size λ = 64bits. Those messages are routed to
a sink which is placed at the coordinates (0.9 × w, 0.9 × w)
thanks to a shortest path algorithm which takes into account
the square of the distance between each node (as the energy
for transmitting a message is proportional to the square of the
distance). Then, each source sends a message to the sink along
the chosen path.

To compute rmax for a given network, we first compute
the energy ET that is consumed for scenario T. Then, we
compute the energy that is consumed for scenario CET with
r = 0 rounds, which is necessarily less than the ET (sce-
nario CET with r = 0 rounds is similar to scenario CT). Then,
the number of rounds is increased until the energy is more that
ET which means we have reached rmax.

This experiment is repeated on 1000 different random
network for each value of (n,w).

B. Results

Figure 3 shows the distribution of rmax for n =50 nodes
and w = 50m. We observe that this distribution is not
symmetric and is quite wide so that the computation of an
average is not very relevant. That’s why we decided to compute
the first decile of the measures, i.e., the value of rmax that
divide the data set in 10% of low values and 90% of high
values. In this case, the first decile is 45 which means that for
a random network with our simple routing application, taking
DES with 45 rounds (nearly Triple DES) and K-RLE is energy-
free with a probability of 0.9.

This result is not a surprise as it can be compared to the
results of table VIII. The range of the network is a little shorter
in the case of random networks (20m), but the average number
of hops from the sources to the sink must be high enough
so that the energy for encryption is counterbalanced by the
savings along the paths.

Table X shows the computation of the first decile for
many values of (n,w). This table shows that in any case, it
is possible to have strong energy-free security on a random
network. We observe that, for a fixed w, rmax increases sub-
linearly w.r.t. n. Adding more nodes on the area make paths
shorter, but not short enough so that the gain in energy can
bring many more rounds. We also observe that for a fixed n,
rmax increases over-linearly w.r.t. w. In this case, the distances
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TABLE X. FIRST DECILE OF rmax FOR A NETWORK OF n NODES ON A
SQUARE AREA OF WIDTH w

n
w 50m 100m 200m 300m 400m

50 45 52 72 102 141
100 76 84 97 119 148
150 98 108 121 138 163
200 101 125 137 152 173

between nodes is increased and the gain in energy can be used
to do many more rounds.

VIII. CONCLUSION

We show that it is possible to provide strong and free
security thanks to a careful choice of compression algorithm
and cryptographic algorithm. We provide models for the en-
ergy consumption of compression algorithms and encryption
algorithms. Our models are derived from experiments done
by ourselves or found in the literature, with a MSP430-based
node.

It would be interesting to implement these algorithms
on real nodes and check that security is really free. The
consumption of the transmission comes from a model that is
not derived from real experiments so an extension of this work
could be to verify this model with various radio chips.
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Abstract—PRISMA is a resource-oriented publish/subscribe 

middleware for WSN, which the main goals are to provide: (i) 

programming abstraction through the use of REpresentational 

State Transfer (REST) interfaces, (ii) services, encompassing 

asynchronous communication, resource discovery and topology 

control, (iii) runtime support through the creation, 

configuration, and execution of new applications in WSN, and 

(iv) QoS mechanisms to meet applications constraints. This 

paper describes PRISMA architecture, its implementation in 

the Arduino platform, and a preliminary evaluation. 

Keywords - middleware; publish/subscribe; topology control. 

I.  INTRODUCTION 

Wireless Sensor Network (WSN) technology has 

been evolving fast in recent years. There are currently 

several hardware platforms available for WSN, such as the 

sensor motes manufactured by MEMSIC (former Crossbow 

[1]), Sun Spots [2] (now Oracle) and, more recently,  

Arduino platform [3], that is used in this work. Additionally, 

WSNs have gained a lot of attention in the research 

community and are becoming increasingly popular in the 

industry, due to their wide range of potential applications.  

Early applications developed for WSN presented simple 

requirements and did not demand the use of complex 

software infrastructures. Moreover, WSN were typically 

designed to meet the requirements of a single target 

application. In other words, the source code installed in the 

nodes was commonly monolithic, highly tied to the 

requirements of a single application and to a specific sensor 

platform and the protocol stack for such platform. 

Furthermore, the application development was highly 

coupled to low-level primitives provided by the WSN 

operational system and the design approach was focused on 

improving the network energy efficiency, given the limited 

resources of nodes. Such dependence between the 

application layer and the underlying layers (protocols and 

hardware) is not desirable for emergent applications and new 

trends in the field, where the same physical infrastructure of 

a potentially heterogeneous WSN may be used for various 

applications, whose requirements are not known at the 

network deployment time [4]. As the number of WSN 

physical infrastructure currently deployed is increasing, there 

is a trend to share and integrate the sensing data produced by 

these networks through different applications, as well as 

growing initiatives to include monitoring data as part of Web 

applications, integrated to other types of resources available 

on the Internet. In such scenario, there must be 

interoperability between different WSNs, possibly between 

different applications, and between WSNs and external 

networks, as the Internet.  

In order to meet the emerging trends of WSN scenarios, 

there is a need to adopt software platforms at the middleware 

level. A middleware can provide abstractions to build 

applications and to access data produced by the network, and 

offer generic or domain specific services. It can also provide 

a uniform API and standardized protocols that allow 

interoperability in an environment with high degree of 

heterogeneity. Despite of the fact that middleware platforms 

are widely used in traditional distributed systems, their 

development in the WSN context is relatively recent [4].  

A WSN middleware is a layered software that lies 

between application code and the communication 

infrastructure providing, via component interfaces, a set of 

services that may be configured to facilitate the application 

development and execution in an efficient way for a 

distributed environment [5]. Thus, the main goal of a 

middleware is to enable the interaction and the 

communication between distributed components, hiding 

from application developers the complexity of the underlying 

hardware and network platforms, and freeing them from 

explicit manipulation of protocols and infrastructure 

services. Besides these generic requirements, a WSN 

middleware needs to consider some basic features, specific 

to this context. According to Wang et al. [4], a WSN 

middleware should offer four main features: (i) programming 

abstractions, (ii) services, (iii) runtime support, and (iv) 

mechanisms for Quality of Service (QoS) provision. 

Programming abstractions define the interface of the 

middleware for the application developer. Services provide 

implementations to achieve the abstractions; thus, services 

encompass the functionalities provided by the middleware 

and comprise the middleware core. Runtime support acts like 

an extension of the embedded operating system to support 

the middleware services. Finally, QoS mechanisms are used 

to meet quality constraints imposed by applications such as 

network lifetime, coverage, accuracy, latency, bandwidth, 
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and others. There are several works [6]–[9] proposing 

middleware platforms for WSN addressing issues such as 

interoperability between heterogeneous devices, support for 

multiple application domains,  adaptation and context 

awareness, service discovery, management of devices and 

other features. However, few of these works address all four 

requirements of WSN middleware aforementioned [4]. 

In this context, this paper introduces PRISMA, a 

resource-oriented publish/subscribe middleware for WSN, 

which aims to provide the aforementioned main 

functionalities required for WSN middleware. PRISMA 

programming abstraction for client applications is based on 

REpresentational State Transfer (REST) [10]. REST defines 

a lightweight communication between applications based on 

Web standards to facilitate the access to sensor generated 

data. Using a REST-based approach, the WSN, its nodes, 

and the sensing units of each node are described and 

accessed by end users and client applications as resources, in 

the same way as traditional Web resources are accessed 

through the Internet. By providing a high level and 

standardized interface for data access, PRISMA allows 

interoperability of networks from different technologies, thus 

aligning to the current trend of building heterogeneous 

systems involving multiple networks and applications. 

PRISMA functionalities (see Section II) include (i) 

mechanisms to facilitate the creation and execution of WSN 

applications; (ii) a topology control service aiming at 

efficiently managing the energy consumption of nodes; (iii) 

capability of configuring applications QoS parameters, such 

as network lifetime and maximum delay; (iv) asynchronous 

communication via the publish/subscribe paradigm. This last 

is a significant feature since several WSN applications are 

event-driven; thus, the traditional request-reply 

communication model is not proper for most scenarios. 

Although its logic architecture is agnostic regarding the 

underlying sensor platform, PRISMA physical design and 

implementation were tailored to Arduino-based platforms. 

The main motivation for using Arduino is the fact it is open-

hardware, still poorly explored by the academic community 

of WSN, mainly in the middleware field. Moreover, this 

platform provides a high-level language that can be 

leveraged to facilitate the application development. 

The rest of this paper is structured as follows: Section II 

presents PRISMA specification and logic architecture; 

Section III describes the implementation for Arduino 

platform; Section IV discusses related work; Section V 

presents performed evaluations, and finally, Section VI 

contains conclusions and future work.  

II.  PRISMA 

This section presents an overview of PRISMA, its logic 

and physical architecture, the system operation, and the 

available services. 

A. OVERVIEW 

PRISMA assumes a heterogeneous and hierarchical 

WSN, with three levels: (i) Gateway, (ii) Cluster Head, and 

(iii) Sensor Node. The top level is represented by Gateways 

that are responsible for managing the network from a high 

level viewpoint, taking the global decisions on the system 

operation. In the intermediate level, Cluster Heads locally 

manage their respective clusters in the network. Each cluster 

encompasses a set of sensor nodes and one cluster leader (the 

Cluster Head). Cluster Heads require higher computational 

power than ordinary nodes since they are in charge of 

managing functions for a part of the network. This additional 

computational power is required to store information about 

the nodes in each cluster. Finally, in the lower layer a huge 

number of sensor nodes (also called as ordinary nodes) are 

responsible for collecting environmental data and taking 

local decisions. This hierarchical approach was adopted to 

promote scalability and facilitate network management. 

PRISMA adopts REST design pattern to facilitate the 

access to WSN data and to support interoperability with 

other networks. PRISMA communication service 

encompasses the communication with the WSN nodes and 

between the middleware and external networks (as the 

Internet). The communication is provided by a Web Server 

and a broker to provide asynchronous communication. In 

the development of the middleware communication service, 

we adopted REST to communicate with client applications. 

In REST-based Web services, the uniform interface for 

accessing resources is given by Hypertext Transfer Protocol 

(HTTP) methods. The middleware designer has the 

responsibility of defining the granularity of the provided 

REST resource: (i) the entire WSN can be seen as a unique 

resource; (ii) each individual node can be exposed as a 

resource; and (iii) there may be many resources in each 

node, for example, each sensing capability (temperature, 

light, etc.) deployed in one single sensor node. 

Besides using REST interfaces to interact with client 

applications, PRISMA adopts the publish-subscribe 

paradigm to notify its clients about events of interest.  To 

receive notification messages, a client application must be 

subscribed in a publish-subscribe topic. A publish-subscribe 

topic is an asynchronous communication channel used by the 

middleware to publish interest messages to client application. 

This topic will be created if the application requirements can 

be satisfied with the WSN resources. If the WSN can meet 

the requirements, the client will receive the topic in response 

to the REST request; otherwise, will receive an error 

message. With this response information the client will 

subscribe to the desired topic in PRISMA broker and receive 

the data of interest whenever it is available.  

B.  ARCHITECTURE 

PRISMA design follows a layered architecture, shown in 

Fig. 1, composed of three layers (i) Access, (ii) Service, and 

(iii) Application, described as follows. A brief description of 
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the services provided by PRISMA software components will 

be presented after the description of the three layers. 

  - Access layer: consists of four components: 

Communication, Data Acquisition, Context Monitor and 

Topology control. The Communication component is 

responsible for receiving and extracting data from messages 

transmitted by the WSN nodes. This component includes 

drivers for translation and composition of messages that 

travel in the WSN and a listener to capture messages. The 

Data Acquisition component manages the data collection 

via sensing units of the nodes. The Context Monitor 

component is in charge of monitoring the network 

execution context in order to verify if QoS requirements are 

being fulfilled. An example of monitored context is the 

energy level of devices, which directly relates to the QoS 

requirement of network lifetime. The Topology control 

component is responsible for the network logical 

organization. This component performs the initial network 

configuration and a reconfiguration whenever (ii) a new 

application arrives, (ii) the network energy level is lower 

than a critical parameter, or (iii) a device failure occurs. 

- Service layer: consists of three components:  Event, 

responsible for managing and notifying requested events 

from applications in execution; Publish and Discovery, 

responsible for registering and publishing new services to be 

offered by the network (providing PRISMA resource 

discovery service); and Decision, responsible for analyzing 

arriving applications in order to verify available devices that 

satisfy the specified applications requirements. Decision is 

the decision-making center of the middleware (further 

described later). 

- Application layer: consists of two components: 

Application Control, Publish and Subscribe Proxy and 

the Web Server. The first is responsible for receiving and 

managing applications sent to the WSN through a REST 

interface in a configuration file. Upon a parse of the file, its 

content is forward to the Decision component. The Proxy 

Publish and Subscribe allows asynchronous 

communication with client applications through the publish-

subscribe paradigm. This component acts as a broker that 

manages the queues of PRISMA publish-subscribe 

implementation [11]. The Web Server is responsible for 

providing the REST interfaces that PRISMA offers, such as: 

(i) Create interface that receives new applications to be 

executed on the WSN; (ii) GetServices interface responsible 

for advertising the services available in the WSN; (iii) 

GetData interface, responsible for querying the data 

collected by the WSN (historical or current data).  
 These software components are divided into three 

subsystems, each one corresponding to a different level of 

the physical components considered in our architecture: (i) 

Gateway (ii) Cluster Head and (iii) Sensor Nodes. At the 

Gateway subsystem all components of the architecture are 

deployed, except the Data Acquisition component. At the 

Cluster Head subsystem all components of the Service 

Layer and Access Layer are deployed, except the Data 

Acquisition component that is specific to the Sensor Node 

subsystem. At the Sensor Node subsystem all components 

of the Service Layer and Access Layer are deployed. The 

only subsystem that communicates with client applications 

is the gateway subsystem for being the one that includes all 

the components of the Application Layer. 

PRISMA provides four services: (i) communication; (ii) 

topology control; (iii) resource discovery; and (iv) context 

monitoring. The communication service is responsible for 

the communication among middleware components and the 

WSN nodes, and with external entities (client applications 

or the Internet). This service is provided by the following 

 

Figure 1. UML component diagram illustrating the PRISMA architecture 
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components: communication component to exchange 

messages with the WSN; Web Server to communicate with 

external networks and Proxy Publish and Subscribe to 

communicate asynchronously with client applications. The 

topology control service is responsible for selecting the 

clusters and nodes that will participate in the sensing tasks 

for a given application; this service is provided by the 

topology control component. The resource discovery service 

is provided by the Publish and Discovery component. This 

service is responsible for identifying new nodes in the 

network and publishing new available services to the 

decision maker center of the middleware. The context 

monitor service is provided by the Context Monitor 

component and it is responsible for monitoring the energy of 

WSN/Cluster/Node (depending on the subsystem) and 

detecting conditions of lacking of energy. 

C. System Operation 

This subsection presents PRISMA operation from the 

sensor nodes deployment to the creation and configuration 

of applications on WSN nodes. The UML diagram activity 

of Figure 2 depicts the main steps of this operation and 

following we briefly describe these steps. 

Initially, the middleware (software) components are 

installed on physical devices according to their functionality 

(Cluster Heads or Sensor Nodes). Information about the 

geographical area of deployement and the Cluster Head 

assigned for each node  are “hard-coded” into the code of the 

nodes. Then, considering that the nodes are distributed in 

their respective target areas, the Resource Discovery 

service starts. This service is responsible for identifying 

each sensor node that is active in a specific geographic area 

as well as its sensing capabilities (the provided 

services/resources). The process starts with the sensor node 

sending a message to their respective Cluster Head. Then, 

the Cluster Head updates its node list and sends a message 

to the Gateway containing the description of the set of 

sensing capabilities managed by the (new) nodes to the 

decision-making center of the middleware. This message 

includes, for each sensor node, the following information: 

 

Figure 2. UML Activity diagram of PRIMA operation 
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(i) address defined in the sensor node radio (MAC address), 

(ii) cluster to which it belongs (Cluster ID), (iii) available 

resources (sensing units, as for example, temperature, 

humidity) and (iv) residual energy. The Gateway then 

updates its database with this information using the 

Publication and Discovery component. The Context 

Monitor is responsible to identify when a node’s energy is 

almost depleted and notify the Resource Discovery service 

to advertise the Cluster Head and Gateway of its low energy 

in the same process described above. 

Once the network is organized, all its resources are listed 

and made available through the Gateway, applications can 

be created in the WSN. The Gateway receives new 

applications to be deployed in WSN through a REST 

interface. Hence, in PRISMA all access to the WSN 

resources and creation of new applications follows a 

RESTful approach. Configuration files are submitted via a 

REST interface to create applications and each file is 

translated in parameters to configure the network. These 

parameters are sent to specific clusters, which are 

responsible for organizing themselves in order to provide 

required data and services.  This organization comprises the 

selection of the nodes to actively participate in data 

collection following the requirements sent by the application. 

Applications can be created through the Create REST 

interface (one of the REST interfaces available on PRISMA 

by the Web Server component). Such interface receives an 

eXtensible Markup Language (XML) [12] file through a 

HTTP POST message [13], in the following url: 

http://ServerAddress:8080/prisma/rest/applications/create. Figure 

3 depicts an example of a configuration file. 

The process to create a new application starts by 

receiving a XML configuration file (Figure 3) that specifies 

the application requirements to execute into the nodes (sent 

by the client application); this XML file is translated in one 

Java object by the Application Control component and, 

after that, these requirements are verified to define whether 

the required services (specific ability of every sensor node) 

may be attended by one or a set of available sensor nodes, 

the Decision component query the Publish and Discovery 

component to check the available services to verify this. 

After that, requirements are translated to parameters to be 

configured in the selected nodes to meet the specified 

requirements. A configuration file may have many services 

where each one defines a sensing task. A XML configuration 

file defines: (i) a periodic application, for instance, to 

monitor temperature of an environment every 5 minutes; (ii) 

an event-driven application, for instance, to monitor 

temperature in an environment and to notify the client 

whenever a sensor detects a value of 50ºC or more; or (iii) 

both types of applications, for instance, to monitor 

temperature of an environment every 5 minutes and to notify 

when a temperature achieve 50ºC in order to detect fire. 

PRISMA middleware supports multiple applications by 

reusing WSN data or allocating new nodes to be active.  

 

  Figure 3. New application configuration file 

Figure 3 describes an application ready to be executed in 

the network. It is possible to define the following 

requirements for an application: (i) data collection rate (in 

milliseconds), (ii) maximum delay (in milliseconds), and 

(iii) the application lifetime, which can be set in hours or 

days. In addition to these requirements, this configuration 

file also defines which services are required and in which 

geographical area these services should be located. The 

target areas are statically configured (at pre-deployment 

time) by the WSN administrator in the sensor nodes. 

Between lines 7 and 10 of the example we define the service 

to monitor humidity data in the area. This data should be 

collected from the Lab. 1 (a symbolic region) and respect 

the collection rate set in line 4 (1 second). 

We can also define events that will be monitored by 

setting the service, target geographic area, upper/lower limit 

when applicable and the comparison operator being used. 

The Event component is responsible for recording these 

events and checks them each time new data is received. 

Lines 11 to 20 specify to collect temperature data and 

notify (send data messages) only when they are higher than 

35 degrees in the geographical area named Lab 2. The 

publish-subscribe topic for this application is created by the 

Proxy Publish and Subscribe after receiving this 

configuration file. The access information to the topic (the 

topic name) is sent as a response through the REST 

interface accessed by the client. The client subscribes this 

topic to receive the asynchronously requested data. 

The Decision component is responsible for analyzing the 

arriving sensing applications, extract its requirements and 

query the Topology Control component to verify the 

existence in the WSN of devices (nodes) that meet the 

requirements specified in the received configuration file. If 

any device meets the requirements specified, the Decision 

component will create a message and the Communication 

component will send the application requirements to the 

Cluster Head(s) of the respective devices. Only clusters that 

are selected for the execution of the application will receive 
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these requirements. Each cluster is only assigned with tasks 

that can be met by its currents resources, thus avoiding 

sending unnecessary messages. In PRISMA, a task 

corresponds to the act of executing a service (for instance, a 

temperature sensing task) and a service corresponds to a 

given capability of a node (for instance, the capability of 

sensing temperature values).  

When the requirements are received in the Cluster 

Head the local process of selecting active nodes is started 

(more details in Section D). After the Topology Control 

component selects the nodes that will participate in the data 

acquisition for the application, the received task 

requirements are then translated into parameters by the 

Decision component to be configured and sent to the 

selected nodes. These parameters are directly extracted from 

the configuration file: sensing capabilities required, 

collection rate, maximum delay, application lifetime and 

threshold for sending data (representing the detection of an 

event of interest). The selection of active nodes takes into 

account the residual energy of nodes, information that is 

updated whenever a message is sent by the node.  

D.  Topology Control 

A major goal in the management of nodes in WSNs is to 

rationalize the use of energy resources of the network in 

order to prolong its lifetime and consume energy evenly 

across the nodes. One way to achieve this goal is by 

adopting a scheme of rotation of the work performed by the 

network nodes, changing their operating mode (active or 

sleep mode), where the subset selected to remain active 

should be able to meet the requirements requested by the 

application. 

The problem of selecting active nodes can be expressed 

as the algorithm that decides which sensors must remain 

active for a given application task. In PRISMA, this is the 

responsibility of the topology control algorithm, the core of 

the middleware topology control component. The algorithm 

proposed in this paper is based on [14], where the time is 

divided into j rounds during which the selected subset of 

nodes remains constant. A task starts running at the 

beginning of a round and can last for a time equal to an 

integer multiple of p, where p is the length of a round.  

The mechanism of topology control is first executed 

when the requirements of an application are sent to the 

network. These requirements contain a description of the 

application that will run on the WSN and the desired QoS 

requirements. After the execution of the topology control 

mechanism the first round for the application in question 

starts. The selection algorithm can be run again in the 

following cases: (i) on demand by the application to change 

any parameters of QoS if needed, (ii) in a proactive way by 

the network, for the purpose of energy conservation, for 

instance, and (iii) reactively by the network, when the 

Context Monitor component detects a QoS requirement is 

not being met. 

Unlike the proposal of the algorithm described by 

Delicato et al. [14], that is based on a flat network of 

homogeneous sensors, and where the process of selecting 

active nodes is centralized, in PRISMA the network is 

heterogeneous, and a hierarchical selection is performed in 

two levels: the first level corresponds to the global view of 

the network and second level corresponds to the local view 

of the network, within each cluster. PRISMA approach has 

the potential of allowing greater scalability since it is 

performed at two levels, thus being more suitable for 

scenarios of large-scale and shared WSNs. The algorithm 

does not need to flood the network to determine active 

nodes for every application to be executed.  

By adopting a hierarchical approach, in PRISMA the 

topology control mechanism runs on two physical 

components: (i) Gateway, and (ii) Cluster Head, where 

each component performs the algorithm on a different level. 

The first level corresponds to the global view of the network 

(Topology Control Component of the Gateway) where the 

Gateway is responsible for a pre-selection of clusters that 

contain sensor nodes potentially useful for an application. 

At this level, the Gateway runs the steps of the topology 

control algorithm to determining the clusters to be used for a 

given application: clusters that do not have resources or 

capabilities to suit a given application will be excluded from 

active nodes selection process. The exclusion of these 

clusters is based on a simple set of rules, for example, 

exclusion of clusters not having the necessary services or 

those outside the desired geographical area. The second 

level, local within each cluster, will run in the Cluster 

Heads that have a higher processing power than the 

ordinary sensor nodes. The higher processing power and 

memory capacity is desired to maintain in the Cluster Head 

the list of nodes that are in its coverage area and information 

about these nodes, such as available services, energy level 

and its state (sleep or active). The process of changing the 

operating mode of the node is implemented through 

configuration/control messages responsible to set the duty 

cycle of each node. 

After the pre-selection executed by the Gateway, the 

algorithm for selecting active nodes is triggered in a Cluster 

Head (selected in the first level of the topology control 

mechanism) whenever it receives a request to create a new 

application, or when the energy level of any node is below a 

minimum threshold for the execution of their tasks. Such 

algorithm running at the cluster heads receives as input the 

application requirements (data from the XML file) and the 

set of available services on its cluster, and produces as 

output the set of nodes to be used by the application.  

The process of selecting active nodes begins with a 

query to retrieve the energy levels of the cluster nodes, 

maintained by the Cluster Head responsible for a given 

area. After running the algorithm for the selection of active 

nodes a message is sent to each node in the cluster to 

determine whether the node is active or in sleep mode. If it 

is in sleep mode, the next time the node wake up it will 
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query its cluster head to check pending messages and then 

receive a control message. Information about energy stats is 

collected and sent along with the data collected by the 

sensors in order to supply its Cluster Head with the 

information on current energy levels of the network.  

III. IMPLEMENTATION 

The components of the Gateway subsystem were 

developed on J2EE 1.4 platform and implemented using: 

Apache TomEE [15] as application server, Jersey for the 

creation of REST interfaces; Log4J for handling logs (for 

debugging purposes), Hibernate to implement the 

persistency layer, and MySQL relational database 

management system [16] as the data repository. The project 

was developed following the design pattern Data Access 

Object (DAO) [17]. Asynchronous communication was 

developed using ActiveMQ [18] which is included in 

Apache TomEE. The source code can be found in the URL: 

http://ubicomp.nce.ufrj.br/ubicomp/projetos/prisma/. 

As stated in Section I, the target sensor platform for 

PRISMA implementation is Arduino. The main motivation 

for this choice is that this is a recent platform (launched in 

2005), open hardware, not explored by the academic 

community of sensor networks, especially in the area of 

middleware. To the best of our knowledge, there is currently 

no WSN middleware implementation in this platform 

reported in the literature up to date. Furthermore, the 

platform has a high level language which facilitates 

development of applications. 

TABLE 1. COMPARISON TABLE OF ARDUINO MODELS  

 Arduino UNO Arduino MEGA 

Microcontroller ATmega328 ATmega1280 

Operating Voltage 5V 5V 

Recommended input 

voltage 
7-12V 7-12V 

Input voltage limit 6-20V 6-20V 

Digital input and 

output pins 

14 (6 can provide 

power) 

54 (15 can provide 

power) 

Analog input pins 6 16 

Current output for I / 

O pins 
40mA 40mA 

Pin 3.3V current 

output 
50mA 50mA 

Flash memory 
32KB (0.5KB is 
used by the 

bootloader) 

128KB (4KB are 
used by the 

bootloader) 

SRAM 2KB 8KB 

EEPROM 1KB 4KB 

Clock speed 16MHz 16MHz 

The components of the Cluster head and Sensor node 

subsystems were developed using the Arduino IDE 

development that is available at Arduino official web site. 

The nodes were programmed in Arduino Programming 

Language [19] (based on Wiring programming language 

[20]). This language has three main categories of code 

constructs: structures, values (variables and constants) and 

functions. Such  a language is based on C / C++ [21]. Given 

this fact, any function of these languages can be used in 

Arduino programming. As previously mentioned, PRISMA 

works with a heterogeneous network, where the Cluster 

Heads need more computing power. Therefore, Arduino 

MEGA was chosen for this function since it has higher 

computational power. The sensor nodes use the Arduino 

UNO model. Additional hardware details of these models 

can be found in Table 1. The platform offers the concept of 

shields, which are cards that can be added to the Arduino 

board to increase its functionality. There are Arduino shields 

for connecting with Bluetooth, Ethernet modules, among 

others. The shield used in this work, called XBee Shield 

allows the interconnection of the Arduino XBee radio 

module [22]. 

PRISMA has a set of libraries representing the following 

features of the middleware: topology control, services 

discovery, and a library for message handling. In addition to 

the libraries specifically developed to implement PRISMA, 

the following existing libraries are used: XBee-Arduino 

[23], responsible for communicating with the XBEE radio 

and PString [24] to facilitate the use of the API functions 

and so reduce the complexity of handling messages. 

XBee radio works with two operating modes for data 

transmission and reception. In the first mode, called 

Transparent Operation or AT, the data is sent and received 

directly through the node serial port. In order to send data 

and use AT commands, the application code installed on 

nodes needs to connect to the serial port of the XBee 

module. Through AT commands it is possible to modify the 

XBee configuration of the node. This mode although simple 

is not scalable to send data to multiple recipients and in 

order to change the XBee radio configuration it is necessary 

to access to the physical device directly.  

The second mode, which is used in this work, is the 

Application Programming Interface (API) mode, based on 

sending and receiving data frames by specifying how 

commands, command responses and messages about the 

operating status of the XBee module are sent and received. 

This mode allows remotely sending settings (AT 

commands) for the XBee radio of the nodes.  By using the 

API mode, new nodes can be inserted in the WSN and 

configured on the fly, thus facilitating scale up the network. 

AT commands can also be sent and received via the API 

mode, allowing the coexistence of the two modes in one 

network. By using the Arduino in conjunction with the 

XBee radio for wireless communication it is possible to 

encapsulate the data exchanged over the network in packets 

that follow the IEEE 802.15.4 standard [25].  

IV.  RELATED WORK 

This section analyzes existing publish-subscribe 

middleware platforms for WSN and compares them with 

PRISMA. In [26], TinyDDS is described as a 

(re)configurable and open source middleware, developed 

using design patterns, and aimed at offering interoperability 

of publish-subscribe WSN applications. TinyDDS addresses 
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most of the features mentioned in Section I, except the QoS 

mechanism. Moreover, TinyDDS does not consider 

adaptation issues and does not include a topology control 

mechanism.  In this sense, PRISMA provides is a more 

comprehensive middleware solution. 

MiSense [27] is a service-oriented and component-based 

middleware designed to support distributed applications 

running in sensors with different performance requirements. 

MiSense covers all the features described in Section I, but 

the services offered by MiSense are simple, e.g., (i) the 

topology control mechanism merely elects cluster heads 

based on their energy levels and makes these nodes 

responsible for forwarding all messages originated within 

that cluster to the sink node, overloading the cluster heads 

and depleting the energy quickly in a high workload 

condition. On the other hand, the algorithm used in 

PRISMA considers the application requirements to build the 

WSN logical topology, thus its solution tries to balance 

between optimization of the networks resources and the 

needs of final users. Also, in [27] (ii) there is an 

asynchronous communication service where each node has 

its own Broker that manages the topics and subscriptions. 

However, this approach based on Broker can overload nodes 

with high workloads because each node consumes most of 

its available battery transmitting the new collected data for 

all subscribed applications/nodes. In PRISMA, the Gateway 

takes those responsibilities and works as an intermediary 

between applications and sensor networks, avoiding 

excessive exchange of messages by the use of the publish-

subscribe mechanism.  

MufFIN [9] (Middleware For the Internet of thiNgs) is a 

IoT middleware that uses SOA principles and Sensor Web 

Enablement (SWE) to provide an abstraction layer to client 

applications. The main contributions of MufFIN are: (i) 

providing programming abstraction to applications and (ii) 

management of collected data and its broadcast to 

applications via Web services respecting the SWE 

specifications. MufFIN provides abstraction of code 

deployment, communications and hardware of smart 

objects. The authors have chosen to accommodate the 

differences between the heterogeneous devices at the 

middleware level. From the perspective of the application, 

all devices are reprogrammable and can communicate. 

MufFIN allows all its connected devices to be 

reprogrammable even though the device does not have this 

capability natively. In order to enable this feature, the 

middleware creates a filter (called Data-Flow) to process the 

information received from the WSN. For the application 

such approach works as if the device is running the code, 

but in fact the data collected pass through the Data-Flow 

provided by the middleware and only after such process it is 

delivered to the client. Differently from PRISMA, MufFIN 

does not provide any support for QoS management. By 

encompassing a topology service that also works as a QoS 

mechanism, PRISMA aims at providing a more complete 

solution, at the middleware level, for WSNs. 

Mires [28] is a middleware based on both service and 

publish-subscribe paradigms that operates above the 

TinyOS layer encapsulating its interfaces and providing 

high-level services to applications. Internally, Mires consists 

of a publish-subscribe service, a routing component and 

additional services. Although Mires adopts a service-based 

design and provides asynchronous communication, it does 

not offer programming abstraction, runtime support or QoS 

mechanisms. The only mechanism to save energy included 

in Mires consists in reducing the number of messages sent 

in the network. This is accomplished by sending only 

messages related to subscribed topics. In PRISMA the 

energy is saved by the topology control algorithm. In 

PRISMA algorithm the requirements of client applications 

are checked and only target clusters and nodes within the 

interest area and able to provide useful service for the 

application will receive messages. The configuration 

message to subscribe to a topic will not be broadcast over 

the network but will be forwarded only to nodes that are 

active and relevant to the topic. 

MARINE [29] is a component-based middleware 

specifically designed for WSNs, which adopts REST and 

microkernel architectural patterns in its design. MARINE 

provides a communication service based on REST and, to 

deal with the dynamic environment and the need for 

resource optimization in WSNs, it provides inspection, 

adaptation and configuration services. New services can be 

specified by third parties and incorporated using the 

component model and programming interfaces provided by 

MARINE. The asynchronous communication service is 

provided by the PubSubHubbub protocol. MARINE creates 

a Hub on each sensor node so that every request to the node 

is taken directly to it, creating a high energy consumption 

since nodes are directly accessed. MARINE provides all the 

functionality required by a middleware for WSN. The main 

difference for PRISMA is that all requests pass through the 

gateway that is responsible for forwarding the request to a 

node that can provide the data and that has enough energy to 

complete the task avoiding the large energy consumption 

mentioned above. The gateway is responsible for 

determining which node should answer the request. 

V.   EVALUATION 

In all experiments performed with PRISMA, the WSN 

comprised of Arduino Uno sensor platform that have 2KB 

RAM and 32KB of flash memory for program storage. This 

platform is powered by four AA (1.5V, 1500mAh) batteries 

that provide approximately 32 kJ of energy. The PRISMA 

was implemented using Arduino programming language. 

Experiments with real sensors were performed in the 

Ubiquitous Computing Laboratory of PPGI-UFRJ. 

Considering the objectives of this work and following 

the methodology goal, question, metric (GQM) [30], we 

defined two goals. Goal 1 (G1): Analyze PRISMA with the 

purpose of evaluating its effectiveness with respect to 

meeting the programming abstraction feature for WSN 
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middleware in the context of application development and 

implementation. Goal 2 (G2): Analyze PRISMA with the 

purpose of evaluating its scalability in terms of the increase 

of application requests.  

These goals were refined in four questions. Question Q1 

is related to goal G1 and questions from Q2 to Q4 are 

related to goal G2. Q1: How expensive is it to build an 

application using PRISMA, in terms of lines of code?  Q2: 

Does PRISMA scale well to serve a growing number of 

application requests? Q3: What is PRISMA overhead in 

terms of control/configuration messages? Q4: What is 

PRISMA overhead in terms of required RAM for its 

operation within WSN nodes?  

The following metrics were defined to answer the 

questions considered in the evaluation. Each metric is 

denoted by Mij, where i correspond to the question 

identifier, and j is a counter when there is more than one 

metric per question. The number of lines of code (M11,) is 

a metric used to evaluate how simple it is to create a sensing 

application using the abstractions provided by PRISMA 

(Q1). For computing this metric, we collected the number of 

lines of code required to create an application: (i) directly 

using Arduino programming and (ii) using PRISMA 

approach. The Maximum number of requests supported 

(M21): is a metric used to assess whether PRISMA is 

scalable with respect to its programming abstraction 

approach, namely the use of REST (Q2). The Time spent to 

deploy a new applications when PRISMA Web Server is 

overloaded (M22): is a metric used to assess the Gateway 

response time when a new configuration file is sent via the 

Create REST interface in a situation where many requests 

are made simultaneously. An increasing number of requests 

per second for the middleware interfaces were generated to 

determine the maximum number of requests supported and 

the delay expected to create new applications by varying the 

number of requirements sent to the middleware and thereby 

generating messages of varying size sent to the WSN. The 

size of control message transmitted inside the WSN 

(M31) is a metric is used to evaluate the overhead introduced 

by the control messages disseminated in the WSN (Q3). The 

RAM metric (M41) is used by sensing applications: this 

metric is used to evaluate the overhead introduced by 

PRISMA (Q4). It verifies the RAM consumption when we 

use PRISMA to configure a sensing application. 

A. Evaluation Methodology and Scenarios 

To collect data to answer the questions an experimental 

evaluation was conducted. In the experiment, the network 

was planned so that it had two (2) clusters, each one 

containing a set of three (3) sensor nodes with different 

sensing capabilities, enabling the use of the topology control 

service at different times. A circular topology was organized 

where the sink node was at the center of the region, so that 

the sensor nodes and clusters remain equidistant from the 

center, thereby reducing the distance factor in latency and 

power consumption of both clusters. The radios of the 

sensor nodes were configured in order to respect the 

aforementioned topology. Nodes were hard-coded 

associated to their respective cluster heads and the 

transmission power was set as the same for all of them. 

Initially, all nodes had the same duty cycle. This cycle will 

only be changed by requests from client applications. Four 

client applications were developed, one producing periodic 

data requests and the other event-based data requests in 

order to collect the metrics specified. Each application 

represents a scenario. In the first scenario the application 

requests a periodic sample of temperature in the room 

“Lab1”. The samples are to be collected every 15 seconds 

and the application will remain active for 5 minutes. The 

second scenario specifies an application that will execute for 

5 minutes and collect periodic samples of the temperature, 

humidity and photo sensors. These samples will be collected 

every 15 seconds. The third scenario specifies an application 

that will execute for 10 minutes and collect samples of 

temperature every 15 seconds. However, in this case data 

will be sent only if the temperature exceeds 30ºC; moreover, 

the application requests a maximum delay of 200ms. The 

fourth scenario specifies an application that will execute for 

10 minutes and collects temperature and photo samples 

every 15 seconds. Data will be sent only if the temperature: 

either exceeds 40ºC or is below 15ºC. The photo data will 

be sent by the nodes if the luminosity of the room exceeds 

600 lumens. The maximum delay for this application is 

defined as 300ms.  

B.  Analysis of results 

This section discusses the results obtained by extracting 

the metrics. The results are presented in Table 2. Regarding 

goal 1 (G1), the results of the metric M11 indicate, as 

expected, that the programming abstraction provided by 

PRISMA (creation of applications via an XML file and 

submission through REST interfaces) makes it simple to 

create new applications. In addition to reducing the number 

of lines needed to create an application, the client uses a 

higher-level language to specify the requirements. It is 

noteworthy that the difference in the number of lines 

increases with the complexity of the application created. In 

the table, A denotes Arduino and P mean PRISMA. 
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As for goal 2 (G2), the result of M21 metric indicates the 

maximum number of simultaneous requests before PRISMA 

Web Server component stops responding or demonstrates an 

unacceptable response time. We considered any response 

time above 800 milliseconds as unacceptable, following 

literature recommendations for typical Web applications. 

The result of M22 metric indicates the response time for 

deploying new applications through the Create REST 

interface provided by PRISMA. The response time was 246 

milliseconds on average. Such response time in the literature 

is considered an imperceptible time from the point of view 

of typical Web applications. The response time for the 

creation of event-based applications is greater than the 

response time for creating periodic applications due to the 

higher number of transactions in the database. M31 and 

M41 metrics assess the overhead introduced by PRISMA. 

M31 measures the number of bytes transmitted in WSN 

nodes to create an application in each of the scenarios 

presented. We observed that the amount of bytes sent to the 

WSN to configure a new application increases according to 

its complexity. This increase is related to the number of 

messages that must be exchanged for the configuration of 

this new application. In the worst case, one message for 

each event/service requested is required. This happens due 

to the need of sending configuration messages to the cluster 

head that will select nodes that participate in the application 

and send this new configuration for these nodes. With 

respect to metric M41, the table shows the RAM 

consumption when using PRISMA on the Arduino UNO 

and Arduino MEGA. We can verify that the RAM 

consumption did not change between the scenarios and 

changed only between models. The variation between the 

models is due to the size of the bootloader of each model. It 

is worth noting that PRISMA consumed less than 50% of 

the available RAM on the Arduino UNO (32Kb) indicating 

that new services and features can be added to PRISMA. 

Analyzing the results, we conclude that the complexity 

of the application affects the size of the XML necessary to 

create this application and the size of messages that are 

transmitted on the WSNs to configure this application. In 

contrast, PRISMA allows creating applications on the fly. 

This avoids redeploying the source code on the sensor nodes 

each time a new application arrives. The maximum number 

of supported requests and delay perceived by the customer 

are mainly affected by the characteristics of the hardware 

that was used to test and to implement the gateway. 

VI.   CONCLUSIONS AND FUTURE WORK 

In this paper, we presented PRISMA, a resource 

oriented, publish/subscribe middleware for Wireless Sensor 

Networks. Results of a preliminary evaluation demonstrated 

the feasibility of implementing PRISMA in real sensor 

nodes and shown that it provides a suitable programming 

abstraction for WSN application development. This result 

points out that our approach is a "ready to use" middleware 

for an easy access, recent and open-hardware WSN 

platform. Moreover, the use of PRISMA architecture and 

REST interfaces allows future developers to continue 

evolving this approach by creating new services or clients to 

access data published by a WSN using PRISMA. For future 

works, we intent to evaluate the remaining features of 

PRISMA; in particular, its QoS mechanism that is basically 

provided by the topology control, as well as the 

asynchronous communication model introduced in this 

paper. We also plan to perform a comparative analysis with 

results obtained by Mires, and to analyze the impact of 

various parameters on PRISMA performance (e.g., number 

of sensor nodes, topology and application requirements). 

Finally, we intend to add support for actuators to cover a 

wider range of possible applications to use PRISMA.  
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Abstract—There are major challenges in establishing effective
communications between nodes in vehicular ad hoc networks
(VANETs) that are subject to disconnections, hinder end-to-
end source and target connection. Another problem arises when
VANETs are sparse, whereby communication between vehicles
occurs after long periods of time causing delays. In these
environments, traditional routing protocols proposed for VANETs
suffer holding continuous connection and performance problems.
To overcome these problems, Delay Tolerant Networks (DTN)
for Interplanetary Networks (IPN) routing protocols, which
encourages applications to use a minimized number of round
trips are considered suitable alternatives. They are designed for
storing and forwarding messages when nodes can find other nodes
to maintain end-to-end connections. In our previous work, we
proposed a routing protocol VDTN-ToD based on DTN which
uses a metric Trend of Delivery (ToD) scheme to assist in its
routing and forwarding decisions. In our current work, we use
this metric in order to provide better performance for DTN
routing protocols Spray-And-Wait and PROPHET in VANETs.
The results show that the inclusion of ToD in VANETs allows
significant performance improvements and it can also be used in
many other routing protocols to overcome performance issues.

Keywords-VANET; DTN; SUMO; ToD; NS-3.

I. INTRODUCTION

The TCP/IP architecture is largely robust to deal with
infrastructure networks, where a disconnection is improbable
and the end-to-end path between two source/destination nodes
hardly broken. This feature changes in a Mobile Ad Hoc
Network (MANET) environment, where nodes are mobile and
are operating in relative disconnected mode. In such conditions
the TCP has its performance degraded [1]. Such a problem gets
even harder when we imagine a scenario where the network
is sparse and the nodes cannot mount and continuously retain
an end-to-end route, which is what also happens in VANETs.

In VANETs with these problematic conditions the use of
DTN architecture [2] (primarily designed for IPN routing
protocols which can withstand huge delays, connections dis-
ruptions and minimizes the number of roundtrips response
confirmation) is considered and proposed as a suitable alterna-
tive. DTN is also applicable in all other types of mobile net-
works such as cellular and wireless sensor networks. In these

scenarios it is necessary to develop new protocols which know
how to take advantage of the DTN paradigm. Particularly, the
so-called Store-carry and Forward with random or controlled
movement of mobile nodes called ferries are looked for. This
allows the preamble information for connecting and routing to
be in a single packet as a complete data packet, which permits
the node to retain for a long time until delivery to the next
participating node is successful.

Some DTN protocols are: Spray-And-Wait [3], PROPHET
[4] Epidemic [5] and MaxProp [6]. However, they do not con-
sider the specific restrictions of VANETs. Some protocols for
VANETs that have been proposed based on the technique DTN
are: VDTN-ToD [7], FFRDV [8], VADD [9], and GeOpps
[10].

In our previous work [7], we proposed a routing protocol
VDTN-ToD which uses a metric called Trend of Delivery
(ToD) mechanism to assist in its routing and forwarding deci-
sions. In this our current work, the ToD is inserted in Spray-
And-Wait, MaxProp and PROPHET protocols; thus they take
into account features that are specific to VANETs. The results
show a considerable improvement in their performance in a
VANET environment. For this, all protocols were developed
for simulation in Network Simulator 3 (NS3) [11], in this
article the comparisons are based on Spray-And-Wait and
PROPHET protocols.

The other sections in this paper are organized as follows:
Section 2 presents related work, Section 3 describes the
theoretical basis with a brief overview of DTN, its architecture
and routing as well as the ToD mechanism. Section 4 describes
how the ToD has been incorporated into Spray-And-Wait
and PROPHET protocols. Section 5 shows and describes
the scenarios used together with the results from our work.
Finally, in Section 6, we conclude the work and present some
suggestions for future research work.

II. RELATED WORK

A VANET environment has characteristics that hinder the
existence of an end-to-end path between source and destina-
tion; therefore, DTN routing protocols have been designed for
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vehicular scenarios, some are reported below.

The VDTN-ToD [7] uses the metric Trend of Delivery
(ToD) to assist in routing decisions to allow a particular
network node to decide when it is best to keep, forward
or copy a packet, taking into account improvements in the
delivery rates and decrease in the message delays. The VDTN-
ToD also uses a scheme of disclosure and maintenance of
location messages based on the concept of Adaptive Coverage
Detection (ACD), which takes into account the transmission
range, to reduce the number of update messages with their
location details given by the nodes.

Yu and Ko [8] proposed the VANET/DTN protocol called
Fastest-Ferry Routing in DTN-enabled Vehicular Ad Hoc
Networks (FFRDV). It works specifically in motor-highway
scenarios. It divides the highway into blocks and within them
it decides to which vehicle as a relay node it will forward
the packet, based on the vehicle speed. The ToD that we
incorporated into the DTN routing protocols in our work
reported in this paper also uses the speed factor to assist in
the routing decisions, but we go one step further taking into
account the angle between the vehicle and the distance to the
target node.

Zhao and Cao in [9] proposed the protocol Vehicle-Assisted
Data Delivery in Vehicular Ad Hoc Networks (VADD) that
uses a digital map to obtain the maximum speed, the vehicle
density and intersection places. Based on this information,
it uses a metric called expected delay for delivery to make
routing decisions when one arrives at an intersection/junction.
When it is not at an intersection it typically works like Greedy
Perimeter Stateless Routing (GPSR) [12]. The VADD does not
perform packet replication, but forwarding, and furthermore
the target nodes are fixed in the proposed application. In
our proposed scheme in the ToD protocols reported in this
paper, we go one step further to ensure knowing each target’s
geolocation of the vehicle nodes, which are e evaluated on
their mobility.

Another VANET/DTN protocol that uses metrics for its
routing decisions is the Geographical Opportunistic Routing
for Vehicular Networks (GeOpps) [10], which is obtained with
the aid of a navigation system that makes a node to know
the routes of its neighbors in it vicinity range. Since the
navigation system indicates which way the neighbors will take
(based on their source-to-destination route selection), suggest
that GeOpps may achieve more optimum routing than in other
protocols with ToD. However, this scheme may expose user
security and privacy that could be used by criminals and other
agencies for the wrong reasons. Protocols with ToD have
the advantage of requiring less information from the VANET
environment. Another proposal GeoSpray [13], which is a
combination of GeOpps with Spray-And-Wait extends .

In our research work reported in this paper, the ToD
mechanism has been incorporated in the Spray-And-Wait and
PROPHET protocols to determine and compare their respec-
tive performances in a VANET environment.

III. THEORETICAL BASIS

A. Delay Tolerant Networks

Initially in the 90s, IPN project was developed aimed to
define the architecture for land interoperability internet with
an interplanetary one. It was reported that the solutions used
in IPN could also work for terrestrial networks that faced
problems of disconnections and disruptions [14].

The DTN architecture uses the strategy called Store-carry
and Forward, in which the first packet as a package is fully
received at an intermediate node, then it stores the packet and
carry (forward) it until it reaches its target destination.

The packet may be stored for hours or even days, depending
on the life time set for the packet. This functionality is placed
in a new layer called Layer Bundle [15], which is located
below the application layer and above the transport layer.

The DTN applications generate messages of different size
called bundles and they are processed, stored and forwarded
in DTN nodes.

B. DTN Routing

The traditional routing protocols for networks on Earth as-
sume that they establish an optimum end-to-end path between
source and target according to some metric, such as number
of nodal hops. In DTN, the concept is to establish a journey
so that the bundle reaches its target by taking the maximum
advantage of possible contacts (opportunity to send data) that
occur with the nodes to maximize the delivery rate as quickly
as possible, because there is no guarantee that a particular
bundle enroute through the network will reach its destination.
The protocol also has to manage the use of storage space of
nodes, since in some schemes, such as epidemic routing, it can
quickly fill the buffers of these devices. Another important
metric is the delay metric to ensure that the protocol can
deliver bundles to the target as fast as possible.

C. Trend of Delivery (ToD) Mechanism

The value of ToD is achieved through the use of fuzzy
logic from soft computing that seeks to discover through the
mobility of nodes how good that node is to forward or copy a
packet. The ToD is based on three variables: direction (ωi,d),
distance (Ψi,d) and speed (τi,d), where i is the node with the
message and d is the final destination of the message.

The direction indicates how close the direction from i to
d is, thus a θ angle formed between the direction vector −→u
indicating the direction of vector i and facing the recipient −→v
is calculated, so the angle between them indicates how good
or bad the value (ωi,d) is. The associated values are great,
good, bad and awful.

For distance, four values are considered: very close, close,
far and very far; each of them is achieved by the value of the
transmission range of the vehicles as nodes.

In the case of the speed, four values are considered: low,
medium and high, which indicates how fast the vehicle as a
node travelling.

With the values of the variables (ωi,d), (Ψi,d) and (τi,d),
the value of ToD is set in seven parameter values: maximum
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(MA), great (GR), very good (VG), good (GO), bad (BA),
very bad (VB) and awful (AW).

IV. TOD APPLIED TO PROTOCOLS

A. ToD Applied to Spray-And-Wait

The idea used to implement ToD in the Spray-And-Wait
protocol to limit the number L of copies, thus the ToD is
applied to assist to choose the L copies; whereas in Spray-
And-Wait, these copies are spread to the first neighbors found
in their immediate vicinity. The pseudo-code below shows how
the decision is made:

/*
* Consider j as being the best
* neighbor of i, ie neighbor with
* best ToD for the bundle m chosen
* ALPHA 0.05
*/
if (node is source && L(i) > 1) {

L(i) = L(i) / 2;
L(j) = L(i);
i copies the bundle m to j;

}
else if (val(ToD (i, m)) + ALPHA

<= val(ToD(j, m))) {
if ([(Tod(j, m)] is subset of

[Maximum, Great, Very Good]) {
i forwards the bundle m to j;

}
else if (L(i) > 1) {

L(i) = L(i) / 2;
i copies the bundle m to j;

}
else {

i keeps the bundle m;
}

}
else {

i keeps the bundle m;
}

It can be observed that before making decisions based on
ToD, we check whether the node i is the source node, in
which case it always copies directly to j (where the bundle
is still L > 1 ). This decision is taken due to the possibility
of having fixed source nodes in some VANET scenarios. In
which case, whenever it has the opportunity it spreads the
bundle to its best neighbor. We also see in the pseudo code
that routing decisions are different when compared to VDTN-
ToD. Since the α constant indicates the minimum difference
that j must have to node i. This decision is made in order
to have the best selection of neighbors, since they may show
values even greater of ToDs. When the ToD node j is greater
than the node i with a difference greater than or equal to
alpha another check is performed, which examines whether j
has a ToD that is subset of [Maximum, Great, Very Good].
When this occurs, the bundle is transferred to j, since it has a
high chance of finding the destination, thus avoiding spreading
unnecessary copies in the network. Moreover, the bundles are
transferred even when L = 1, allowing the spread to take place
successfully. If the ToD of j is not a subset of [Maximum,

Great, Very Good], the bundle is copied, dividing the number
of copies with the two nodes. In any other case the bundle is
maintained at node i.

When a node contacts another node, each one has a list of
bundles and must choose the order in which bundles should be
sent, thus three mechanisms were chosen. The first works with
First in First out (FIFO), in the second approach, the sequence
is established based on the value of L, so the first bundles are
those with the highest values of L, aiming to prioritize those
bundles that were less spread. The third mechanism is the same
as that used in VDTN-ToD; in this case, the bundle selection
is based on its ToD.

For this work we evaluated the behavior of 4 versions
for Spray-And-Wait, as follows: Spray-And-Wait original
version using FIFO, Spray-And-Wait V1 original version
using queue approach based in the number of copies of L,
TrendOfSpray version with trend of delivery using the same
approach queue V1 and TrendOfSpray 2 version with trend
of delivery using the same approach as VDTN-ToD queue.

B. ToD Applied to PROPHET

PROPHET has its own routing strategy which is based on
nodal encounter history. Hence, we applied the ToD strategy
associated with the PROPHET strategy. Two approaches called
PROPHETorToD and PROPHET+ToD were created.

The first works by performing an “or” between the two
strategies when a bundle (chosen from the top of the queue)
is ready for forwarding when it meets the sending conditions
of the PROPHET protocol. If the protocol does not authorize
the sending, then it goes to the strategy based on VDTN-ToD.
This approach is shown in the pseudo code below:

/* Given the bundle m, that i
* need to send to the destination
* d and i have a set of n neighbors
* P(k, d) -> Probability of node k
* find the node d
*/

best_neighbor =
neighbor_with_best((P(k, d));

if ( P(best_neighbor, d) >
P(i, d)) {

i copies the bundle to
the best_neighbor;

}
else {

i transfers the bundle queue
to strategy of VDTN-ToD;

}

In the second approach, the first bundle is always chosen;
thus seeking the neighbor j that adds the greater delivery
probability value added to ToD according to the pseudo-code
below:

/* Given the bundle m, that i
* need to send to the destination
* d and i have a set of n neighbors
*/
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for each k that is a neighbor of i
j = neighbor with highest sum

of ToD(k, m) + P(k, d)

sum_j = val(ToD(j, m)) + P(j, d);
sum_i = val(ToD(i, m)) + P(i, d);

if (sum_j > sum_i) {
i forwards the bundle m to j;

}
else if (val(ToD(j, m)) >= val(ToD(i, m))

|| P(j, d) >= P(i, d)) {
i copies the bundle m to j;

}
else {

i keeps the bundle m;
}

V. EXPERIMENTS AND RESULTS

A. Scenarios Description
For the experiments, two scenarios developed in Simulation

of Urban Mobility (SUMO) [16] were prepared and the
behavior of the protocols in two different scenario applications
in a VANET environment was evaluated as follows.

1) Scenario 1: The first scenario is shown in Figure 1.
This simpler scenario was used to evaluate a type of VANET
application in which there are five nodes exchanging messages
among them in the form a chats between vehicles or files
exchanges.
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Fig. 1. Scenario 1 of simulation

TABLE I. SCENARIO 1 CONFIGURATIONS

Parameter Configuration
Simulated Environment Area 600 x 600 m2

Transmission Range 300 m
Maximum Speed of Nodes (Varies depending on the vehicle) (10, 15, 20 and 25) m/s

Propagation Model Nakagami
Model Mobility carFollowing-Krauss (SUMO Default)
Size of Bundles (512, 1024, 2048, 5096) bytes

Number of Generated Bundles 244
Simulation Time 300 seconds
Bundle Lifetime 200 seconds

Amount of simulations for each scenario 33
Confidence Interval 95%

All vehicles are randomly generated at the scenario edges
and move randomly throughout the simulation period. The
value of L for Spray-And-Wait is according to Equation 1

L = (N ∗ 0.1) + 1 (1)

where N is the number of network nodes, whose value is
approximately 10% as suggested in [3]. For PROPHET values
are PINIT = 0.5, γ = 0.98 and β = 0.25. Other details of the
scenario are shown in Table I.

2) Scenario 2: Scenario 2 is similar to the one proposed in
the previous work [7], as shown in Figure 2. In this scenario,
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64
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331m494
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1
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Fig. 2. Scenario 2 of simulation

application 4 points (0, 1, 2, 3), which are fixed DTN regions
that exchange data with each other using vehicles as a data
mules, is as reported in our previous work [7] (Figure 3).

Region B
(VANET/DTN)

Region A
(INTERNET)

Region C
(INTRANET)

DTN
Gateway

DTN
Gateway

Fig. 3. Communication between remote regions

We reused this application to evaluate the protocols pro-
posed in this work. Another detail concerning this scenario
is the similarly to scenario 1: the vehicles are generated at
the edges of the map and move throughout it during the
simulation. Moreover, all the tracks have four lanes (two each
direction).

Other information of the scenario is described in Table II.

TABLE II. SCENARIO 2 CONFIGURATIONS

Parameter Configuration
Simulated Environment Area 1970 x 1750 m2

Transmission Range 300 m
Maximum Speed of Nodes (Varies depending on the vehicle) (10, 15, 20, 25) m/s

Propagation Model Nakagami
Model Mobility carFollowing-Krauss (Padro do SUMO)
Size of Bundles (512, 1024, 2048, 5096) bytes

Number of Generated Bundles 471
Simulation Time 500 seconds
Bundle Lifetime 200 seconds

Amount of simulations for each scenario 33
Confidence Interval 95%

B. Metrics

Several studies suggest which metrics should be used to
evaluate the performance of a DTN routing protocol. The
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three metrics are suggested, Delivery Rate, Average Delay,
and Overhead [7] [17]. The calculations of these metrics are
the same as reported in our previous work [7].

C. Analysis of ToD applied to Spray-and-Wait

We begin the analysis with the first scenario, where the
VANET environment is also simpler.
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Fig. 4. Spray-And-Wait - Graphics of delivery rate and overhead for scenario
1

By evaluating the results in Figure 4, it can be observed
that there was a slight improvement over TrendOfSpray when
there was an increase in the number of vehicles, it achieved
greater delivery rates, and thus keeping the overhead low. Only
in once instance it achievd lower improvment to V1. Figure
5 shows a lower average delay for TrendOfSpray in all cases.
These results come from a better choice of L copies that are
spread associated with the strategy of the queue based on the
value of L. Hence, the overhead is more controlled, since a
bundle is only spread to a neighbor with a higher ToD. The
bundles with these smart copies of information, tend to reach
the destination faster, thus keeping the average delay lower.

According to the results (Figures 6 and 7), it can be
observed that both TrendOfSprays had delivery rates below
the two versions of the Spray-And-Wait. This is due to
the scenario being more complex, where the guarantee that
a bundle reach its target is very low. In the case of the
two TrendOfSpray approaches, several bundles are retained
because the neighbor does not have a higher ToD, but it is
possible that it finds its target late, since the environment is
much more sparse, allowing the protocol to spread more copies
speedily, hence the possibility of finding the target is greater.
So, in this case the delivery rate versions of Spray-And-Wait
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Fig. 5. Spray-And-Wait - Graphic of average delay for scenario 1
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Fig. 6. Spray-And-Wait - Graphics of delivery rate and overhead for scenario
2

are higher, becasue they only retain bundles when L = 1. The
low overhead of TrendOfSpray approaches are reflections of
bundles that are retained. Regarding the average delay, the
versions of TrendOfSpray showed higher values, since they
take longer to spread the bundles to network.

The TrendOfSpray (version 1) provides better results for
scenario 1, keeping good delivery rates, low overhead, as well
as achieving shorter delay than the two versions of Spray-
And-Wait. However, in scenario 2, it did not achieve better
results due to the bundles not spreading widely. A possible
improvement could be to try to calibrate a better value for α;
for instance, it can be 0, making the bundles to achieve more
spreading in the network.

D. Analysis of ToD applied to PROPHET

From the analysis, it is important to know that PROPHET
suffer more difficulties in a VANET environment of scenario
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2, because it depends on a history of reencounters [7], since
the bundles are forwarded only when there are reencounters or
when the transitivity case occurs. This is made more difficult
because both source and target nodes are fixed.
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By observing Figure 8, it can be noticed that PROPHETor-
ToD achieves superior delivery rates than others, with the vari-
able overhead in relation to PROPHET (sometimes gaining,
sometimes losing). The gain was due to greater probability to
spread the bundles, allowing PROPHETorToD to spread the
copies even if the metric PROPHET did not authorize it. in
this case, with VDTN-ToD approving, with this the overhead
was well controlled. For the case of PROPHET+ToD, it kept
a delivery rate similarly to PROPHET, but with much lower
overhead. This is due to PROPHET+ToD uses two metrics
to better help their routing decisions. From Figure 9 it can
be seen that compared to average delay, the PROPHET+ToD
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Fig. 9. PROPHET - Graphic of average delay for scenario 1

and PROPHETorToD showed a better performance since more
bundles are spread using the two metrics ToD and delivery
predictable. So, on the average, the bundle arrives at their
target faster with greater regularity.

Observing the results shown in Figure 10, the PROPHET
achieves much lower performance. In this scenario, both
PROPHET and PROPHETorToD retain more bundles, making
the PROPHET+ToD to achive a higher delivery rate. In the
case of PROPHETorToD, it suffers from the problem of the
bundles being retained longer in fixed source node (since in
this case it retains the bundles due to PROPHET and VTDN-
ToD not authorizing forwarding or copying), which hinders the
possibility of the bundle arriving speedily at its target. With
more retained bundles, the PROPHETorToD and PROPHET
have lower overheads.
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Referring to Figure 11, it can be seen that all of these
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conditions of scenario 2 the PROPHET+ToD achieve a better
value for average delay, since the bundles spread faster.

VI. CONCLUSION AND FUTURE WORK

The proposed mechanism, called ToD, has succeeded in im-
proving the performance of traditional DTN algorithms when
they are applied in VANET environment. This mechanism has
been also tested with the MaxProp routing protocol, and it will
be reported in another follow-up paper.

The Spray-And-Wait and PROPHET protocols, using the
ToD, had a significant improvement in the evaluated metrics.
In the case of Spray-And-Wait, this result was expected, since
it does not use any criteria for the scattering of bundles. For
PROPHET, the ToD expanded the possibility of spreading the
bundles, which was depended solely on historical encounters.

As future work, we consider implementing VADD and
GeOpps protocols in NS3, incorporating the ToD mechanism
and compare them to VDTN-ToD to perform more compre-
hensive evaluation.
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Abstract–This paper proposes the novel broadband chaos and 

chirp based noncoherent amplitude shift keying (ASK) – on off 

keying (OOK) communication systems. Their theoretical 

probability of error expressions are derived and confirmed 

with the corresponding empirical bit error rate (BER) 

simulations demonstrating that they match the BER 

performance of the traditional narrowband system. The 

superiority of the newly proposed broadband systems over the 

traditional narrowband systems is then demonstrated in the 

presence of narrowband interference. This is a particularly 

important find as the traditional narrowband ASK–OOK 

systems are known to be highly susceptible to interference. 

Finally, it is demonstrated that the interference performance of 

the proposed chaos based system can be further improved by 

optimising chaos based signals for BER using the downhill 

simplex algorithm. 

Keywords-Chaos; communications; ASK-OOK; interference; 

I. INTRODUCTION 

In chaotic communication systems a message signal 

directly modulates a broadband chaotic signal [1]-[3]. 

However, it is also possible to indirectly utilise a chaotic 

signal [4][5] to modulate a sinusoidal signal and thus create 

a constant envelope chaos based signal [5]. The chaos based 

signal may then be further modulated by a binary message 

signal to form a broadband amplitude shift keying (ASK) – 

on off keying (OOK) communication system as proposed in 

this paper. The ASK–OOK communication systems find use 

in radio frequency identification (RFID) devices as well as 

in medical applications such as endoscopy [6], among other. 

However, the traditional narrowband sine based ASK–OOK 

systems [7], where bits 0 are represented by no signal and 

bits 1 by a sinusoidal carrier, are highly sensitive to 

interference [6]. Therefore, the motivation for the use of the 

broadband chaos and chirp based carrier signals in place of 

a narrowband sinusoidal carrier signal within the ASK–

OOK systems stems from the fact that broadband signals are 

more resistant to interference than narrowband signals. 

In Section II, a novel broadband chaos based ASK–OOK 

system is proposed and its theoretical probability of error 

expression derived and confirmed by the corresponding 

empirical BER. Section III proposes the novel broadband 

chirp based ASK–OOK system and demonstrates its 

matching BER performance to that of the chaos based 

system and the traditional narrowband system. In Section 

IV, it is demonstrated that that the novel chaos based ASK–

OOK system offers increased resistance to the narrowband 

interference when compared to the traditional narrowband 

sine based carrier and the novel broadband chirp based 

carrier systems. Finally, Section IV also shows that the 

novel broadband chaos based system can be optimised to 

further improve its BER in the presence of narrowband 

interference. 

II. CHAOS BASED ASK-OOK SYSTEM 

The proposed broadband chaos based ASK–OOK 

communication system is shown in Fig. 1 where a binary 

signal m modulates a continuous chaos based signal. A 

systematic approach of generating continuous time signals 

by chaos generators was proposed in [4]. The concept was 

used in [5] to generate the sinusoidal chaos based signals for 

radar applications. A chaos based signal, similar to that of 

[5], is generated here for the application within the novel 

communication system by modulating the sinusoidal carrier 

of (1): 
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by a chaotic signal �(�). The chaos based signal, �(�), is 

then modulated by a binary message signal, �(�) , as 

expressed by (2): 
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Finally, the modulated signal of (2), �(�) , is transmitted 

over the additive white Gaussian noise (AWGN) channel, as 

illustrated in Fig. 1. 
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Figure 1.  The noncoherent chaos based ASK-OOK wireless 

communication system in an AWGN channel. 
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The bandpass filter of Fig. 1 filters out all but the 

frequencies surrounding the centre frequency of the received 

signal, �	 . Theoretically, the minimum bandwidth of the 

bandpass filter that can be implemented is equal to the bit 

rate 
� = (1/��)  Hertz, where ��  denotes the bit period. 

Accordingly, the bandwidth of the chaos based, that is, the 

transmitted signal, must be kept within the system 

bandwidth 
�. 

The total fixed number of samples within the chaos 

based carrier signal was chosen to be 100, that is, 100 

samples were chosen to represent any bit. The sample length 

of 100 was found to adequately represent a chaos based 

carrier signal of (1) and also yield a sufficiently low number 

of samples per bit what allowed for relatively fast Monte 

Carlo BER simulations. As it has not been established 

whether the signal s(t) of (1) is chaotic, it is referred to as a 

chaos based rather than a chaotic signal [5]. The chaotic 

map �(�)  of (1), used to modulate (1), was proposed by 

Carroll in [5]: 
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where p(i) are the system parameters. The largest Lyapunov 

exponent of �(�) was determined to be 0.097 bits/iteration 

[5] thus proving that the proposed system of (3) is chaotic. 

For a system to be chaotic, its largest Lyapunov exponent 

must be greater than 0 [8]. 

For every chaotic sample of (3), there is a certain higher 

number of chaos based signal samples of (1) [5]. The 

number of chaos based signal samples per chaotic value is 

higher for higher chaotic signal values and lower for lower 

values. The reason for this can be observed by examining 

(1) from which it can be seen that higher �(�) chaotic values 

produce lower frequency components and more samples per 

each sinusoidal cycle of the chaos based signal. Opposite is 

true for lower �(�)  chaotic values which produce higher 

frequency components and less samples per sinusoidal cycle 

of the chaos based signal. Therefore, in contrast to a linear 

frequency modulated (LFM) chirp signal [9] whose 

frequency changes linearly, frequency components of a 

chaos based signal change in a chaotic fashion. 

The empirical distributions of the decision variables of 

the newly proposed broadband chaos based ASK–OOK 

system of Fig. 1 are plotted in Fig. 2 at the bit energy to 

noise power spectral density (Eb/No) ratio of 10 dB, 

demonstrating the Rayleigh and Rician distribution of bits 0 

and 1, respectively. 

As the energy of a narrowband sinusoidal signal 

)2/( 2TA  [8][10] is independent of its frequency and only 

depends on its amplitude and signal duration, it can also be 

shown that the energy expression of the sinusoidal chaos 

based signal of (1) is governed by the same expression. To 

demonstrate this, (1) is first rewritten in the form of (4): 

 

                 [ ]tfts ∆= π2sin)(                      (4) 

 

where )](7/[1 jf ξ=∆  denotes the changing frequency with 

chaotic values. The chaos based signal energy is then 

obtained by squaring and integrating (4) over the signal 

duration T: 
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Figure 2.  Histogram of the received envelope values at the Eb/No ratio of 10 

dB for the novel chaos based ASK–OOK system. 

 

By setting the signal duration T of (5) equal to the bit 

period Tb, bit 1 energy equal to 2/2

bTA  is obtained. 

Furthermore, as the bits 0 are represented by no signal their 

energy is zero, resulting in an average energy per bit of 

4/2

bb TAE =  [7]. Therefore, the chaos based signal energy is 

identical to that of a narrowband sinusoidal signal [7][10]. 

As the distribution of the decision variables and the 

energy of the chaos based signal match those of the 

traditional narrowband sine based ASK-OOK system [7] it 

is expected that the probability of error of the two systems 

will be identical. The probability of error (��) is obtained by 

considering the distribution of the decision variables 

sampled from the envelope at the input to the thresholding 

unit of Fig. 1. Accordingly, the probability of error that a bit 

1 is received when a bit 0 was transmitted is obtained by 

integrating the Rayleigh probability density function 

representing bits 0 for the values when the decision 

threshold � = �/2 is exceeded: 
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where �� denotes the variance (power) of the AWGN at the 

input of the envelope detector, A the amplitude of the chaos 

based carrier and r the random variable. The noise power at 

the input to the envelope detector is bandwidth limited by 

the filter of bandwidth �� = 
�  and is thus expressed as: 

�� =
��
�
2�� = ��
�. Similarly, the probability that a bit 0 is 

received when a bit 1 was transmitted is obtained by 

integrating the Rician probability density function 

representing bits 1 for the values when the decision 

threshold � is not exceeded: 
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where ��  denotes the modified Bessel function of the first 

kind of zero order. The integral term of (7) was put into the 

form of the Marcum Q function [11]: 

��( , ") = # �
$

%
&('((

)*+))/�)��( �),� by making the definition: 

� = -/� , so that ,� = 	,-/�  and substituting those into the 

integral term to obtain the final result of (7). 

The probability of error for equiprobable bits 0 and 1 is 

then determined by finding the average value of (6) and (7), 

to obtain the exact �� expression for the noncoherent chaos 

based ASK-OOK system: 
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Equation (8) is plotted in Fig. 3a alongside the 

corresponding empirical BER curve obtained via the Monte 
Carlo simulation of the chaos based ASK–OOK system of 
Fig. 1. It can be observed that the two plots exhibit a perfect 
match and thus prove the result of (8). Furthermore, as 
expected, the result of (8) matches the result for the 
probability of error of the traditional narrowband ASK-OOK 
system whose theoretical probability of error expression was 
derived in [7]: ))]2/(([5.0)( )8/( 22

σα σ
AQeP

A

e += − , where Q 

denotes the Gaussian Q function. However, due to a number 
of simplifying assumptions made in the derivation of [7] the 
final expression is somewhat inaccurate for high levels of 
noise, as demonstrated in Fig. 3b where it is plotted against 
the more complex but exact result of (8) and the narrowband 
empirical BER. 

As opposed to indirectly using a chaotic signal to 

modulate the sinusoidal carrier within the chaos based 

ASK–OOK system, it is also possible to use a chaotic signal 

directly to represent a bit 1 and no signal to represent a bit 0. 

Such a system, termed chaotic on off keying (COOK), was 

proposed and investigated in [12]-[14]. However, unlike 

sinusoidal signals, chaotic signals generally do not have a 

constant envelope making a COOK system potentially more 

difficult and costly to implement. 
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Figure 3.  (a). Theoretical and empirical BER curves of the newly proposed 

broadband systems. (b). Margin of error within the theoretical BER of [7]. 

III. CHIRP BASED ASK-OOK SYSTEM 

By replacing the chaos based carrier signal by an LFM 
chirp signal, a novel broadband ASK–OOK system is 
proposed here. Its novelty over the chirp based spread 
spectrum OOK system of [6] is in the envelope detector 
receiver architecture, which is simpler and more cost 
effective than the power detector architecture of [6] that was 
empirically investigated in the human body channel. The 
power detector architecture involves squaring and integration 
of the received signal, as opposed to the envelope detector 
architecture which simply samples the constant envelope, 
resulting in a lower implementation cost. As for the chaos 
based system, it was found here that the decision variables of 
the proposed system are also of Rayleigh and Rician 
distributions. Furthermore, as the energy of an LFM chirp 
signal is also equal to ���/2  [9], resulting in an average 

energy of a bit of 4/2

bb TAE = , it is readily verifiable by 

repeating the derivation presented in (6) to (8) that the 
probability of error of the novel chirp based system is also 
governed by (8). The result is confirmed in Fig. 3a by an 
exact match between the empirical BER curve and the 
theoretical result of (8).  

IV. BER PERFORMANCE AND OPTIMISATION IN THE AWGN 

CHANNEL WITH NARROWBAND INTERFERENCE 

This section presents the BER performance of the 

narrowband sinusoidal and the two novel broadband 

systems when subjected to the sinusoidal narrowband 

interference. The novel chaos based system is then 

optimised to demonstrate a further improvement in the BER 

performance. 

A. BER performance of the ASK-OOK systems 

The BER results for the signal to interference ratios 

(SIR) of 20, 16, 12, 10, 8 and 6 dB are plotted in Fig. 4 from 

where it can be observed that although the narrowband and 

the proposed broadband ASK–OOK systems exhibit 

matching performance in the AWGN channel only, the 

broadband systems exhibit superior performance at all levels 

of interference. 
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Figure 4.  Empirical BER of the ASK–OOK systems for varying SIR levels. 

 

The newly proposed broadband chirp based ASK–OOK 

system exhibits an increasing BER improvement over the 

narrowband system with the decreasing SIR. A further 

similar, but more notable, improvement over the 

narrowband sinusoidal and the broadband chirp based 

system is exhibited by the novel broadband chaos based 

system. For instance, at the SIR of 12 dB, and the BER level 

of 10'0, an improvement of approximately 0.5 and 0.75 dB 

can be observed in favour of the chaos based system when 

compared to the chirp and narrowband sinusoidal systems, 

respectively. The improvement increases to approximately 1 

and 1.5 dB at the SIR level of 8 dB. The bandwidth of the 

chirp carrier signal was kept the same as that of the chaos 

based carrier signal while the narrowband interference tone 

was kept near the centre frequency and within the system 

bandwidth 
� . For the narrowband sinusoidal ASK–OOK 

system, the interference tone was generated at the carrier 

frequency.  

B. Optimisation of the novel chaos based ASK-OOK system 

In [5], chaos based signals were used for radar 

applications where broadband chaos based radar pulses were 

optimised for detection of specific targets. In contrast to an 

LFM chirp signal where only a single unique signal can be 

generated in a given bandwidth, a chaotic system can 

theoretically produce an infinite number of chaotic signals 

and therefore also chaos based signals by varying its 

parameters or initial conditions. By producing a large 

number of different chaos based signals, Carroll showed [5] 

that it is possible to find a particular chaos based signal that 

yields a high signal reflection from one arbitrary radar target 

and a low signal reflection from some other arbitrary radar 

target. This was achieved by optimising chaos based signals 

for a given radar target, or a set of targets, whose reflection 

characteristics are known in advance. The optimisation of 

the chaos based radar model was achieved by employing the 

downhill simplex or Nelder–Mead algorithm [15]. Downhill 

simplex algorithm determines the minimum of a given 

equation, termed minimisation equation. In case of the 

chaos based radar optimisation problem the minimisation 

equation of [5] was based on minimising the reflection of 

one radar target with respect to another. 

Taking the lead of [5], it is now demonstrated that the 

BER performance of the proposed chaos based ASK–OOK 

system of Section II can be further improved by optimising 

chaos based signals for a given level of narrowband 

interference. As opposed to minimising reflections from 

radar targets, the downhill simplex algorithm was used here 

to minimise the BER of the communication system. 

Optimisations were performed for each SIR level 

investigated at an Eb/No ratio corresponding to the BER 

level of 410−  of a non optimised chaos based ASK–OOK 

system. Once an optimisation for a given SIR level was 

complete, the system was evaluated with the determined 
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optimum chaos based carrier for a range of Eb/No ratios and 

the empirical BER curve obtained. The optimisations were 

started off with an initial random set of parameters that 

produce a non optimised chaotic signal of (3) and thus also a 

chaos based signal of (1). Upon evaluating the BER for the 

initial set of parameters, the downhill simplex algorithm 

varied the parameters and re-evaluated the BER. The 

process was repeated a large number of times until a 

smallest local minimum (optimum) BER value was 

determined. The optimisations were all nonlinear resulting 

in many local minima (as opposed to a definite global 

minimum), of which some had similar magnitudes. 

Nonetheless, the astringency of the algorithm may be 

improved by starting the algorithm execution with a 

favourable initial set of chaotic parameters. However, again, 

as the process is nonlinear, there is no rule on how to choose 

initial chaotic parameters that may enhance astringency. 

An advantage of the downhill simplex algorithm over 

some other optimisation algorithms is that it does not 

require derivatives [15] what reduces its complexity. Other 

algorithms may also be employed to try to further improve 

the BER performance [16][15]. However, this is beyond the 

scope of this paper and will not be investigated here. 

The optimised empirical BER curves for the varying SIR 

levels are plotted in Fig. 4 on the same set of axes as the non 

optimised curves. From the plots it can be observed that the 

improvement in BER performance of the optimised over 

non optimised chaos based ASK–OOK system ranges from 

less than 0.1 to approximately 0.5 dB at different SIR levels. 

Therefore, although the observed improvements are less 

significant than those of subsection IV-A, they further 

widen the improvement margin over the traditional 

narrowband system and demonstrate that the proposed chaos 

based ASK–OOK system’s BER performance can be further 

improved through an optimisation process. 

V. CONCLUSIONS 

In this paper, two novel broadband chaos and chirp based 
ASK–OOK communication systems were proposed. Their 
theoretical probability of error expression was derived and 
confirmed by an exact match with the corresponding 
empirical BER simulations. It was shown that both of the 
proposed novel broadband ASK–OOK systems exhibit 
superior BER performance to the narrowband system in the 
presence of narrowband interference, while also exhibiting a 
matching performance in the AWGN channel only. The 
novel chaos based system was shown to exhibit the best BER 
performance with interference in the system, providing an 
improvement of up to 1.5 dB. Such a find is of particular 
importance for the ASK–OOK systems, which are 
traditionally known to offer little resistance to interference. 
Furthermore, it was demonstrated that the newly proposed 
chaos based ASK–OOK system can be optimised using the 

downhill simplex algorithm to further improve its BER 
performance by up to 0.5 dB in the presence of narrowband 
tone interference. 
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Abstract—With the growth of wireless networks, 

Wireless Mesh Network (WMN) has appeared as an emerging 

key solution for broadband Internet access with a low-cost 

deployment. Moreover, providing QoS guarantees for real-time 

and streaming applications such as VoIP (Voice over IP) and 

VoD (Video on Demand) is a challenging issue in such 

environment. In this paper, we propose a hybrid wireless mesh 

architecture to provide mesh clients with Internet access while 

guaranteeing QoS. It is formed by an IEEE 802.16j based 

infrastructure and several  IEEE 802.11s based client domains. 

A clustering algorithm is developed to enhance scalability issues 

within the mesh infrastructure and a novel protocol called 

Hybrid QoS Mesh Routing (HQMR) is specified in order to 

provide QoS requirements. The HQMR protocol is deployed 

within the IEEE 802.16j infrastructure and it is composed of two 

routing sub-protocols: a reactive routing protocol for intra-

infrastructure communications and a proactive QoS-based 

multi-tree routing protocol for communications with external 

networks. The proposed architecture provides real-time and 

streaming applications with QoS guarantee in mesh 

environment thanks to a clustering algorithm and a QoS-based 

routing protocol. 

Keywords—Wireless Mesh Network; QoS routing; IEEE 

802.16j; HQMR.  

I.  INTRODUCTION 

Recently, wireless mesh networks have received increased 
attention from researchers and industrial environments. They 
have emerged as a key wireless technology for numerous 
applications such as broadband home networking, community 
and neighborhood networks, enterprise networking, etc., 
[1][2]. Besides, they are a promising solution to provide last-
mile connectivity to the Internet for fixed and/or mobile users 
in zones where wired networks deployment is difficult, thanks 
to its various qualities such as self-organizing and self-
configuring abilities.  

One major challenge for wireless mesh networks is to 
provide QoS support. Since deployments of WMNs continue 
to grow, providing Quality of Service for real-time and 
streaming applications, such as VoIP and VoD, is an 
important task. Moreover, establishing paths with the highest 
performance is a challenging issue for routing protocols on 
wireless mesh networks in order to satisfy applications’ 
requirements.  

However, the different research works proposing routing 
solutions on wireless mesh networks rely simply on adapting 
protocols originally designed for mobile ad hoc networks and 
adding a little support for QoS. In this paper, we propose a 

hybrid QoS based routing protocol, called Hybrid QoS Mesh 
Routing (HQMR) that exploits more efficiently the particular 
topology of a wireless mesh network, based on a hybrid 
wireless mesh architecture. The proposed wireless mesh 
architecture is formed by an IEEE 802.16j based infrastructure 
and different IEEE 802.11s based client domains. 
Furthermore, in order to solve scalability issues and reduce 
efficiently the network’s load, a clustering algorithm is 
proposed for the IEEE 802.16j infrastructure of our global 
wireless mesh architecture. HQMR is then deployed on the 
IEEE 802.16j infrastructure to ensure routing functionalities. 
It is a hybrid protocol adopting a reactive routing sub-protocol 
for intra-infrastructure communications and a proactive 
multipath tree-based routing sub-protocol for inter-
infrastructure communications, where the mesh gateway is 
considered as a root. 

The remainder of this paper is organized as follows. In 
Section II, we present some related works. Section III 
introduces the architecture of our framework. Then, we define 
in Section IV, the proposed HQMR routing protocol. Section 
V defines two usage scenarios of HQMR to illustrate its 
processing. Finally, Section VI concludes the paper. 

II. RELATED WORK 

A. IEEE 802.16j Standard 

IEEE 802.16j task group was officially established in 
March 2006 and their work was published in 2009. The IEEE 
802.16j standard [3], is an amendment to the IEEE 802.16e 
[4] standard in order to introduce Mobile Multi-hop Relay 
(MMR) specifications where traffic between a Multi-Relay 
Base Station (MR-BS) and a Subscriber Station (SS) can be 
relayed through nodes named Relay Stations (RS). The 
number of hops between MR-BS and SS is not defined but it 
must only contain RS nodes. In fact, IEEE 802.16j has defined 
two different relay modes: transparent mode and non-
transparent mode. In transparent mode, the RS is used to 
improve the network capacity. It does not forward any 
signaling frame. It relays only data traffic. The non-
transparent mode is usually used to extend the network 
coverage. The RS nodes in this mode are able to generate their 
own signaling frame or forward those provided by the MR-BS 
depending on the scheduling mechanism. 

B. QoS Routing 

QoS provisioning is an important issue for wireless mesh 
networks since they are typically used for providing 
broadband wireless Internet access to a large number of users 
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and networks. To meet applications’ QoS requirements, 
different QoS routing protocols were proposed for wireless 
mesh networks. 

Wireless Mesh Routing (WMR) [5] is a QoS solution for 
wireless mesh LAN networks. It provides QoS guarantees in 
terms of minimum bandwidth and maximum end-to-end 
delay. These two parameters are verified jointly with the route 
discovery process. The value of the node’s available 
bandwidth, is estimated thanks to the bandwidth already in use 
by the considered node and by its neighboring nodes. Then, 
the end-to-end delay is estimated by using the round trip delay 
method [6]. Kon et al. [7] improve the WMR protocol by 
proposing a novel end-to-end packet delay estimation 
mechanism with a stability-aware routing policy. The delay 
estimation is based on packets named DUMMY-RREP, which 
have the same size, priority and data rate as real data traffic. 

Some other works include the QoS verification in the route 
discovery phase. For example, QoS AODV (QAODV) [8] 
integrates a new metric for IEEE 802.11 mesh networks, 
composed of bandwidth, delay, hop count and load ratio. In 
the same way, Rate-Aware AODV (R-AODV) [9] uses 
minimum network layer transmission time as a performance 
metric in multi-rate WiFi mesh networks. Mesh Admission 
control and qos Routing with Interference Awareness 
(MARIA) [10] is another QoS aware routing protocol for 
wireless mesh networks. It is a reactive protocol incorporating 
an interference model in the route discovery process. This 
protocol uses a conflict graph model to characterize both inter 
and intra-flow interference. 

Thus, there are few research works for QoS based routing 
for IEEE 802.16j wireless networks. Hence, through our 
proposed protocol HQMR, we intend to provide QoS 
provisioning routing functionalities within an IEEE 802.16j 
architecture. 

C. Clustering 

Clustering concept was introduced to organize large 
wireless multi-hop networks into groups named clusters. 
Every cluster is coordinated by a cluster-head to achieve basic 
network performances, even with mobility and limited energy 
resources. The different clustering algorithms differ mainly in 
the method used for the election of the cluster-heads: Lowest-
ID heuristic [11], Highest-degree heuristic [12] and node-
Weight heuristic [13]. 

Combining clustering algorithms with routing protocols 
offers better performances within the network layer, by 
reducing the amount of control messages propagated inside 
the network since the exchange is limited within a cluster; and 
by minimizing the size of routing tables at each node since it 
stores only the information of its cluster. 

Zone Routing Protocol (ZRP) [14] is a cluster-based 
routing protocol for ad hoc networks that uses different 
routing sub-protocols for inter and intra-clusters 
communications. Within a cluster zone, a proactive 
component is used to maintain up-to-date routing tables. 
Routes outside the routing zone are explored with a reactive 
component combined with a border-casting concept. Singh et 
al. [15] propose a hierarchical cluster based routing protocol 
for wireless mesh networks in which the mesh gateway is the 

highest level node. Similarly, the research work in [16] 
defines a multi-level clustering approach with a reactive 
routing protocol for wireless mesh networks, in order to 
reduce the load on the mesh gateway.  

For its benefits, we adopt this concept of cluster based 

routing for our HQMR protocol to solve scalability issues and 

to offer better routing performances within the IEEE 802.16j 

infrastructure. 

III. PROPOSED GLOBAL HYBRID WIRELESS MESH 

ARCHITECTURE 

For our framework, we adopt a hybrid wireless mesh 
network architecture, combining two different technologies. It 
is formed by a non-transparent IEEE 802.16j-based 
infrastructure and IEEE 802.11s-based client domains (Fig. 
1). A hybrid QoS based routing protocol (HQMR) is also 
proposed within the 802.16j-based wireless mesh 
infrastructure. 

 
Figure 1.  Global hybrid wireless mesh architecture 

A. IEEE 802.16j-based mesh infrastructure domain 

For the wireless mesh infrastructure, we use the non-
transparent relay mode of the IEEE 802.16j technology to 
ensure a better coverage. Then, in order to organize the 
functionalities of each node, we define three types of nodes 
within the mesh infrastructure: the Mesh Gateway (MG), the 
Relay Nodes (RN) and the Access Nodes (AN). The MG is 
the intermediate node between the Internet cloud and the 
wireless mesh infrastructure. It helps forwarding clients 
requests to the Internet network. The RNs are the nodes 
located in the core of the mesh infrastructure to ensure 
forwarding traffic flows from a node to another inside it. Last, 
we consider the nodes located in the border of the 
infrastructure, as Access Nodes (AN). They provide 
interconnection between the mesh infrastructure and the client 
domains. Thus, compared to the topology of an IEEE 802.16j 
network, our MG and RN nodes have, respectively, the same 
functionalities as the MR-BS node and the RS nodes. In fact, 
the AN nodes may be considered as bridge nodes playing both 
the role of a relay node in the IEEE 802.16j infrastructure and 
the role of a gateway in the IEEE 802.11s area. Thus, they are 
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equipped with two radio interfaces: one is operating with the 
Wimax technology [4] and another with WiFi technology 
[17]. 

At each relay node of the wireless mesh infrastructure 
(including the ANs and the MG), the proposed routing 
protocol (HQMR) must be implemented with our clustering 
algorithm to reduce mainly the size of the routing tables. The 
different blocks of HQMR will be described in Section IV. 

B. IEEE 802.11s based mesh client domain 

The client domains are formed by a set of 802.11s [18] MP 
(Mesh Point) which are interconnected to each other forming 
the mesh topology and by a gateway node that we called 
Mesh-Gateway Access Node (MG-AN). The MG-ANs have 
the functionality of the 802.11s MPP (Mesh Portal Point) 
implemented in the access node (AN) of our mesh 
infrastructure. This way, to connect to the Internet cloud, the 
mesh clients forward, first, their traffic to their own gateway 
(i.e., MG-AN), for accessing the mesh infrastructure. Then, 
the MG-AN forwards directly the received traffic from its 
mesh clients to its own gateway (i.e., MG). 

IV. HYBRID QOS MESH ROUTING 

HQMR, the proposed protocol, is used to ensure routing 
functionalities within the IEEE 802.16j infrastructure of our 
global wireless mesh architecture. It is a hybrid QoS-based 
routing protocol composed of two different routing blocks. 
The first routing sub-protocol Intra-Mesh infrastructure 
Reactive Routing (IMRR) is designed to forward 
communications within the infrastructure in a reactive 
manner, while the second routing block Inter-Mesh 
infrastructure Proactive Routing (IMPR) is deployed to 
forward communications to the external networks, 
particularly to the Internet network. The second routing sub-
protocol is a tree-based multipath routing protocol, with the 
Mesh Gateway as a root of the routing tree.  

Moreover, in order to improve the performance of our 
routing protocol, we adopt the concept of clustering to divide 
the topology of the infrastructure into a set of groups.  

In this section, we present the algorithm adopted for the 
clusters elaboration within the wireless mesh infrastructure 
and we introduce the two routing sub-protocols of HQMR. 
Before that, we define the mechanism used to provide the 
needed information about each node’s neighbors and we 
specify the different QoS parameters and their estimation 
method to guaranty the QoS based routing characteristic of 
our proposed HQMR protocol. 

A. Neighborhood Maintenance 

Neighborhood information is very important for our 
protocol in order to provide the local topology (node’s 
different neighbors), the necessary information for our 
clustering algorithm and the available QoS toward each 
neighbor. To maintain this information, every node in the 
network is required to send out periodically a Hello message 
(Table I), announcing its existence and its cluster information 
such as its state in the cluster, its calculated weight parameter 
used for cluster-head election, its CH’s IP address (ID-CH) 
and its used bandwidth parameter. By receiving the Hello 

message from the different neighbors, each node updates its 
Neighbor Table (Table II), which is used to store for each 
neighbor its IP address (ID), all the needed information for 
clusters formation (Weight, State, ID-CH) and the available 
QoS parameters. 

TABLE I.  HELLO MESSAGE 

ID Weight State ID-CH Used Bandwidth 

TABLE II.  NEIGHBOR TABLE  (NT) 

ID Weight State ID-CH QoS Metric 

B. QoS Routing Metrics 

The purpose of our routing protocol is to find paths, which 
can satisfy the QoS requirements of real-time flows. The set 
of QoS requirements includes the bandwidth, the delay and 
the jitter parameters. 

1) Available Bandwidth metric 
 To estimate the available bandwidth, each node 
considers the used bandwidth by its flows and the 
consumption of its neighbors announced in the Hello 
messages (1). 
 


N(v) v'

used
)(v' B- B   B(v) 

where B(v) is the estimated available bandwidth by a node v, 
B is the total Bandwidth, Bused is the bandwidth used by a node 
and N(v) in the neighborhood of the node v. 

Then, the bandwidth parameter of the entire path is 
determined as the minimum bandwidth estimated at each node 
toward the destination. 

2) Delay Metric 
This metric estimation is based on measuring the round 

trip delay time (RTT) [6] of the Hello messages, which 
represents the time between initiating a Hello message and 
receiving a response. The delay metric of a path is the sum of 
its links delay metric. 

3) Jitter Metric 
The jitter metric defines the delay metric variation. It is 

estimated by calculating the mean of the differences between 
the RTT values for a specific period. Besides, the Jitter of a 
path is calculated by summing the Jitter of each link. 

C. Clusters formation algorithm 

Our clustering algorithm is a variant of the LID-based 

clustering algorithm [11] combined with the use of the weight 

concept developed on the Weighted Clustering Algorithm 

(WCA) [13] for the election of cluster-heads. Thus, a cluster 

is formed by the node with the lowest weight and all its 

neighbors. The same procedure is repeated among the 

remaining nodes, until each node is assigned to a cluster. 

Inter-clusters connectivity is maintained by defining some 

Gateway-nodes (sub-section 3), named Cluster Gateway (C-

Gw) and Distributed Gateway (D-Gw). Moreover, in our 

adapted algorithm, we have opted for one-hop clusters to 

reduce the load of control messages within a cluster and to 
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ensure a line of sight between the different cluster-heads and 

gateway nodes, which is an important characteristic for the 

deployment of our second routing sub-protocol IMPR 

(section E). An example of a clustered wireless mesh 

infrastructure is illustrated in Fig. 2. 

 
Figure 2.  Clustered architecture of the wireless mesh infrastructure 

Our clustering algorithm is composed of three main 
functions, which are presented in the following sub-sections: 
weight calculation, cluster-head election and clusters 
elaboration process. 

1) Weight Calculation 
In our algorithm, the weight assigned to each node is based 

on the WCA algorithm [13]. The latter takes into account the 
degree (neighbors’ number), the transmission power, the 
mobility and the battery power of each node. It optimizes the 
degree of each cluster-head by choosing an optimal number 
M of nodes per cluster (M is a pre-defined threshold). This 
restriction aims that the cluster-head would be able to support 
ideally the nodes within its cluster.  

However, given the stability of the nodes within our 
wireless mesh infrastructure, we are only interested in the first 
two parameters used to calculate the weight of WCA to find 
the optimal number of nodes within the transmission range 
and to estimate the transmission power toward the neighbors 
of a node. In addition, since most of the traffic is oriented to 
the Mesh Gateway, a third parameter is used in our weight 
calculation to take into account the power transmission of the 
node toward the Mesh Gateway. By this way, the cluster-head 
will be elected among the nearest nodes to the Mesh Gateway. 
Thus, the weight is calculated according to (2)-(6): 

DPvcDvbvaWv  

where a, b and c are the weighing factors so that a+b+c=1 and 
Wv is the weight of a node v.  

))',(()(
','

 
 vvVv

rangetxvvdistvNdv 

where V is the neighborhood of a node v. 
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Equation (4) represents the degree-difference for a node v 
to compare its number of neighbors (3) to the optimal number 
of nodes that a CH may coordinate efficiently. The 
transmission power toward the neighbors is estimated in (5) 
by computing the sum of the distances with all its neighbors. 
Samely, the third parameter namely the transmission power 
toward the Mesh Gateway is calculated in (6). 

2) Cluster-head Election 
Initially, all the nodes are in the initial state that is the 

"Undecided" state and with a weight equal to zero. Thanks to 
the periodic exchange of Hello messages, the Neighbor Table 
(Table II.) will be updated with the last calculated value of 
weight (W) for each neighbor. Each node waits for a period Te 
before starting the selection of the cluster-heads, so that all the 
nodes have updated their NT. After this period, the node with 
the lowest W among its neighbors broadcasts a Hello 
message, as illustrated in Fig. 3. 

 

 

 

Figure 3.  Cluster-head election algorithm 

3) Clusters elaboration process 
The division of the network on a set of clusters is based on 

the exchange of Hello Messages between each node and its 
neighbors. Fig. 4 illustrates the algorithm of the clusters 
elaboration.  

Figure 4.  Clusters elaboration algorithm 

According to our algorithm, we distinguish five possible 
states of a node within a cluster. Besides, it is important to 

1: If Wi = min (NT [weight]) then 

2: Si = CH 

3: ID-CHi = IDi 

4: Broadcasts Hello (IDi, Wi, Si, ID-CHi, Bused) 

5: End If 

 

On receiving a Hello message: 

1: If (Hello [State] = CH) then { 

2:    If ID-CHi = null then { 

3: Si = CM 

4: ID-CHi = Hello [ID-CH] 

5: Update (NT) 

6: Broadcast Hello (IDi, Wi, Si, ID-CHi, Bused) } 

7:     Else { 

8: If (Hello [ID] < ID-CHi) then 

9:                        G = ID-CHi 

10:      ID-CHi = Hello [ID]}  

11: End If 

12: Unicast [ID-CHi, GW-D (IDi, Wi, C-Gw, ID-CHi, G, null)] }  

13:   End If } 

14: Else if (Hello [State] = CM) then { 

15:    If (Si = CM) then { 

16:                If (ID-CHi = Hello [ID-CH]) then  

17:                    Update (NT) 

18:                 End If 

19:                 Unicast [ID-CHi, GW-D (IDi, Wi, D-Gw, ID-CHi, Hello [ID- CH], Hello[ID])] 

20:     } 

21:     Else 

22:                 Update (NT) 

23:     End If } 

24: Else { 

25:     If (ID-CHi = Hello [ID-CH]) then Update (NT)     

26:     Else { 

27:          Update (NT) 

28:          Update (NCHT) 

29:           } 

30:     End If } 

31: End If 
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notice that the clustering algorithm is executed on each node 
of the infrastructure except the Mesh Gateway. The latter has 
its own state MG as Mesh Gateway. For the rest of nodes, we 
have the following states: 

 Undecided: it is the initial state indicating that the 
node does not yet belong to any cluster. 

 Cluster Member (CM): it is a node, which belongs 
already to a cluster. 

 Cluster Head (CH): it is the node with the lowest 
weight and it is the cluster’s manager. 

 Cluster Gateway (C-Gw): it is a node in direct vision 
with two different cluster heads at the same time. It 
acts as a bridge between the two clusters. 

 Distributed Gateway (D-Gw): it is a CM that has a 
neighbor belonging to another cluster. D-Gw ensures 
the communications between two disjoint clusters. 

These different states with the different necessary 
transition conditions are decribed in a FSM diagram (Fig. 5).  

 
Figure 5.  FSM of a node participating in the clustering algorithm 

A node becomes a CM node when it receives a Hello 
message for the first time from a CH node. This node may 
change its state to a gateway node to ensure interconnection 
between two clusters. It may become a C-Gw when receiving 
a Hello message from another cluster-head. It sends a GW-D 
(Declare) message (Table V.) to its cluster-head without 
changing state.  By receiving this message, the cluster-head 
consults its Neighbor CH Table (NCHT) (Table IV) in which 
it keeps the neighbor cluster-heads and its corresponding 
gateways and responds with a GW-A (Accept) or GW-R 
(Refuse) message. When a node is accepted as C-Gw, it 
changes its state to a C-GW (it is no more a CM) and updates 
its Gateway Table (Table III), in which it keeps its type as 
gateway and the two interconnected cluster-heads. 

TABLE III.  GATEWAY TABLE (GWT) 

Type-Gw ID-CH1 ID-CH2 ID_D-Gw 

TABLE IV.  NEIGHBOR CLUSTER-HEAD TABLE (NCHT) 

Neighbor ID-CH Gw-ID Type-Gw 

TABLE V.  GW-D MESSAGE 

ID Weight Type-Gw ID-CH Neighbor ID-CH 

A CM node may also become a D-Gw when receiving a 
Hello message from a CM belonging to another cluster, as 
illustrated in the MSC diagram in Fig. 6.  
 .

RN/AN 2 RN/AN 3RN/AN 1

Hello ( S=CM , ID CH = CH(A) )

update NT

Hello ( S=CH , ID CH=CH(A) )

Hello ( S=CM , ID-CH =CH(C) )

Hello (S=DG , ID CH=CH(A) )

Hello ( S=CM , ID CH = CH(A) )

Gw-D

Gw-A

Hello (S=DG , ID CH=CH(A) )

update NT & NCHT

update NT & GT

update NT & GTupdate NT

 
Figure 6.  MSC of D-Gw selection scenario 

D. Intra-infrastruture Routing (IMRR) 

Intra-Mesh Infrastructure Reactive Routing (IMRR) is the 
reactive routing sub-protocol of our proposed HQMR 
protocol. It is used to find routes in order to forward 
information between two nodes located within the 
infrastructure. It ensures QoS based routing for nodes 
belonging to a same cluster as well for those located in 
different clusters. Furthermore, the proposed IMRR sub-
protocol is an adaptation of AODV routing protocol [19] to 
take into account the clustering approach and the QoS 
verification in route discovery process. 

1) IMRR operation 
Fig. 7 illustrates the algorithm of IMRR operation. A node 

S starts directly to forward data if a valid route to D exists in 
its routing table or if D is one of its neighbors, with verified 
QoS. Otherwise, S launches the route discovery process.  

Figure 7.  IMRR operation algorithm 

The received RREQ message is either forwarded directly 
to the destination or forwarded to the multicast group formed 
by the different CHs, C-Gws, D-Gws and the MG. The use of 

When a node S wants to transmit data to a node D: 

1: S verifies its routing table 

2: If a valid route with requested QoS exists then  Forward (data, D) 

3: Else {verify (NT) 

4:      If D exists and QoS verified then Forward (data, D) 

5:      Else send (RREQ, CH) 

6:      End If} 

7: End If 

On receiving a RREQ message: 

1: If QoS verified then { 

2:      If it is the destination then Send (RREP, S) 

3:      Else {update (RREQ); update (RT) 

4:               If it is a CH then {Verify (NT)  

5:                      If D exists then Unicast (RREQ, D) 

6:  Else multicast (RREQ) 

7:                      End If} 

8:                Else multicast (RREQ) 

9:                End If} 

10:     End If 

11: Else discard (RREQ) 

12: End If 
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the multicast group limits the broadcast of the RREQ 
messages, which helps reducing the load of the network. 

 We distinguish two main cases: the intra-cluster routing 
and the inter-clusters routing. For the first case, a node 
communicates with another within its cluster either in direct 
manner or through its cluster-head. An example of the second 
case is illustrated by a MSC (Message Sequence Chart) [20] 
in Fig. 8.  

RT update

QoS update & verif

RREP

RT update

QoS update & verif

RT update

RREP

QoS update & verif

RREQ

RREQ

SequenceDiagram_1

RREQ

RREQ

RREQ

NT &RT verif

QoS update & verif

RT update

QoS update & verif

NT &RT verif

QoS update & verif

RT verif

NT verif

Source CH1 C-Gw CH2 Destination

 
Figure 8.  MSC for inter-clusters IMRR routing 

Two nodes from different clusters may communicate with 
each other only through a route formed by CHs and/or Gws 
and/or the Mesh Gateway. 

2) Route Discovery Process 
Like AODV protocol, IMRR uses RREQ message for 

route discovery (Table VI). However, the RREQ message 
used by our IMRR routing protocol introduces specific QoS 
fields to enable QoS based routing. Each intermediate node 
proceeds to a QoS verification before forwarding the request 
(7). 
(Boff>=Breq or B=null) and (Doff>=Dreq or D=null) and (Joff>=Jreq or J=null)(7) 

where B is the bandwidth, D is the delay and J is the Jitter. 

TABLE VI.  RREQ MESSAGE 

Src IP 

address 

Dest IP 

address  

Broadcast 

ID 

Path QoS 

Metric 

request-

ed 

QoS 

Metric 

offered 

ID 

msg 

 
In Fig. 9, we illustrate the processing of a RREQ message 

at each node. Unlike AODV protocol, only the destination 
node is able to respond to a RREQ message, so that it would 
have the entire path’s estimated QoS to compare it properly to 
the requested one. Moreover, the duplicate RREQ messages 
are not rejected. Instead, we send as much as possible of 
RREQ messages to the destination to guarantee the discovery 
of the best path. In order to avoid an infinite loop of a message, 
each node verifies first if its address already exists in the Path 
field or not. Then, we introduce a new parameter called "ID 
msg" to distinguish the duplicate messages at a node. This 
parameter is updated at each intermediate node for each 
RREQ message received (duplicated or not). Then, the reverse 
route is created within the routing table (Table VII), by taking 

into consideration this parameter, so that it would be used later 
for the RREP message forward. 

 

 

Figure 9.  RREQ processing 

TABLE VII.  IMRR ROUTING TABLE 

Dest IP 

address 

Next 

Hop 

Lifetime QoS Metric 

offered 

ID 

msg 

Nxt ID 

msg 

 

3) Route Replay Process 
In order to establish a route toward the source node, the 

destination responds with a RREP message (Table VIII) to the 
first RREQ received verifying the requested QoS parameters 
and rejects the following RREQ messages. The processing of 
a RREP message at each intermediate node is illustrated by a 
flowchart in Fig. 10. 

A mesh node determines the next hop thanks to the “ID 
msg” parameter. It updates then the routing table with the 
direct route and the “ID msg” with the “Nxt ID msg” of the 
routing table before forwarding the RREP message. 

TABLE VIII.  RREP MESSAGE 

Src IP 

address 

Dest IP 

address 

Lifetime QoS Metric 

requested 

QoS Metric 

offered 

ID 

msg 

 

 

Figure 10.    RREP processing 
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E. Inter-infrastructure Routing (IMPR) 

Inter-infrastructure Mesh Proactive Routing (IMPR) is the 
second routing sub-protocol of HQMR, designed to ensure 
communications toward external networks, especially Internet 
network. Since most of the traffic goes through the Mesh 
Gateway to provide Internet services, we opted for a proactive 
tree based routing protocol, having the Mesh Gateway as a 
root and the different CHs and C-Gw and/or D-Gw as 
children. It is important to notice that the different cluster 
members would not participate in the trees construction 
process. 

In addition, to provide QoS guarantees for real-time flows, 
IMPR deploys a multi-path routing concept to define three 
different routes, partially node-disjoint, between each child 
and the root. These routes would be used to construct three 
partially disjoint routing trees within the IEEE 802.16j 
wireless mesh infrastructure, in such a way that each tree is 
used to forward a specific type of traffic. To this end, we 
define for our protocol three service classes, namely 
interactive real-time applications class, Streaming 
applications class and Best Effort class. The first class is more 
sensitive to delay and jitter variations, the second one is more 
sensitive to jitter variation and the last class is more exigent in 
terms of loss ratio. In other words, IMPR allows the 
construction of three partially disjoint trees with a common 
root: Real Time, Streaming and Best Effort Trees.  

1) Root Announcement process 
The root (i.e., MG) broadcasts a RANN (Route 

Announcement) message to all its neighbors to announce its 
presence. This message is considered only by the CHs and the 
Gws. It is rejected by all the CM nodes. On receiving a RANN 
message (Table IX.), each intermediate node stores the Path 
parameter in its route cache and updates it next by adding its 
address. It updates also the QoS Metric and proceeds to the 
forward of the updated RANN message to its multicast group 
formed by the CHs, the Gws and the MG. In order to keep as 
many routes as possible, duplicated RANN messages are not 
rejected. Instead, to avoid an infinite loop of a message, each 
node verifies first if its address already exists in the Path field 
or not. In fact, each node keeps the entire path received 
through the RANN message in its route cache in order to be 
able to verify later the disjunction of two paths.  

TABLE IX.  RANN MESSAGE 

Root IP address Path QoS Metric 

 

2) Routing trees construction 
Each node waits for a certain time Ts before starting the 

routing trees construction process, in order to store the 
maximum of paths. Firstly, using the routes selection 
algorithm (Fig. 11), each node selects a route for the Real 
Time Tree. This route is validated as one of the tree branches 
by an exchange of PREQ and PREP messages with the root. 
Once the PREP received from the root, each node removes the 
chosen path from its route cache and starts the construction 
process of the second routing tree in the same manner. Then, 
the mechanism is repeated for the third routing tree. In fact, 
the exchange of PREQ/PREP messages performed for routes 

validation is used to ensure that each intermediate node of a 
path is using the same path toward the root, so that each node 
has no more than a single branch toward the root of a tree.  

3) Routes Selection Algorithm 
This algorithm is described in Fig. 11. The idea is to select 

at each node a potential path for each routing tree, satisfying 
the requirements of the defined service classes. For the first 
path corresponding to the Real Time Tree, we choose the best 
in terms of delay and jitter with satisfying bandwidth metric. 
The second one should be partially disjoint from the first one 
to reduce congestion issues, with good values of the jitter QoS 
parameter. Lastly, from the remaining paths, we select the best 
in terms of disjunction over the other paths.  

Some nodes may not be able to select three different paths. 
Thus, for the case where a node has only selected two paths, 
the first one would be used to forward the highest priority 
traffic, while the second one would be shared between the two 
other service classes . If only one path is present at a node, we 
adopt the default QoS mechanism of IEEE 802.16j to share it 
between the three service classes. 

Figure 11.  IMPR routes selection algorithm 

4) Path Request Process 
By executing the route selection algorithm, a node selects 

a path for its ith routing tree and sends a PREQ message (Table 
X). Each intermediate node compares its chosen path for its ith 
routing tree to the path carried by the PREQ message. If the 
next hop in the two paths is different, the node either modifies 
its entire path or updates the path in the PREQ message, as 
presented in the Flowchart in Fig. 12. Then, the intermediate 
node updates its routing table (Table XI) with both the direct 
route (toward the root) and the reverse route (toward the 
source) and forwards the PREQ message to the next hop. 

TABLE X.  PREQ MESSAGE 

Src IP address Dest IP address Path ID-Path Levela 

a. Level : the level of a node in the Real Time tree 

 

P  set of stored paths ; Disj  number of common nodes between paths   

HC: Hop Count ; wi : QoS parameters’ weight 

1: If treei =1 then {  

2:    A = {P}(D<Dmax and J<Jmax) 

3:      If A ≠ Ф then P1 = minHC {maxBw A} 

4:    Else {  

5:      B = {P}(D<Dmax) 

6:      If B ≠ Ф then{Calculate L=w1*rankdescBw + w2*rankascJ for each path in B; P1 = minL 

B} 

7:      Else{Calculate L=w1*rankdescBw+w2*rankascD+w3*rankascJ for each Path in P; P1 = 

minL P} 

8:      End If } 

9:    End If } 

10: End If 

11: If treei=2 then {  

12:    P = P\{P1} ; A = {P}(J<Jmax) 

13:      If A ≠ Ф then { 

14:        Calculate L=a*rankdesc Bw+b*rankasc Disj+c*rankascJ for each Path in A 

15:        P2 = minL A} 

16:    Else { 

17:         Calculate L =w1*rankdesc Bw + w2*rankasc J + w3*rankasc Disj for each Path in P 

18:         P2 = minL P } 

19:    End If } 

20: End If  

21: If treei=3 then { 

22:        P = P\{P2} ; P3 = minHC {minDisj P} } 

23: End If 
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TABLE XI.  IMPR ROUTING TABLE 

Dest IP address Next Hop ID-Path 

   

 
Figure 12.    Flowchart of PREQ process 

5) Path Replay Process 
On receiving the PREQ message, the root updates its 

routing table and sends a PREP (Table XII) message to its 
child.  

TABLE XII.  PREP MESSAGE 

Dest IP address  Path ID-Path 

 
Each intermediate node adds its address to the Path 

parameter of the PREP message and forwards it to the 
destination. Once the destination receives the PREP message, 
it updates its routing table and its chosen path for the routing 
tree if it is different from the Path parameter in the PREP 
message. Then, it removes it from its route cache to begin the 
selection of a route for the next tree. 

V. HQMR USAGE SCENARIOS 

In this section, we present two different usage scenarios of 
our HQMR protocol, describing how a path is selected to 
reach a destination within or outside the mesh infrastructure.  

A. Intra-infrastructure Routing Usage Scenario 

This scenario describes how to determine a QoS verified 
path between two nodes from different clusters for a VoIP 
application between two mesh clients of our architecture. To 
this end, the reactive routing bloc, named IMRR would be 
used and a RREQ message is generated for route discovery 
process. In Fig. 13, we illustrate the RREQ process through 
each intermediate node by comparing the offered QoS to the 
requested one (Breq=56Kb/s, Dreq=150ms and Jreq=20ms). 

The first RREQ received by D (<2, 155, 19>) does not 
satisfy the requested delay parameter. Thus, this message is 
discarded and D waits for another RREQ messages. Since the 
second message received (RREQ2) verifies the different QoS 
parameters (<2, 145, 13>), a RREP message is unicasted to 
the source node. 

 

Figure 13.    Intra-infrastructure usage scenario  

Then, regarding the third RREQ message received, it 
would be discarded since a RREP message has been already 
sent back. By this way, the route discovered by RREQ2 would 
be used to forward the traffic of the VoIP application between 
the two mesh clients. 

B. Inter-infrastructure Routing Usage scenario  

For communications with the Internet network, the 
proactive routing protocol IMPR of HQMR protocol is used. 
In this scenario, we describe how to forward a VoD 
application traffic from a streaming video server in the 
Internet. To this end, three QoS based routing trees are 
constructed. Fig. 14 shows an example of clustered topology 
over which we have built the three QoS based routing trees.  

For the first routing tree, by executing the route selection 
algorithm (Dmax=150 ms, Jmax=20 ms), we chose the paths 
with satisfying delay and Jitter parameters. For example, in 
the case of the node B, we have four paths towards the root 
satisfying the delay and jitter parameters: B-A-R: <4,30,11> ; 
B-C-R: <3,70,6> ; B-D-A-R: <3,95,16> ; B-E-C-R: <2,70,9>. 
Then, the path with the highest Bandwidth is selected: B-A-
R. This process is repeated at each node of the topology and a 
PREQ message is sent for route validation.   
 

 
Figure 14.    The QoS based routing Trees 

Path: the chosen Path by the 

intermediate node. 

 

Path_S= the path sent in the 

PREQ. 
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Similarly, the path at each node for the second routing tree 
is selected according to the routes selection algorithm. For 
example, at the node E, we have two paths verifying the jitter 
parameter: E-B-C-R: <2, 90, 11>; E-B-A-R: <2, 50, 16>. The 
second path is the one selected by E since it offers better 
disjunction with the path selected for the first tree. However, 
the PREQ of this message would be changed at the node B. In 
fact, the nodes B and E have the same level parameter but 
node B has a greater IP address than E. Thus, the path in the 
PREQ sent by the node E would be changed (to E-B-C-R) to 
correspond to the route chosen by the node B: B-C-R. 

By receiving the PREP message for the selected route, 
each node starts the selection of its third route that is the most 
disjoint route to the two first selected paths with a minimum 
of hops. For example, the node I according to these conditions 
chooses the path I-H-G-D-A-R. However, its PREQ at the 
node G would be changed (see the flowchart in Fig. 12). The 
selected path by the node I would be modified partially (I-H-
G-F-E-C-R) to correspond to the one selected by the node G. 
Then, the set of paths selected at each node forms the routing 
tree for the third service class. 

Regarding our usage scenario, and in order to forward the 
VoD traffic, the second routing tree would be used since this 
application is considered as an application of the Streaming 
service class. 

VI. CONCLUSION 

In this paper, we presented our proposed hybrid wireless 
mesh architecture composed of two different domains: an 
IEEE 802.16j-based infrastructure domain and several IEEE 
802.11s based client domains. Then, we have specified the 
HQMR protocol for ensuring routing functionalities within 
the 802.16j infrastructure of our global architecture. It is a 
hybrid QoS based routing protocol formed by a reactive 
routing sub-protocol for a clustered infrastructure and a 
proactive multipath tree based routing sub-protocol for 
communications toward Internet network. Two usage 
scenarios are presented to show the importance of HQMR in 
order to provide real time and streaming applications with 
QoS guarantee in wireless mesh networks.  

As a future work, we are working on the HQMR 

performance evaluation within our global wireless mesh 

architecture as well as comparison with other protocols. 
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Abstract—In the last few years, the mobile data traffic has
grown exponentially making evident the importance of wireless
networks. To ensure an acceptable level of quality of service
for users in a wireless data network, network designers rely
on signal propagation path loss models. To provide adaptability,
the use of machine learning techniques has been considered to
predict characteristics of the wireless channel. In this work,
we propose a method for predicting path loss in an urban
outdoor environment using support vector regression. Simulation
results indicate that, depending on the employed kernel and
its parameters, the performance obtained using support vector
regression is similar and with lower computational complexity to
that obtained by a multilayer perceptron neural network.

Keywords—wireless networks, propagation models, machine
learning, nonlinear regression.

I. INTRODUCTION

Today, being connected is crucially important. High-speed
internet access via mobile handsets is the most likely way of
achieving digital inclusion [1]. In this context, the importance
of wireless and mobile networks grows every day and their
demand is also becoming larger even faster.

To ensure an acceptable level of quality of service for users
in a wireless data network, network designers rely on signal
propagation path loss models. Radio wave propagation models
are a series of mathematical calculation developed to predict
path characteristics and losses in a given environment [2].
For example, propagation models have traditionally focused
on predicting the average received signal strength at a given
distance from the transmitter, plus the variability in the signal
intensity near a particular location area. Thus, propagation
models are mathematical tools used by engineers and scientists
to plan and optimize wireless network systems.

Given the problem context, many researchers have turned
their attention to the domain of machine learning (ML) [3].
The goal of this class of algorithms is to automatically
learn the properties of the environment and to adapt their
behavior quickly and easily to them. Artificial neural networks
(ANN) are a typical example of a ML algorithm, inspired
by the biological neural networks of the brain [4]. In recent
time, multilayer perceptron (MLP)-ANN have been shown to
successfully perform path loss in rural, urban, suburban and
indoor environments [5], [6], [7]. However, a drawback in
using MLP-ANN is the required training time to process data,

considering the numerous neurons in each layer of the neural
network. To handle it, other ML techniques can be used, such
as support vector machine (SVM). The main advantages of
using SVM are the absence of local minima, the sparseness of
the solution and the capacity control obtained by optimising
the margin [8]. Aside from that, to the best of our knowledge,
there is no similar approach in the literature that considers
the use of SVM to perform path loss prediction. Thus, in
this work we propose a method for predicting path loss in
an urban outdoor environment using support vector regression
(SVR). Simulation results indicate that, depending on the
employed kernel and its parameters, the performance obtained
using support vector regression is similar and with lower
computational complexity to that obtained by a MLP neural
network.

The remainder of this article is structured as follows. In
Section II, two empirical propagation models are presented:
Okumura-Hata model and Ericsson 9999 model. Concepts
about support vector regression and the measurement setup
are described in Section III. Section IV presents the model
tuning of the SVR techniques and numerical results. At last,
conclusions are drawn in Section V.

II. EMPIRICAL PROPAGATION MODELS

Reliable and accurate propagation models are crucial to
the prediction of radio channel characteristics for where
the wireless network system is to be deployed. In general,
propagation models can be categorised into two types:
deterministic and empirical.

Deterministic propagation models consider the physical
paths along which the transmitted waves propagate are
usually based on ray optical techniques [9]. These models
describe wave propagation by different rays that travel
from the transmitting to the receiving antenna and are
subjected to reflection, scattering and diffraction at walls and
edges of buildings and similar objects. Deterministic models
offer excellent accuracy and are able to provide additional
parameters such as small-scale fading, delay spread, etc. The
main disadvantage of the deterministic models is their large
computation time.

On the other hand, empirical propagation models are those
based only on observations and measurements. In spite of these
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models be able to predict rain-fade and multipath [10], they
are mainly used to estimate path loss, an important task during
the initial deployment of wireless networks and cell planning.
Empirical models can be split into two subcategories namely
time dispersive and non-time dispersive. Time dispersive
models are designed to provide information relating to the
time dispersive characteristics of the channel. An example of
this type are the Stanford University Interim (SUI) channels
models developed under the IEEE 802.16 working group [11].
On the other hand, a non-time dispersive model predicts mean
path loss as a function of various parameters as distance,
antenna heights, latitude, longitude, etc. Examples of non-time
dispersive empirical models are Hata [12] and Ericsson 9999
[13] models. In this work, we consider the Okumura-Hata and
Ericsson 9999 models for path loss prediction.

A. Okumura-Hata Model

The Okumura model is one of the most used models for
signal prediction in the urban areas. It applies to frequencies
in the range of 150 MHz to 1920 MHz and distances
from 1 to 100 km [14]. The Okumura model is entirely
based on measured data without any analytical explanation.
Nevertheless, it is very practical and has become a standard
for planning land mobile radio systems in Japan. The Okumura
model is a very good model in urban and suburban areas, but
not so good in rural areas due to its slow response to rapid
changes in the terrain.

The Hata model is an empirical formulation of the path
loss data provided by Okumura’s model and it is valid from
150 MHz to 1500 MHz. Hata presented the propagation
loss in urban area as a standard expression and provided
correction factors for applications in other environments.
The Okumura-Hata model is the combination of both above
models.

The expression for the average path loss in urban areas is
given by [12]

L(dB) = 69.55 + 26.26 log f − 13.82 log ht

− a(hr) + (44.9− 6.55 log ht) log d (1)

where f is the frequency (in MHz) from 150 MHz to
1500 MHz, ht is the effective height of the base station antenna
(transmitter) in meters, varying from 30 m to 200 m, hr is
the effective height of the mobile station antenna (receiver) in
meters, varying from 1 m to 10 m, d is the distance between
transmitter and receiver (in km), and a(hr) is the correction
factor to the effective height of the receiver antenna, which is
function of the size of the coverage area. For large cities and
f ≥ 300 MHz, the factor a(hr) is given by

a(hr) = 3.2(log 11.75hr)
2 − 4.95 dB . (2)

For suburban and rural areas, the path loss is obtained by other
expressions that can be found in [15].

Predictions of the Hata model are quite similar to the
Okumura model, whereas d does not exceed 1 km. The
Hata model applies to macrocells mobile systems, but not

to personal communications service (PCS) systems that have
cells in order of 1 km radius.

B. Ericsson 9999 Model

The Ericsson 9999 model is an extension of Hata model,
where we can adjust the parameters according to the given
scenario [13]. In this model, the path loss is described as

L(dB) = a0 + a1 log d+ a2 log ht + a3 log ht log d

− 3.2(log 11.75hr)
2 + g(f) (3)

where g(f) is given by [13]

g(f) = 44.49 log f − 4.78(log f)2 . (4)

For urban environments, the default values of the parameters
a0, a1, a2 and a3 are, respectively, 36.2, 30.2, 12.0 and 0.1.
For suburban and rural environments, the parameters a0, a1,
a2 and a3 assume another values that can be found in [13].

III. PROPOSED METHOD

SVM is a popular ML technique that make use of the
optimization of a function in its training stage. Lately, SVM
have received increasing attention from ML community, since
it presents some advantages when compared with other ML
techniques, such as the absence of local minima, the sparseness
of the solution and the capacity control obtained by optimising
the margin [8]. Initially developed for solving classification
problems, SVM techniques can be successfully applied in
regression, i.e., for function approximation problems.

A. Support Vector Regression

In the regression problems, we estimate the functional
dependence of the output variable on an n-dimensional input
variable. In other words, we deal with real valued functions
and we model an Rn to R mapping.

The general regression learning problem is set as follows.
The ML algorithm is given a set of training data from which
it tries to learn the input-output relationship. So, consider a
training data set D = {(xi, yi) ∈ Rn × R, i = 1, 2, . . . , `}
with ` pairs (x1, y1), (x2, y2), . . . , (x`, y`), where the inputs
are n-dimensional vectors xi ∈ Rn, the outputs yi ∈ R
are continuous values and ` is the number of samples in the
training data set.

Starting from the linear regression problem, assume that
h(xi,w) is a linear regression hyperplane given by

h(xi,w) =
〈
wT ,xi

〉
+ b , (5)

where w ∈ Rn is the normal vector to this hyperplane, the
scalar b ∈ R is called a bias, 〈·, ·〉 is the inner product operator
and (·)T is the transpose operator. In the case of SVR, we
measure the error of approximation instead of the margin used
in classification. With this in mind, we use a function named
Vapnik’s linear loss function with ε-insensitivity zone defined
as [16]

E(ei) = |ei|ε =

{
0 , if |ei| ≤ ε

|ei| − ε, otherwise
, (6)
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where ei = yi − h(xi,w). The Vapnik’s linear loss function
E(ei) is illustrated in Fig. 1(a), where the ε-insensitivity zone
is highlighted. Thus, the loss is equal to zero if the difference
between the predicted h(xi,w) and the measured value yi is
less than ε.

The solution of the linear regression learning problem
concerns to find the linear function that approximates the
training pairs (xi, yi) with an accuracy ε. In other words, we
need to find a vector w that minimizes the error, which implies
to solve the optimization problem given by [17]

min
w,b

1

2
‖w‖2 (7)

restricted to |ei| ≤ ε.
To obtain sparse solutions and penalize the large residuals,

a penalty term is included in (7), so that

min
w,b

[
1

2
‖w‖2 + C

(∑̀
i=1

E(ei)

)]
(8)

where C is a cost parameter. The function E(ei) defines an
ε-tube as exhibited in Fig. 1(b), where ε is the radius of the
tube. The restriction |ei| ≤ ε, i.e., yi + ε ≥ h(xi,w) ≥ yi− ε
is the condition for a predict point to be within in the ε-tube.

The optimization problem represented by (8) can be relaxed
by introducing slack variables, denoted by ξ and ξ̂, which
allows to deal with points outside the ε-tube. The points above
the ε-tube have ξ > 0 and ξ̂ = 0, while the points below the
ε-tube have ξ = 0 and ξ̂ > 0. At last, the points inside of
ε-tube have ξ = ξ̂ = 0.

y ε+

y ε−

ε -tube

e x

( ),h x w

( ),
i i
yx

ε+ε− 0

-insensitivity zoneε

( )E e

0ξ >

ˆ 0ξ >

(a) (b)

Fig. 1. (a) Vapnik’s linear loss function with ε-insensitivity zone versus e.
(b) ε-tube defined from the function E(e).

Given the slack variables ξ and ξ̂, we can rewrite the
optimization problem as

min
w,b

[
1

2
‖w‖2 + C

(∑̀
i=1

(ξi + ξ̂i)

)]
(9)

under the restrictions
|ei| = ε+ ξ

|ei| = ε+ ξ̂

ξ, ξ̂ ≥ 0

,

which can be solved using Lagrange multipliers, as can be
seen in [17]. After calculating the Lagrange multiplier vectors

α and α∗, the best regression hyperplane obtained is given
by

h(xi,w) =
∑̀
i=1

(α−α∗)
〈
xTi ,xi

〉
+ b . (10)

In the case of nonlinear regression, the basic idea is to
map the input vectors xi ∈ Rn into vectors Φ(xi) of a
higher dimensional feature space I, where Φ represents the
mapping. After this transformation, a nonlinear problem in
Rn becomes a linear problem in the feature space I. So, the
optimization problem is reformulated as the maximization of
dual Lagrangian with Hessian matrix [8] and the solution is
given by

h(xi,w) =
∑̀
i=1

(α−α∗)
〈
ΦT (xi),Φ(xi)

〉
+ b . (11)

in which the summation is not performed over all training data,
but rather over those that have non-zero Lagrange multipliers,
which are called support vectors.

Note that the optimization problem for nonlinear regression,
represented by (11), involves the calculation of inner products
between vectors of the feature space I. Since I can be
very higher dimensional, the calculation of Φ can become
infeasible. Therefore, the solution is to resort to the kernel
trick, i.e., the use of kernels to perform nonlinear regressions
without mapping all input vectors xi to the feature space I
[18].

A kernel is a function that applies to two vectors xi and xj
in the input space X and returns the inner product of these
vectors in the feature space I [19], i.e.,

K(xi,xj) = 〈Φ(xi),Φ(xj)〉 . (12)

To ensure the convexity of the optimization problem
given by (11) and that the kernel represents mappings in
which it is possible the calculation of the inner products
〈Φ(xi),Φ(xj)〉, kernel functions satisfying the conditions of
Mercer are exploited [16]. The more common practice kernels
for regression problems are the polynomial kernel and the
radial basis functions (RBF) ones. In this paper, we consider
the use of the polynomial kernel and two types of RBF kernels:
Laplacian and Gaussian. The expressions related to each kernel
are given in Table I.

TABLE I
TYPES OF KERNELS CONSIDERED FOR THE PROPOSED METHOD.

Kernel Expression Parameters

Polynomial K(xi,xj) =
(
β
〈
xTi ,xj

〉
+ c

)z
β, c, z

Gaussian K(xi,xj) = exp

(
−‖xi−xj‖2

2σ2

)
σ

Laplacian K(xi,xj) = exp

(
−‖xi−xj‖

σ

)
σ

The polynomial kernel is a function that represents the
similarity of training samples in the feature space over

121Copyright (c) IARIA, 2014.     ISBN:  978-1-61208-360-5

AICT2014 : The Tenth Advanced International Conference on Telecommunications

                         134 / 199



polynomials of the original variables and combinations of
these. The adjustable parameters are the scale term β,
the constant term (off-set) c and the polynomial degree
z. Laplacian and Gaussian kernels are examples of RBF
kernels. The adjustable parameter σ is very important to the
performance of these kernels and should be fit to the problem
at hand.

B. Measurement Setup

The work presented in this paper considers mobile radio
wave propagation measurements at a carrier frequency of
853.71 MHz. The measurements of the downlink signal
strength level were made in an urban environment in the
city of Fortaleza-CE, Brazil. Fig. 2 illustrates the urban area
of the city where the measurements were taken. The colors
used along the indicated streets represent each received signal
strength indicator (RSSI) in dBm. In total, 1933 measurements
were performed using Agilent E6474A tool as a pilot scanner.
The location of the base station (BTS) is also indicated in
Fig. 2.

During the drive test, various field data of each measured
point were collected to compose the feature vector of the SVR
process. Such field data were antenna-separation distance,
terrain elevation, horizontal angle, vertical angle, latitude,
longitude, horizontal and vertical attenuation of the antenna.
At last, the theoretical path loss of the Okumura-Hata model
was also used as an input of the SVR training algorithm. The
terrain elevation was collected using Google Elevation API
by a Java client made exclusively for it. The base station was
located in a rooftop 90 meters high with a sectored antenna,
which had a half-power beam width of 63 ◦. Also, the effective
radiated power (ERP) of the base station was set to 48 dBm.

IV. TRAINING AND EVALUATION

Many ML algorithms, such SVR and ANN, have important
parameters that cannot be set directly from the data. The
process of choosing these parameters to obtain the best

performance of the model is known as tuning and is described
below.

A. Model Tuning

Cross-validation is a model validation technique for
evaluating how the results of a statistical analysis will
generalize to an independent data set. A common type of
cross-validation is the k-fold cross-validation, generally used
to evaluate the model accuracy [20]. It is a re-sampling
technique where the samples are randomly split into k sets
of approximately equal size. These subsets are named folds
and they are divided in two groups: the test set with only one
fold and the training set with (k − 1) folds. Initially, the first
fold is established as test set and the model is fit using the
others (k − 1) folds. The held out sample in the first fold
is predicted by the ML algorithm and is utilized to estimate
the performance. After that, the first fold is given back to the
training set. This procedure is repeated with the second fold
held out, and so on. In this paper, we consider k = 10 and
use the average root mean square error (RMSE) µ̄ defined as

µ̄ =

√√√√1

k

k∑
i=1

µj (13)

to evaluate the model precision. In (13), µj is the RMSE
calculated for j-th test set (j = 1, 2, . . . , k), given by

µj =

√√√√ 1

`j

`j∑
i=1

(yi − h (xi,w))
2 (14)

where `j is the number of samples in the j-th test set.
The definition of σ, common to RBF kernels, was made

using the analytical approach presented in [21], where it is
shown that the optimal values of σ are in the range of the
10th and the 90th percentile of ‖xi − xj‖2. In addition to
that, it is suggested in [18] that the midpoint of these two

BTS 0.4 Km

RSSI (dBm)

>=−65

(−75,−65] 

(−85,−75] 

(−95,−85] 

<−95

Fig. 2. Drive test with measurements in an urban area in the city of Fortaleza. The colors indicate the radio signal strength indicator (RSSI) in dBm and the
yellow square represents the location of the base station (BTS).
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percentiles should be used. Thus, this kernel parameter was
estimated to be σ = 0.244.

The cost C, common parameter to all kernels, is
fundamental for adjusting the complexity of the model. When
the cost is large, the model is more flexible, but it becomes
more likely to over-fit. With a small cost, the flexibility of
the model decreases, but the over-fit is less likely. However, a
small cost can lead to poor predictions due to under-fit [20].
In the tuning process, 18 values were tested for C, from 2−2

to 215, being each value a power of 2.
In the tuning process considered in this work, it was tested

ε = 0.1 and ε = 0.05 in combination with the range of C
specified previously. The best fit was found for ε = 0.05 to
the Laplace kernel, and ε = 0.1 to the Polynomial and the
Gaussian ones.

B. Numerical Results

All models considered in this paper are implemented using
the R language. The performance of the SVR algorithms
is evaluated via computer simulations for the three kernels
mentioned in Subsection III-A. For their implementation, the
kernlab package is employed [18].

According to what has been explained about SVR for
nonlinear learning problems in Subsection III-A, Fig. 3 shows
the support vectors and the respective regression line when
the Laplace kernel is adopted. Note that, for the sample set
in evidence, the number of support vectors is inferior to the
number of measurements, but it is sufficient to obtain the
regression line.
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Fig. 3. Support vectors used to obtain the regression line for path loss in dB
when Laplacian kernel is adopted.

Fig. 4 shows a comparison of measurements corresponding
to 10% of the sample set obtained from the drive test and the
predictions using SVR algorithms for polynomial, Gaussian
and Laplacian kernels. One can see that the Laplacian kernel
is the best option among the three kernels.

For comparison of the SVR algorithms with other ML
techniques, it is implemented a MLP-ANN with a weight
decay wd, having a input layer with nine neurons, a hidden
layer with M neurons and a output layer with one neuron. The
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Fig. 4. Comparison of path loss predictions using SVR algorithms and
measurements obtained from drive test for 10% of the sample set.

backpropagation algorithm is used to train the MLP-ANN.
In the tuning process, some MLP-ANN configurations were
investigated for M = 9, 12, 15, 18, 21, 24, 27 and wd =
0.01, 0.05, 0.1. The best fit found for the MLP-ANN was
M = 27 and wd = 0.01.

Table II provides a statistical analysis of the SVR
algorithms, the MLP-ANN and the two empirical propagation
models mentioned in Section II, where the average RMSE
µ̄ and the standard deviation of the RMSE, denoted by σµ
are presented. The best configuration parameters of the SVR
algorithms (C and ε) and the parameters of each kernel are
also shown in Table II. We can see that the Laplacian SVR
presents an average RMSE µ̄ = 1.76 dB, while the polynomial
and the Gaussian SVRs presents an average RMSE of 3.47 dB
and 4.55 dB, respectively. Both empirical propagation models
have inferior performance when compared to all considered
ML techniques.

The MLP-ANN performance, with µ̄ = 1.89 dB, can be
considered similar to the Laplacian SVR performance. In spite
of analogous performance, MLP-ANN and Laplacian SVR
have significant differences in their implementation, which are
discussed below.

At first, as the MLP-ANN has local minimal, it is necessary
to initialize the weight matrix with different values in the
attempt to test more points (in this work, we initialize the
MLP-ANN three times), whereas such problem do not exist
in SVR algorithms. In case of SVR, a convex optimization
problem is solved resulting in a global minimum. Therefore,
when using SVR there is no problem with initializations and
checking for convergence [8].

Secondly, as there is no feature extraction in the MLP-ANN,
sometimes it is necessary to use another ML algorithm
to do this task [18]. In the SVR algorithm, the data can
be applied directly without the need for feature extraction,
because the SVR algorithm already do this function [22].
Furthermore, when the number of features increases, the
MLP-ANN complexity demands more computational cost,
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TABLE II
STATISTICAL ANALYSIS OF THE SVR ALGORITHMS WITH THEIR BEST PARAMETERS C AND ε, MLP-ANN AND THE EMPIRICAL MODELS CONSIDERED

IN THIS WORK.

ML Algorithm/Model µ̄ (dB) σµ (dB) C ε Kernel parameters

Polynomial SVR 3.47 0.54 1024 0.1 β = 0.1, c = 1, z = 3

Gaussian SVR 4.55 0.15 8192 0.1 σ = 0.244

Laplacian SVR 1.76 0.12 1024 0.05 σ = 0.244

MLP-ANN 1.89 0.17 - - -

Okumura-Hata 7.13 5.08 - - -

Ericsson 9999 21.59 6.22 - - -

whereas in the SVR algorithm, once that a valid kernel has
been selected, one can practically work in spaces of any
dimension without any significant additional computational
cost [22].

Finally, the MLP-ANN training time is normally longer
than SVR one. We can mention two reasons for that: first,
the MLP-ANN usually needs to be initialized more than one
time; second, in the SVR algorithm, the training is executed
considering only the support vectors, while in the MLP-ANN
the training is performed on the entire data set.

V. CONCLUSIONS

In this study, a method to predict path loss in an urban
outdoor environment using SVR was proposed. To do that,
mobile radio wave propagation measurements at a carrier
frequency of 853.71 MHz obtained in an urban environment
in the city of Fortaleza-CE, Brazil were considered. Various
field data of each measured point like antenna-separation
distance, terrain elevation, the theoretical path loss of the
Okumura-Hata model among others were collected as input
of the SVR process. Polynomial, Gaussian and Laplacian
kernels were adopted for SVR algorithms. For comparison, we
considered two empirical propagation models (Okumura-Hata
and Ericsson 9999) and a MLP-ANN optimized for our
prediction problem. In case of SVR, it was verified that the
Laplacian kernel was the best option among the investigated
kernels. In addition, the SVR algorithm using Laplacian kernel
and the MLP-ANN had similar performance, being the former
an alternative of lower computational complexity. The authors
conjecture that the lower computational complexity of the SVR
technique is due to the use of support vectors and the kernel
trick which reduce the training time, naturally perform the
feature extraction and increase the capacity of working with
higher dimensional spaces.
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Abstract—In this paper, we propose applicable and 

comparative cost-capacity analysis of the heterogeneous 

wireless networks in order to determine the most cost effective 

radio network deployment strategies as a function of an 

extreme demand levels of even more than 100 GB per user and 

month. We perform the modeling by considering of the unit 

cost drivers relevant for the various base station classes which 

provide different coverage and high capacity performance, 

coming with the Long Term Evolution Release 10 (LTE-

Advanced) radio access technology or IEEE 802.11ac Wi-Fi 

standard. Considering different amounts of available 

bandwidth in the 800 MHz and 2.6 GHz bands, the key finding 

is that the small cell solutions like femto cells and Wi-Fi are 

more cost efficient when new macro base station sites need to 

be deployed or when very high demand levels need to be 

satisfied. In all other evaluated cases, the importance of the 

spectrum size comes to the highest level together with the 

introduction of the LTE-Advanced carrier aggregation 

functionality. Also, we evaluate the economic gains of a joint 

deployment of femto/Wi-Fi sites from one side and macrocells 

from other side. We determine that instead of investing in 

additional spectrum or deploying denser macro network, 

mobile operators could compensate the indoor wall penetration 

losses by deploying different number of femto sites per floor or 

user per femto site, for still satisfactory level of QoS. 

Keywords-Wireless Heterogeneous Networks; Cost modeling; 

LTE-Advanced; IEEE 802.11ac. 

I. INTRODUCTION 

The rapid increase of mobile broadband services has 
resulted in a marvel of decoupling the traffic load from 
operator revenues. Flat service subscriptions nowadays, even 
further increases the challenge of the Mobile Network 
Operators (MNOs) to monetize on the data traffic. Hence, it 
is from the highest importance of the MNOs to deploy more 
cost effective networks that will respond to the increasing 
user demand. The forthcoming wireless network 
architectures become more heterogeneous, with 
hierarchically ranged Base stations (BS) sites/cells, as 
follows: macro (MaBS) to cover wider areas, and micro 
(MiBS), pico (PBS) and femto (FBS) complemented with 
particular wireless local area network (WLAN/Wi-Fi) to 
cover smaller areas. A number of papers have been 
published on modeling the cost-effectiveness by comparing 
the MaBS cell deployment with the small-cell deployment 
and suggesting utilization of joint or heterogeneous and even 

cooperative networks. Analysis of MaBS, MiBS and PBS 
HSPA cells capacity-cost comparisons including IEEE 
802.11a, are provided in [1][2][3]. Cost comparisons of LTE 
with HSPA deployed MaBS networks and FBS solutions are 
extensively covered in [3][4]. Additionally, the evaluation of 
the economic gain provided by various deployments of FBS 
and MaBS for LTE mobile broadband services is outlined in 
[5].  

In this article, we originally introduce the comparative 
cost modeling of MaBS, MiBS, PBS and FBS utilizing LTE-
Advanced (LTE-A) RAT [6][7], alongside with Wi-Fi 
standard IEEE 802.11ac [8]. Considering the “up to date” 
initial and running cost drivers, together with the coverage 
and capacity specific parameters, we deliver results helping 
more easily to assess the most cost efficient manner to 
deploy the heavily-loaded, wireless heterogeneous networks. 
The special focus is put on the comparison between MaBS 
and various small cell deployments. As according to 
Analysis Mason [9], more than 80% of the mobile traffic is 
generated in indoors, we create long-term investment case 
study related to indoor office users. In order to determine 
more realistic cost-capacity performance modeling, besides 
already discussed wall attenuation and indoor coverage 
strategies in [3][4], additionally, we consider the 
performance of the carrier aggregation functionality of LTE-
A RAT. For all deployment scenarios, we analyze the 
deployment of new sites and reusing the existing sites.  

Still having in mind that each cellular network in reality 
consists of a mix of BSs, we conduct the joint heterogeneous 
network cost-capacity analysis as well. The assessment of 
the economic gains of joint deployments is done for the 
period of 10 years by using the discounted cost model in 
order to take into account the “time value of investment and 
running costs”. 

The paper is organized as follows. Sections II and III 
describe the analysis approach through elaboration of RAN 
specific coverage, capacity and unit cost estimates for 
various BS classes. In the next section, we perform 
investment modeling of various wireless network 
deployment strategies through the case study. Based on the 
results from Section IV, in Section V, we discuss the 
findings and analyze the most and less cost-effective 
scenarios separately deployed. In Section VI, we 
demonstrate the combined cost-capacity modeling of 
different wireless heterogeneous network solutions to satisfy 
high demand levels.  A conclusion is drawn in Section VII. 
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II. RADIO ACCESS NETWORK COVERAGE AND 

CAPACITY MODELING  

Consisted of numerous BS sites and Radio Network 
Controllers (RNCs), the Radio Access Network (RAN) of 
the MNO is deployed to provide services within the entire 
system coverage area denoted as Asyst. According to 
Johansson et al. [10], a BS of class i is characterised by a 
maximum average throughput or capacity Tmaxi and cell 
range ri related to coverage. Based on the purpose of use, a 
BS of class i could be equipped with radio equipment 
supporting up to three sectors and up to three different 
frequency carriers. The number of cells Ncel, within the 
particular BS site i, is obtained as multiple of the number of 
supported sectors and frequency carriers. We model the 
coverage Acell of a particular cell area of BS site i as follows:  

𝐴𝑐𝑒𝑙𝑙 =  𝜋 ∙ 𝑟𝑖
2                                    (1) 



The maximum path loss allows the maximum cell range 
to be estimated with a suitable propagation model, such as 
Okumura-Hata [12]. Based on [11], the calculation shows 
that urban cell range varies from 0.6 km at 2.6GHz to 1.4 km 
at 900 MHz. Since in this paper we focus on the urban dense 
area, according to Markendahl and Mäkitalo [3] and 
Markendahl [4], we consider 0.57 km range for MaBS. 
Based on the elaborations in [1][2], we estimate 0.27 for 
MiBS and 0.1 km range for PBS. FBS cell range in [3] is 
assumed at 0.050 km and in [13] in range of 0.01 – 0.030 
km. According to Mölleryd et al. [14], we model the 
aggregated capacity of the system, Tsyst, as follows:  

 𝑇𝑠𝑦𝑠𝑡 =  𝑊 ∙ 𝑁𝑠𝑖𝑡𝑒 ∙ 𝑁𝑐𝑒𝑙𝑙 ∙ 𝑆𝑒𝑓𝑓                             (2) 

where W is allocated bandwidth in MHz, Nsite  is the total 
number of BS sites within the system coverage area Asyst and 
Seff is the cell average cell spectral efficiency in bps/Hz/cell. 
Based on [6] [7] the average spectral efficiency for LTE-A 
varies from 6.6, 4.2 and 3.8 bit/s/Hz/cell for the indoor, 
microcellular and base coverage urban environments, 
respectively (environments are determined in line with [15]). 
With regard to the FBS deployment, interference problems to 
non-FBS cell occur with the creation of the so called “Closed 
User Group” deployment FBS model [16]. As proposed by 
[17], in adjacent-channel deployments (the FBS is deployed 
on a dedicated carrier), the coverage holes are considerably 
easier to minimize and control than when the FBS is 
deployed on the same carrier as the macro layer (co-channel 
deployment - sharing the channel with the MaBS network). 
Hence, in this article we consider FBS deployment in a 
different frequency band than MaBS. Currently, the LTE 
FBS are developed with 5, 10 and 15 MHz bandwidth 
(achieving up to 37, 75 and 112 Mbps in downlink, 
respectively) and available from 8 to 16 users simultaneously 
[18]. Choi in [13], indicates that 4G FBS will utilize the 
bandwidth of 20 MHz per carrier. We use the indoor average 
spectral efficiency of 6.6 bps/Hz and 20 MHz of spectrum 
for FBS with 50m coverage range.  According to Xiao [19], 
it is very difficult to exceed 50-60% of the nominal bit rate 
of the underlying physical layer of Wi-Fi. Frame 
aggregations techniques are used to improve the Medium 
Access Control (MAC) layer efficiency [20].  

TABLE I.  RADIO ACCESS NETWORK - COVERAGE AND CAPACITY 

PARAMETERS. 

BS Parameter/ LTE-A 

and IEEE 802.11ac 

MaBS MiBs  PBS  FBS  Wi-Fi 

 

Range (km) 0.57 0.25 0.10 0.05 0.03 

Coverage (km²) 1.02 0.19 0.03 0.008  0.003 

Sectors  3 1 1 1 1 

Carriers  1 – 3 1 – 2 1 1 1 

Cells  3 – 9 1 – 2 1 1 1 

Bandwidth  (MHz) 20 20 20 20 80 

Av. Cell SE (bps/Hz) 3.8 3.8 6.6 6.6 16.25 

Av. Cell Capac.(Mbps) 76 76 132 132 1300 

Av. Site Capac. (Mbps) 228 76 132 132 1300 

 
According to Cisco [21], we consider the first-wave 

IEEE 802.11ac products operating in the 5 GHz band with 
80 MHz and delivering up to 1300 Mbps (high end) at the 
physical layer up to 30 m coverage range. Based on the all 
above coverage and capacity estimates, we summarize in 
Table I, RAN coverage and capacity parameters related to 
different RAT as used in this paper. 

III. HETEROGENEOUS RADIO ACCESS NETWORK COST 

MODELING  

We base our cost structure modelling to the methodology 
developed in [1] [5] by limiting to the capital investment to 
acquire and deploy the RAN (CAPEX), and the costs to 
operate the RAN (OPEX). We consider the BS equipment, 
BS site installation & buildout, backhaul transmission 
equipment and Radio Network Controller equipment as BS 
related CAPEX items and electric power, operation & 
maintenance, site lease and backhaul transmission lease as 
BS related OPEX items. Also, we evaluate the CAPEX and 
OPEX of system spectrum. Regardless that CAPEX consists 
of one-time expenditures, usually for practical reasons these 
expenditures are spread over several years, i.e., annualized. 
Still, according to METIS [22] an even more accurate model 
could be obtained by using present values instead of 
annualizing the CAPEX. In order to calculate the cost per 
item of type i in present value, according to Johansson et al. 
[2], we use the standard economical method for cumulated 
discounted cash flows yield by summing up the total 
discounted annual expenditures for the whole network life 
cycle (K years) as follows: 

Ɛ𝑖 =   
𝛼𝑘 ,𝑖

(1 + 𝛽)𝑘

𝐾−1

𝑘=0

                          (3) 

 

where αk,i is the sum of expenditures, in terms of CAPEX 
and OPEX, occurred within year k of an item of type i and β 
is the discount rate. In all analyzed scenarios in this paper, 
we assume network life cycle of K = 10 years and that all 
BSs are installed during the first year of deployment. 
Additionally, according to Frias and Pérez [5], we use the 
discounted rate equalized to the cost of capital (a WACC - 
weighted average cost of capital) of β = 12 %. Consequently, 
the total discounted cost, CTOT, of a wireless heterogeneous 
access network comprising of macro sites and small sites 
normalized per unit of area, can be approximated as follows: 

𝐶𝑇𝑂𝑇 =  Ɛ𝑀 ∙ 𝑁𝑀 + Ɛ𝑆 ∙ 𝑁𝑆 +
Ɛ𝑆𝑃𝐸𝐶𝑇𝑅𝑈𝑀
𝐴𝑠𝑦𝑠𝑡

   [𝑐𝑜𝑠𝑡/𝑎𝑟𝑒𝑎]          (4) 
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where ƐM is the total discounted cost of MaBS, ƐS the total 
discounted cost of small BS (or Wi-FI BS), ƐSPECTRUM is the 
total discounted cost for spectrum licenses, Asyst is the 
coverage area of entire operator’s network and NM and Ns is 
the average number of MaBSs and small BSs, respectively 
(in this paper, we will not consider the costs that are not 
related to the technical solution, such as customer care and 
marketing, as well as the average customer retention or 
subsidy costs). The cost estimates related to different RATs 
and BS classes will be derived in the next subsections. 

A. Base Stations Unit Cost Estimates 

The cost per BS is significantly different based on the 

BS type considered in this paper. For example, BSs 

providing bigger coverage imply a higher cost for 

equipment, site leases and installation whereas a small cells 

BS sites costs much less in those aspects. Nevertheless, 

according to Johansson et al. [2], fixed costs not directly 

related to the capacity of the BS are divided between many 

users in a MaBS so the cost per user may still be lower in 

many scenarios.  

According to Markendahl and Mäkitalo [3], the 

estimates for year 2010 show that cost for deploying a new 

MaBS site in the urban area is 110 k€ including 

transmission and that the cost for radio equipment 

supporting three sectors and 5–20 MHz to 10 k€, yielding to 

total CAPEX of 120 k€. According to Johansson [1], 

CAPEX for 2-carrier and single carrier MaBS deployment is 

20% and 40% lower than 3-carrier MaBS, respectively. 

Notice though that the costs for an LTE-A cellular network 

are hypothetical since the system is now being released to 

the market. Out of Johansson [1], we consider the price of a 

MiBS and PBS station equals 50% and 15%, respectively, 

of a single-carrier MaBS equipment, with a note that PBS 

needs 2 k€  for transmission, and  MiBS and PBS requires 

10 k€  and  2 k€ for the site deployment, respectively. 

According to Markendahl [4], on average the deployment of 

one FBS is around 1 k€.  

Even prior the full standardization, some manufactures 

start to offer IEEE 802.11ac products. WLAN Access points 

(AP) for consumers are currently available at prices of 

around €160 [24]. Nevertheless, for the enterprise solutions 

there should be used WLAN carrier grade access [25] [26]. 

Johansson in [1], outlines that the carrier grade AP is 10 

time more expensive than WLAN AP for consumers, and 

that cost for router and access getaway is 20 k€. 

Consequently, we assume that carrier grade access point 

supporting IEEE 802.11ac will cost around 1.5 k€, and 

additional 1k€ should be added per AP, assuming that the 

control equipment is divided between 20 APs.  

Regarding the OPEX, Markendahl and Mäkitalo in [3] 

assume 30 k€ annual cost for the new MaBS site and 

Johansson in [1] considers 13.4 k€ for the single carrier 

MaBS by outlining an appropriate ratios of 1.15, 1.29, 0.67, 

0.21 and 0.10 related to this cost for the 2-carrier MaBS, 3-

carrier MaBS, MiBS, PBS and Wi-Fi BS. Consequently in 

this paper, we assume 20 k€ OPEX for the new 3-carrier 

MaBS site.  

TABLE II.  CAPEX, OPEX AND RESULTING DISCOUNTED COST 

ESTIMATES PER BASE STATION CLASS FOR GREENFIELD DEPLOYMENT 

(ALL AMOUNTS IN [K€]). 

BS Class/ LTE-A 

and IEEE 802.11ac 

Initial 

CAPEX 
(Investment) 

Annual 

OPEX  

Total 

discounted 
cost in period 

of 10 years 

Macro (1 carrier) 72.9 15.5 152.67 

Macro (2 carriers)  96.2 17.8 186.47 

Macro (3 carriers) 120.0 20.0 220.15 

Micro  35.8 10.4 90.73 

Pico  13.5 3.4 31.26 

Femto  1.0 0.5 3.72 

Wi- Fi  2.5 1.6 12.17 

 

According to Markendahl and Mäkitalo [3], we assume 

10 k€ for the existing site. For the FBS, Markendahl and 

Mäkitalo in [3] estimates the annual operational cost to be 

0.5 k€ per BS. To summarize the discussion on cost 

estimates, Table II outlines the resulting discounted cost per 

the considered newly deployed BS class as calculated 

according to (3). 

B. Spectrum Cost Analysis 

Alternatively, and if possible, MNOs could increase the 
number of carriers by adding additional spectrum, which 
could replace the deployment of new sites. This brings 
spectrum to an essential asset as it could be a substitute for 
new sites.  

The more bandwidth that can be used at one site the 
higher the capacity. Currently, across Europe MNOs have 
licensed spectrum at different bands and the carriers in 
between are set at 800 MHz, 900 MHz, 1800 MHz, 2100 
MHz and 2600 MHz bands. All parts from the available 
bandwidth provide different performance for coverage and 
capacity. 

MNOs are annualizing the CAPEX related to the 

spectrum licenses for the period of their validity, which is 

mostly 10 years and usually no more than 20 years. 

Additionally MNOs have OPEX per MHz related to the 

annual frequency charges.  

From today’s perspective and according to the ongoing 

developments in the European telecommunication markets, 

most of the used spectrum is amortized, excluding the part 

of the spectrum from 790 MHz to 862 MHz (so called 

Digital Dividend - DD) that was acquired by the MNOs in 

the past few years in most of the European countries. Based 

on the benchmark analysis of the data collected from the 

European National Regulatory Authorities websites [26], the 

average annual frequency fee per MHz is below 1 

EUR/MHz and population and maximum 10 EUR/MHz and 

km². Furthermore, according to BEREC [26], the Figure 1 

depicts the invested price in DD band per MHz and per km² 

(Note that, for Netherlands and United Kingdom the price is 

1525 and 736 EUR/MHz/km².  
According to PWC [27], the invested price in DD band 

per MHz and per population moves from 0.2 EUR in Croatia 
up to 0.8 EUR in Italy. 
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Fig. 1. Benchmark of the mean price (in €/paired MHz/km²) paid by the 

MNOs of the European Union Member States in the Digital Dividend 

(792-862 MHz) spectrum auctions. 

IV. INVESTMENT CASE STUDY 

A. Case Study Description  

According to Johansson et al. [2], the different BSs will 
minimize cost for different scenarios. Nevertheless, for the 
sake of simplicity, first we will perform cost modeling 
through case study of different base stations separately. 
Based on the results of separate analysis, than we will 
dimension the network of the analyzed service area as a 
combination of a of a macro layer solution, using existing 
sites and as much available spectrum as possible, with a 
supporting small cells network. Accordingly, based on the 
per unit cost estimates from Table I and Table II in this 
section, we will assess how the total investment cost (initial 
CAPEX) of the wireless network deployed within the 
particular area, varies as a function of the user demand. 
Furthermore, we will apply different deployment scenario 
combining the amount of the bandwidth and BS classes. In 
particular, we consider building of the new office center in 
the 1 km² urban indoor area through construction of ten 5 
floor buildings hosting 10.000 workers. Consequently, we 
will not analyze the MiBS and PBS options out of the small 
cell deployments, but only the strict indoor solution of small 
cells represented by FBS alongside with the Wi-Fi. For the 
macro layer, we will consider the CAPEX needed for 
deployment of three-sector MaBS supporting three 
frequency carriers. Nevertheless, for the capacity estimates, 
we will consider that only single carrier is in use, to make the 
comparison between BS types simple. 

 In line with Figure 1, the cost of 1 MHz per the system 
area of 1 km² is negligible compared to the cost of even 
single carrier MaBS. Consequently, we will ignore the 
CAPEX inputs for the spectrum within the estimation of the 
total investment costs calculated according to (4).  

TABLE III.  CONVERSION OF LOAD/USER/MONTH TO THE USER DATA 

RATES (MBPS) AND CAPACITY PER AREA UNIT (GBPS/KM²). 

Demand GB/user/month Mbps/user Gbps/km² 

Moderate 44.0 0.407 4.0 

High 110.0 1.019 10.0 

B. Traffic Demand 

Based on [28], in 2013 around 95% of the total global 
mobile traffic was generated by smartphones (62%), laptops 
(24.5%) and tablets (8.5%) with around 0.5 GB/month from 
smartphone user and 2.6 times more from the laptop users 
and 4.6 times more from tablets (only 3% of the users 
generated more than 5 GB/month and 24% more than 2 
GB/month). The same source predicts that the average usage 
per month of smartphones will rise x 5 times (up to 2.7 GB) 
by 2018 having 66% from the total traffic and that tablet 
share will be more than 18%.  Following the same ratios, we 
could draw conclusion that the average usage per month in 
2018 will be around 12.2 GB and 6.9 GB for tablets and 
laptops respectively. Furthermore, [29] predicts an average 
N. American mobile user to consume 6 GB/month in 2017. 

Consequently, in order to ensure future-proof network 
(e.g., beyond 2020), we will perform the dimensioning of the 
network from our case study with the following two demand 
levels: moderate demand or in average 44 GB/user/month 
and high demand of 110 GB/user/month.  

We consider that the usage will be spread out over 8 
hours per day, translating into a busy hour rate of 12.5%, in 
line with the industry standard [30]. Conversion of the 
load/user/month to the user data rates (Mbps) and capacity 
per area unit for 10 000 users (Gbps/km²) is given in Table 
III, for the 8 busy hours. In this paper, we consider uniform 
traffic distribution within the considered area. 

C. Macro cellular Deployments 

Assuming the spectral efficiency of 3.8 bit/s/Hz/cell of 
outdoor LTE-A RAT, the achieved capacity with a single 
carrier three-sector MaBS site is 114.0 Mbps, 228.0 Mbps 
and 342.0 Mbps with 10 MHz, 20 MHz and 30 MHz of 
spectrum, respectively (calculated in line with (2)).  

1) Initial Scenario 

Since a cell area of 1 km² corresponds to a cell radius of 
0.57 km (according to (1)), our requirements on average user 
data rates during busy hours would be met even at the cell 
borders with the high broadband demand (~ 1.0 Mbps what 
is in line with the data rate of 1.0 Mbps as assumed in [11]).  

Within the initial scenario, we perform the cost-capacity 
analysis using 20 MHz for the macro-layer in the 2.6 GHz 
band with the average spectral efficiency of LTE-A RAT. In 
accordance with [3], for the MaBS site re-use scenario, we 
estimate the total CAPEX of 20 k€ for existing site (the cost 
needed to upgrade an existing site is estimated to 10 k€ and 
the cost for radio equipment supporting three sectors and 5–
20 MHz to 10 k€). Based on Tables I and II, Table IV 
summarizes the total invested costs for the moderate and 
high demand estimates. It is noticeable that the investment to 
satisfy the high demand with the implementation of the 
existing MaBS is almost half than the cost needed to ensure 
2.5 times less capacity with new MaBS sites.  

2) Wall Penetration Losses Compensation Scenario 

When trying to compensate for the wall penetration 
losses, two options are possible according to Markendahl and 
Mäkitalo [3] and Markendahl [4]: building a denser 2.6 GHz 
network and deployment using 10 MHz within the 800 MHz 
band, i.e., better indoor coverage.  
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TABLE IV.  INVESTMENTS AND CAPACITY (MACRO SITES INITIAL 

DEPLOYMENT - CASE 1).  

Macro Initial 

Scenario (2.6 GHz) 

Number 

of sites 

Total  

CAPEX M€ 

Capacity 

(Gbps) 

Site Demand    

New  Moderate 18 2.16 4.1 

New  High 44 5.3 10.03 

Reuse Moderate 18 0.36 4.1 

Reuse High 44 0.88 10.03 

Markendahl and Mäkitalo in [3] calculated that in order 
to compensate the additional 12 dB of attenuation (the 
difference between operation in the 800 MHz and the 2.6 
GHz band), 5 time denser network should build at 2.6 GHz 
band. Consequently, Table V summarizes the cost-capacity 
outcomes of this scenario. We can see that in order to 
compensate the wall penetration losses with the MaBS 
solution, the deployment of a large number of new sites is 
very costly. Again, the re-use of existing sites leads to less 
costly deployment even when many sites need to be 
equipped with new radio transceivers for the high demand. 
Still, due to the high coverage performance, the most cost-
efficient option in case of high demand is the reuse of the 
existing sites with 10 MHz in 800 MHz band. 

3) Carrier Aggregation Scenario 

According to Qualcomm [31], carrier aggregation as 
characteristic of LTE-A RAT, allows combining lower and 
higher bands — leveraging better coverage of the former 
with higher availability of the latter (up to 5 carriers and up 
to 100 MHz supported in standards). In order to fully assess 
the cost-efficiency possibilities, we create one more 
deployment scenario assuming the aggregation of the both 
frequency carriers at 800 MHz and 2.6 GHz bands. By this 
the bandwidth available will be increased to 30 MHz, and 
exactly this is going to be the solution how to increase the 
capacity (even for 3 times) compared to the use of only 10 
MHz bandwidth in 800 MHz band, but without increase the 
number of sites due to coverage reasons as in the case with 
2.6 GHz deployment. From the cost perspective, this will 
mean that we need to install two type of different radio 
equipment per BS. Consequently, the CAPEX will increase 
for additional 10 k €, and the total CAPEX per site will be 
130 k€ for the new sites and 30k € for the existing sites. 
According to pervious estimations, we will assume OPEX of 
20 k€ for new and 10 k€ for the existing MaBSs.  

The number of needed BS sites using carrier aggregation 
functionality and the relevant costs-capacity outcomes are 
summarized in Table VI. 

TABLE V.  INVESTMENTS AND CAPACITY (MACRO SITES WALL 

LOSSES COMPENSATION DEPLOYMENT - CASE 2).  

Macro Wall Losses 

Compensat. (0.8 or 2.6 GHz) 

Number 

of sites 

Total 

CAPEX M€ 

Capac. 

(Gbps) 

Site Demand    

New 0.8 GHz Mod. 36 4.32 4.1 

New 0.8 GHz High. 88 10.56 10.03 

Reuse 0.8 GHz Mod. 36 0.72 4.1 

Reuse 0.8 GHz High. 88 1.76 10.03 

New 5 x 2.6 GHz Mod. 90 10.8 20.5 

New 5 x 2.6 GHz High. 220 26.4 50.16 

Reuse 5 x 2.6 GHz Mod. 90 1.8 20.5 

Reuse 5 x 2.6 GHz High. 220 4.4 50.16 

TABLE VI.  INVESTMENTS AND CAPACITY (MACRO SITES WITH 

CARRIER AGGREGATION - CASE 3). 

Macro Carr. Aggr. 

(0.8 & 2.6 GHz) 

Number 

of sites 

Total  

CAPEX M€ 

Capacity 

(Gbps) 

Site Demand    

New  Moderate 12 1.56 4.1 

New  High 30 3.9 10.26 

Reuse Moderate 12 0.36 4.1 

Reuse High 30 0.9 10.26 

Findings show that for around 0.9 M€ needed to upgrade 
the existing sites, the high user demand will be ensured. 
Further, with 1.56 M€ of investment and construction of new 
sites the high demands can be satisfied, too.    

D. Femto Cell and Wi-Fi Deployments  

In line with [3], and explanations for the maximum 
numbers of users per access point for FBS and Wi-Fi given 
in Section II above, we consider different options of the user 
oriented and coverage oriented approaches.  Since the 
construction of the new office center is green-field, we will 
assume that previously there were no small cell installations 
within the considered area of 1 km². Consequently, the Table 
VII summarizes the cost-capacity figures for the FBS and 
Wi-Fi deployments. As expected with any of the considered 
scenarios of FBS and Wi-Fi, the provisioning of the 
demanded capacity will be achieved.  The coverage is main 
cost driver for these two scenarios and high density indicates 
high network costs.  

V. COMPARATIVE DISCUSSION RELATED TO THE 

SEPARATE NETWORK DEPLOYMENTS 

Assuming the total investment budget of 3.0 Million € 
(M €), we compare in Figure 2 the investment costs in M € 
for separate network deployment scenarios as function of 
user demand in Gbps. It is noticeable that LTE-A MaBS 
deployment with site re-use and carrier aggregation in place, 
has the lowest cost for the capacities below 2.0 Gbps. Even 
LTE-A MaBS deployment with new sites and carrier 
aggregation in place is more cost effective option compared 
to the Macro 5xtime denser deployment and site reuse at 2.6 
GHz band. Hence, the LTE-A RAT and carrier aggregation 
functionality from cost perspective could be acceptable 
MaBS deployment scenario for the new market entrant as 
well, since with it the new comer will be able to achieve 
comparable profitability with the existing operators for 
relatively high demand levels.  

 

TABLE VII.  INVESTMENTS AND CAPACITY (FBS LTE-A BASED AND 

WI-FI IEEE 802.11AC DEPLOYMENTS). 

Femto Cells 

and Wi-Fi 

No. of sites CAPEX M€ Capac. (Gbps) 

FBS Wi-Fi FBS Wi-Fi FBS Wi-Fi 

4 users / BS 2500 2500 2.5 6.25 330 3250 

8 users / BS 1250 1250 1.25 3.13 165 1625 

16 users / BS 625 625 0.63 1.56 82.5 812.5 

32 users / BS 313 313 0.32 0.78 41.3 406.9 

4 BS / floor 200 200 0.2 0.5 26.4 260 

8 BS / floor 400 400 0.4 1.0 52.8 520 

16 BS / floor 800 800 0.8 2.0 105.6 1040 

32 BS / floor 1600 1600 1.6 4.00 211.2 2080 
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Fig. 2. Comparison of macro and small cell deployment costs as function 

of the user demand, with the LTE-A and IEEE 802.11ac, respectively. 

From other side, deployment with the reuse of the 
existing MaBS with 10 MHz spectrum in the 800 MHz band 
causes achieving high demand with tolerable investment of 
1,75 M€ due to the superb coverage and penetration 
performance of the 800 MHz carrier frequency. For the 
existing mobile operator missing spectrum in the 800 MHz, 
an option will be to reuse existing sites with 5 time higher 
density, what is more cost-effective solution than MaBs 
deployment with new sites in the 800 MHz band what in fact 
is the less cost efficient option. Thus, we can draw a 
conclusion that it is very important if new MaBS sites need 
to be deployed or not. In general, for the MaBS deployments 
it could be noticed that the slope of the lines depends on the 
number of sites that are needed and especially if new sites 
need to be deployed. The performances of FBS and Wi-Fi 
are different. As we already considered those types of indoor 
deployments are coverage, rather than capacity limited. Their 
cost depend form the density of BS used. As shown in Figure 
2, for dense network deployments 4 users per FBS/Wi-Fi or 
32 FBS/Wi-Fi sites per floor, is less cost-effective option 
comparing to most of the MaBS deployments unless the user 
demand is extremely high  (above 6.5 Gbps). FBS/Wi-Fi 
deployments are cost-efficient when single site can support 
higher number of users (e.g., 32 per site or 4 sites per floor).  

Thus, for the capacities above 2.0 Gbps, the most cost-
effective deployment option is the utilization of 4 FBS per 
floor. A comparison of FBS and Wi-Fi shows that the FBS 
solution is more cost effective than Wi-Fi deployment, but 
from the capacity long-term perspective the better option 
should be IEEE 802.11ac Wi-Fi deployment due to its 
superb capacity performance. 

VI. DEMONSTRATION OF THE COMBINED COST-

CAPACITY MODELING 

In the previous section, we have conducted the cost-
capacity modeling through case study of different BSs 
separately and focusing only at the investment performed 
within the first year. Following the findings of the separate 
solutions, here, we will demonstrate the network 
dimensioning of the analyzed service area as a combination 
of most cost-effective macro and small cell or Wi-Fi 
solutions.  
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Fig. 3. Wireless heterogeneous network total discounted cost for the 

period of 10 years, jointly deployed by categories to satisfy high 
demand level of 10 Gbps/km ² with the LTE-A and IEEE 802.11ac. 

This could be as of particular interest of MNO having 
existing network deployment within the analyzed area. Thus, 
in the spotlight once again comes the initial scenario with the 
usage of 20 MHz in the 2.6 GHz band for the macro layer, 
identified as insufficient to compensate the wall penetration 
losses arising with the construction of the office center.  

The graphical representation of the total discounted cost 
for various heterogeneous network deployments in 10 years 
period is shown in Figure 3. The results are yield in 
accordance with (3) and (4), the total discounted cost 
estimates per different BS classes (CAPEX + OPEX in 
present value for the period of 10 years and WACC = 12%) 
and findings for the number of BS (as per Tables IV – VII) 
needed to satisfy the high demand level of 10 Gbps/km ².  

As some of the FBS and Wi-Fi options produce capacity 
overprovisioning (e.g., 4-8 user per BS or 16-32 BS per 
floor), we combine some of those deployments only with the 
initial MaBS scenario. The rest of the FBS and W-Fi 
solutions are combined with the MaBS scenarios which 
ensure wall penetration losses compensation, too.  

It could be noticed that MNO having deployed macro 
network with 20 MHz in the 2.6 GHz network, instead of 
investing in additional spectrum or deploying denser 
network, it could compensate the indoor wall penetration 
losses by deploying 16 FBS sites per floor. That total 
discounted cost-efficient level of around 6.0 M€ is 
comparable for instance with deployment of new MaBS sites 
with carrier aggregation and 32 users per FBS indoor 
deployment  what in fact is the most cost efficient combined 
macro/small cell deployment for still acceptable QoS from 
capacity perspective.  

VII. CONCLUSION 

We introduced a model for evaluation of the total 
deployment costs of heterogeneous wireless access networks. 
The model uses up to date inputs of the unit cost of particular 
base station class which is characterized with specific 
coverage and capacity parameters. For the cellular 
deployments, we use the forthcoming LTE-A RAT and for 
the WLAN networks, we consider the future-proof IEEE 
802.11ac standard.  
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Through the investment case study, which considers 
construction of large office center, we have compared the 
cost-capacity performance for macro and small cell 
deployments as a function of moderate to very high user 
demand levels. The study analyzed deployments in both the 
800 MHz and 2.6 GHz bands as well as the scenario of 
aggregated carriers in these bands. Findings show that the 
macro cell deployment scenarios show linear increase with 
demand. In order to satisfy moderate demand levels, it can be 
concluded that the re-use of sites, have a large impact also 
when a “denser” macro network is deployed in order to 
compensate for wall attenuation. The re-use of the existing 
macro sites with the low-end frequency carriers at 800 MHz, 
represents moderate cost-efficiency compared to other 
solutions.  

Still, the solution to deploy the denser network at 2.6 
GHz band with re-use of the existing sites is more cost-
efficient than the solution to construct new sites with 800 
MHz carrier, what shows the importance of the spectrum 
available, too. Hence, the key finding is that use of carrier 
aggregation functionality of LTE-A will significantly 
increase the cost-effectiveness of the macrocellular 
deployment. Thus, with enabling aggregation of the carriers 
in the band of 800 MHz and of 2.6 GHz on the existing sites, 
we create the most cost-efficient deployment for moderate 
demand levels.  

On the other side, the indoor deployed femto cell and Wi-
Fi solutions (being only coverage limited) are most cost 
efficient only for the higher to extreme user demands. 
Results indicate that FBS/Wi-Fi significantly become cost-
efficient when single site can support higher number of 
users, basically due to the very low unit cost compared to the 
equipment cost of the higher order cellular deployments. 
With regard to the joint heterogeneous deployment, we 
determine that for operator holding less spectrum and in the 
upper bands, instead of investing in additional spectrum or 
deploying denser network, it could compensate the indoor 
wall penetration losses by deploying the acceptable number 
of FBS sites per floor from perspective of high demand 
levels and taking into account the “time value of money”. 

Further studies in this field could investigate the 
cooperative layouts of macro with femto cells or Wi-Fi by 
consideration of the beyond 2020 mobile and wireless 
system targets [22]. 
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Abstract—Ultra narrow band (UNB) transmission is a very
promising technology for low-throughput wireless sensor net-
works. This technology has already been deployed and has proved
to be ultra-efficient for point-to-point communications in terms
of power-efficiency, and coverage area. This paper introduces
this technology and gives some insights on the scalability of
UNB for a multi-point to point network. In particular, we
present a new multiple access scheme: random frequency division
multiple access (R-FDMA) and study the impact of the induced
interference on the system performance in terms of bit error
rate and outage probability. To this aim, we propose and design
a simplified model to describe the interference impact. Thanks
to this model, we theoretically derive BER and OP expressions
for the lower, approximated and upper case. This enables us to
evaluate the performance capacity, by determining the maximum
number of simultaneous users that can be served.

Keywords–Wireless sensors networks; M2M/IoT applications;
Random FDMA; Aggregate interference; Ultra narrow band.

I. INTRODUCTION

In current trend, the internet of things (IoTs) and wireless
sensor networks (WSNs) share many common constraints [1],
and thus, the communication techniques applied for WSNs
could be reused for IoTs and machine-to-machine (M2M). The
challenges are the connection of countless wireless devices and
the requirement of cost-effective, power-efficient and scalable
network. In networks for applications, such as temperature
monitoring, electrical metering etc., nodes send dynamically a
small amount of data. As a consequence, a high bit rate is not
mandatory for each link. Therefore, ultra narrow-band (UNB)
transmissions can be used for such low-throughput networks.

UNB consists of sending the information occupying a
very narrow frequency band with the binary-phase-shift-keying
(BPSK) modulation. The BPSK modulation is used because
it satisfies power-efficiency, bandwidth-efficiency and cost-
effectiveness for low-throughput network in long range com-
munication [2]. Besides, as the occupied band is reduced, the
noise contribution is lessen at the receiver. Consequently, for a
given targeted error probability, the reception power sensitivity
is very low, enabling a very large coverage area using a single
base-station (more than 50 km in open field).

With such an extended coverage, a large amount of source
nodes are eligible to be served and will compete for trans-
mission. Thus, the medium access control (MAC) protocol
is important to consider. The contention-free channel access
methods are not efficient with respect to the low quantity of
information to be transferred and would lead to a waste of time
for protocols or synchronization issues. Contrarily, the random
access protocols are a promising solution, as they present more

flexibility to manage bursty and random transmissions.
As verified in [3][4], most of the MAC studies consider that

the nodes share the same frequency channel, and focus on the
decision of the moment to transmit. Nonetheless, studies on the
multi-channel MAC also consider the frequency as a random
variable [5][6][7]. However, these studies consider predefined
disjoint channels, which is not a realistic assumption in UNB
networks. Indeed, at typical transmission frequency 800 MHz,
and a typical oscillation jitter 0.5 ppm - 2 ppm, there is an
uncertainty on the frequency positioning is around 400 Hz,
which is bigger than the transmission band. As a consequence,
with UNB technology, random frequency multiple access (R-
FDMA) scheme has to be considered, as we proved in [8]. The
network behaves as if each node transmitted in a bursty way
to access to the medium, and at a frequency chosen randomly
in the available bandwidth.

Consequently, at the PHY layer, besides the effect of
classical channel impairments such as fading, shadowing ef-
fect, inter-symbol interference and noise [9][10], in R-FDMA
scheme, the system performance depends also on the carrier
frequency distribution and the corresponding interference term
resulting from physical channels overlap. While the perfor-
mance of the single link is easy to obtain, no accurate model
for multiple links has been proposed. Specifically, the behavior
of the interference induced by a large number of unconstrained
nodes (both in time and frequency) over a wide area around the
sink has not yet been studied. For certain classes of node distri-
bution, most notably Poisson point processes, and attenuation
laws, closed-form results are available for both interference
term and signal-to-interference ratios (SIR), which determine
the network performance [11][12][13][14][15]. However, as in
MAC studies, the users are either transmitting in the same
channel (i.e., with the same carrier frequency: thus highly inter-
fering), or in adjacent channels (thus barely interfering). But, in
the case of continuous R-FDMA, the frequencies are selected
in a continuous way in the total band and lead potentially to
all values, independently of the path-loss. Therefore, a new
analysis of the system performance needs to be done, to take
into account this new specificity.

In this paper, we propose to study the interference of
Random FDMA schemes in UNB network. We characterize
the system performance by understanding and modeling the
distribution of the aggregate interference power (AIP). The
others channel impairments are neglected. We propose an
approximation for the AIP and derive a closed-form of the
probability density function (PDF) of channel interference.
This enables us to provide an upper and lower bound beyond
to estimate the system performance.

The rest of the paper is organized as follows. Section II
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presents the wireless network model for UNB and describes
the considered R-FDMA scheme. In Section III, we present the
theoretical interference analysis and simplified models that are
used in next section for the system performance evaluation.
Then, the estimated capacity network using the simplified
models are presented in Section IV. Finally, we conclude in
Section V.

II. TRANSMISSION MODEL

A. Ultra Narrow Band Transmission

UNB refers to the fact that the individual bands used at
the transmission sides are very narrow compared to the whole
available bandwidth (typically 1:100). While digital or analog
data of narrow band radio system are transmitted and received
over a few kHz [9], UNB signals require around 100 Hz only,
which can be achieved with highly selective FIR filters. Such
transmissions have several benefits: flat fading can be assumed,
which highly simplifies the system analysis and the receiver,
while a higher number of users can be supported.

UNB technology is currently deployed, e.g., in Sigfox’s
networks [16]. In these deployments, a star topology is used,
where base-stations centered in large cells receive the data
from a huge amount of source nodes spread over. Because of
the ultra narrow spectral occupation, the noise contribution is
very low (around −150 dBm at T = 290 K). So, contrary
to classical deployments, such technology enables an excep-
tionally large-scale wireless connection thanks to the ability
to successfully demodulate an extremely low received power
signal (-142 dBm). These advantages allow data transmission
in highly constrained environments where former technologies
cannot operate and a possibility to cover a very large area with
a very small number of base stations, reducing network man-
agement and deployment fees of several orders of magnitude.

B. R-FDMA Scheme Definition

In a random access frequency network, four main problems
must be considered: the asynchronicity access of node in the
wireless medium, randomness both in time and frequency
domain and lack of contention based protocols. To illustrate
the system behavior, a toy-example is schematized in Fig.1.
It represents the time and frequency use of the channel for 4
active users.

The randomness in time domain has an impact on the
number of users N that will be active at the same time. This
value depends on several parameters: the number of possible
users in the cell, the length (in time) of the packet to transmit,
and the periodicity of the transmission. We present our results
as a function of k = N − 1 the number of interfering users.

Furthermore, the asynchronicity permits to suppress the
traffic overload needed for synchronization, but leads to vary-
ing interference levels during the transmission of a given
packet, as packets do not start (and stop) at the same time.
In order to simplify the analysis discussed in this work, we
will not evaluate the performance evolution during the whole
packet transmission, but only at a given point in time. For
example, in Fig.1, at t = t0 only 3 users among the 4 users
are transmitting.

The randomness in frequency domain has an impact on the
position of each active users carrier in the total band. Thus, it
affects the interference suffered by a given user, which depends
on the spacing δf between the users carrier frequency and the
interferers one. The Random FDMA schemes could be divided
into two kinds of frequency randomness [8] continuous and

Figure 1: Example of temporal & spectral repartition of users.

discrete. In the discrete case, the carriers are chosen at random
in a discrete and pre-defined subset of frequencies. But, in
order to take into account the carrier imprecision due to the
jitter, we consider only continuous random frequency division
multiple access, where the carriers can be chosen at random
in the continuous available frequency band. In this case, from
the receiver point of view (i.e., on base-station side), the
monitored bandwidth is filled from time to time with a set of
signals of interest occupying a small amount of total spectrum
and centered around unpredictable carrier frequencies. Thus,
in order to handle demodulation, efficient software defined
radio algorithms have been designed to analyze the total
band, determine transmitter activity and retrieve data they
are transmitting. These algorithms are currently deployed in
SigFoxs network, and do not fall in the scope of this paper.

The lack of contention based protocols implies that each
user is transmitting without any knowledge of carrier frequen-
cies being used in the cell. Thus, this induces interference
(when at least 2 users are transmitting at the same moment and
there is an overlap between the individual transmission bands).
For example, in Fig.1, the green user starts transmitting even
if the red one is already using the band in common.

Furthermore, we should note that R-FDMA allows the
use of transmitters whose frequency is unconstrained (except
for being in the transmission bandwidth). In practice, the
randomness in frequency domain is easily done: each node
has its own transmission frequency, which it not controlled
by the network, but defined by the node components (elec-
trical components an oscillator jitter), and may vary naturally
(depending on different parameters such as temperature and
age of the device). Thus, factory constraints are relaxed, and
the network will not be sensible to temperature variations
and other environmental parameters that can affect the carrier.
Thus, cheaper nodes can be used.

As a consequence, R-FDMA is promising for smart meter-
ing where a massive amount of devices have to be connected
to the Internet, provided that the randomness does not highly
degrade the performances.

C. System Mathematical Model And Parameters

As described in the previous section, the main characteristic
of the considered network using R-FDMA at a given point
of time is that each active user is transmitting at a carrier
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frequency randomly chosen in a given band. As a consequence,
interference contribution is non-controlled and can lead to
transmission errors. Consider a multiple access channel with
N = k + 1 active transmitters (note that N is much smaller
than the number of nodes that are actually in the cell). The
total received signal at the base-station can be expressed as:

r(t) =
k+1∑
i=1

si(t) · g(fi, t)⊗ hi(t) + n(t) (1)

where si(t),∀i ∈ [1, . . . , k + 1] are the BPSK symbols sent
by the active user i, g(fi, t) the impulse response of the
emission FIR filter (centered at fi); hi(t) is the path-loss of
the corresponding link, and n(t) is an additive white Gaussian
noise with zero mean, and whose variance is σ2.

For the sake of simplicity in this analysis, we consider
that hi(t) = δ(t), ∀i ∈ [1, . . . , k + 1]. This corresponds to
the worst case where all users are at the same distance of
the base station and experience the same flat channel. At the
base station, the received signal is analyzed to track possible
transmissions in the total band (BW), and filtered at the desired
frequency. Without loss of generality, we consider in this paper
that the desired user is #1. The signal used for data recovery
is thus:

r
′
(t) = r(t)⊗ g(f1, t) (2)

=
k+1∑
i=1

si(t) · g(fi, t)⊗ g(f1, t) + n(t)⊗ g(f1, t) (3)

To evaluate the system performances, we use the signal to
interference plus noise ratio (SINR), which is expressed as:

SINR =
Ps

Ntot + PI
(4)

where Ps is the received power of the desired user, PI the
aggregate interference, and Ntot the noise contribution. These
powers are estimated at a given time, and normalized with
respect to Ps = |G(f1, t)|2 with G(f1, t) the frequency
response of the FIR filter. The value of PI depends on the
spacing between the carriers frequency, and its estimation will
be described in the next section. We deduce the bit error rate
(BER) of the BPSK transmission from the SINR as follow:

BER(SINR) = Q(
√
SINR) (5)

A data transmission is considered successful if the received
BER is below a predefined threshold β = 10−3, otherwise,
the data are considered lost. Thus, we consider the outage
probability (OP) being expressed:

Pr(OP ) = Pr(BER ≥ β) = Pr(BER ≥ 10−3) (6)

The simulation results shown in Section III and IV, the
BER and OP are obtained with respect to (5), (6) (with a
noise power 100 dB under the signal of interest).

III. THEORETICAL INTERFERENCE ANALYSIS

As described in Section II, the R-FDMA scheme solves a
waste of communication resources for WSNs where the users
send a short message. However, it leads to interference that
must be quantified. Therefore, the goal of this study is to
analyze the aggregated interference power (AIP) and propose
the simplified model for UNB network based on R-FDMA
scheme.

Figure 2: Behavior of interference vs frequency difference δf .

A. Modelization of a single interferer contribution

In the single interferer case, we consider the interference
power created by a unique interferer. We assume that there
are only N = 2 active users using R-FDMA scheme (i.e., the
useful signal and k = 1 interfering signal). The interference
power can be derived at a given time by multiplying the
frequency responses of the useful signal and interfering signal.

PI(t) =| G(f1, t) ·G(f2, t) | (7)

In (7), the only parameter that will influence PI(t) is the
relative frequency positioning δf = |f1 − f2| between the
carriers used by the active users. Therefore, we model the
interference level as a function of the frequency shift between
the 2 active users δf = |f1 − f2|:

PI(t) =| G(f1, t) ·G(f2, t) |= P (δf , t) (8)

From now on, as we focus on the interference at a given
sample time normalized to Ps, we neglect the time variable
in the mathematical expressions. In Fig.2, we represent the
interference evolution as a function of the frequency difference
(8). The blue curve corresponds to the interference in a realistic
case. We can observe that the interference is lowered if
the frequency difference δf of two carriers is large enough.
However, we should not neglect the interference caused for
high δf . Indeed, in the case of a high interfering number,
the interference will aggregate, and can lead to errors. On
the contrary, a unique user will cause a significant amount
of interference only if δf is very small, as the filter is very
selective. Thus, we can observe there are 2 main areas, whose
transition occurs around 200 Hz, depending on the considered
criterion. In the first area, i.e., for high δf , the interference level
is low, and mainly concentrated around -90 dB. Contrarily,
in the second area, i.e., for low δf , the interference level is
more important (up to 0 dB when using the same frequency),
and almost uniformly distributed. Nevertheless, the considered
band is much larger than 200 Hz (at least 12 kHz), and thus,
at this scale, the interference level can also be approximated
by a constant.

Therefore, we model the interference by a rectangular
function:

I(δf ) =

§
Imax for | δf |≤ 4/2,
Imin for | δf |> 4/2.

(9)

where4 corresponds to the width of δf that creates high inter-
ference level. The first line corresponds to low δf interferers,
and the second one to high δf interferers.

The simplified model can be used to define the upper
and the lower bound of the interference pattern. For the
upper bound, the maximum level can be easily identified in
Fig.2, and is set to the maximum interference power i.e.,
Imax up(δf = 0) = 0 dB. On the contrary, the minimum level
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Figure 3: PDF of the aggregate interference power [dB], for
k = 100 interferers, for BW = 12 kHz.

Imin up and the width 4up can take many values, but should
verify:

Imin up = P (4up) (10)

For the lower bound, the known characteristic is the min-
imum level, which is set to Imin low = −90 dB (we neglect
the lower interference values as they occur with a very low
probability), whereas the other two parameters are jointly are
jointly defined such as:

Imax low = P (4low) (11)

We can also define an approximated model with uncon-
strained parameters (4, Imin, Imax). We consider that Imin =
−90 dB, which is the most frequent interference value, the
optimal rectangular model is defined by the couple (4, Imax).
The bound and approximation model parameters are derived
in the next section.

B. Modelization of a multi-interferers contribution

As in practice, the network will support more than 2 active
users in practice, we further our study by considering more
users based on R-FDMA scheme and in a realistic deploy-
ment. In this section, we aim at quantifying the cumulative
interference and its influence on the system performance.

To characterize the interference statistics, we used a Monte
Carlo simulation with number of repetitions: 104, for a network
containing up to k = 100 interferers (N = 101 active nodes),
deployed randomly over a continuous bandwidth of BW = 12
kHz. For the sake of simplicity, we suppose that the desired
user is transmitting in the middle of the total band. Besides
simplicity, this case corresponds to the worst case. Indeed,
at this central frequency, the desired user will suffer from
statistically more interference than any other active user. This
is due to the fact that the average δf is smaller in this case.
We have evaluated the aggregate interference power (AIP) and
observe its Probability Density Function (PDF) distribution.
Simulation results are presented in Fig.3.

We can verify that if the number of nodes is small, the
power level of AIP remains very small and is mostly situated
in the interval from -60 to -90 dB. Contrarily, when the
number of node increases, the AIP gradually converges to
the left, near 0 dB (which corresponds to δf = 0 for a
single interferer case) and more. In fact, when the number
of active users increases, the probability that at least one
user chooses a frequency close to the receiver of interest is

also increased. This contribution will dominate the others, and
lead to a high level of interference. Finally, we can point
out that the interference evolution is not trivial. Indeed, we
can note 2 areas of interest (-90 dB and 0 dB) where the
probability is dominant. Therefore, as shown in Fig.2 and
Fig.3, the AIP cannot be approximated by a classical model,
such as a Gaussian approximation for example, because, it
does not take into account both main lobe for small δf , and
side lobe for large δf , even for a unique interferer. But, as the
interference is difficult to model exactly, we have chosen to
use the rectangular model, to estimate the network AIP.

In (9), as the interference created by a unique user is
supposed to take only 2 values, we distinguish 2 kinds of
interferers:

– Those whose frequency shift is | δf |≤ 4/2 and create
interference level Imax. We call nL the number of such users.
The probability for an user to be in this category is p = 4

BW .
– The others, which create interference level Imin. We call

nP = k − nL the number of interferers in this case.
Thus, the total aggregate interference power Itot created

by k active interferes is:

Itot(k, nL) = nL · Imax + (k − nL) · Imin (12)

Besides, the probability to have exactly nL users among
the k (∀nL ∈ [0, 1, ..., k]), that creates an interference of Imax
is:

Pr(NL = nL) = CnL

k · p
nL · (1− p)(k−nL) (13)

Thus, from (4), (5) and (6), the BER and OP can be
obtained with:

BER(k) =

nL=k∑
nL=0

Pr(NL = nL) ·Q
�Ê

Ps
Itot(k, nL)

�
(14)

OP (k) =
∑

nL/Itot(nL)>β

Pr(NL = nL) (15)

The (14) and (15) can be used for whichever rectangular
model, in general, for the upper and lower bound, and for the
approximation in particular. By using root mean square (RMS),
we have evaluated the RMSBER and RMSOP as a function
of 4 for the lower and the upper bound. Then, we have
deduced consecutively the values Imin up and Imax low with
(10) and (11). Indeed, the results using the simplified model
have been compared to simulation ones (with RMS metric
performed in the logarithmic scale so as to ensure a good
approximation for whichever magnitude degree) to determine
the best width4 and the corresponding interference level. This
study has been done for several bandwidths (BW).

As shown in Fig.4, the minimal RMS is independent of
BW. For upper bound, the optimal width is obtained for
4up = 440Hz in term of both BER and OP. On the other
hand, for lower bound, the optimal width in term of BER and
OP will be respectively 4low = 100 Hz and 4low = 220 Hz.
The obtained upper and lower bounds models are represented
in Figure2.

We can also use these equations to empirically evaluate
(4, Imin, Imax) that are the most accurate from (9). We have
evaluated the RMSBER and RMSOP as a function of the
couple (4, Imax). We have compared (with log-scale RMS
metric) the BER and OP obtained with the theoretical model,
and by simulation for BW = 12 kHz. Results obtained with
a sampling precision of 1Hz and 0,005 dB are presented in
Fig.5 and Fig.6. We can observe that, the width 4 has little
impact on the BER accuracy, while Imax has little impact on
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Figure 4: RMS for BER and OP vs 4, for k = 100, different
bandwidth length.

Figure 5: RMS for BER vs the couple (4, Imax), for
Imin = −90 dB, k = 20 interferers and BW=12 kHz.

the OP accuracy. Thus, regarding the OP criterion in Fig.6, we
get the best approximation for 4 = 232Hz. On the contrary,
in Fig.5, we identified Imax = −1.77 dB as the best one for
BER. Therefore, the couple (4 = 232 Hz, Imax = −1.77 dB)
is considered as the optimal one (plotted in Fig.2) for both OP
and BER approximation.

We validate the accuracy of our models (lower bound,
upper bound and approximation) by considering a higher
bandwidth, i.e., BW = 96 kHz. We present in Fig.7 and Fig.8
the comparison between the average BER and OP obtained
by simulation, and obtained with our theoretical models. We
can first verify the accuracy of the lower and upper bounds as
they provide a coherent interval for the capacity. Besides, we
can note that the lower bound obtained with the BER criterion
is equally pertinent for the BER and OP evaluation. On the
contrary, the one obtained with the OP criterion is tight for
the OP, but much too loose for the BER. Finally, we can
observe that the approximation model is very accurate, even
for a higher bandwidth (and thus a higher supported number
of users). Thus the proposed models are consistent.

IV. ESTIMATED CAPACITY NETWORK

In this section, we estimate the system capacity in terms
of the maximum number of users that can be simultaneously
active; while verifying the targeted BER or OP constraint. We
report in Table I, Table II and Table III, the system capacity

Figure 6: RMS for OP vs the couple (4, Imax), for
Imin = −90 dB, k = 20 interferers and BW = 12 kHz.

Figure 7: Mean BER as a function of k interferers, for BW
= 96 kHz.

Figure 8: OP as function of k interferers, for BW = 96 kHz.

using the bounds and optimal model, and compare them with
results obtained by simulation.

We can further confirm the accuracy of the bounds and
optimal model. Besides, obviously, the capacity increases with
the available bandwidth, and the targeted BER. However, we
can note that the evolution is not linear. Indeed, e.g., when
the bandwidth is increased by 8 (from 12 kHz to 96 kHz),
the capacity is increased by 7.3 (from 6 to 44). Indeed, it is
different to distribute N users in a B total bandwidth than
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TABLE I: Maximum Transmitters Numbers For
BER = 10−3

BW N up N simu N optimal N low (BER) N low (OP)
12 kHz 1 2 2 3 16
24 kHz 1 3 3 5 31
48 kHz 2 5 6 10 61
64 kHz 2 7 7 13 80
96 kHz 3 10 11 20 119
1 MHz 28 103 104 199 1263

TABLE II: Maximum Transmitters Numbers For
BER = 10−2

BW N up N simu N optimal N low (BER) N low (OP)
12 kHz 4 12 13 24 63
24 kHz 7 25 24 46 124
48 kHz 14 47 48 92 244
64 kHz 18 64 63 122 323
96 kHz 27 93 94 183 479
1 MHz 157 954 976 1918 5166

TABLE III: Maximum Transmitters Numbers For
OP = 10−1

BW N up N simu N optimal N low (BER) N low (OP)
12 kHz 3 6 6 13 6
24 kHz 6 11 11 26 12
48 kHz 12 23 23 51 23
64 kHz 16 30 30 68 31
96 kHz 23 44 45 102 46
1 MHz 124 434 455 1054 479

N ∗m users in a B ∗m bandwidth. Besides, with an increased
number of users, some insignificant interference contributions
sum up to a significant level.

Finally, we can estimate that, for a BER = 10−3 and
BW = 96 kHz, the network is able to serve 10 simultaneous
users. Considering average transmission duration of 1 second,
the system will be able to handle around 864 000 transmissions
per day, which corresponds for a 50 km radius to a density of
110 nodes per km2: i.e., 3 times the USA population density.

V. CONCLUSION

In this paper, we have studied a new technology based
on UNB transmission, considered for IoTs networks. This
technology is used jointly with R-FDMA scheme, which, to
the best of our knowledge, has not been studied yet in the
literature in terms of interference and capacity. To evaluate
the interference impact, we have considered the BER and
the OP of the system in the R-FDMA case, where the users
are randomly distributed. We have studied the influence of
aggregate interference power for such networks. To this aim,
we have presented a rectangular model, used to derive lower
bound, upper bound, and approximated model of the system.
We have shown the accuracy of the models. Then, thanks to
their simplicity, we have theoretically evaluated the system
performance (in term of BER and OP), and the capacity of
the network in terms of possible number of active users. Thus,
this study is a first step in the analysis of the promising UNB
networks, can be furthered by considering the case where the
received powers are different among the users, to take into

account the cell geometry.
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Thales Communications & Security

Colombes, France
Email: hicham.khalife@thalesgroup.com

Abstract—Fuzzy logic is used in various areas such as economics,
train systems, smart home systems, telecommunications. Recently,
fuzzy logic has attracted researchers working in cognitive radio
networks (CRNs). In this paper, we introduce a method that uses
fuzzy logic to combine observed factors of the wireless environ-
ment (e.g., area overlapping and primary receivers density) to
estimate interference level to primary receivers. The computed
results reflect the precise impact that may be induced when a
cognitive radio communication is operating nearby. This impact
envisages the effects of CRNs over primary receivers. It can also
be used as a routing metric that helps to choose the route with
minimal impact - lowest interference level - to primary receivers.

Keywords–Cognitive radio; fuzzy logic; routing metric; interfer-
ence avoidance.

I. INTRODUCTION

In a Cognitive Radio Network (CRN), a cognitive radio
node (CR) makes decisions based on its own observed in-
formation even though these knowledge may be incomplete.
Fuzzy logic, however, can yield useful outputs with incomplete
approximate and vague information (e.g., low or high inter-
ference, sufficient or not sufficient available radio resources).
Furthermore, fuzzy logic does not require too complicated
computation since the calculation is mostly based on If-then-
else rules. Hence, we can use fuzzy logic in real-time cognitive
radio applications for which the response time is crucial to the
system performance [1]. Due to its simplicity, flexibility, and
if-then-else rules composition, fuzzy logic processing time is
minor.

Fuzzy logic introduces a logic theory that was developed
to generalise ‘true’ and ‘false’ values to any value between 0
and 1 [2]. It also presents the approximate knowledge which
may be difficult to express by conventional crisp method (i.e.,
bivalent set theory).

A fuzzy logic system with two inputs and one output is
described in Figure 1. The fuzzy sets are sets of unsharp
boundaries objects in which the membership is a matter of
degree (in range of 0 to 1). For instance, a fuzzy set of
weekend may contain half of Friday, Saturday and Sunday
and a set of weekdays may contain from Monday to first
half of Friday. So, Friday can be existing in both sets with
distinctive degrees. To identify the degree of these variables, a
membership function is used to reason the related information.
The membership function assigns a value in the interval [0, 1]
to a fuzzy variable and denotes as µ(weekend(day)), where
weekend is a fuzzy set, and day is a fuzzy variable.

Input crisp values are fuzzified to produce appropriate
linguistic values according to defined membership functions.

Figure 1: General fuzzy logic system

Then, the inference engine will extract the associated outputs
based on the defined rules. These outputs are fuzzified based
on output membership functions. Finally, fuzzified outputs are
aggregated into a single crisp value by the defuzzifier.

In the previous articles [3] [4], we showed that reception
overlapping associated with the interference could impact the
primary radio (PR) receivers. However, we also noticed the
case where node density also contributed to the impact. It is
worth mentioning that we only consider non-zero overlapping
situation since zero overlapping does not impact to the primary
network.

The output can be used to investigate how the routing layer
reacts and makes the right decisions to maximise spectrum
resources while avoiding interference to the primary receivers.
For instance, a CR can operate within an area having high
overlap size but low operating primary receivers. We apply
fuzzy logic to determine the overlap size and the probability
of operating primary receivers (e.g., low or high). We also
introduce in details the methodology of Mamdani inference
system so that the audiences can easily follow the proposed
solution.

The rest of the paper is organised as follows. Section II
presents some recent work related to fuzzy logic applications.
Our basic implementation is then discussed in Section III.
The advance implementations in Cognitive Radio Networks
(CRNs) context is presented in Section IV. We conclude the
work with some future directions in Section V.

II. RELATED WORK

Many fuzzy logic based solutions have been proposed.
For instance, fuzzy-decision based routing was introduced in
[5] for MANET. It was developed on top of the classical
Dynamic Source Routing (DSR) protocol in order to achieve
the fairness of all the routing input metrics and prioritize the
services differentiated packet routing, i.e., to route packets
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based on QoS priority. Wong et al. [5] proposed a routing
protocol based on fuzzy decision engine that supports service
differentiation and quality of service (e.g., routing protocol
with service engineering or service-based routing in MANET).

Rea et al. [6] used fuzzy logic to instruct route caching
during path exploration process to ensure that only the quality
routes are cached in DSR. The solution also uses hop count as
one of the metrics similarly to [7]. Furthermore, it uses link
strength and energy available at a link vertex as fuzzy inputs.
The outcome is whether a path in a route request is cached
or not and continue with a route request rebroadcast. Though
the solution at that stage was still not completely dealing with
changes of the wireless environment, applying fuzzy theory in
ad-hoc routing is convincing.

Chiang and Wang [8] used fuzzy logic to optimize routing
path in a distributed manner. The objective of the proposed pro-
tocol is to minimize resource energy consumption in order to
lengthen the lifetime of the sensor network. Since fuzzy logic
is a system based on a conditional statements rule, resources
consumption was reduced as expected in this proposal.

Santhi et al. [9] applied fuzzy logic to combine different
QoS criteria to produce a routing metric. Ad-hoc mobile node
uses this metric to predict and choose the most stable but least
cost path to reach the destination. Similar approach can be used
in CRNs but we have to consider the surrounding‘s changes
that affect the routing decision as well as routing performance,
such as the resource availability and operation interference on
the legacy primary systems.

In CRN design development, Baldo et al. [10] suggested
to use fuzzy logic in controlling transmitting power of the
CR devices while it co-exists with PR devices. Le et al. [11]
proposed a design of network accessing scheme based on fuzzy
logic. Fuzzy logic was used to combine multiple feedbacks of a
device on network performance such as delay, throughput and
reliability. The output of the network selection outperformed
conventional scheme on choosing an access based on a single
parameter.

Masri et al. [12] proposed a strategy that used fuzzy logic
to compose multiple independent environment parameters for
multihop routing in CRNs. They accounted for instantaneous
variations of the environment and proved that channel selection
must be part of routing decision jointly with MAC layer
support. In this work, we aim to extend the work described
in [12] by adding impact factors that are derived from the
environment observation. The solution proposes a metric that
could guarantee the minimal impact to the primary system
when it coexists with the secondary system.

III. BASIC IMPLEMENTATION AND RESULTS

We argue that when reception area of a CR emitter and
reception area of a PR emitter overlap, it produces unavoidable
effects on the primary system, especially to the PR receivers.
This observation was mentioned in [3]. However, we also
proved that not only the overlap size but also the number of
existing primary receivers cause the impact [4]. In this work,
our approach takes into account the overlap ratio and node
density probability as two main factors. The ratio of the overlap
size over the overall size of the PR emitter’s disk, named

overlap ratio while node density probability is the probability
of possible node density within this PR emitter’s disk.

We hence choose overlap ratio and node density probability
to be the fuzzy inputs of our fuzzy inference system. Each
of these two variables is composed of two fuzzy sets, i.e.,
Low and High. The fuzzy output variable is the interference
level that is also a fuzzy set containing two fuzzy variables
Low and High. A proper implication would be applied for
each rule listed in the rules table. Result from implication rule
is then aggregated and defuzzified to obtain the final result.
This is the degree of impact on the primary system. A CR
can consider this degree before using a frequency range when
overlap happens.

A. Overlap Ratio Fuzzy Sets

Ratio of an overlap area to reception zone of an emitter is
taken as the fuzzy input variable. To make it simple and easy
to understand, we first define two simple fuzzy sets Low and
High that represent the overlap ratio state. Low set contains all
values that indicate the low overlap ratio. For instance, overlap
ratio is considered low when it is less than 50%, otherwise, it
is considered high. Note that, specific low and high boundaries
are not precisely defined. We can have different definitions of
low and high. We are declaring the simplest possibility in this
context. It is said to be 100% low when the ratio is exactly from
0 to 20%. From 20% to further (e.g., 50%), the possibility of
being low hence decreases while the possibility of being high
increases. We describe the membership functions of these sets
in trapezoidal or triangular-shape. Overlap ratio membership
functions are described in equations (1) and (2).

µLow(x) =


1 0 ≤ x ≤ 20%
50%−x
30% 20% < x ≤ 50%

0 x ≥ 50%
(1)

µHigh(x) =

{
x−25%
50% 25% ≤ x ≤ 75%

1 x ≥ 75%
(2)

Figure 2: Membership function of Overlap Ratio.

To interpret the output of antecedents (i.e., the overlap
ratio), we use Mamdani Min Implication rules [2] to extract
the final result for the overlap ratio fuzzy set. For instance, at
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intersection part of two functions, an or operator is used to
connect two sets, the maximum of two membership functions
is evaluated for the antecedent part of the fuzzy rules.

µOverlapRatio(x) = µLow(x) ∨ µHigh(x)
= max[µLow(x), µHigh(x)] (3)

B. Node Density Fuzzy Sets

Similarly to Overlap Ratio sets, we also define two simple
fuzzy sets Low and High in order to reflect how PR receivers
are scattered within an area. The characteristics of the mobile
receivers are discrete, independent and randomly distributed.
Therefore, the distribution of the nodes in this context is
assumed to follow Poisson distribution. The expected density
value X yields from Grey Model [4]. Since the node density
appearance is a mutual independent event occurring at a known
and constant rate r per unit (of time or space) are observed
through a certain window (a unit of time or space), it follows
the principle of Poisson distribution.

From the historical data (i.e., the input series for Grey
Model), we can compute the possible average density m that
represents the estimated rate λ. The probability the area has at
most X receivers within an area unit is the Poisson accumulate
density function of P (X ≤ x) illustrated in (III-B),
P (X ≤ x) = e−λ

∑x
i=0 λ

i

i!

Higher probability of predicted density is, higher chance
the receivers get impact. We consider that the low value of
P (x) belongs to fuzzy set Low and the other belongs to fuzzy
set High. The membership functions of Node Density are also
presented in a trapezoid-shape similarly to Overlap Ratio fuzzy
sets

C. Fuzzy Process for Overlap and Node Density sets

Since Overlap ratio and Node Density are two indepen-
dent entities with different properties and characteristics, we
combine these two sets using a rules table. Output of the
combination represents the interference level (e.g., Low or
High level of interference) to the primary system under specific
overlap degree µOverlapRatio(ratio) and primary receiver den-
sity degree - defined as µDensity(Px). The interference level
is used to foresee how much impact primary receiver would
be tolerated, density of these nodes are hence prioritized in
this rules table (Table I).

TABLE I. INTERFERENCE LEVEL RULES TABLE

Overlap Degree Density Degree Interference Level
Low Low Low
High Low Low
Low High High
High High High

The rules table is expressed in the If-then construct. For
instance, if both the overlap ratio and the density are Low,
interference level is Low. However, interference level is Low
when overlap ratio is High and the density is How. This
explains the case where we have big overlap and low receivers
operating in the emitter’s reception zone. The statement if-part

Figure 3: Membership function of the output Interference Degree.

of the rule is called antecedent or premise, while the then-part
of the rule is called consequence or conclusion. In this context,
the premises are the overlap ratio and the density degree, while
the consequence is the interference level. The consequence is
also a fuzzy set. We define the fuzzy sets of interference level
in Figure 3.

Figure 4: Fuzzy Inference Mapping Diagram.

Figure 5: Interference Level Output as function of Overlap and Node
Density - Rule set of 4.

In general, the inputs to these rules are the current values of
overlap and density degrees and the output would be the entire
fuzzy set of interference level (e.g., Low or High set). This
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set is then defuzzified that assigns a single value to indicate
the interference ratio. The mapping is done from-left-to-right
flows as shown in Figure 4 [13]. The graphical view of the
interference level according to the overlap ratio and the node
density is presented in Figure 5.

TABLE II. OVERLAP DEGREE FUZZIFICATION OUTPUT

Index Overlap Ratio µ(x) Low µ(x) High µ(x) Overlap Ratio Overlap Degree
1 0.06718 1 0 1 Low
2 0.25534 0.81552 0.01069 0.81552 Low
3 0.42753 0.24155 0.35507 0.35507 High
4 0.65681 0 0.81362 0.81362 High

Table II represents the numerical data after fuzzification
and defuzzification process of Overlap Ratio fuzzy sets. Ratio
is the overlap ratio of overlap region to the emitter reception
zone. This is the fuzzy input of fuzzification process to map
this value to the linguistic variables Low and High. Fuzzy
logic controller (FLC) uses the membership functions defined
in Figure 2 to fuzzify the input ratio. µ(x)Low and µ(x)High
present the fuzzified values obtained from equations (1) and
(2) respectively. For example, at index 2 input ratio that
equals 0.25534 is interpreted as 81.56% Low and 1.07% High
according to the membership functions defined in Figure 2.
These outputs are evaluated as 81.56% low overlap (e.g.,
columns µ(x) Overlap Ratio and Overlap Degree) by Mamdani
Min Implication in equation (3).

TABLE III. DENSITY DEGREE FUZZIFICATION OUTPUT

Index Poisson Distribution of
Node Density

µ(x) Low µ(x) High µ(x) Density Density Degree

1 0.26119 0.79601 0.0224 0.79601 Low
2 0.89204 0 1 1 High
3 0.94045 0 1 1 High
4 0.77162 0 1 1 High

The same processes are done and presented in Table III.
Density degree and overlap degree are composed by applying
Larsen implication rule with the rule explained in Table I.
Low overlap ratio combined with low density probability would
result a low interference level. Defuzzified value of this result
is produced by multiplying the crisp values of overlap ratio and
density probability. Table IV shows the final output result after
aggregating the two fuzzy sets Overlap Degree and Density
Degree. We can see that if overlap is low and density degree
is low, interference level is hence low (first row of the table in
Table IV). Crisp value column represents defuzzified output of
overlap and density degree sets. Interference level is at 79.6%
low when overlap degree is 100% low and density degree is
79.6% low for instance at index 1. The corresponding outputs
of overlap and density degree antecedents are presented in
Table II and Table III.

TABLE IV. INTERFERENCE LEVEL FUZZIFICATION OUTPUT

Index Overlap
Degree

Density
Degree

Interference
Level

Crisp value

1 Low Low Low 0.79601
2 Low High High 0.81552
3 High High High 0.35507
4 High High High 0.81362

With this simple approach, we can see that interference
level depends on the predicted density degree. However, it pro-
vides the glimpse of considering overlap and density for better
protecting primary receivers in CRNs. Moreover, considering

binary variables as Low and High is not sufficient enough
to evaluate how interference level is good enough to make a
judgement when it comes to path selection. Clearly, the rule
table as well as the outcome of the defuzzification process does
not reflect any impact of the overlap size. A middle level of
impact may happen due to low overlap even with high density
receivers. An extension of this approach is hence introduced
briefly below. This enhances overlap and density fuzzy sets,
as well as refines rules table, accordingly.

IV. ADVANCE INTERFERENCE LEVEL IMPLEMENTATION

A. Extended Overlap Ratio Fuzzy Sets

As explained, we need more elaborate definition for the
input of FLC that covers all possible cases of the over-
lap and density effects. We redesigned the input fuzzy sets
that now contain four linguistics variables Ofuzzyset =
{low,medium, high, veryhigh} in which, for example, the
overlap ratio:

• low : 0 <
Aoverlap
AP

≤ 3
10

• medium : 2
10 <

Aoverlap
AP

≤ 5
10

• high : 4
10 <

Aoverlap
AP

≤ 7
10

• veryhigh :
Aoverlap
AP

> 6
10

We consider that the overlap ratio is low when the ratio is
from 0 to 10%. The membership function of low overlap ratio
reflects the degree of low overlapping which follows the idea
of the possibility that overlap is lower and lower after 10%
of overlap. The possibility of low overlap decreases when the
ratio increases. Other possibilities could be medium or high
overlap after a specific boundary. For instance, the input value
of an overlap ratio is at 25%, the probability of it to low is
25%. Moreover, the probability of it to medium is 33%. We
can conclude that the input may be possibly at medium overlap
degree.

Figure 6: Enhanced Overlap Ratio membership function.

B. Extended Node Density Fuzzy Sets

Applying the same principle in IV-A, we define four
linguistic variables corresponding to four fuzzy sets Low,
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Medium, High and Very High. Assume that density of the
receivers is defined as dr = N

AP
.

where N , the total number of receivers within the reception
zone of an emitter, AP the total area size of the zone.
Therefore, within a specific area A0, the average number of
receivers is navg = dr ∗A0.

As a node existence is independent from the others within
an area, the probability of x nodes which exist within A0

follows Poisson process with mean λ = navg is yield by (4)
following the Poisson density function.

f(x) = P (X = x) =
λx

x!
e−λ (4)

The probability the area has more than the average number
of receivers within A0 is the Poisson accumulate density func-
tion of P (X ≥ x) with x ≥ λ becomes P (X ≥ x) = e−λ(eλ)x

xx

Figure 7: Enhanced Node Density membership function.

Practically, we can have a prediction system that generates
the node density. However, in the context of this paper,
the value is generated via a Poisson process. This value is
converted into an appropriate linguistic value via the fuzzy
logic controller. The membership function of this fuzzy set
follows the definition from the overlap membership function
above as described in Figure 7.

C. Interference Level Rules and Outputs

As the inputs are refined, the output of this enhanced
inference system is also refined. A proposed rule table for these
fuzzy sets is defined in table V, note that the rules subject to
feasibly change depending on realistic observation later. As
we could see, with the simple approach in section III, the
rules illustrate only two states of the interference level, low
or high. However, we introduced two more variables of reach
input fuzzy sets (medium and veryhigh), the rules should
also reflect the changes associated with these variables.

Practically, the level of interference can be at a reasonable
degree such as medium. Based on application needs, the level
could be adapted accordingly.

For instance, the above rules infer the followings.

• If (Overlap-Ratio is Low) or (Density-Ratio is Low),
then (Interference Level is Low) (1)

TABLE V. ENHANCE INTERFERENCE LEVEL RULES TABLE

Index Overlap Ratio Density Interference Level
1 Low Low Low
2 Low Medium rather Medium
3 Low High somewhat High
4 Low Very High High
5 Medium Low somewhat Low
6 Medium Medium Medium
7 Medium High High
8 Medium Very High Very High
9 High Low Medium
10 High medium somewhat High
11 High High High
12 High Very High Very High
13 Very High Low Medium
14 Very High Medium very High
15 Very High High extremely High
16 Very High Very High extremely very High

• If (Overlap-Ratio is Low) and (Density-Ratio is
Medium), then (Interference Level isn’t Low or rather
medium) (0.5000)

• If (Overlap-Ratio is High) or (Density-Ratio is
Medium), then (Interference Level is somewhat High)
(1)

• If (Overlap-Ratio is High) or (Density-Ratio is High),
then (Interference Level is High) (1)

• If (Overlap-Ratio is Very High) and (Density-Ratio is
High), then (Interference Level is extremely High) (1)

• If (Overlap-Ratio is Very High) or (Density-Ratio is
Very High), then (Interference Level is extremely Very
High) (1)

Figure 8: Enhanced Interference Level membership function.

The fuzzy inference engine combines the rules to obtain
the aggregated fuzzy output. The output is the fuzzy set of the
interference level that is defined in Figure 8. Fuzzy controller
has to defuzzify these outputs into crisp values using centroid
method to make the final decisions. Figure 9 shows the system
output as a function of 2 variables, overlap ratio and node
density, with the rules set of 16 conditional statements.

Table VI and Table VII show the fuzzified data of the
inputs based on their defined membership functions. We can
observe that the crisp values are converted into linguistic values
thanks to the membership functions in Figure 6 and Figure 7.
Table VIII shows the output of the inference system. The
aggregated values are processed according to the Interference
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Figure 9: Interference Level Output as function of Overlap and Node
Density - Rule set of 16.

Membership function in Figure 8. The rules are applied
correspondingly in defuzzification process to produce the final
crisp value of the Interference level.

TABLE VI. OVERLAP DEGREE FUZZIFICATION OUTPUT

Index overlap ratio µ(x) Low µ(x) Medium µ(x)High µ(x) Very High
1 0.25596 0.29362 0.37305 0 0
2 0.57829 0 0 0.81143 0
3 0.44402 0 0.37322 0.29345 0
4 0.66566 0 0 0.22894 0.26264
5 0.53420 0 0 0.89467 0
6 0.65453 0 0 0.30314 0.21811

TABLE VII. DENSITY DEGREE FUZZIFICATION OUTPUT

Index Density probability µ(x) Low µ(x) Medium µ(x) High µ(x) Very High
1 0.08049 1 0 0 0
2 0.19908 0.67281 0 0 0
3 0.66764 0 0 0.21574 0.27056
4 0.81842 0 0 0 0.87370
5 0.28182 0.12118 0.54548 0 0
6 0.57480 0 0 0.83466 0

Precisely, FLC maps the fuzzified outputs (a.k.a. the output
of each linguistic variable of overlap ratio and node density
probability) of the inputs to infer the associated consequences.
For instance, the inference engine decomposes an input of
overlap ratio of 0.25596 into µ(low) at 0.29362 and input
of density probability of 0.08049 into µ(low) at 1. This
composition matches the first rule in Table V - If (Overlap-
Ratio is Low) or (Density-Ratio is Low), then (Interference
Level is Low).

Depending on the method that we defined at the beginning,
the consequence of these antecedents is calculated and mapped
to the membership functions of the interference level fuzzy
set. With this current example, we opt to use Min implication
method to evaluate the outcome, and compute the interference
output is at 0.14236 for this rule. However, this is not yet the
final outcome since after matching all the possible fuzzified
inputs with the rule knowledge, all the outcomes are decom-
posed/defuzzified to produce a single crisp value (refers to the
diagram in Figure 4). This will be the final output of the whole
process.

V. CONCLUSION

In this paper, we provide an approach to estimate the
interference level based on fuzzy logic. Overlap radio and node

TABLE VIII. INTERFERENCE LEVEL FUZZIFICATION OUT-
PUT

Index Overlap input Density input Interference Level Crisp Value
1 0.25596 0.08049 Low 0.14236
2 0.57829 0.19908 Medium 0.21464
3 0.44401 0.66764 High 0.39495
4 0.66566 0.81842 Very High 0.47103
5 0.53420 0.28182 Medium 0.27273
6 0.65453 0.57480 High 0.37930

density are two critical inputs of the fuzzy system. Convincing
numerical results confirm the feasibility of using fuzzy logic
in Cognitive Radio Networks for estimating interference. The
decision making process can leverage this information when a
CR selects a possible accessing channel that minimizes the im-
pact on the primary system. Moreover, the estimation can also
be used in extracting a routing metric that considers a path with
minimal interference level. In cross-layer design, this approach
can also be integrated with other factors such as transmitting
power and application requirements for engineering the traffic
flow accordingly.
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Abstract—Spectrum sensing is a low-complex and interesting way
to find unused white spaces for secondary users transmission in
cognitive radio. Because radio frequencies are strategic resource,
their reallocation is required to ensure enough capacity for
future communication devices. In addition to commonly used
frequencies, millimetric waves have been proposed to be used
for communication to fulfill upcoming needs. Because of broad
operating area, adaptive spectrum sensing methods are needed
to manage in different noise environments. For that reason,
noise measurements were performed at several frequency areas
between 10 MHz and 39 GHz. The goal was to study the noise
properties in different frequency areas. Statistical properties of
measured noise areas were analyzed and compared also with
theoretically generated noise. The results show that histograms,
PSDs and CDFs are almost equal. However, it was noticed that
there is a huge difference between the noise levels, so sensing
method that adaptively sets the detection threshold is required.
The localization algorithm based on the double-thresholding
(LAD) method was used as a blind and adaptive sensing method.
The LAD method is based on the assumption that the noise
is Gaussian. The probability of detection and false alarm were
studied. It was shown that the LAD method operates well in all
studied frequency areas.

Keywords–noise measurement, cognitive radio, spectrum sensing,
millimetric waves.

I. INTRODUCTION

In the modern information society, radio spectrum is a
basic and essential element. The demand of more frequencies
because of developing communications requires effective and
improved resource allocation as well as novel way of thinking.
More capacity is required, so existing frequency bands should
be used more efficiently. One possibility is to utilize cognitive
radio systems (CRS) [1][2][3][4]. In CRS, secondary (S)
users can temporarily use unused white spaces aka holes
in time/frequency domain where primary (P) users are non-
active. In addition, more band is required. Future solution for
wider frequency band demand is to use higher frequencies like
millimetric waves, i.e., bands from 10 GHz-70 GHz. However,
those bands require a lot of investigation and possible whole
new technologies.

In CRS, unused white spaces in the spectra can be found
using spectrum sensing. Even though there are also other
techniques as databases, sensing is very attractive because
it can be done blindly and easily. Even though the Federal
Communication Commission (FCC) has decided that sensing
is not required defining TV white spaces [5], sensing has a

 
Figure 1: Agilent E4446A spectrum analyzer.

future, for example, in other frequency areas and in wireless
local area network (WLAN)-type solutions when the distances
between the transmitter and receiver are short and transmit
power are small. In addition, public safety applications when
infrastructure is down and there is no connection to databases,
sensing may be needed.

Spectrum use measurements are very important to charac-
terize white spaces for CRS. In many cases, these spectrum
use measurement campaigns have used conventional spectrum
analyzer as, for example, in [6][7]. The classification into
signal and noise has been done with a non-adaptive single
(power) threshold. The performance of this signal classification
is decreased when the noise spectral density is not flat inside
investigated frequency range. In some cases, radio frequency
(RF) sensor has been used [8]. In the future, possible fre-
quencies for CRS operation cover from megahertz to tens
of gigahertz. The problem is that noise properties vary in
different frequency areas. Thus, a critical issue to deal with
that wide operating area is to adapt parameters in the different
environments. Inside of broad operating frequency range there
is a quite large variation in internal noise level of a conven-
tional spectrum analyzer and an RF sensor. For example, in
some sensor applications the aim is to get consistent group
delay, which is a requirement for good Time Difference of
Arrival (TDOA). The downside is that the noise floor inside
of a receiver is not flat inside wide operating frequency range.
In Fig. 1, the internal noise level of spectrum analyzer as a
function of frequency is shown. It can be seen that there is
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over 20 dB difference between the internal noise levels at low
frequency compared to noise level at higher frequencies. It is
also seen that there is some noise level fluctuation also inside
of much narrower bandwidth. This noise fluctuation decreases
the performance of sensing if this fluctuation is not taken into
account.

In this paper, several 100 MHz noise measurements at broad
spectrum range from 10 MHz to 39 GHz were performed and
the characteristics of measured noise at different frequency
areas were analyzed. Theoretically generated noise following
Gaussian distribution was used as a point of comparison.
Histogram, power spectral density (PSD) and cumulative dis-
tribution function (CDF) were studied. In addition, the blind
and adaptive spectrum sensing method called the localization
algorithm based on double-thresholding (LAD) method [9] was
used to find signals present. The LAD method is based on the
assumption that the noise is Gaussian, and it determines the
noise level. Here, we studied how the LAD method is able to
operate in all measured noise areas. Probability of detection
and false alarm were studied for measured noise areas as well
as for theoretically generated noise.

This paper is organized as follows. In Section II, the LAD
method is presented. Section III presents measurement setup.
Noise measurement results are presented in Section IV and
conclusions are drawn in Section V.

II. THE LAD METHOD

The LAD method [9] uses two forward consecutive mean
excision (FCME) thresholds [10]. The adaptive FCME algo-
rithm calculates the detection thresholds using pre-determined
threshold parameter that is calculated based on the distribution
of the noise. It is assumed that the noise is white Gaussian
process with the one-sided power spectral density N0. Thus,
the threshold parameter TCME can be found solving [11] [12]

PFA,DES = e−(TCMEM)
M−1∑
i=0

1

i!
(TCMEM)i, (1)

where PFA,DES is the desired false alarm probability like
in constant false alarm rate (CFAR) systems at M element
antenna array. Note that it does not depend on the variance
[11]. Here, M = 1, so (1) reduces to PFA,DES = e−(TCME),
from which we get that

TCME = −ln(PFA,DES). (2)

Let us assume that there are N samples xi arranged into an
ascending order from smallest to largest so that x1 < x2 <
. . . < xN . Signal samples are found iteratively searching the
smallest k, k ≥ round(0.1N) so that [12]

yk+1 ≥ TCME

k∑
i=1

yi = T, (3)

where yi = |xi|2 (=energy). In the first iteration, k =
round(0.1N) so that

∑k
i=1 yi includes 10% of the smallest

samples (so called initial set assumed to consist only noise
samples). Now, energy of the noise samples yi follow the
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Figure 2: An example of the FCME algorithm. Impulsive
signal, noise and FCME threshold. N = 64 samples.

central chi-square distribution with 2M = 2 degrees of
freedom. In general, the probability density function for the
chi-squared distribution with r degrees of freedom is [11]

Pr(x) =
x

r
2−1e

−x
2

Γ( 12r)2
r
2

, (4)

where Γ is a gamma function. If (3) holds, yk+1 and values
above that are decided to be from signal(s) and yk and values
below that are from the noise, i.e., the FCME algorithm
estimates the noise level (Fig. 2). Thus, the samples have been
divided into two sets using the threshold T :

y1, . . . , yk → noise samples
yk+1, . . . , yN → signal samples

Because of the initial set assumption, the FCME algorithm as-
sumes that at least 10% of the samples are from the noise, so at
most 90% of the samples can be from the signal(s). However,
the less signal samples the better the FCME algorithm operates
[13].

The LAD method [9][13] calculates two FCME thresholds
using two different threshold parameters TCME . After that, all
the adjacent samples above the lower threshold are grouped
together to form a group Gi, i = 1, . . . , h, where h < N .
If at least one sample of each group Gi exceeds also the
upper threshold, the group is accepted to be from the signal.
If not, the group is from the noise and rejected. The number
of accepted groups is l ≤ h. The computational complexity
of the FCME and LAD methods is of the order of N log2 N
[14]. An example of the LAD method is presented at Fig. 3.

III. MEASUREMENT SETUP

In the noise measurements, we used high-performance spec-
trum analyzer (Agilent E4446A) [15]. The input signal was
downconverted and digitized with 14 bit analog to digital

145Copyright (c) IARIA, 2014.     ISBN:  978-1-61208-360-5

AICT2014 : The Tenth Advanced International Conference on Telecommunications

                         158 / 199



0 10 20 30 40 50 60 70
0

500

1000

1500

2000

2500

3000

3500

4000

Samples

E
ne

rg
y

 

 

Upper threshold

Lower threshold

Data samples
Upper threshold
Lower threshold

Figure 3: An example of the LAD method. BPSK signal with
SNR=5 dB and BW=10%, noise and LAD thresholds. N = 64
samples.

converter (ADC). All the signal processing was performed
digitally. Spectrum analyzer was connected to a computer.
Instrument Control Toolbox was used to connect Matlab to
the spectrum analyzer. This enabled direct results analysis. Six
measurements at six different frequency areas were performed
from 10 MHz to 39 GHz. Considered frequency ranges were
10-110 MHz, 1-1.1 GHz, 2.5-2.6 GHz, 9-9.1 GHz, 17-17.1
GHz and 39-39.1 GHz. The parameters are presented at
Table I. There were 1601 frequency points and 1 000 or 10 000
sweeps in time domain. Energy of the samples was measured,
i.e., |xi|2. The internal noise level of spectrum analyzer was
measured in two ways. In the first way, internal noise level was
measured when the 50 ohm wideband load was connected to
the input of the spectrum analyzer (cases a-d). In the second
way, broadband antenna was connected to the input. In this
way, noise level is caused by the analyzer internal noise and
noise coming from the antenna (cases e and f).

IV. NOISE MEASUREMENT RESULTS

Results were analyzed using Matlab simulation software.
The purpose was to study the statistical properties of noise
in different frequency areas, and performance of the LAD
method in the presence of measured noise. As a point of
comparison, theoretical zero mean Gaussian distributed noise
generated from Matlab simulation software was used. Matlab-
generated noise was used because Matlab is widely used in
the computer simulations, and the performance of the LAD
method has already been studied in the presence of Matlab-
generated noise. In this way, these measurement results are
directly comparable to the earlier results. Energy of those
samples was considered, so the used Matlab-generated noise
followed chi-squared distribution. Because of the different
scales between the measured and simulated energies, energies
were normalized.

TABLE I: Measurement parameters. In all cases there were
1601 frequency data points.

Case Frequency Range Bandwidth Sweeps Antenna
a 10− 110 MHz 100 MHz 10 000 No
b 1− 1.1 GHz 100 MHz 10 000 No
c 17− 17.1 GHz 100 MHz 10 000 No
d 39− 39.1 GHz 100 MHz 1 000 No
e 2.5− 2.6 GHz 100 MHz 1 000 Yes
f 9− 9.1 GHz 100 MHz 1 000 Yes
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Figure 4: Measured noise energy at different sweeps at differ-
ent frequency areas.

A. Noise level

From Fig. 4 can be seen that the measured noise levels
[dBm] vary a lot at different frequency levels. For example,
there is about 15 dB difference between 10-110 MHz and
39-39.1 GHz areas. Thus, adaptive method that is able to
estimate the noise level is required when operating at different
frequency areas. Instead, methods that use fixed thresholds are
not able to operate in all frequency areas without measuring
the noise level and defining used threshold based on that
information.

B. Histogram

Figs. 5 – 8 present the elements of data into 10 bars that
are equally spaced. Number of elements in each container
is presented. Cases a, d and e are presented. Therein, the
number of elements in each bar is presented. This describes
the distribution of energies. Number of time domain sweeps
is in y-axis. In Fig. 5, Matlab-generated chi-square distributed
noise is used as a reference. For example, first bar consists
of about 950 of total 1000 samples. It can be seen that the
shapes of histograms are almost equal, so the energies are
almost equally-type distributed.
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Figure 5: Histogram for Matlab noise.
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Figure 6: Histogram for 10-110 MHz noise.

C. Probability plot and CDF
The performance of the LAD method depend on the distri-

bution of the noise. In the definition of the LAD method it is
assumed that the noise is Gaussian, so variable |x|2 (=energy
of samples) follows the chi-squared distribution. Here, it
is studied how well the measured noise follows that same
distribution, i.e., is there differences between the simulated
and measured noise. Fig. 9 presents the probability plots and
Fig. 10 presents a plot of the cumulative distribution function
(CDF) for the data in the vector x. Empirical CDF (=F (x))
can be defined as the proportion of x values less than, or equal,
to x. Matlab-generated chi-squared noise was used as a point
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Figure 7: Histogram for 39-39.1 GHz noise.
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Figure 8: Histogram for 2.5-2.6 GHz noise.

of comparison. From Figs. 9 and 10 can be seen that there
is no differences between the probabilities and CDFs between
the measured cases a-f and the Matlab-generated noise.

D. Analysis
In this section, the goal is to investigate how the noise at

difference frequency areas affect to the probability of detection
Pd and probability of false alarm Pfa of the LAD method. Also
here, Matlab-generated noise is used as a reference. The goal is
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Figure 9: Probability plots for Matlab noise and cases a-f.
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Figure 10: CDF plots for Matlab noise and cases a-f.

not to study the performance of the LAD method, which has al-
ready been done, see, for example, [16] and references therein.
Here, the purpose is to find out does the measured noise cause
any performance degradation compared to Matlab-generated
noise. In Fig. 11, Pd vs. SNR is presented. Narrowband (0.3%
of the studied bandwidth) theoretical information signal was
used as a detected signal. The used LAD threshold parameters
were 6.9 (upper) and 2.66 (lower) [16]. It can be noticed that
Pd values are approximately on the same level. Note that using
smaller upper threshold parameter, signal is found at 0 dB, but
there will be more falsely detected signals.
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Figure 11: Probability of detecting the signal vs. SNR.

TABLE II: Achieved Pfa values. Desired PFA,DES = 0.01

Case Frequency Range Pfa

Matlab noise - 0.0132
a 10− 110 MHz 0.0064
b 1− 1.1 GHz 0.0062
c 17− 17.1 GHz 0.0061
d 39− 39.1 GHz 0.0072
e 2.5− 2.6 GHz 0.0070
f 9− 9.1 GHz 0.0070

Probability of false alarm results are presented in Table II in
the noise-only case. The LAD thresholds were selected so that
the desired false alarm probability PFA,DES = 0.01, i.e., the
upper and lower threshold parameters were 4.6. It means that
when there is only noise present, 0.01 = 1% of the samples
is above the threshold. Here, 1% corresponds to 16 samples.
There is some difference between the desired noise PFA,DES

and measured noise Pfa values, that is, the measured ones are
slightly lower than the desired one. However, the difference is
only about 0.003, i.e., 5 samples out of a total of 1601 samples.
Performance differences are mainly caused by implementation
restrictions of hardware. Noise properties in the analog part
of spectrum analyzer may slightly vary in different frequency
ranges. In addition, quantization noise affects to the noise
properties.

V. CONCLUSION

Noise measurements were performed at several frequency
areas between 10 MHz and 39 GHz. The goal was to study the
statistical properties of measured noise in different frequency
areas. The measurement results depend on the used equipment.
Measured noise characteristics were analyzed and compared
also with Matlab-generated noise. It was noticed that as
the probability plots were almost equal, there was a great
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difference between the noise levels. Thus, adaptive spectrum
sensing is needed. The LAD spectrum sensing method that is
based on the assumption that the noise is Gaussian was studied
under the measured noise. It was noticed that the noise had
only small effect to the probability of detection and probability
of false alarm.
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Abstract—Cognitive radio (CR) is a promising technology for im-
proving usage of frequency band. In CR network, cognitive radio
users (CUs) are allowed to use the bands without interference to
operation of licensed users. Reliable sensing information about
status of primary user (PU), who is assigned a licensed band, is a
pre-requirement for CR network. Cooperative spectrum sensing
(CSS) is able to offer an improved sensing reliability compared
to individual sensing. However, when the number of CUs is large,
the latency and network traffic for reporting sensing results to
the Fusion Center (FC) become extremely large, which may
result in an extended sensing time and collision in the control
channel between Cognitive Users (CUs) and the FC. In this paper,
we propose an ordered Sequential-Superposition Cooperative
Spectrum Sensing (SSCSS) scheme for faster and more reliable
spectrum sensing of CR network. Superposition CSS technique
extends sensing time to the reporting slots of other CUs until
their round of reporting. The proposed scheme estimates the
required number of CUs needed to sense for satisfying the
reliability requirement of the system. Furthermore, the scheme
decides which CUs (and their orders of polling) will be chosen
for the sensing process to maximize performance of the proposed
scheme. The simulation results of the proposed scheme show the
outstanding performance of the proposed scheme compared with
the other conventional CSS.

Keywords–cognitive radio; ordered sequential cooperative spec-
trum sensing; superposition cooperative spectrum sensing.

I. INTRODUCTION

Nowadays, more bandwidth and higher bit-rates have been
required to meet usage demands due to an explosion in
wireless communication technology. According to the Federal
Communications Commission’s spectrum policy task force
report [1], the actual utilization of the licensed spectrum varies
from 15% to 80%. In some cases, the utilization is only a few
percent of the total capacity. Cognitive radio (CR) technology
[2] has been proposed to solve the problem of ineffective
utilization of spectrum bands. Both unlicensed and licensed
users, termed the cognitive radio user (CU) and primary user
(PU), respectively, operate in CR networks. In CR network,
CUs are allowed to access the frequency assigned to PU when
it is free. But CU must vacate the occupied frequency when
the presence of PU is detected. Therefore, reliable detection
of the PU’s signal is a requirement of CR networks.

In order to ascertain the presence of a PU, CUs can use
one of several common detection methods, such as matched
filter, feature, and energy detection [2][3]. Energy detection
is the optimal sensing method if the CU has the limited
information about PU’s signal (e.g., only the local noise power

is known) [3]. In energy detection, frequency energy in the
sensing channel is collected in a fixed bandwidth W over
an observation time window T to compare with the energy
threshold and determine whether or not the channel is utilized.
However, the received signal power may fluctuate severely due
to multipath fading and shadowing effects. Therefore, it is
difficult to obtain reliable detection with only one CU. Better
sensing performance can be obtained by allowing some CUs
to perform cooperative spectrum sensing [4][5][6].

In CSS, because of the limitations of the control channel,
CUs will report their sensing information to the FC one by one.
Subsequently, in a CR network with a large number of CUs
a very large number of reports will be transmitted through a
control channel, which can make the sensing process sluggish
and result in overhead traffic in the control channel. In order
to solve those problems of CSS, SCSS scheme [8][9] has been
proposed. In SCSS, the fusion center (FC) acts as the control
center for the operation of CR network. The FC sends the
“sensing request” message to CUs when it needs their sensing
information, and randomly polls CUs one by one until the
condition required to make a global decision is satisfied. The
ordered SCSS can improve sensing performance by polling
sensing results of CUs according to their order of reliability
(i.e., signal-to-noise ratio (SNR) of sensing channel of the CU).
The ordered SCSS can efficiently reduce the number of sensing
report from the CUs. However, the conventional SCSS uses the
same sensing time for all CUs. The superposition CSS [8] can
solve this problem of conventional SCSS by extending sensing
duration of CUs to the reporting time of other CUs.

In this paper, we propose an ordered sequential-
superposition CSS for cognitive radio networks. The proposed
scheme estimates the required number of CUs needed to
poll for satisfying the reliability requirement of the system.
Furthermore, through the proposed scheme we can decide
which CUs will be chosen for the sensing process and their
orders of polling to maximize sensing performance.

This paper is organized as follows. Section 2 describes
and analyses the energy detection method. Section 3 gives a
detailed explanation of the ordered sequential-superposition
cooperative spectrum sensing scheme. Section 4 introduces
simulation models and simulation results of the proposed
scheme. Finally, Section 5 concludes this paper.

II. SYSTEM MODEL

In this paper, we consider a network consisting of N CUs.
In addition, there is one PU occupying the observed band with
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a specific probability. If the CR network needs the sensing
information, the FC will send the “request message” to the
selected CUs with their order of polling. When the CU receives
the “request message” from the FC, it will perform spectrum
sensing (SS) and report sensing result to the FC according to
its order of polling.

We assume that all CUs utilize energy detector for SS.
Then at the ith sensing interval, the received signal energy
Ej(i) of the jth CU is given as:

Ej (i) =

{ ∑ki+Mj−1
k=ki

|nj (k)|2, H0∑ki+Mj−1
k=ki

|hjx (k) + nj (k)| 2, H1

(1)

where H0 and H1 correspond to the hypotheses of the absence
and presence of the PU signal, respectively, x(k) represents the
signal transmitted from the PU, hj denotes the amplitude gain
of the channel, and n(k) is the additive white Gaussian noise,
Mj = tsjfs is the number of samples over a sensing interval,
tsj is sensing time, fs is sensing bandwidth and ki is the time
slot at which the ith sensing interval starts.

In conventional CSS, when a CU sends sensing results to
the FC, others will keep silent as shown in Fig. 1. In this
case, all CUs have the same sensing time such that ts1,C =
ts2,C = ... = tsN,C = ts. On the other hand, superposition
CSS extends the sensing time of CUs to the reporting time of
other CUs as shown in Fig. 2.

When Mj is relatively large (e.g., Mj > 200), Ej can be
well approximated as a Gaussian random variable under both
hypotheses as follows [7]:

N
(
µj,H0 = Mj , σ

2
j,H0

= 2Mj

)
N

(
µj,H1 = Mj (γj + 1) , σ2

j,H1
= 2Mj (2γj + 1)

) (2)

where N(.) is Gaussian distribution, µj,H0 and µj,H1 are the
mean of Ej under H0 and H1 hypothesis, respectively, σ2

j,H0

and σ2
j,H1

are the variance of Ej under H0 and H1 hypothesis,
respectively, γj is SNR in the sensing channel between the jth

CU and the PU.

The local decision of the jth CU at the ith sensing interval
can be made as the following rule:
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Figure 1. The time frame of conventional cooperative spectrum sensing
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Figure 2. The time frame of superposition cooperative spectrum sensing

{
Gj (i) = 1, ifEj (i) ≥ λj

Gj (i) = 0, otherwise
(3)

where λj is the threshold for hard local decision of the jth

CU.

The average probability of detection and the average prob-
ability of false alarm of the jth CU are given, respectively, by
[11].

Pd,j = Pr (Gj (i) = 1|H1)

= Qu

(√
2γj ,

√
λj

)
, (4)

Pf,j = Pr (Gj (i) = 1|H0)

=
Γ
(
Mj ,

λj

2

)
Γ (Mj)

, (5)

where Γ(a, x) is the incomplete gamma function which is
given by Γ(a, x) =

∫∞
x

ta−1e−tdt, Γ(a) is the gamma func-
tion, QMj (a, b) is the generalized Marcum Q-function which

is given by QMj (a, x) =
1

aMj−1

∫∞
x

tMje−
t2+a2

2 IMj−1(at)dt,
and IMj−1(.) is the modified Bessel functions of the first kind
and order (Mj − 1).

With the requirement value of probability of detection,
P ∗
d,j , probability of false alarm can be calculated as follows:

Pf,j

(
P ∗
d,j

)
= Q

(√
2γj + 1Q−1

(
P ∗
d,j

)
+
√
Mjγj

)
(6)

We define the reliability of CU as probability of false alarm
Pf,j

(
P ∗
d,j

)
. If all CUs have the same P ∗

d,j and Mj , the CU

with lower value of Pf,j

(
P ∗
d,j

)
will be higher reliability.

III. THE ORDERED SEQUENTIAL-SUPERPOSITION
COOPERATIVE SPECTRUM SENSING SCHEME

In conventional ordered based SCSS, the highest reliability
CU (the CU with the highest SNR of sensing channel) should
be polled first for fast SS. However, this technique gives good
performance only for CSS with the same sensing time for
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all CUs. In this paper, we propose an ordered sequential-
superposition CSS for cognitive radio network in which the
the set of CUs will be selected to perform SS and each of
selected CU will be assigned a suitable sensing time for the
best sensing performance of sensing process.

In the initial stage, a requirement number of CUs, p, which
is needed to perform SS, will be selected as 0 < p < N .
After that, FC will choose the set of p highest reliability CUs,
Ω = [CU1,CU2,...,CUp]. Set Ω is sorted according to the
increasing order of reliability that is CU1 is the lowest reliable
CU and CUp is the highest reliable CU. The CUs included in
set Ω will be required to sense the signal from the PU.

We assume that all CUs have the same reporting time such
that tr1,S = tr2,S = ... = trN,S = tr. Then the sensing time
for p CUs will be given as follows:

ts1,S = ts
ts2,S = ts1,S + tr = ts + tr
ts3,S = ts2,S + tr = ts + 2tr
...
tsp,S = tsp−1,S + tr = ts + (p− 1) tr

(7)

This means that the CU, who firstly reports sensing infor-
mation to the FC, will have the shortest sensing time ts1,S = ts
and the CU, who is the last CU reporting sensing information
to the FC, will have the longest sensing time tsN,S . The time
frame of the proposed scheme is shown in the Fig. 3.

In order to maximize sensing performance, in the proposed
scheme the CU with higher reliability, CUp, will be assigned
to have the longer sensing time tsp,S . Subsequently, the highest
reliable CU CUp is required to sense in tsp,S time and is the
last CU reporting sensing information to the FC. On the other
hand, the lowest reliable CU, CU1, is required to sense in ts1,S
time and firstly reports sensing information to the FC.

Sensing time of the 

1
st

order CU  ts1,S

Sensing time of the 2
nd 

order CU  ts2,S

Sensing time of the 3
rd 

order CU ts3,S

...

Sensing time of the p
th 

order CU tsp,S

The FC  sends 

sensing 

request to 

selected CUs 

The 1
st

order CU 

reports its 

sensing 

results

The 2
nd

order CU 

reports its 

sensing 

results

The p
th

order CU 

reports its 

sensing 

results

The FC 

makes a 

global 

decision

The FC 

broadcasts 

the global 

decision

Sensing and reporting period

Cooperative spectrum sensing period

s
t

r
t

Figure 3. The time frame of the proposed scheme
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Figure 4. Flow-chart of the proposed scheme

In order to start the sensing process, FC will send the
“sensing request” message and the order of reporting to the
CUs in Ω. When CUs receive the “sensing request” message
from the FC, they will sense the signal from the PU until
their round of reporting. Each CU will make local decision
as Eqn. (3) and report its decision to the FC. At the FC, the
accumulated log-likelihood of p CUs will be calculated as [12]:

Γ =
∑
j∈Ω

Γj (8)

where
Γj = log

Pd,j

Pf,j
, if Gj = 1

Γj = log
(1−Pd,j)
(1−Pf,j)

, otherwise.
(9)

The global decision about status of the PU signal can be
made as: {

B = H1, if Γ ≥ 0
B = H0, otherwise

(10)

Here, the value of accumulated log-likelihood of p CUs, Γ,
is known as reliable level of sensing process. Then we utilize
Γ as a criteria to update the required number of CUs for the
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Figure 5. Performance of the proposed scheme versus “reliable threshold”

next sensing period. We define σ1 and σ0 as the “reliable
thresholds” of sensing process. Those reliable thresholds”
can be determined according to requirement of probability of
detection, P ∗

d , and false alarm, P ∗
f , of CR system as [9]:

σ0 = log
(1− P ∗

d )(
1− P ∗

f

) (11)

and
σ1 = log

P ∗
d

P ∗
f

. (12)

We also define the “fluctuate level” of p as

Uin =
i∑

k=i−D

{d (k) |d (k) = 1} (13)

and

Ude =
i∑

k=i−D

{−d (k) |d (k) = −1}, (14)

where Uin and Ude show the number of times that p is
increased and decreased in the considered window size D,
and d(i) can be calculated as

d (i) = p (i)− p (i− 1) , d (i) ∈ {−1, 0, 1} . (15)

0.8 1 1.2 1.4 1.6 1.8 2 2.2 2.4
0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

Threshold

η C
U

, P
d a

nd
 P

f

 

 

Average ratio of required number of CUs
Probability of false alarm
Probability of detection

Figure 6. Performance of the conventional ordered SCSS.

TABLE I. Initial Conditions for simulations

Parameter Initial values
N 30
ts 1ms
tr 1ms
thp 4
n 50000
D 200
Uin 5
Ude 5
δin {0.0900, 0.0905, ..., 0.0945}
δde {2.055, 2.070, ..., 2.190}

The value of p can be updated at each sensing interval
according to values of “reliable threshold” and ‘fluctuate
level” as p (i) = min (p (i− 1) + 1, N), if βσ0 < Γ < βσ1

and Uin > thp, where β is “adjusting factor” for “reliable
threshold” and thp is threshold for “fluctuate level”. If Γ <
(2− β)σ0 or Γ > (2− β)σ1 and Ude > thp, the value of p
will be updated as p (i) = max (p (i− 1)− 1, 1). Otherwise,
the value of p will be kept the same to that one of the previous
sensing interval.

The flow-chart of the proposed scheme is shown in Fig. 4

IV. SIMULATION RESULTS

In this section, simulation results of the proposed scheme
and conventional SCSS with ordered and randomly polling are
provided. The network includes 30 CUs with SNR of sensing
channel varying from -14dB to -43dB and ts = tr = 1ms. In
order to evaluate the performance in terms of reducing required
number of CUs performing SS, we define ηCU as average ratio
of required number of CUs,

ηCU =

n∑
i=1

p (i)

nN
(16)

where ni is number of total sensing intervals.

The parameters for simulation are shown in Table I, where
the “reliable thresholds” are considered as δin = −βσ0 = βσ1

and δde = −(2− β)σ0 = (2− β)σ1. Fig. 5 shows probability
of detection, probability of false alarm and average ratio
of required number of CUs, ηCU , of the proposed scheme,
respectively.
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Figure 7. Performance of the conventional randomly polling SCSS.
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The performance of reference schemes, conventional SCSS
with ordered and randomly polling, are shown in Figs. 6 and 7,
respectively. Both schemes consider superposition for assign-
ing sensing time for each CU. The ordered SCSS polls sensing
information from CUs according to their values of SNR in
the sensing channel; the CUs with higher SNR will be polled
sooner than the CUs with lower SNR. The randomly polling
SCSS randomly choose the CUs to poll sensing information.

From Figs. 5, 6 and 7, it can be observed that the proposed
scheme has the best performance. When ηCU = 0.3, the
proposed scheme obtains the sensing performance of Pd = 0.9
and Pf = 0.1; however, the randomly polling SCSS and
ordered SCSS obtains sensing performance of Pd = 0.75 and
Pf = 0.25. The randomly polling SCSS can get the similar
sensing performance to that of the proposed scheme when its
required number of CUs is two time higher (i.e., ηCU = 0.6)
than that of the proposed scheme. For the conventional ordered
SCSS, most of high reliable CUs are polled to achieve good
sensing performance at Pd = 0.75 and Pf = 0.25, and the
performance cannot be improved even when the number of
polled CUs is increased.

V. CONCLUSION

In this paper, an ordered sequential-superposition CSS
is proposed for fast SS. The proposed scheme shows the
algorithm to determine how many and which CUs are needed
to sense the signal from PU and their corresponding sensing
time for superposition CSS. The simulation results prove that
the proposed scheme significantly improves performance of
sensing process and can reduce 50% of required number of
CUs to achieve the similar sensing performance to conven-
tional SCSS.
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Abstract—Existing indoor localization systems based on Wi-Fi
Received Signal Strength (RSS) fingerprinting often assume the
knowledge of a map of the coverage area and involve a tedious
manual survey process at a set of sample locations along this
map. In this paper, we describe an automatic graphical floor map
and radio fingerprints generation system, called the Intelligent
Mobility Mapping System (IMMS), which applies the concepts
of crowd-sourcing and Simultaneous Localization and Mapping
(SLAM) to construct a floor map in support of indoor people
localization and tracking. IMMS makes use of high similar
patterns in crowd-sourced traces of RSS measurements to identify
location segments in the coverage area and to construct a
graphical floor map. With IMMS, the elaborate off-line manual
data collection process is eliminated.

Keywords–Wi-Fi SLAM; Indoor Localizations; Graph Theory;
Mobility Mapping.

I. INTRODUCTION

Indoor localization based on radio signals has been a
focus of research for over 10 years. Kong et al. [1] study
the use of CDMA2000 pilot signals to record the fingerprints
for radio map construction. The fingerprinting approach for
indoor localization typically requires a time consuming off-
line survey process for building a radio map. Various proposals
have been made to reduce the complexity of this process.
Ouyang et al. [2], proposed to use unlabeled Wi-Fi Received
Signal Strength (RSS) data to enhance the radio map created
by labeled survey data. Zhang et al. [3], used a pedestrian
mobility model based on knowledge of the physical indoor
map to enhance localization.

Recently, the new concept of Simultaneous Localization
and Mapping (SLAM) has been developed with the objec-
tive of minimizing the off-line survey effort [4]. A SLAM
system gathers location and mapping information at the same
time, and requires only a very short time for off-line survey.
Typically, SLAM records a user’s ’footprint’ using Microelec-
tromechanical System (MEMS) devices such as accelerometer,
gyroscopes and magnetometers on a mobile device, and labels
the RSS measurements with this footprint information to
construct the mobility maps. Then, the system can locate
users on this constructed indoor map in the on-line stage. For
example, the system proposed by Shin et al. [5] constructs a
floor plan of a building by integrating the number of walking
steps (from pedometer), the walking orientation (from magne-
tometer), and the RSS values recorded with user movements.
Zhou et al. [6] use only Wi-Fi RSS measurements from one
or multiple individuals walking around the coverage. Similar
RSS measurements are clustered and aligned to construct a
map for the coverage area.

A. Main contributions

In this paper, we present a system called the Intelligent
Mobility Mapping System (IMMS), which is a crowd-sourced
system that sporadically collects traces of RSS measurements
from users moving around the indoor coverage area as they
carry on their daily routines. IMMS automatically creates
graphical floor maps to support Wi-Fi RSS-based indoor local-
ization and tracking. There are three modules in IMMS. The
first module is designed to facilitate the subsequent processes
by various data pre-processing methods. The second module
is designed to find the highly similar pieces of measurements
in traces. IMMS estimates similarities of measurements in
different traces by correlations. Then, the resemblant measure-
ments in different RSS traces are clustered as High Cross-
Trace Correlation Patterns (HCP), and the intersections of
these HCPs are used to segment traces into Atomic Location
Segments (ALSs). The third module is designed to construct
the draft graphical floor map and radio map. The floor map
is a simple planar embedding of a drawing that represents the
interconnections of ALSs.

Section II overviews the system framework. Section III de-
scribes the location segment recognition algorithm and Section
IV explains the graph drawing procedures.

B. Notations

Notations to be used in this paper are first summarized in
Table I.

TABLE I. IMPORTANT NOTATIONS

Symbol Meaning
Rl lth trace
νl
i ith measurement in lth trace

S Raw data matrix
N Number of Traces in S
Υ Number of measurements in S
M Number of hearable APs in the target area
C Cross-Trace Correlation (CTC) matrix
C{f,g} Submatrix of CTC matrix corresponds to Rf and Rg

C
{f,g}
i,j A element in C{f,g}

Q Quantized matrix of C
xi Row breaking points
yi Column breaking points
G Geometric map
U Set of unique vertices/ALS of graph G
E Set of unique edges of graph G
d(∗) Direction of an edge
I Indication matrix of endpoints

II. SYSTEM OVERVIEW

During the data collection phase, traces of RSS measure-
ments are recorded from mobile phones when users move
around the coverage area as they conduct their daily activities
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indoors. For a user, the RSS measurements are collected at a
regular time interval (1 read/sec by default) when movement is
detected. Data collection stops when the user ceases moving.
Each measurement is a sample vector that contains the mea-
sured RSSs from a set of hearable Wi-Fi APs. The recorded
traces are uploaded to IMMS in cloud.

IMMS

Data Pre-processing

Missing Values Imputation

Dimension Reduction

Traces Segmentation and Locations 

Recognition
Cross-Trace Correlation Calculation

Noisy Data Flattening

High CTC Pattern Recognition

Traces Segmentation and Identification

Unique Vertices and Edges Identification

Floor Map Construction/Visualization

Depth First Block Search

Path-Finding 

Planar Embedding

Figure 1. The System Framework

IMMS compares the unlabeled measurements in each pair
of traces to see if there are highly similar ones. It is expected
that measurements in two traces would exhibit similar distribu-
tions if they were collected at nearby places. A string of similar
measurements between two traces form what we call a High
Correlation Pattern (HCP). Intersecting the HCPs form by a
given trace with all other traces allows us to segment HCPs into
what we call ALS, which we expect would represent corridor
sections between intersections in the physical environment. By
observing how the ALSs are connected in the traces, we can
then construct a 2D graphical floor map. The architecture of
IMMS is shown in Fig.1. It contains three modules: data pre-
processing, traces segmentation and locations recognition, and
floor map.

The data pre-processing module includes missing value
imputation and dimension reduction. Because of the limited
coverage of each AP and the random variation of the RSS
signals, most of the recorded RSS values are zero. In order
to insure the accuracy of the similarity evaluation, we need
to find a way to impute these zero, or missing values. Based
on recommendation provided by Ouyang et al. [7], we impute
missing values with a number that is smaller than the minimum
collected RSS measurements. Moreover, because the total
number of APs in the coverage area can be very large [6], it
is desirable to reduce the data dimensionality to reduce com-
putation complexity. We apply Principal Component Analysis
(PCA) [8] to reduce the measurement dimensionality.

The details of the second module ,traces segmentation and
locations recognition module, and the third module, floor map
construction module, will be given in Section III and Section
IV, respectively.

III. TRACES SEGMENTATION AND LOCATIONS
RECOGNITION

Our approach is based on the premise that the physical
space can be modeled as an interconnection of corridor seg-
ments that we call ALSs. Users tend to traverse an ALS in its
entirety, and in one of two directions. Each recorded trace of

Trace 1: 

Trace 2:

Trace 3:

Trace 4:

Trace 5:

HCP2

ALS2 ALS3ALS1

HCP1

93 m

21m

Figure 2. Example of Traces, HCPs and ALSs

Wi-Fi measurements reflects the movement of a user through
a number of ALSs.

The objective of traces segmentation is to identify all ALSs
in the physical environment using traces from crowdsourcing.
The traces segmentation process starts with the recognition of
any high similarity pattern, which we call High Cross Trace
Correlation (CTC) Pattern, that may exist in any given pair
of traces. A High CTC Pattern (HCP) reflects a sequence of
overlapping ALSs between two traces. From the starting points
and ending points of all HCPs found in many trace pairs, we
can identify all the Breaking Points (BPs) which separate the
ALSs in all the traces. In other words, we identify all the
individual ALSs by intersecting all the HCPs. An example is
shown in Fig. 2. Computation of similarity is based on the
dimension-reduced measurements after data pre-processing.

A. Cross-Trace Correlation (CTC)

We measure the Cross-Trace Correlation (CTC) by the
Pearson product-moment [9] correlation coefficient between
measurements in two different traces. Assume N traces are
collected. Let <f = (νf1 , ..., ν

f
nf ) be the f th (f = 1, ...,N )

trace, where νfi is the ith(i = 1, ..., nf ) measurement in trace
<f , and nf is the number of measurements in the trace. Each
measurement is a row vector νfi = [νfi,1...ν

f
i,M], where νfi,j

is the signal strength from the jth(j = 1, ...,M) AP. The
raw data of all N traces can be kept in a Υ × M matrix
S = [<1<2...<N ]T , where Υ =

∑N
f=1 n

f is the total num-
ber of measurements in the data. After dimension reduction,
each measurement is reduced to k dimension, denoted as
µl
i (k−dimension row vector). The dimension reduced data

matrix is S = [R1R2...RN ]T (Υ × k matrix). We define
CTC matrix, C, as the matrix containing the sub-matrices
C{f ,g}, where f, g = {1, ...,N}. C{f ,g} contains CTC values
of measurements in trace Rf and Rg, denoted as C{f,g}i,j .

Definition 1: The CTC value of measurements µfi ∈ Rf

and µgj ∈ Rg is

C
{f,g}
i,j = corr(µf

i , µ
g
j ) =

1

σfi σ
g
j

E[(µf
i −m)(µg

j −m)]. (1)

The column mean of the dimension reduced sample matrix

S is m = [m1...mk]. Then, mj =
∑N

f=1

∑nf

i=1 µ
f
i,j

Υ . σfi , σ
g
j are
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Figure 3. Examples of data structure and HCP

the standard derivation of measurements µf
i and µg

j , calculated

as σfi =
√∑

jεk(µfi,j −mj)2.

B. High CTC Pattern Recognition (HCPR)

The High CTC Pattern Recognition (HCPR) algorithm is
used to identify groups of correlated measurements in each
pair of traces. If two measurements, µf

i ∈ Rf and µg
j ∈ Rg

have high CTC value, we assume they are collected at nearby
physical locations in the two traces and we expect that:

• µf
{i+1} and µg

{j+1} will continue to be a high CTC
point if the two users are traversing an ALS in the
same direction;

• µf
{i+1} and µg

{j−1} will continue to be a high CTC
point if the two users are traversing an ALS in
opposite directions.

Thus, the high CTC points should continue in either the
southeasterly direction or southwesterly direction until trace
Rf and trace Rg diverge to two distinct ALSs. We call the
point that breaks the continuity of the high CTC points a
breaking point (BPs), shown in Fig. 3.

The HCPR algorithm first quantizes all the CTC points
in the evaluated submatrix to two quantization levels, setting
all CTC values bigger than a given threshold thres as 1 and
all CTC values lower than thres as 0. The resulting matrix
is denoted as Q{f ,g}. Then, HCRP groups a contiguous set
of high CTC points in the quantized matrix into a high CTC
Pattern (HCP).

Missing values and random variations in the raw mea-
surement may lead to unwanted breaks in the high CTC
pattern. Additionally, the walking speeds of different users
are different, and so the height and width of a HCP may
be different. We apply the following criteria to determine the
boundary of an HCP:

1) HCPR amounts to finding the row indexes and column
indexes of each submatrix in Q that encloses a continuous
cluster of 1s.

2) There should be a sufficiently large gap between two
different HCPs.

3) Small HCPs should be discarded as noise.

Our algorithm for finding HCPs works as follow. We start
from the top row of each sub-matrix Q{f ,g} and scan from
left to the right for 1s. If none is found, we move to the next

Index X

Index Y

S1S2

Low CTC 

point

High CTC 

point

(a)

Index X

Index YS1

S3

Low CTC 

point

High CTC 

point

(b)

Figure 4. Example of sub-matrices s1, s2, s3

row below and scan from left to right again. Once a 1, or a
high CTC point, is found, we mark the column and row index
of this point as (x, y), and keep searching in the southeasterly
or southwesterly direction for 1s. After an HCP is identified,
we resume the search for new HCP on the row we left off
from. Points covered in a search will be precluded from future
search. Starting from a 1, if the point to the southeast is also
a 1, then HCPR continues to look for a 1 in the southeast.
If a 0 appears, then HCPR calculates the sums of the three
sub-matrices indicated in Fig. 4. It compares s1 and s2, and
s1 and s3. If s2 = s1, it means that there are no new high
CTC points is added when the row number is increased (Fig.
4(a)), then the row gap counter: rowgap = rowgap + 1. If
s2 > s1, then one or more new high CTC points are added
when the row number is increased. In a similar way, if s3 = s1,
the column gap counter: colgap = colgap + 1. If s3 > s1,
then one or more new high CTC points is added because of
when the column number is increased (Fig. 4(b)). Once rowgap
or colgap reaches the defined gap threshold gapthres, HCPR
stores the row/column end point of the current HCP, and stops
the search of 1s in the southeasterly direction. Next, HCPR
starts searching for 1s in the southwesterly direction, using the
same search and stop logic as above. Finally, HCPR labels the
current HCP using the smallest stored row index and smallest
stored column index as well as the largest stored row index
and the largest stored column index. The smallest and largest
row indexes represent the BPs in trace Rf and the smallest
and largest column indexes represent the BPs in trace Rg.
For any possible new HCP between trace Rf and Rg, HCPR
starts searching on row x five entries to the right of the largest
column index of the current HCP. The details of HCPR are
specified in Algorithm 1.

C. Traces Segmentation and Identification Algorithm

From HCPR, we determine the end points of all HCPs.
These end points are the BPs in physical paths at which user
paths may diverge. Let {x1

1, ..., x
1
n1
, xf1 , ..., x

f
nf
xN1 , ..., x

N
nN
}

be the set of row indexes in increasing order which are marked
as BPs in the vertical direction of Q, where xfi is the i-th
BP marked for trace Rf and nf the number of BPs marked
for trace Rf . Likewise, let {y1

1 , ..., y
1
n1
, yf1 , ..., y

f
nf
yN1 , ..., y

N
nN
}

be the set of column indexes in increasing order which are
marked as BPs in the horizontal direction of Q. Although Q is
symmetric, because of the way we identify the BPs in HCPR,
some xfi and yfi can become different (empirically most of
them are the same).

Our algorithm partitions all the traces using the BPs
identified and assigns a unique label (ALS ID) to segments
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Figure 5. High Correlation Patterns Recognition Algorithm

in different traces that recognized as the same ALS. The
algorithm is described by the pseudo-code in Algorithm 2 and
Algorithm 3. In Algorithm 2, each trace Rf is considered
as a sequence of ALSs. Each segment, efi , is a cluster of
RSS measurements between two row BPs xfi and xfi + 1. If
a segment has not yet been labelled, we label it with a new
ALS ID, and then consider different traces Rg (for g > f ) and
check whether if any ALSs egj in Rg forms an HCP with efi .
This checking is via the test function TestHCP as described
in Algorithm 2. Basically, the algorithm checks whether the
average number of ”1”s in the submatrix of Q formed by
efi and egj is greater than a given threshold. TestHCP also
determines whether egj is in the same or opposite direction
as efi , based on whether the column indexes and row indexes
of the ”1”s within the sub-matrix is positively or negatively
correlated.

As result, we derive from each trace a sequence of ALSs.
Each efi is identified with an ALS ID l(efi ) = r and marked
with directionality d(efi ) = ±1. A sample of labeled ALSs is
shown in Fig. 6.

D. Unique Vertices and Edges Identification Algorithm
Next, we proceed to identify and label all the unique

vertices that connect the ALS’s. Let sr represent the starting
vertex and tr the terminating vertex of ALS r in the reference
direction. Then, we can represent each segment efi in a trace
by a tuple of two vertices as follow:

Assume l(efi ) = r. If d(efi ) = +1, then efi = (sr, tr); if
d(efi ) = −1, then efi = (tr, sr).

Then, we can identify vertices that are the same by exam-
ining the sequence of segments in all traces, using an indicator
I to record the result as follows: For trace Rf , if l(efi ) = r,
l(efi+1) = r′, we set:

Figure 7. Trace Segmentation Algorithm

Figure 8. TestHCP function


I(tr, sr′) = 1 if d(efi ) = +1, d(efi+1) = +1;

I(tr, tr′) = 1 if d(efi ) = +1, d(efi+1) = −1;

I(sr, sr′) = 1 if d(efi ) = −1, d(efi+1) = +1;

I(sr, tr′) = 1 if d(efi ) = −1, d(efi+1) = −1.

(2)

Assume all traces contain a total of N a segments. That
means there are 2N a vertices and the indicator matrix I is
a 2N a × 2N a. As described in Algorithm 4, we examine
the 2N a vertices one by one. If a vertex i has not yet
been labelled, we label it as well as all other vertices with
I(i, j) = 1 with a new vertex ID. The result is a set of
unique vertices U = {U1, ..., UNu}. Knowing the set of unique
vertices, we can further verify an unique edge as the edge
connecting two distinct unique vertices. The set of unique
edges is E = {E1, ..., EN e}.
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Figure 9. Unique Vertices Identification Algorithm

IV. FLOOR MAP CONSTRUCTION/VISUALIZATION

With the set of vertices U and the set of unique edges E,
we create graph G = (E,U). The graph is described by an
adjacency matrix A. The draft floor map is an embedding of
G which is drawn according to the adjacency matrix.

The floor map construction algorithm aims to embed the
graph G on a plane in a way that is visually more intuitive to
a human observer. Three steps are involved: Depth First Block
Search (DFBS), path finding, and straight-line embedding.

A. Depth First Block Search

This step is based on Tarjan’s DFS block search algorithm
[10]. The purpose is to label each vertex with a DFS number
DFSN(v), create a spanning tree, and identify blocks and
fronds in the graph in order to enable path finding. DFS starts
from the vertex with the highest node degree, and iteratively
searches for unexplored descendants. Each new vertex is num-
bered by a DFS number according to the order in which it is
explored. DFS stops when all the edges are explored. As result,
the edges are separated into a set of arcs making up a spanning
tree T = v → w, where DFSN(v) < DFSN(w), and a
set of fronds F = E − T = v 99K w, where DFSN(v) >
DFSN(w). In addition, DFS assigns an important parameter
called the low point value to each vertex, and identifies the
”blocks”, which are the biconnected components of the graph.
For vertex v, its low point value is defined as LPV (v) =
min({DFSN(v)}∪{LPV (w)|v → w}∪{DFSN(w)|v 99K
w}) where initially all low point values are set to be the
corresponding DFS number: LPV (v) = DFSN(v). After the
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Figure 10. A sample of spanning tree

low point values are calculated, we look for all vertices such
that DFSN(v) 6 LPV (v). The edge leading to such a vertex
v is a bridge, which is an edge whose deletion would partition
the graph. The bridge and all edges whose connectivity to the
graph depends on this bridge are grouped into a sub-graph
called a block. All remaining edges are also grouped into a
block. An example of a spanning tree is shown in Fig. 10.
The numbers next to each node are the nodes DFS number
and low point value respectively. There are four blocks in the
example, and the largest block is the set of edges that exclude
edges (3, 6), (2, 4), (5, 11).

B. Path-Finding Algorithm

This algorithm searches for circle paths block-by-block,
starting from the largest block. Initially, all vertices and edges
in the block are marked as unexplored. We start from the
vertex with the smallest DFS number in the block, which
is the root vertex in the subgraph and mark it as explored.
In each iteration, we extend the path to a neighbor vertex
with unexplored edges. If the neighbor contains an unexplored
frond, the path is outputted as a circle path. We repeat until all
vertexes and edges in the block are explored. If there is only
one edge which is in T in the block, we also output the edge
as a path.

C. Planar Embedding Algorithm

This algorithm is based on a straight-line planar drawing
algorithm [11]. Two main constraints are considered: i) Each
edge must be a straight-line; ii) The angle between edges
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must have good angle resolution. The path-finding algorithm
produces a set of distinct circle paths. The direction of the
paths is ignored. We first draw the circle paths with four edges,
followed by those with three and then five or more edges.
Finally, the non-circle paths are drawn. The final result is a
draft floor map, which would enable us to visualize the logical
relationship of the vertices and edges on a plane.

V. EXPERIMENT AND RESULTS

The experiment took place at the lab area on the third
floor of our academic building. The actual floor map of the
area is shown in Fig. 2. The total survey area is 93 meters
by 21 meters. In the experiment, a student is equipped with
SAMSUNG GALAXY Tab 2 (7.0 version) and walks at a
relatively constant speed around the area. A total of 20 traces
are recorded with a total of 1468 measurements containing
RSS values from 267 APs.

Following the framework of IMMS (shown in Fig. 1), the
dimension of the measurement is reduced to 28. The traces
segmentation and locations recognition algorithm identifies
38 ALSs in total. Then, the unique vertices identification
algorithm produces 11 unique vertices and 13 unique edges.

Fig. 11 is the resulting draft floor map, and Table II shows
the relationship of unique edges and ALSs. The two numbers
next to the edge index are the number of times the edge appears
in different traces and the total number of measurements
corresponding to the edge. The black solid arrows are edges
that appear more frequently and they match the corridors in
the physical floor map quite well. The dash arrows are noise
vertices and edges, which do not match the physical floor
map. They apparently arise because of variability in the RSS
signals of the APs. In the future, we may need to conduct more
extensive experiments to determine how we may eliminate the
noise vertices and edges or how we may merge them with
those that match the physical map.
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Figure 11. The resulting graphical floor map

VI. CONCLUSION AND FUTURE WORK

In this paper, an automatic floor mapping system, IMMS,
for draft floor map construction was presented. IMMS uses
unlabeled crowd-sourced RSS measurements to construct the
floor map of a building. Unlike existing fingerprinting methods,
no elaborate manual off-line data collection process at fixed

TABLE II. ADJACENCY LIST OF UNIQUE VERTICES

Vertex Inx. Incident Edges ALS Inx.

Node U1

E1 1, 3, 22, 24
E4 21
E8 4
E7 6
E10 14

Node U2

E2 17
E14 10
E3 11, 18
E12 12

Node U3

E13 29
E9 2
E5 24

Node U5 E15 32
Node U8 E6 35
Node U9 E11 13

location is required. Accelerometers or other MEMS devices
for measuring heading directions and distances are also not
used. IMMS is an unsupervised system and is time efficient.
The frequently found ALSs can be correctly correlated to
corridor segments in the physical environment. Some noise
vertices and edges are produced because of variability in the
RSS signals. We need to conduct more extensive experiments
and to enhance our algorithms so that these noise vertices and
edges can be eliminated or merged with other ones.

The next step of our work is to construct a radio map on
top of the draft floor map. The radio map can then be used in
on-line localization and tracking application of individuals.
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Abstract—Due to the technological evolution, growth and various
new service demands requiring new solutions to support novel
usage scenarios, current Internet has been confronted with new
requirements in terms of network mobility, quality and scala-
bility, among others. New Future Internet approaches targeting
Information Centric Networking, such as the Entity Title Ar-
chitecture (ETArch), provide new services and optimizations for
these scenarios, using novel mechanisms leveraging the Software
Defined Networking (SDN) concept. However, the current ETArch
approach is equivalent to the best-effort capability of current
Internet, which limits achieving reliable communications. In this
work, we evolved ETArch with both quality-oriented mobility and
resilience functions following the super-dimensioning paradigm
to achieve advanced network resource allocation integrated with
OpenFlow. The resulting framework, called Support of Mo-
bile Sessions with High Transport Network Resource Demand
(SMART), allows the network to semantically define the quality
requirements of each session to drive network Quality of Service
control seeking to keep best Quality of Experience. The results
of the preliminary performance evaluation of SMART were
analyzed using Mininet, showing that it allowed the support
of mobile multimedia applications with high transport network
resource and quality demand over time, as well as efficiently
dealing with both mobility and resilience events.

Keywords–Future Internet; SDN; ICN; QoS and QoE.

I. INTRODUCTION

The Internet is constantly evolving, motivated by its nat-
ural growth and by the introduction of new services and
applications to fulfill emerging needs. New requirements are
being placed over its architecture, such as mobility, security
and scalable content distribution. To cope with this new
set of requirements, several enhancements are being defined,
increasing the complexity of the overall Internet architecture,
with many core components reaching their limit, and hindering
further evolutions [1]. In addition, the current Internet still
cannot address many of today’s and emerging requirements
adequately, such as efficient transmission of content-oriented
traffic and effective congestion control. As a result, clean-slate
attempts are being carried out as the next step towards an
efficient Future Internet approach.

Information Centric Networking (ICN) [2] is one of such
proposed approaches focusing on content access and delivery
beyond current host-to-host communications. Content has a

more central role in the network operations, motivated by the
need to meet data-intensive applications. This paradigm shift
leverages in-networking caching and replication, improving
efficiency, scalability and robustness.

However deploying ICN capable nodes into current net-
works would require the update or replacement of exist-
ing networking equipment and protocols. Software Defined
Networking (SDN) [3] emerges as a promising solution to
overcome this, since it could not only facilitate the deployment
of ICN functionalities in current networks without requiring
new clean-slate designs, but it could also improve and enhance
current and future Internet network management mechanisms.

The Entity Title Architecture (ETArch) [4] is an emerging
Future Internet clean-slate approach which shares the vision
of content-oriented paradigms, where entities request content
by subscribing to it, triggering the network to dynamically
configure itself in order to provide the users with the in-
tended content. The content is delivered trough a channel that
gathers multiple communication entities, called Workspace,
allowing communicating entities to express their require-
ments over time. Despite its innovative approach, ETArch
does not consider reliable communications provisioning in
its design, and omits important factors to determine the
connection, such as the quality requirements of demanding
applications and the level of quality of the network nodes.
Thus, ETArch lacks quality-oriented mechanisms for estab-
lishing workspaces, which means that network control func-
tions seriously restrict data dissemination over the best-effort
transport model of the current Internet. Moreover, ETArch
operates in a per-flow driven way, and it is well known that
such signaling approach overloads the system performance
with the increasing session-flow admissions, mainly in terms
of signaling and processing overheads [5]. As a result, the
entire system can reveal increasingly high latency (network
processing) and bandwidth use (exceeding signaling), which
may increase energy consumption levels while degrading users
perception.

This way, it is evident that ETArch is unable to accommo-
date bandwidth-intensive mobile session flows (e.g., real-time
multimedia) guaranteeing both Quality of Service (QoS) and
Quality of Experience (QoE) over time, in terms of setting
workspaces connections with limited delay, error and loss
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rates experience. This drawback seriously restricts the scope
of ETArch in Future Internet scenarios, especially when is
taken into account the fact that traffic forecasts predict that
80% of the total data flows will stream multimedia content by
2017 [6]. In view of this, the session setup control functions
of ETArch must take into consideration quality parameters
to guide quality-oriented sessions, specially real-time ones,
where losses above 5% generally lead to very poor effective
throughput [7]. This diversity of applications makes the current
ETArch approach of offering the same “best-effort” service to
all applications inadequate.

The limitations described above motivate our work in the
sense that there is a need to extend the control plane of legacy
ETArch with quality-oriented functions to improve the session
admission mechanism. First of all, it is required to define
the application session requirements that will semantically
describe the quality demands that must be fulfilled over time,
by defining the minimum quality requirements of each mobile
session flow (bitrate, tolerance to packet delay/loss/error, etc.).
We claim that adopting both QoS-connectivity over-estimated
provisioning capabilities and QoS-oriented mobility would
benefit ETArch system to establish personalized multiparty
sessions while improving the system scalability. For this rea-
son, this paper proposes a new network architecture, denoted
as Support of Mobile Sessions with High Transport Network
Resource Demand (SMART), which redesigns the legacy
ETArch with advanced QoS and mobility control functions to
accommodate bandwidth-intensive mobile sessions over truly
reliable and robust communication channels, while optimizing
the network control plane. The SMART approach will act as
a communication service provider with the following main
innovations: (i) clean-slate Future Internet network architecture
with new addressing methods, group-based connectivity, QoS-
oriented mobility and resilience controls; (ii) IEEE 802.21
compliant signaling approach to control device handover; (iii)
over-provisioning paradigm based automated, systematic and
dynamic network resource allocation integrated with Open-
Flow; (iv) OpenFlow extensions to provide QoS support.

The results of the preliminary performance evaluation
of SMART were analyzed using Mininet, demonstrating its
superior benefits with regard to the original configuration in
the network and user perspectives in terms of QoE and delay.

The remainder of the document is organized as follows:
Section II presents the background for this work, highlighting
not only the supporting technologies, but also other related
approaches. Section III presents the proposed framework,
evaluated in Section IV, where results of its implementation
are presented. Finally, Section V presents some concluding
remarks.

II. BACKGROUND

The Entity Title Architecture [4] is a clean-slate network
architecture, distinguished over other Future Internet initiatives
by its topology-independent naming, addressing and semanti-
cally driven designation scheme, that uniquely identifies each
entity, and by the definition of a channel that gathers multiple
communication entities, called Workspace. A key component
of this architecture is the Domain Title Service (DTS), which
deals with all network control-plane aspects. The DTS is

composed of Domain Title Service Agents (DTSAs), which
maintain information about entities registered in the domain
and the workspaces that they are subscribed to, aiming to
configure the network devices to implement the workspaces
and to allow data to reach every subscribed entity.

The operation of ETArch, on which the DTSA entity
centrally controls the behavior of the forwarding plane, ma-
terializes the SDN paradigm through OpenFlow. OpenFlow
[8] is an instantiation of SDN already available in a number
of commercial products and used in several Future Internet
research projects. It separates the data plane from the con-
trol plane of the network, allowing the OpenFlow Controller
to manage and control the underlying data plane, and to
configure the forwarding table of the switches, via a well-
known service-oriented API. This approach enables switches
to be (re)configured on the fly, enabling flexible and dynamic
network management [3].

The adoption of OpenFlow is mainly focused on core/wired
networks. However, the support of QoS in OpenFlow-enabled
networks is very limited, relaying on manual external tools
to manage queue configuration. Several recent attempts have
tried to overcome such limitation, such as QoSFlow [9], that
made possible for administrators to manage resources on the
controller level.

A. Related work

Regarding QoS, there is a continuing debate on how to
evolve the current Internet in order to efficiently accommodate
multimedia sessions. Currently, there is no QoS architecture
that is successful and globally implemented. Some researchers
argue that fundamental changes should be done to fully guar-
antee QoS, while others think slight changes are enough to
have soft guarantees which will provide the requested QoS
with high probability. Future Internet requires QoS control
approaches beyond current Internet standards, which mainly
leverage the per-flow approach to allocate network resources
(queues, bandwidth, data paths, etc.). Drawbacks associated
to per-flow approaches are well known [5], mainly in terms
of network performance (state, processing and signaling over-
heads), severely jeopardizing system scalability and increasing
energy consumption.

Our previous works [10] proposed dynamic super-
dimensioned provisioning network resource allocation tech-
niques, deploying a controlled oversizing strategy for both
bandwidth and data paths and allowing the admission of
several sessions without per-flow signaling exchanges and
decisions in the entire network systems. We strongly believe
that an optimized network control approach enabled by the
over-provisioning technique will allow the evolution of ETArch
towards a truly efficient and robust Future Internet network
system in comparison to what it is available in the literature.

Several works have explored QoS control and OpenFlow
integration in Future Internet architectures, as follows. B.
Sonkoly et al. [11] focus on enhancing OpenFlow switches
and OpenFlow testbeds with advanced QoS and virtualization
capabilities, in order to make them capable of running QoS
related experiments, but does not propose any specific QoS
control model. In the other hand, H. Egilmez et al. [12]
propose a per-flow driven approach, while our focus is to
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conceive QoS control mechanisms beyond IP and per-flow
regular approaches.

In [13], key research topics in the area of future Inter-
net architecture are investigated. The most relevant research
projects from United States, European Union, Japan, China,
and other countries are introduced and discussed, aiming to
draw an overall picture of the current research progress on
the Future Internet architecture. Among all of them, only the
Japanese proposal AKARI briefly mentions QoS in the design
principles of one of its sub-architectures. Not only clean-slate
proposals are not focusing on QoS (neither QoE), but most of
them are not even taking it under consideration.

The analysis of the related work justifies our work, since
none of the proposals taken into consideration fulfills the re-
quirements in providing a Future Internet clean-slate SDN sys-
tem supporting truly reliable and robust bandwidth-intensive
transport capacities.

III. SMART PROPOSAL

The SMART has as main objective to enhance ETArch with
new mechanisms supporting advanced network control capa-
bilities aiming to enable QoS-guaranteed mobile multimedia
applications over time. Quality requirements are semantically
defined for each session in order to guide SMART functional-
ities, supported by an extended OpenFlow approach to support
QoS control.

The SMART envisions enabling a new integrated Future
Internet clean-slate SDN system embedding new mechanisms
to support advanced routing, resource reservation, admission
control and priority queuing functionalities. In order to fulfill
the required end-to-end QoS, we designed a dynamic QoS
routing super-dimensioned provisioning centric strategy to pro-
vision automated, systematic and dynamic network resource
allocation for multimedia workspaces.

The innovating aspect of the advanced QoS control adopted
in SMART focuses on enabling the integrated use of admission
control and over-provisioning centric network resource allo-
cation to achieve a signaling constrained approach. SMART
bootstraps the system with oversized network resources,
namely surplus workspaces enforced with over-reservations
on all network interfaces, and stores such information in the
DTSA. As such information is available in advance, the DTSA
is enabled to take multiple session admission decisions without
any signaling events to enforce neither resource reservations
nor forwarding rules in the selected workspace. After the sys-
tem bootstrap (at the network boot up), SMART only generates
signaling events to adjust the over-reservation patterns, in order
to over-provision the system again, allowing multiple session
admissions with the least amount of signaling.

The SMART framework is presented in Figure 1, empha-
sizing the new QoS-Manager, which embeds the QoS control-
plane additions.

The DTSA acts as the OpenFlow controller of the network.
In what concerns its functions as OpenFlow controller, the
DTSA is responsible for storing information about the existing
entities (Entity Manager), workspaces (Workspace Manager)
and handover procedures (Mobility Manager), as well as for
performing routing related tasks, implementing the workspaces

into the switches. Moreover, these functions are interfaced by
a central module (NetConnector), allowing the integration of
procedures to optimize several aspects of the network. Lastly,
it features a Media Independent Handover Function (MIHF)
for exchanging IEEE 802.21 information with other nodes and
an OpenFlow Channel for communication with the OpenFlow
Switches. The IEEE 802.21 is the IEEE standard for Media
Independent Handover (MIH) [14]. Its main purpose is to
facilitate and optimize inter-technology handover processes by
providing a set of media-independent primitives for obtaining
link information and controlling link behavior in a heteroge-
neous way, thus creating an abstraction regarding the link layer.

The EDOBRA Switch consists of an IEEE 802.21-enabled
OpenFlow switch. Besides the standard OpenFlow switch
capabilities for executing data packet for- warding operations
and for storing information on how packets of each workspace
should be treated, the EDOBRA Switch is coupled with IEEE
802.21 mechanisms to control aspects of the link interface
regarding handover management, such as resource manage-
ment and/or events about the attachment and detachment of
nodes. Lastly, it is coupled with an MIHF for interacting with
the Mobile Node (MN) and the DTSA via IEEE 802.21 and
an OpenFlow Channel for communication via OpenFlow with
the DTSA. The OpenFlow Channel is also responsible for
encapsulating DTS messages into OpenFlow messages.

The Mobile Node represents the end-user equipment that
establishes connection with the endpoint switches. The MN
may be equipped with one or more access technologies, either
wired (e.g., Ethernet) or wireless (e.g., WLAN or 3G). The
MN deploys an MIHF, allowing higher-layer entities in the
device itself (Mobility Manager) or external network entities
(e.g., DTSA) to control the links and to retrieve information
in an abstract way. In this way, the MN is able to either
retrieve link conditions on the current connection or to provide
information about other networks in its range. In what concerns
DTS procedures (such as register, workspace creation and
attachment operations), the MN contains a DTS Enabler that
allows it to communicate with endpoint switches via DTS. In
addition, the DTS Enabler is also used by applications to send
their packets over DTS protocol.

The proposed new sub-components of the QoS-Manager
are described as follows:

Advanced Resource Allocator: The QoS Advanced Re-
source Allocator provides support to the QoS management by
controlling the usage of the network resources. It is responsible
for calculating the new over-reservation patterns, in case none
of the available workspaces can possibly satisfy the QoS
requirements of a new session; and for the enforcement of
the new over-reservation patterns over the workspace switches
through the Protocol Manager.

Admission Controller: The QoS Admission Controller
provides support to the network’s QoS management by regu-
lating the access to the network. It is responsible for querying
session requirements, candidate paths and their resource avail-
ability; and for taking the final decision, either accepting or
rejecting the establishment of the workspace. The minimum
quality requirements for each mobile session flow (bitrate,
tolerance to packet delay/loss/error, etc.) and the current con-
ditions of the candidates workspaces (available traffic classes,
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Figure 1: Proposed framework

packet delay/loss/error current rates, link technology, etc.) are
taken into account.

The Admission Controller denies a session when the de-
manded QoS parameters cannot be satisfied (i.e., there is no
feasible workspace to accommodate the session), and informs
the controller to take necessary actions.

Route Manager: This function is responsible for deter-
mining the availability and packet forwarding performance of
routers to aid the route calculation. It requires collecting the
up-to-date network state from the switches on a synchronous
or asynchronous basis. Several routing algorithms, such as
shortest path or a dynamic QoS-aware one, can run in parallel
to meet the performance requirements and the objectives of
different sessions. Network topology information is needed as
input along with the service reservations.

Protocol Manager: The QoS Protocol Manager handles
communication between the QoS-Manager and the extended
OpenFlow API. It is responsible for the setup of the over-
estimated reservation patterns across the network through the
extended OpenFlow API, for collecting the flow definitions
received from the QoS-Manager and for efficient flow man-
agement by aggregation.

SMART was designed under the principle of pushing com-
plexity to the network boundary (application hosts, leaf or first-
hop routers and edge routers). Since a network boundary has
a relatively small number of flows, it can perform operations
at a fine granularity, such as complex packet classification and
traffic conditioning. In contrast, a network core router may
have a larger number of flows, it should perform fast and
simple operations. The differentiation of network boundary and
core routers was accomplished through workspace aggregation,
and it is vital for the scalability of SMART.

A. System Setup

The System Setup is triggered by the DTSA as a con-
sequence of noticing that the underlying network topology

has changed. Therefore, DTSA agents unicast an OpenFlow
extended message to all OpenFlow enabled switches in the
network. On receiving the message, each switch initializes
the per-class over-estimated reservation patterns in a way
compatible with the underlying QoS approach (for instance,
configuring the packet scheduling priorities).

At this stage, the DTSA polls each switch of the net-
work. The current condition of each switch must be taken
into account (available traffic classes, packet delay/loss/error
current rates, link technology, ect). When the stats request
is responded, the DTSA stores all the information in local
state tables (unicast workspaces at this time). The generation
of multicast workspaces is still a part of the System Setup,
which is a fundamental support for the workspace selection.
To that, DTSA adopts a combinational algorithm that takes
unicast workpace registers to generate all possible combina-
tions between each ingress and all core/egress sequentially.

B. Session Setup

This process is triggered whenever the DTSA receives a
workspace attachment entity request.

It is necessary to decide the best-suited path in the core
network in order to maintain the established QoS parameters
of the multiparty content delivery (as described in Figure 2).
An efficient approach to quality-oriented mobility control must
always keep the mobile nodes best connected over time, and
guarantee that the whole activated mobile session flow meets
its quality requirements. The algorithm starts by searching in
the internal structures of the DTSA to determine whether there
is already a workspace that is being used for the specified flow
from the traffic source to the subscriber.

Figure 2: Session setup algorithm

If there is indeed a workspace able to acommodate the
QoS requirements of the new session-flow, it is only necessary
to join the user to the existing workspace, which requires no
significant signalization overhead (only end switches are noti-
fied), as opposed to the original ETArch architecture without
the SMART extensions, in which all switches forming the
workspace must be signalized.

Considering the case of non-existence of available
workspaces to accommodate the demanded session, a suitable
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workspace may be found by simply readjusting the current
over-reservation patterns. The workspace with a greater prob-
ability of acceptance is selected and the new over-reservation
configuration is calculated, as can be seen in (1).

Bov(i) =
Bu(i)

MRth(i)
(MRth(i)−Bu −Brq(i)) (1)

where Bov : Overreservation Bandwidth of CoS i;

Bu(i) : Bandwidth Used in CoS i;

Brq(i) : Bandwidth Required in CoS i;

MRth(i) : Maximum Reservation Threshold of CoS i

If the over-reservation patterns calculated by the DTSA
are not enough to ensure a suitable path, it is necessary to
make a readjustment of the maximum reservation thresholds
of all the classes. When none of the available paths are able to
accommodate the demanded session (not enough bandwidth
in the network) and there is no workspace candidate with
probability of acceptance, DTSA rejects the entity attachment
request.

IV. EVALUATION

In order to evaluate the feasibility of our framework,
we extended the ETArch implementation with the SMART
architecture according to the proposals in Section III.

A. Evaluation Scenario

The results of the preliminary performance evaluation of
SMART were analyzed by using Mininet [15]. As presented
in Figure 3, two different Mobile Nodes (MN) were connected
to a common OpenFlow Switch.
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Figure 3: Scenario environment description

The DTSA is connected to the OpenFlow devices using
two different connections: one for control and another for data.
The MN1, MN2 and the Video Server, on which the DTS
applications were run, are the remaining entities that complete
the evaluation scenario. The application in the video server is
sending a H.264 video stream over two workspaces, one of
them being a QoS-enabled workspace, with the MN1 and the
MN2 subscribed to each of them in order to receive the video
stream. The switches are connected in a triangular shape to
have path diversity. The video streaming server and the client
are connected to different switches, while the traffic loader
inserting cross-traffic into the network is connected to the
same switch that the server connects to. Each switch initiates
a secure connection to the controller using the OpenFlow
protocol (see dashed lines in Figure 3). The controller runs
our SMART implementation described in detail in Section III.

In this scenario, MN1 requests a QoS-enabled workspace to
receive content from the Video Server, while MN2 requests a
normal workspace with no special QoS requirements. Thus, the
video packets destined to MN1 are identified as being part of
a multimedia workspace by the SMART controller and routed
accordingly, while the stream (destined to MN2) is considered
as a data workspace which has no QoS support (i.e., best-
effort). Finally, in each test, long cross-traffic is sent from the
loader to the client continuously.

B. Performance Evaluation

In this section, we evaluate the performance of the pro-
posed framework, comparing it with a deployment of the
ETArch without QoS support. Throughout the tests, we used
a video sequence having 30 frames per second with the
resolution of 1280x720. We then encoded the sequence in
H.264 format using the ffmpeg encoder (v.1.2.4) to obtain a
stream at 1800 kbps (32.55dB).

We decoded the received videos using ffmpeg and measured
their qualities using Peak Signal-to-Noise Ratio (PSNR) and
Structural Similarity (SSIM) values with respect to the original
raw video. PSNR is the ratio between the maximum possible
power of a signal and the power of corrupting noise that affects
the fidelity of its representation. It is widely used to measure
the quality of reconstructed transmitted images/videos. The
SSIM index is a method for measuring the similarity between
two images. It is a full reference metric; in other words, the
measuring of image quality based on an initial uncompressed
or distortion-free image as reference. SSIM is designed to
improve on traditional methods like PSNR and Mean Squared
Error (MSE), which have proven to be inconsistent with
human eye perception. The results are given in Figure 4, which
are in terms of received video quality versus time.

Results show that the video with QoS support (SMART
enabled) is not affected from the cross traffic and approaches
full video quality, while the video without QoS support
(ETArch only) has a significant amount of quality loss. In
terms of PSNR (Figure 4(a)), the original ETArch frame-
work achieved 19.02±9.03 dB, while the SMART-enabled
version achieved 20.97±7.94 dB. SMART achieved opti-
mized bandwidth-guaranteed multimedia transport with a 10%
of PSNR improvement. In terms of SSIM (Figure 4(b)),
ETArch achieved 0.61±0.16, while SMART-optimized version
0.79±0.14. This implies an improvement of almost 30%.
These results were achieved because, during the bootstrapping
procedure, switches composing candidate workspaces were
initialized with per-class over-reservation patterns. Besides, the
video packets destined to MN1 are identified as being part of
a multimedia workspace by the SMART controller and routed
accordingly, while the stream (destined to MN2) is considered
as a data workspace which has no QoS support (i.e., best-
effort).

Figure 5 shows random frames picked for both streams.
Figure 5(a) corresponds to the traffic subscribed by MN2
(without QoS support), while Figure 5(b) corresponds to the
SMART enabled transmission.

C. Forwarding Table Size Analysis

In this section, we study the footprint of the proposed
framework, comparing it with a deployment of the ETArch
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without QoS support. As explained in Section III, SMART
was designed under the principle of pushing complexity to
the network boundary. Besides, the larger the size of the
forwarding table, the worse the performance achieved. Studies
show the performance degradation with the increasing number
of flows [16].

The results obtained are presented in Table I, showing the
number of entries for each protocol generated in the forwarding
table for different scenarios. We use real-world scenarios, from
different campus networks around the world. According to the
2011 report [17], the architecture of the campus network of the
University of Texas consisted of 14 cores and 2 border routers,
supporting up to 20.000 simultaneous connections. In 2013, the
campus network architecture grew up to 16 cores and 2 border
routers. Over 40,000 simultaneous connections spending 36
million hours combined on the system were monitored in
spring of 2013. Let’s also imagine a congestion scenario with
twice as many simultaneous connections (80.000).

Results from Table I show a very significant optimization
in the forwarding table size of core routers. However, the
number of entries in the forwarding table of SMART signaling
scheme does not depend on the number of entities attachments
requirements, unlike the original ETArch signaling scheme.
Therefore, the relative percentage of the forwarding tables size
comparison could be even lower in more saturated scenarios.
In what concerns the DTS protocol, no control signaling was
required on core switches during the session setup procedure

TABLE I: FORWARDING TABLE SIZES AT CORE
ROUTERS

ETArch with SMART ETArch only

University of Texas (2011 report) 952 20.000

University of Texas (2013 report) 1.330 40.000

University of Texas (congested
scenario)

1.330 80.000

since over-estimated reservations patterns were already initial-
ized during the bootstrapping procedure.

V. CONCLUSION

We have presented a QoS-enabled framework that aims to
support mobile multimedia applications with guaranteed QoS
and QoE on top of ETArch, a clean-slate SDN-based ICN ap-
proach. It allows the dynamic and preemptive reconfiguration
of the network resources using over-estimated reservation pat-
terns to achieve optimized bandwidth-guaranteed multimedia
transport. Results showed that our framework allows mobile
multimedia applications with guaranteed QoS maintained over
time, optimizing traffic control and diminishing overhead and
forwarding table sizes at core network switches. Moreover, us-
ing our framework, applications become semantically capable
of defining the quality requirements of each session.

The work presented in this article showcased the integration
and growth capabilities of multiple technologies, exposing
them to novel scenarios, contribution to the evolution of SDN,
ICN, mobility and QoS management procedures operating as
a suitable Future Internet framework embodiment.
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Abstract—The approaches used to model communication proto-
cols suffered several changes in past years. Some of the modeling
languages are not used anymore because of their complexity,
others because of their inherent limitations that were pointed out
over time. Even today an approach that can represent a protocol
in many abstraction levels is welcome. The objective of this article
is to introduce an approach to model a communication protocol
using the Unified Modeling Language (UML). The purpose is to
create models that are able to represent an Internet architecture
in many abstractions levels and different concerns, including
structural level and services definitions. Besides, we propose an
evaluation of the generated model, showing main advantages,
such as representing architectural modeling, and limitations, such
as representing time, non-functional constraints and physical
resources when modeling communication protocols using UML.

Keywords-UML; protocols; architectural modeling

I. INTRODUCTION

The design and development of a real-time communication
protocols must ensure security, reliability and response time
capability. In other words, the protocol must not reach unsafe
or not allowed states, must forecast all possible states and must
comply with time constraints. With the purpose of getting
a high abstraction level of states and message exchanging
between them, and also to allow the validation of the required
properties, different modeling languages were considered for
modeling real-time protocols in past years, i.e., State Machines
[1][2], Petri Nets [3], and LOTOS [4].

The mentioned languages have the same modeling purpose,
they are all focused on modeling behaviour, but with little
focus on the structural and architectural elements, i.e., the
Petri Nets language is fully visual; however it does not have
natively ways of modeling time constraints and architectural
representations. Then, in order to solve issues such as time
constraints, customizations of the language as Time Petri Nets
and Coloured Petri Nets [5] were created. Another modeling

language, the Language of Temporal Ordering Specification
(LOTOS), is tightly algebraic and has a specification with
complex symbology, which may be one of the causes why
the language is not adopted as default language for protocol
modeling [6].

The International Organization for Standardization(ISO)/
Open Systems Interconnection (OSI) reference model for com-
munication has several problems [7][8]. These issues are at the
network layer, mainly related to the Transmission Control Pro-
tocol (TCP)/ Internet Protocol (IP) model. This model basically
consists of five layers: application, transport, network, link and
physical. Each layer is responsible for ensuring a portion of the
service, and does not guarantee that it is sent to the backsheet
to solve this. Much of the services are made in the application
layer, but some could be made in layers over the network core,
such as the transportation and network layers [9]. This paper
presents the modeling of a Future Internet protocol architecture
using the UML modeling language, as well as standards and
an approach to model elements and behaviours in different
abstraction levels.

The reminder of the paper is as follows. In Section 2,
an overview of related works about protocol modeling is
described. In Section 3, the architecture and the services of
the proposed Etarch protocol are presented. In Section 4, the
modeling of services provided by the protocol is described
using the UML modeling language. In Section 5, the modeling
is evaluated and the advantages and limitation are discussed.

II. RELATED WORKS

Finite State Machine (FSM) consists of a mathematical
model of computing. The FSM have an alphabet of input and
output, states, and transitions that connect states. With a finite
number of states, its main feature is determinism. Modeling
communication protocols using State Machines consists of
dividing the system into communicating components, in which
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each component is a State Machine. One advantage of this
approach is the possibility of automatic validation of the
model. The main limitations are the low abstraction level
and the problem of the high number of created states to
represent operations between components. Wu and Loui [10]
presented the idea of modeling asynchronous protocols for
communication across unreliable channels using finite-state
machines communicating via an unreliable shared memory.
It is shown that there are robust protocols for deletion and
insertion errors. The state machine and intermediate variables
were applied to solve the problem of difficulty of regulate
the input variables and complex properties that can not be
described in temporal logic and verify the related properties of
the data flow control module, overcoming the incompleteness
of the traditional methods [11].

Another modeling language that has been applied to model
protocols is the Timed Automata [12], which consists in an
approach of State Machine to treat time and clock modeling.
The UPPAAL environment allows modeling and validation of
Timed Automata models [13][14]. One of main properties of
Timed Automata is that, although the set of configurations is in
general infinite, checking reachability properties is decidable.
However, an animation of Timed Automata cannot be deter-
mined, and inclusion checking is undecidable [12], except for
deterministic timed automata. This basically forbids the use of
timed automata as a specification language [15].

Since its introduction in 1962, but mostly after 1985,
Petri Nets, a graphical and mathematical language, has been
widely used to model communication protocols [16]. The
language provides interesting modeling possibilities for real-
time communication protocols, such as directly supporting
modeling of concurrency, resource sharing and asynchronous
events. The absence of compositionality is the main criticism
raised in models created using Petri Nets [17][18]. Therefore,
the level of abstraction is relatively low when comparing
with UML. In addition, ordinary Petri Nets are not able to
model temporal constraints [19]. In order to deal with the
time modeling limitation, time extensions were proposed to
the basic Petri net theory. The modular modeling of real-time
communication protocol can be made using Time Petri Nets
[20]. Another example is the Time Petri Nets model with
Register (TPNR), which allows modeling of communication
time delay [19]. However, this approach has a limited time
structure such as the representation of composition time.

LOTOS allows the creation of many ways of transformation
and validation of communication protocols. There are some
examples of services of protocols implemented in LOTOS
[21][22]. All approaches of LOTOS share the same problem,
namely, the complexity of models. Besides, as the model is
created in the early phases of a project, this property may
difficult the construction of a complete model [23].

The UML [24] is currently widely applied in the software
industry [25]. There are several approaches that use UML
models as base for protocols [26][27][28]. Furthermore, UML
is an extensible language, which makes it possible to create
stereotypes and data types using the language metamodel. The
mechanisms of extensibility allow to customize and extend
UML resources, adding new building blocks, properties and
specifying a new semantic, turning the UML adequate to
specific domains. The Logical Link Control and Adaptation

Layer Protocol (L2CAP) for wireless channel with bluetooth
technology was modelled using UML, more specifically using
the Sequence and State diagrams [27].

As was previously described, many modeling languages
were applied to model communication protocols, and each
one with specific characteristics. There are languages with
focus on definitions of algebraic expressions and others on
behavior and states. Therefore, in order to model a real-time
communication protocol, it is necessary to use a modeling
language that is capable of representing a lower abstraction
level of modeling, including algebraic expressions, a model
structure, robust time transformation and an abstract model.
However, from the user point of view, it is also necessary to
use a modeling language that is capable of modeling higher
levels of abstraction, which makes more sense to the end user.
Most commonly used modeling languages for communicating
protocols lacks these characteristics.

III. ETARCH ARCHITECTURE

The Entity Title Architecture [29] (ETArch) is a clean state
network architecture, where naming and addressing schemes
are based on a topology-independent designation that uniquely
identifies an entity, called Title, and on the definition of a
channel that gathers multiple communication entities, called
Workspace. A key component of this architecture is the Do-
main Title Service (DTS), which deals with all control aspects
of the network. The DTS is composed by Domain Title Service
Agents (DTSAs), which maintain information about entities
registered in the domain and the workspaces that they are
subscribed to, aiming to configure the network devices to
implement the workspaces and to allow data to reach every
subscribed entity.

Through ETArch, communications are handled by the
Workspace. Therefore, ETArch inherently allows the integrated
support of multicast and mobility within the Workspace that
can be viewed as a logical bus interconnecting multiple entity
instances (e.g., a service, a sensor, a smartphone, a host, or
even a process). Its behavior is inspired by the multicast tech-
nology, where data is sent once by a source to the workspace,
and all associated entities will receive.

The operation of ETArch, on which a centralized entity is
responsible for the behavior of the forwarding plane, meets
Software-Defined Networking (SDN) concepts [30], imple-
mented in ETArch by the OpenFlow. OpenFlow [31] is an
instantiation of SDN already available in a number of commer-
cial products and used in several research projects. It separates
the data plane from the control plane of the network, allowing
a separate entity (i.e., the OpenFlow Controller) to manage and
control the underlying data plane, configuring the forwarding
table of the switches, via a well-known service-oriented API.
This enables switches to be (re)configured on the fly, enabling
flexible and dynamic network management [32] and allowing
to bring life to the workspace driven communication concept.

Considering the ETArch networking model, the network
itself is composed by several DTSAs that are configured in
the model tree. When a workspace is requested by an entity
that does not have DTS and workspace, it prompts the DTS
higher-level information from that workspace, and the DTS
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asks the next level and so on, in a structure similar to the
Domain Name System (DNS) used nowadays [33].

In order to support its concepts, ETArch defines protocols
in the data and control plane. In the control plane, the signaling
approach provides the services related with the life cycle of
entities and workspaces, such as to register an entity at the
Domain Title Service (DTS) or to create a workspace, attach
and detach entities to a given workspace.

The Entity Title Control Protocol (ETCP) is responsible
for the communication between an entity and the Domain
Title Service Agent (DTSA), while the DTS Control Proto-
col (DTSCP) is responsible for the communication between
DTSAs inside the DTS.

A. Main ETCP primitives

• ENTITY REGISTER: Registers an entity at the DTS.
To be registered an entity must present its title, capa-
bilities and communication requirements. To commu-
nicate the entity must first register itself.

• WORKSPACE CREATE: Creates a workspace locally
at the DTSA. If the workspace has a public access
after the successful creation, DTSA will advertise the
workspace by inserting an entry at the Workspace
Database.

• WORKSPACE ATTACH: Attaches an entity to a
workspace. To accomplish the attachment process,
the DTSA will obtain all network elements and
will configure them to extend that workspace. If
the DTSA does have the information about the
workspace, using the DTSCP protocol, it will send
a WORKSPACE LOOKUP primitive.

• ENTITY UNREGISTER: Removes an entity from the
DTS.

• WORKSPACE DETACH: Removes an entity from an
existing workspace.

• WORKSPACE DELETE: Deletes a workspace and
performs all clean up necessary at the NE of the
current DTSA.

B. Main DTSCP primitives

• WORKSPACE LOOKUP: Sent by a DTSA to its
resolvers, i.e., the other DTSAs

• WORKSPACE ADVERTISE: Inserts, deletes, or up-
dates the Workspace Database, by indicating that a
DTSA is part of the DTSA set of a specific workspace.
The Operation receives the level indicating the vis-
ibility of that workspace. The DTSA stored at the
Workspace Database must be of the same level or can
be a Master DTSA of the level right below.

• DTS MESSAGE: Enables communication between
different DTSAs inside the DTS. If the DTSA source
knows the path to the DTSA destination, this path
will be contained in the message header. Otherwise,
the message will be forwarded to the resolvers, until
one of them knows how to compute the path to the
destination DTSA. If the Master DTSA of the Root

Level cannot compute the path to destination, the
message will fail.

IV. CASE STUDY

The modeling of the Etarch architecture protocol using
UML aims to present the structure of the elements, behaviours
and time constraints in a high abstraction level. For this, in this
paper, the Class, Sequence and Composite Structure diagrams
are presented.

The Class Diagram is responsible to define a classifier.
Within this diagram, it is possible to define attributes, methods,
visibility and relationship between one and many classifiers.
The Class diagram is important in protocol modelling to define
the used types, the data structures and the defined elements,
and how they relate to each other. This is also useful for
modeling the behavior of the protocol.

Figure 1. Class Diagram - Main Elements

Fig. 1 presents some of the most important classes. The
DTSA and Storage classes show the representation of attributes
and the other classes in the diagram are a simple sample
of elements definition. The Millisecond definition is used to
define constraint unit. The elements shown in Fig. 1 are just
a sample of some elements defined during modeling. This
definition aims to show the level of abstraction represented by
the class diagram, which is the representation of attributes and
message definition, not focusing on the internal structure of
the element, which would be modeled using the state-machine
diagram.

The Composite Structure diagram allows to define a de-
tailed view of a classifier structure, the relationship between
attributes, input and output interfaces and data flow. In the
Etarch architecture, the DTSA is one of the most relevant el-
ements. Therefore, this structure is defined using a Composite
Structure diagram. As an entity can be any device, and this
behaviour is not relevant to architecture behaviour, then this
internal structure will not be modelled.

For the best visualization, the DTSA definition is divided
into three pictures, and then the DTSA is divided into two
modules, the Resource Adapters that consist of flow control,
which are defined as the bases communication protocol. The
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Building Block is a composite element responsible of the
service control and data storage of protocol data.

Figure 2. Composite Strucuture Diagram - Resource Adaptors

In Fig. 2, we introduce the structure of the element that
represents protocols which standardizes protocol messages
of Etarch. In the architecture, this protocol will be used to
send messages until a responsible element that will treat and
transform the message into architecture ETCP or DTSCP
protocol’s messages. In this case, the responsible element is
called NE Connector.

In Etarch, two protocols are used to standardize the com-
munication: OpenFlow [34] and Media Independent Handover
(MIH) [35]. Requests originating from Ethernet will use Open-
Flow protocol and requests originating from Wireless will use
the MIH standard.

As there is no difference in input and output flow modeling,
a distinction has been made in modeling the data flow in the
elements. The implementation of elements must represent the
concept shown in the modeled structure. As the element shown
in Fig. 2 is responsible to intermediate messages in request
and response, all input services requests to the DTSA must go
through this module.

Figure 3. Composite Strucuture Diagram - Building Blocks

The module Building Blocks is depicted in Fig. 3. There
are four internal elements in this module. The Workspace
Manager that is accountable for all workspace related oper-
ations, as creation, attachment, detachment and deletion. The
Entity Manager that treats entity requirements, as register and
unregister. The Mobility Manager is responsible for mobility
operations, as handover among others. The Storage is a generic
structure to represent a database, and all the other structures
of the same module to finish operation needs to modify the
database.

Figure 4. Composite Strucuture Diagram - DTSA Structure

Fig. 4 represents the relationship in high abstraction level
between models presented in Figs. 2 and 3. The request from
an Entity must follow what is defined in the DTSA structure.
In each module, there are range of behaviours. The most
representative behaviours in this paper are Entity Register,
Workspace Create, Workspace Attach and Workspace Lookup.

The definition of relevant service behaviour is performed
using Sequence Diagrams. The visualization of parameters
added in the message hampers visualization when the model is
exported to image. Therefore, the name of parameters is added
in the name of message.

Figure 5. Sequence Diagram -Entity Register

Fig. 5 shows the Sequence Diagram of the entity register
service in DTSA. In this diagram, the communication channel
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is abstracted in such a way that when a call goes to the
device DTSA it passes through the flow structure described
in the Resource Adaptors. The UML used resources are Time
Constraint and Combined Fragment of the “alt” type. The
predicates among guards mean the result of called operation.

Figure 6. Sequence Diagram - Workspace Create

Fig. 6 represents the flow of workspace creation. In order
to execute this operation, Resource Adaptors elements as
Building Blocks elements are used. When a workspace is
created, its basic information will be saved in storage.

Fig. 7 and Fig. 8 are related. The Workspace Lookup is
a sub-process of Workspace Attach. The reference of this
diagram is not presented in the figures to improve presentation,
but the reference is already in a tool level. In this operation,
the time constraints of Workspace Lookup must be taken into
account in Workspace Attach. Workspace Lookup has two time
constraints, in the search for the next DTSA level the time
constraint is essential to the search operation ends.

By proposing an approach of communication protocols
modeling, it is important to analyse related works, in particular
such one based on state machine. Changes in the modeling
language could be tracked by using a mapping function to
translate it into a state machine diagram.

This paper presents the first step of a work that aims
to create a formalizable scope of UML, UML profiles and
enabling enhance the modeling of communication protocols,
i.e., it aims to define a set of elements that we can apply trans-
formation rules to a validatable method, or even create such
a method. Certainly, it will be necessary to use resources of
models transformation between different modeling languages.
The Sequence Diagrams, despite of being a little explored
approach in this context, are visually more representatives
than others modeling techniques. For a formal validation of

Figure 7. Sequence Diagram - Workspace Attach

Sequence Diagrams, we envisage the use of approaches such
as transformation into Petri Nets [36].

Still in the perspective of model transformation, the ap-
proach of behavior modeling of communication protocols
through Sequence Diagrams services can use synchronization
techniques between Sequence Diagrams and other diagrams
[37][38].

The modeling of ETArch Protocol, by UML language,
follows two ways, being the first one structural modeling,
by involving the use of Class and Composite Structure di-
agrams. The second, through the Sequence diagrams, thus,
the necessary elements are: lifeLines, synchronous and asyn-
chronous messages, combined fragments (alt and loop), time
and duration observation. Through these elements there are two
approaches for transforming models in Petri Nets, in [36] is
possible to transform messages, lifelines and combined frag-
ments, however, an approach for modeling observation time
and duration is not displayed. Ribeiro and Fern [39] introduced
and explained an approach that supports the transformation
selected elements in Coloured Petri Nets.

V. CONCLUSION

This work has shown the modeling of a DTSCP and ETCP
communication protocols using the UML language. The UML
language has many resources to model components structure,
which helps describing the high level of an architectural view.
However, the language does not provide a formal definition to
communication channel. Therefore, behaviour modeling can
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Figure 8. Sequence Diagram - Workspace Lookup

not represent bandwidth constraints, such as limitation can
change the behaviour of time constraints.

The time constraints of UML allow the definition of
different types for minimum and maximum time, however, it
does not allow the creation of relationship between units of
measure. The use of combined fragments is limited in static
values in predicates.

A limitation of the UML language to define communication
protocols is related to definitions of scenarios, because to do
this it is necessary to deal with more than one flow definition.
In one hand, this possibility is an advantage, but on the other
hand its possible definition of data flow is not coincident. For
example, in the definition of the Composite Structure Diagram,
the data flow is from attribute A to B, and in the Sequence
Diagram it is possible to define a message from B to A,
injuring the previous definition.

Many ideas can be explored for future work. According to
the resources used in this work, it is possible to think about
automatic transformation of sequence diagrams to Petri Nets
[39] [36] with the purpose of providing formal verification of
models. In [36], the great advantage is the use of transfor-
mation to a simple Petri Net. However, this transformation is
not enough to present the architectural structure defined in the
element that is performing the actions. It is necessary a method
to transform and attach all related diagrams, and to do this we

must define a data flow validation. Therefore, it is possible
to model the Etarch protocol services using UML language
and the model is able to represent behaviour, time constraints
and an abstract architecture of involved elements. The main
disadvantage is that it is not possible to validate the complete
model, taking into account all structures.
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Abstract—Internet was designed in a totally different context
than the one existing today. New applications have brought
a new set of requirements which were not properly resolved
due to architectural limitations. Therefore, the Internet archi-
tecture must be reviewed in a clean slate approach. In this
context, Entity Title Model represents a revolutionary way to
semantically understand the entities, observing their needs and
capabilities in order to better serve them, through a new flexible
architecture with several innovations, especially in addressing
and routing aspects. This paper presents a protocol capable
of providing efficient multicast at the network layer, based on
ETArch over OpenFlow. Multicast is an important requirement
for applications involving the transmission of multimedia content,
real-time communication and data-sharing services. We describe
some experiments and present a comparison between a video
application, first implemented using TCP/IP with unicast and
multicast services, and then using ETArch focusing on multicast
traffic aggregation. The results showed that the bandwidth
consumption using our architecture remains constant just as
the traditional one; however, our approach uses slightly less
bandwidth, provides better strategies for the control plane,
improves the group addressability, and facilitates its deployment
based on the broad support to Openflow by leading equipment
suppliers.

Keywords—telecommunications networks; Internet; multicast;
future Internet; clean slate; entity title model.

I. INTRODUCTION

The main concepts of Internet were designed in the sixties
[1], and its core protocols were created in the early seventies
[2]. If, on one hand, the stability of these protocols led to
the the popularity of the Internet, on the other hand, they
now refrains its modernization [3]. After four decades and
a huge success, much of the initial design of the Internet
is still in place. However, applications vastly different from
those that initially used the network are now being deployed,
bringing a new set of requirements, such as multicast, which
current Internet is not able to satisfy in a proper way due to
its limitations [4].

Multicast is the ability to deliver data to a group of target
entities simultaneously in a single transmission. This aspect
is closely linked to how addressing occurs and what routing
algorithms are used to reach the entities over the network.
The main problem of Internet Protocol (IP) addressing is in
its ambiguous addressing, which represents both location and
identification [5]. This limitation prevents the addressing of a
multicast group natively, because there is no unique physical

location for a multicast group, and so, the IP address could
not be used to locate the members. IP Multicast [6] skirted
this problem by using specific reserved address blocks and an
implementation of data replication in routers, which became
responsible for maintaining the multicast groups. Given the
complexity and limitations of this approach, the IP multicast
is still not widely used today, even after twenty years of its
conception [7].

Researchers from all over the world are engaged in the de-
sign of a new Internet from scratch. The clean slate approach
frees the research from the legacy and fosters innovations
[8]. One approach that has taken power in recent years
is the Software-Defined Networking (SDN), designed in a
partnership between UC Berkeley and Stanford University.
The Software Defined Networks represents a milestone for
advanced researches on new architectures of computer net-
works. The decoupling between control plane and data plane
in network devices contributed with the arising of numerous
research projects that collaborated to get the SDN level of
maturity as it is today.

Entity Title Architecture (ETArch) presents a vision of how
entities are enabled to semantically specify their requirements
and capabilities, in order to establish a communication be-
tween two or more entities, using a naming scheme based
titles, which are topology independent and unambiguously
designations, and new approaches for addressing and routing
aspects [9]. In this work, the ETArch implementation was
based on Openflow [10], and focuses on multicast capability,
but is not limited to this approach or to this requirement.

The remainder of this paper is organized as follows: Section
II describes the related work; Section III presents the Entity
Title Architecture; Section IV details the implementation;
Section V describes the experiment; Section VI discusses the
results obtained and Section VII presents some concluding
remarks and potential future works.

II. RELATED WORK

SDN [11][12] represents an extraordinary opportunity to
rethink computer networks. It consists of an abstraction that
separates the software that controls the network elements from
the forwarding plane, providing an open and well-defined
interface to control and modify the behavior of network at
runtime.
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The Future Internet subject is benefited by the range of
possibilities offered by the SDN in various applications. In
[13], for example, the Border Gateway Protocol (BGP) gets
an important reinforcement from a Routing Control Platform
(RCP) system-based, also controlled by SDN. Alternatives to
support different applications requirements, such as delivery
guarantee, appears in contrast to traditional TCP/IP, as pre-
sented by Dias et al. [14].

In the state of the art of the SDN, there is an increase in the
number of network elements that support OpenFlow; however,
although SDN has brought to light the possibility of inferring
in the network programming behavior, this is not an easy
task. The researchers are engaged in creating software able to
abstracting the various features controlled by the network, such
as Foster et al. [15] and Kim and Feamster [16], which offer
important contributions for the advancement of researches in
this area.

In the EU (European Union), about a hundred different
projects are funded under the Seventh Framework Programme
(FP7), and some of which are directly related to the Future In-
ternet as 4WARD, CHANGE, MEDIEVAL, PURSUIT, SAIL,
SENSEI, TRILOGY and UNIVERSELF [17]. These projects
work with different aspects of future networks, and many of
them present clean slate approaches.

The 4WARD Netinf [18] presents an information-centric
networking paradigm, based on a distributed system over
the network, which controls the communication and provides
useful services, such as caching, storage and transporting. It
uses a naming scheme independent of the network, called Iden-
tifier, which is related to Title presented at this work. These
identifiers are used to register and resolve Information Objects,
which are primitives exchanged during communication.

In the United States, the Future Internet Architectures (FIA)
[20], which represents a consolidation of the previous program
contains four projects that currently are dealing with aspects of
the network, such as content-centric networks, mobility, cloud
computing and security. The MobilityFirst [21] network ar-
chitecture focuses on mobility and propose new protocol stack
that considers a new naming scheme based on Globally Unique
Identifier (GUID) that can provide mobility and multicast. The
Title is related with the GUID, but the concept of workspace
provides a out-of-band control for packet delivery, while in
MobilitFirst the control happens in-band.

The IP Multicast, proposed by Deering [6], presents limi-
tations both in technical and business aspects [22], such as:
limited number of multicast addresses, inability of managing
groups dynamically, security constraints, complex architecture,
and difficulties in deployment and management.

In IPv6, the concept of broadcast addresses was replaced
by the multicast addresses [23]. Furthermore, the network
interfaces became able to join different multicast groups.
This architecture provides dynamic IP address allocation [24],
which can be defined in different scopes [25].

The multicast based on IPv6 presents challenges regard-
ing security [26], with vulnerabilities that can be exploited
by attacks. Moreover, scenarios with mobility requirements,

where users share frequencies with limited bandwidth, present
a number of challenges [27], fueled by the combination of
these two requirements.

Due to these limitations, the deployment of IP Multicast
occurs slowly [28], which promoted the adoption of the Appli-
cation Layer Multicast (ALM) [29], also known as End System
Multicast (ESM), in which most of the issues of multicast
over IP are addressed at the application layer, facilitating its
adoption by not implying changes in the network architecture.

The ability to easily deploying the ALM protocol is a great
advantage compared to IP Multicast, which in other hand
provides a better optimization of communication bandwidth,
partially wasted in ALM due to its multicast strategy, which
is based on packet replication over the distribution trees
[29]. Moreover, even using ALM, issues such as mobility
presents several challenges due to limitations imposed by the
architecture.

In this scenario, with different designs, the Entity Title
Architecture is an additional proposal that may contribute
to this area of research. The outlook presented supports the
main ideas about this work, which are: a new protocol stack
for the Internet replacing TCP/IP stack, a new naming and
addressing scheme, an experimental approach using SDN, an
implementation of real multicast, and a vision for collaboration
between research community.

III. ENTITY TITLE ARCHITECTURE

ETArch is a clean slate approach for the Future Internet,
which proposes: a separation of responsibilities between the
data and control planes, a semantic proximity of the layers,
and a new strategy to addressing and routing. It works as
an intermediary layer, as shown in Figure 1. To properly
understand how this architecture works, it is first necessary
to understand a few concepts:

Figure 1. ETArch Stack.

• Entity: is a thing with communication requirements which
can be semantically understood from top to bottom layers.
Some examples: a content, a service, a sensor device,
pad or smart phone, a user, an application, a system, a
process. The entity has some titles, requirements and a
variable location over time.
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• Title: is a designation to ensure an unambiguous iden-
tification of an entity. One title designates only one
entity, but one entity may have more than one title. The
title plays a key role in order to provide the horizontal
addressing entities.

• Requirements: are needs defined in the establishment of
the logical link (workspace), which represent also the
capabilities that entities must support to make part of a
communication.

• Capabilities: are features supported by entities in order to
meet the communication needs for a particular purpose.

• Horizontal Addressing: is an addressing scheme indepen-
dent of the physical location of network entities, without
the need for bandwidth reservation, network segmentation
or specific physical connections.

• Domain Title Service (DTS): consists of a distributed
system over the network [30], responsible for the mainte-
nance of entity and provisioning of logical links required
for communication. It is also able to understand their
capabilities and needs, and for providing of features to
treat them properly. Comprising Domain Title Service
Agents (DTSA), it plays an important role in key aspects
of the network, such as names and addresses, and have
the ability to share the connection between the com-
municating entities. Throughout the network, DTSA are
distributed in that domain being deployed at servers and
network elements (switches, routers, and so on).

• Workspace: is a logical bus that has a title and contains
network elements required to support the communication
of the entities. The workspace is created by an entity that
wants to communicate with a specific purpose. During
its inception, the entity informs the set of requirements
that must be supported by all entities who want to be
part of the workspace. A new entity can be associated
with an existing workspace and, if so, the logical bus can
be extended to handle your communication. Likewise,
an entity can move through the DTS being able to
maintain it communicating. The main concept introduced
by workspace is that the destination address is its title.
Another important concept is that primitive, for example
a stream, is sent once by the source and can be received
by all the entities sharing it.

• DL-Ontology: is a logical link layer, able to semantically
interpret and meet the requirements of the upper layers,
using the infrastructure of the network optimally. It is
the realization of logical link concept, being responsi-
ble for delivering data to the entities that compose the
workspace.

• Net-Ontology: is responsible to semantically interpret
the needs of the entities, and implement them through
the DL-Ontology layer. It is a mechanism for semantic
reasoning and features modularization, which links re-
quirements and capabilities, establishing communication
according to entities needs.

• Entity Title Control Protocol (ETCP): is a protocol that
defines the communication between entities and DTS. It

provides maintenance services of the entity and manage-
ment of workspaces services. Example: entity-register,
workspace-attach.

• Domain Title Service Control Protocol (DTSCP): is a pro-
tocol that defines the communication between DTSA’s.
Provides workspace search and register inter-DTSA
services. Example: workspace-register and workspace-
lookup.

One the main points of ETArch is the horizontal addressing,
which solves the problem of ambiguity between identification
and localization of the current architecture. In this approach,
the identification of the entity is defined by its titles, and
its localization is controlled by the DTS Agent immediately
superior. When an entity wants to communicate, it creates
a workspace by sending an ETCP message to DTSA. This
workspace has a set of requirements which must match with
the capabilities of the entities that wants to communicate. All
the data transmitted over the network is delivered by the DL-
Ontology, which is the main protocol of this architecture. It
may be necessary to perform some additional processing by
the network elements and hosts during the interpretation of the
Net-Ontology, which defines the communication requirements.
All communication is orchestrated by DTS, which is a dis-
tributed system materialized by their agents that communicate
via DTSCP protocol.

IV. IMPLEMENTATION

This section aims to present an implementation scenario
as a proof of concepts, regarding workspace concept applied
to achieve the goal of multicast aggregation. We are mainly
interested in observing the behavior of the network in the
face of features like multicast, provided naturally by the
architecture.

In order to overcome the existing limitations in the
TCP/UDP/IP, including underlying protocols such as Ethernet
and others, we developed a network interface which provides
for the entities in a distributed environment free from legacy
Internet protocols.

ETArch proposes a division between data and control
planes, as well as OpenFlow, and its main components are: the
DL-Ontology and Net-Ontology layers (in the data plane), and
the DTS with its agents (in the control plane). The following
sections describe how these components were implemented.

A. Net/DL-Ontology

The implementation has four main modules designed
to have high cohesion and loose coupling for the entire
workspace enrollment project.

The Ontology module is responsible for the design Title
Model including the concepts of: DTS, Workspace, DL-
Ontology, Title and Entities. It was modeled with software
Protégé [31], and generated in Ontology Web Language
(OWL) by using OWL API [32].

The module responsible for interpretation of OWL is under
construction by the use of Jena. The reasoning of the ontology
is a central point of the semantic approach, since it makes
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possible the creation of inference rules to implement the
intelligence of Title Model. At this step, a parser based
on regular expressions was used, and in the next stage of
implementation will be included the reasoning.

The interface module is the implementation of a Java API
for use by the parser and reasoning module. This includes
communication through Raw Socket API, built in C language.

The Physical Medium Access module is responsible for
the communication with physical layer allowing the primitive
DL-Ontology to be sent to the physical environment without
Internet protocols, such as Ethernet, IP, TCP, UDP, or SCTP.

B. DTSA (as an Openflow Controller)

As the DTSA’s task of coordinating network elements is
closely related to that of managing flows by an OpenFlow
controller, we have decided to implement the first on top of the
latter. In a nutshell, we extended the FloodLight open-source
OpenFlow controller [33] to closely work with the DTSA.

The extensions to the Floodlight controller consisted in
a new module that instantiates the DTSA and handles the
exchange of DTS control messages.

As a extented IOFMessageListener, this module is able to
listen incoming messages. By default, all messages that do not
match any of the rules in the switch flow table are sent to the
DTSA. When a message is received, the listener is called and
checks if the message is a defined primitive. If so, the message
is delivered to the DTSA which process it and modify the
switches using a flow mod [34].

V. EXPERIMENTS

To experiment and evaluate the Entity Title Architecture, es-
pecially the workspace concept with its multicast capabilities,
we conducted some experiments.

A simple topology, as shown in Figure 2, was defined.
On the right side, a server contains a video application that
produces a flow-based Motion Joint Photographic Experts
Group (MJPEG). On the left side, at a host, one or more
clients where instantiated during the experiments. Between the
the hosts are three OpenFlow switches. Entities hosted at any
host, including DTS Agent, are able to send and receive DL-
Ontology primitives. Although, it is a simple topology that
reflects a common situation where a server and a client are
separated by a set of switches. The topology was created using
Mininet [35], a system for rapid prototyping of OpenFlow-
based networks.

To compare the Entity Title Architecture and the use of
TCP/IP architecture for the networking, three different server
applications where created. The first and the second ones
based on UDP and IP protocols with unicast and multicast
approaches respectively, and the third one based on our
approach. Essentially, these applications are the same, and
the main difference between them is just the way sockets are
created and used.

At the application layer, a Real-time Transport Protocol
(RTP) [36] based message is created, then, in the first case,
Datagram Socket is used to send this message. The second

Figure 2. Scenario used for experimentation.

video application, that uses the workspace, creates a Finsocket,
which is based on Raw Sockets. Raw Sockets does not use
the TCP/IP stack and directly creates a frame and send it
over the physical medium. In fact, the Finsocket does create
a frame based on the Ethernet frame, but it does not contain
the traditional information in its headers. Instead, the source
address contains the leftmost bits of the workspace title and
the destination address field is the rightmost bit.

Additionally, a management application for the DTSA was
conceived, to allow a better visualization of the proposed
scenario, as shown in Figure 3. Also, in this figure, one can
observe two video subscribers attached to the workspace, and
so, receiving the same flow.

Figure 3. DTSA Management Application and Clients attached to the
workspace.

VI. RESULTS

At the experiments, a server application has been started
and a different number of clients connected to it, requesting
data. Considering the UDP/IP Unicast server application, in
proportion as the number of clients grows, there is also an
increase in bandwidth usage caused by the data replication on
various flows instantiated. The video server that uses the Entity
Title Architecture remains with a constant use of bandwidth
at the source, no matter the number of clients. This is because
the data is sent to workspace and a client connects to it, not
directly to the server. The same occurs with the application
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using the UDP/IP Multicast, because the IP Multicast groups
concept is related to ETArch workspace. In both approaches
the data is replicated in the network elements; however, the
IP Multicast has problems that make it unfeasible in global
proportions for practical purposes [37]. Figure 5 shows the
use of the bandwidth obtained from the comparison between
the IP Unicast, IP Multicast and DL-Ontology approaches.

Figure 4. Bandwidth usage at the source versus the number of clients between
all tested approaches.

Figure 5 focus on IP Multicast and DL-Ontology com-
parison. The results are similar; however, the DL-Ontology
approach uses slightly less bandwidth, given the change of
protocols used in the network and transport layer.

Figure 5. Bandwidth usage at the source versus the number of clients between
IP Multicast and DL-Ontology approaches.

Although the results between the proposed and the con-
ventional multicast are similar, the major advantage of our
proposal is the possibility of deployment on a global scale
by taking advantage of SDN. The ETArch approach proposes
a new model for the Internet that gives natural support for
multicast communication through drastic changes in aspects
of addressing, identification and routing. The IP Multicast has
limitations at: addressing, because of the limited number of
multicast addresses, restricted to class D; network supporting,
since it is necessary that all core devices provide this service;
and control signaling, which imposes an impractical overhead
in global scales.

VII. CONCLUSION

Considering the new set of requirements, the Internet archi-
tecture must be revised. This review process using a clean slate
can free researchers from current deficiencies by providing a
rich environment for experimentation.

In this article, we presented a SDN-based implementation of
the Entity Title Architecture, and its application to address the
multicast requirement. This work focused on the presentation
of the main concepts of the architecture, demonstrating that
the aggregation of multicast becomes a trivial task, because it
is something intrinsic to the architecture.

Although OpenFlow can be used to implement the new
naming, routing and addressing schemes, the literature on the
topic does not contain detailed descriptions of how this can be
done and this work aims to contribute in this matter too. So in
addition to experimentally demonstrate the Tile Entity Archi-
tecture, this works also shows how an IP centered OpenFlow
switch, compatible with OpenFlow 1.0 specification, can be
used in networks that completely drop the TCP/IP stack from
the data plane using a new semantics the for flow table.

The evaluation of the implemented architecture showed that
the bandwidth used for the source remains constant regardless
of the number of customers connected to it. The impact of
this fact is that real connections can be used to provide
services, such as high definition videos with efficient power
consumption.

This was an expected result, because the Entity Title Ar-
chitecture is based on a new naming and addressing scheme,
where the destination address is the workspace and while the
packet is sent to it, all entities that are part of it receives
this packet bringing the architecture a seamless multicast
capability. The workspace also provides mobility, cause it can
move between the switchs, and in the presence of this event,
the flow table will be automatically updated.

The approach presented in this paper is a more efficient form
of communication if compared to the current solutions, such
as IP Multicast (at network layer) and ALM (at application
layer), by not having the limitations of TCP/IP architec-
ture as demonstrated in this work. The ETArch provides a
real multicast by drastic changes in routing and addressing
schemes. There is no data repetition in the communication
within the workspace, cause it provides a natural support to
that requirement, differently from the ALM, which despite
reduces the replication level, does not eliminate it completely,
by presenting a strategy that does not take into account the
access and distribution elements, just the core elements. Unlike
IP Multicast, in ETArch approach it is possible for a host be
attached to more than one workspace at the same time, through
the flexibility in the routing rules provided by this architecture.

We are currently working on improving the security, routing
and control plane aspects, which should be subject of the
future work.

The results show that we are facing a viable approach to
bring richer and more efficient services to the network, collab-
orating with research aimed to define, design and implement
the next generation of computer network architectures.
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Abstract—In this work, we propose an easier and innovative 
way of calculating the salary of institutions’ employees, through 
their smartphones running the Android OS. The application is 
developed in Android Ice Cream Sandwich - the most popular 
version of Android. The specifications and features of the 
smartphones had achieved the highest level of quality, allowing 
performance of tasks concerning mobile computing. The 
application proposed in this work allows calculating the salaries 
of the employees of the institution - Universities staff, proposing 
an original, efficient way of documentation managing at 
institutions. Our approach improves the Quality of Experience 
(QoE), providing the users all necessary resources and 
performances, which refer to a user-friendly mobile application, 
using Web Services, QoE evaluated referring the quality of the 
graphical user interface, efficiency and time saving, enabling 
Cloud connected experience possibility. 
 

Keywords-Android application development; mobile 
computing; salary calculation; Web Services; Quality of 
Experience (QoE)  

I. INTRODUCTION 
Android, as a Linux-based operating system designed for 

touchscreen devices like smartphones and tablet computers, is 
an open source and its code is released under the Apache 
License which allows the software to be modified and 
distributed by device manufacturers, wireless carriers, as well 
as individual users [8][9]. 

The history of Android raises through some versions, from 
1.0 to 4.4.2, so far. In this work, we have chosen Android 4.0 
because it provides new graphical interface; there is a security 
concept improvement and it involves the cloud environment 
connection. One of the main features of Android 4.0 is the 
new connected Cloud experience, Android Beam, refined 
User Interface (UI), security for applications, content and 

enhancement for enterprise Virtual Private Network (VPN) 
client Application Programming Interface (API). The design 
of this application is developed consistently with the new 
refined UI which allows easier usability and easier transition 
of the salary calculation. This application is connected to the 
Web Server, which allows dynamic download of the 
necessary information for calculation of the salary. The 
features of this application are described in the third section of 
this work. 

In the next section, the performed tests and results are 
presented, continuing at the fifth section of this work with 
Quality of Experience (QoE) evaluation concerning mobile 
computing.  

Our approach for managing the documentation of an 
institution provides saving time, energy and money. It 
provides comparison to previously developed Android 
applications and gives the reasons why this application is 
more suitable for usage. This work provides the features of 
the application and how they can be used. The results of the 
tests done to the application are presented. The conclusion 
and our concept for working on this type of application are 
given. The Cloud connected experience allows users to 
synchronize: photos, e-mails, applications, and contacts [2]. 
Android 4.0 provides easier implementation of the 
applications to manage the authentication and the secure 
session [2]. One of the important security features is that 
Android 4.0 allows encrypted storage and remote data 
deletion [2]. This feature is the most helpful when the device 
is lost. The last feature of Android 4.0 is the enhancement for 
enterprise (VPN client API). This feature allows us to 
construct the application to configure the addresses and 
routing rules, process outgoing and incoming packets and 
establish secure tunnels to remote server. This feature allows 
the application to be configured with centric networks. The 
main point of the implementation of this application is the 
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usage of Web Services, which is going to provide better 
performance and possibility for calculation of the salaries for 
institutions having thousands of employees. By using the 
Cloud connection possibility, the application is going to result 
in saving energy, time and money of the institutions and 
numerous users stated in the conclusion and future work 
concepts of the paper. 

II. RELATED WORK 
Nowadays, the Android market is full of applications 

giving the users greater choice, but not all of them provide 
excellent quality to the user. There are many applications that 
have great marketing characteristics, but poor performances in 
terms of usability and efficiency. On the Android market 
several applications for calculating the salary can be found:  
- Salary Bot by CAB Designs [10] 
- Paycheck by Green App Developer [11] 
- Quick Wage by CWE Software LLC [12] 

Testing and analyzing these applications, Salary Bot [10] 
has the best performances among three of them, which allows 
the results to be broken yearly, monthly, weekly, daily, and 
hourly data; so, the design is much better than the other two 
applications. The common feature of these applications is the 
calculation of the gross salary with the additional work of the 
user. The Paycheck application [11] has simple and old design 
which is not consistent with the updates of Android and it 
provides approximate calculation of the salary. Quick Wage 
[12] allows the user to calculate the salary according to the 
wager. It also has old design which is not consistent with the 
Android updates and provides yearly, monthly, weekly, daily, 
and hourly salary calculation, providing salary calculation for 
several years. The disadvantage of Quick Wage is that it has 
an approximate calculation of salary. 

The applications which are already developed allow the 
user to calculate the salary according to the user’s gross 
earnings, but the gross earnings must also be calculated. The 
application that we decided to develop allows Web integration 
which gives the user easier way to calculate the salary. The 
user does not need to have previous knowledge on how to 
calculate the salary. This application is mainly developed for 
calculating the salary of the University staff, but it can be 
easily adjusted to other institutions as well. It is user-friendly, 
web integrated mobile application and its structure is 
presented in detail in the next section. 

III. ANDROID APPLICATION 
UniSal Android application is created to help the 

University staff mostly to calculate the salary in a user-
friendly and efficient manner. The necessary information for 
calculating the salary is downloaded from the Web Server and 
parsed into usable information within the application (Figure 
1). The information for calculating the salary is stored into 
MySQL database [14], which is stored into the Web Server. 
For the future development this application is going to give 
the Cloud experience to the user, so the application will be 
used by thousands of employees. 

The application is calculating the gross salary based on 
monthly data for each employee in the institution, as well as 
on the basis of the prescribed rates and monthly average 
salary in our country.  

The variables for calculating the Gross Salary (GS) are given 

Figure 1. System architecture for mobile computing using Web Services. 

as follows: Net Salary (NS), Personal Income Tax (PIT), and 
Contributions (C). The equation for calculating gross salary is 
[6]:   

 GS = NS + PIT + C (1) 

The category of salary is determined according to the law, 
the collective agreement and the employment contract. In 
order to calculate the salary, it is necessary to submit the data 
for its calculation to the salary referent in charge of data entry 
on the part of the authorized departments and managers in the 
firm. For calculating the salary the institution also has to 
calculate the personal income tax and the contributions. To 
calculate the amount of personal income tax and salary 
contributions starting the 1st of January 2009, the rate of the 
personal income tax in the taxation of salaries is 10% 
regardless of the amount of the employee’s salary. Thereby 
the basis for the calculation of the personal income is the 
basis for the calculation of contributions (gross salary), less 
the total amount of the contributions and the personal 
exemption determined in monthly amount [6]. The variables 
for calculating the Basis for Personal Income Tax (BPIT) are: 
Gross Salary (GS), Contributions (C) and Personal Exemption 
(PE). 

 BPIT = GS – C – PE (2) 

Contributions are calculated according to the rates 
determined into the Law regulations of the country. Table I 
describes the rates for the contributions [4][5]. The total sum 
of contributions for 2013 is described as (TSC). 

 
Calculating contributions for the salary are presented in 

Table 1, as given below: 
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TABLE I. CONTRIBUTIONS FOR CALCULATING THE SALARY 
 

Contributions 
Period 

From the 1st of January 

Mandatory PDI 18% 

Mandatory health insurance 7.3%  

Mandatory insurance in case 
of unemployment 1.2% 

Additional contribution for 
compulsory health insurance 
in case of injury at work and 
occupational disease 

0.5% 

 GS = NS + ((NS – PE) x 11.111111) / 0.73 (3) 

  *0.73 = (100 – TSC) / 100 

 
Equation (3) represents the way of calculating the GS of the 
employer [7]. 

A. Structure of the Application UniSal 
This Android application UniSal is connected with remote 

database (MySQL) [14] and all required information for salary 
calculation is stored into the database. The information 
retrieved from the database is JSON [15] code, which is 
parsed when it is received into the application. Before it is 
parsed, the JSON code is received as a JSON Array and then 
each Object is accessed separately. All the values that are 
received from the database are stored into the Android device 
and are used for offline calculation of the salary. The MySQL 
database is saved into Apache 2.0 Web Server with PhP 5 [16] 
installation. The PhP scripts are very important for this 
application, because the Android application does not need to 
have authentication information with the MySQL database. 
This provides secure communication between the Android 
application and MySQL database because all the information 
for authentication with the MySQL database is stored into the 
PhP scripts which can be accessed only from the server. 
When the Android application makes a Http Post request to 
the server, the server executes a specific script for returning 
the JSON code to the Android application.  

The Main screen of the application is consisting of 
ViewPager that holds the fragments which are managed with 
Section Adapter and Action Bar that holds the tabs i.e. the 
style of the Action Bar is set to “Tab Style”. On the main  

 
screen, two tabs are displayed and they represent the 
calculation of the Gross and the Net Salary. The user interface 
is user-friendly and the navigation is done with swiping right-
to-left or reverse.  

The specific salary is calculated from the mandatory PDI, 
health insurance, contribution for employment, professional 
sick leave, total contributions, total contributions and charges. 
Another important section is the Settings Panel of the 
application. The settings panel allows the user to change the 
values of the contributions according to the changes done 
according to the Law regulations.  

Once the application is launched, it checks the 
contributions on the remote server. If the Android device is 
connected on the Internet, the values for the contributions are 
downloaded automatically and stored into the device for 
offline calculation of the salary. The values are downloaded 
by sending a Http Post request to the server. The remote 
server holds PhP script for sending the values from MySQL 
database to the Android device. The script authenticates with 
the MySQL library and queries the values. Once the values are 
queried, they are parsed into JSON code and the code is sent 
to the Android device. When the Android device receives the 
JSON code it parses it and the values are saved into xml file 
for offline calculation of the salary. The Settings Panel is also 
available and allows the user to change the contribution 
values manually.  

Due to improper changes into the Settings Panel, the 
application is not going to calculate the proper value of the 
salary for the employer. For this case scenario, the application 
generates error log holding the error values for the 
contributions. The error log is displayed to the user when 
he/she wants to calculate the salary. When the user presses the 
“Calculate” button the error log is displayed. The error log 
holds the exact contribution value which has error i.e. a value 
which is not reasonable for calculating the salary of the 
employee.  

B. University staff salary calculation 
If the user wishes to calculate the salary based on points, 

he/she has to open the options menu on the Android device 
and tap on “Salary on points”. The application is going to 
open new activity containing the proper information for 
calculating the salary. The salary on points contains the 
following Android components: Spinner, Button, and 
Checkbox. The Spinner is used to hold the academic status; 
the Checkbox is used to determine whether the employee has 
been on a sick leave; and the Button is used to calculate the 
salary. The information into the Spinner is populated from 
Remote Web Server. When the information is downloaded 
into the device, it is stored into local database for offline 
calculation of the salary.  
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The information from the Web Server is retrieved by 
sending a Http Post request to the Web Server. Into the web 
server a PhP script is stored for retrieving the information to 
the Android device. The PhP script authenticates with the 
database on the server and queries the information that has to 
be sent to the Android device. The queried information is 
parsed into JSON code and sent to the Android device. On the 
Android hand side the information received is parsed into 
JSON Array. The information from the JSON Array is 
processed and it is saved into the local SQLite database for 
offline calculation of the salary. When the user presses the 
“Calculate” button, the salary is calculated according to the 
information downloaded from the remote server. If the “Sick 
leave” option is marked and the “Calculate” button is pressed, 
the calculated salary amount is going to equal 70 % of the full 
amount. This is determined by the Law regulations in the 
country. 

IV. TESTING THE APPLICATION AND RESULTS 
The application testing is performed in a couple of steps: 

testing the Gross and Net salary, testing the Settings Panel 
and testing of University staff salary. 

A. Testing the gross and the net salary  
For the gross and the net salary, 

we have applied the test scenarios - 
how the application responds when 
there is no active Internet connection, 
how the application responds when 0 
is entered as a value and the last test 
is how the application responds when 
the negative button is returned as a 
value. For the first test scenario we 
have entered gross salary which is 
below the minimum gross salary 
determined by the Law regulations. 
Figure 2 gives the result when the 
application is notifying the user that 
he/she needs to enter salary greater 
than the minimum salary - the result 
is the same when the user enters 0. Of 
course, the user can enter only 
positive numbers. In the next test, we 

have left the field for the salary empty and tried to calculate 
the salary. When the “Calculate” button was pressed, the 
application responded with a message that the user has to 
enter salary. If the user is trying to download the data from 
the Web Server when there is no Internet connection, the user 
is going to receive notification that there is problem with the 
Internet connection. The same test scenarios were applied for 
the net salary. The difference between these two types of 
salaries is the minimum salary determined according to the 
Law regulations. The response of the application when the 
salary amount is below the minimum salary amount of the 
country is also presented in Figure 2.   

B. Testing the Settings Panel 
This test is used to determine whether the user has made 

any mistakes inserting the values for the contributions when 
there is no internet connection. The information for the 
contributions which is downloaded from the Web Server is 

updated according to the Law 
regulations and the application is 
updating accordingly. When the user 
is unable to connect to the Internet 
and there is a need for calculating the 
salary urgently, the user can enter the 
values for the contributions 
manually. When the application is 
performed by the user, the latest 
values for the salary contributions 
are already inserted.  

This case scenario is displaying 
the result when the user has made a 
mistake entering the contribution 
values. Figure 3 presents the result 
when the user has made a mistake 
entering the values manually. This 
type of error dialog is only generated 
if the user has entered a value below 
zero, a value above one hundred and instead of number has 
entered an alphabetic character. If the value is below zero, it 
means that the government should pay the user, which is not 
real; if the value is above one hundred that means that the 
whole salary and more should go for the government, which 
is also not real. When a character is entered as a value, the 
error dialog is also generated, because a positive number is 
required as a value.. 

C. Testing the University staff salary 
This test is performed to determine whether the values are 

successfully downloaded and correctly displayed into the 
application. When the user enters the application section for 
calculating the University staff salary, the values are 
automatically downloaded if there is available internet 
connection. If there is no Internet connection, the user is 
notified that he needs to connect to the internet in order to 
calculate the salary. If the “Calculate” button is pressed when 
the values are not downloaded the user is going to receive 
notification that the value cannot be zero. If no value is 
returned the application is considering that the value is zero. If 
the application is connected to the Internet the values are 
downloaded, parsed and added into the spinner. Now, the user 
can calculate the salary according to the downloaded values. 
If the checkbox “Sick leave” is marked, 70 % of the salary is 
calculated according to the Law regulations. 

V. QUALITY OF EXPERIENCE (QOE) OF MOBILE 
COMPUTING 

Quality of Service (QoS) refers to the technical operational 
aspects of a service, such as time to support services, capacity, 
and transport. Quality of Experience (QoE) measures the 
difference between what users expected and what they 
actually received. Using the QoE is beneficial to estimate the 
perception of the user about the quality of a particular service 
and it depends on the customer’s satisfaction in terms of 
usability, accessibility, retaining ability and integrity of using 
specific service [13]. QoE means overall acceptability of an 
application or service, as perceived subjectively by the end-
user and represents multidimensional subjective concept that 
is not easy to evaluate (Figure 4). In our work, we have used 
QoE evaluation in order to measure the quality of the mobile 
application usage. 

Figure 2. Gross Salary test 
result. 

Figure 3. Settings Panel test 
result. 
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The results presented in the following chart were obtained 
according the Quality of Experience evaluation performed 
with the University staff. The application is tested and 
evaluated by different scenarios. The survey questions were 
answered by a group of representatives of the University staff 
that participated in the Android application implementation 
locally (UniSal) and using Web Services (UniSal Web) as 
well. Analyzing the answers from the Mobile application 
implementation using Web Services has provided with the 
summary given in histogram presented in Figure 5. 

The first concept evaluation was the quality of the 
Graphical User Interface of the Android application. By the  

 
observation the following things can be concluded: 76 % of 
the University staff participants concluded that the graphical 
design of the Web application was Android consistent and 
easy to use; they were supportive about the design and 
suggest the idea for the colors to be according to the 
University colors. 

The second evaluation concept was Usability of the 
Android application. As presented in Figure 5, 84 % of the 
University staff concluded that the application is very 
efficient and usable because it is Web based application and 
all necessary information for calculating the salary is 
downloaded automatically. 

The third evaluation scenario was concerned with the 
Efficiency and Time Saving.  96 % of the University staff 
concluded that by using this application time is saved when 

calculating the salary, because all the information is 
downloaded from the Internet, so energy, time, and money are 
saved. It is an efficient mobile application, while 56% were 
declaring the efficiency of UniSal Android application which 
is not Web oriented.  

86 % of the University staff concluded that it is easy to 
focus to the Web-oriented Android application. The other 
66% were focusing on the UniSal, local server supported 
application. 

Most of the users were satisfied with the Web-oriented 
mobile application, its usability, efficiency and availability 
referring to the Web Services users and of course, Cloud 
connection possibility providing to the application. 

VI. CONCLUSION 
The Android UniSal Web application is divided into two 

sections. These are calculating the Gross and the Net Salary 
for the University staff. The application has the functionality 
that allows the user to update the contributions if they have 
been changed according to the new Law regulations. The user 
can change the following contributions: PDI, health 
insurance, contributions, personal tax and personal income. 
If the user makes mistake inserting the contributions, the 
application generates error log so that the user can fix the 
contributions. The application allows the user of to check 
whether the employee had sick leave in order to calculate the 
salary. To ensure that the application is working according to 
the inserted parameters the application has passed couple of 
tests scenarios - tests for University staff gross and net salary 
calculation, tests for the Setting Panel and the menu of 
contributions, entering unreal numbers in order to check 
whether the application will accept the inputs or it will 
generate error log to the user.  

The mobile web application presented in this work 
proposed an original, efficient way of managing the 
documentation in an institution. Our approach improves the 
Quality of Experience (QoE); provides the users all necessary 
resources and performances, which refers to a user-friendly 
mobile application; web services oriented, evaluated by QoE, 
referring the quality of the graphical user interface, usability, 
efficiency and time saving. 

By using the mobile cloud computing connection 
possibility of this Android application, as a future work, more 
advantages would be provided, such as flexibility, portability 
and scalability that where obstacles of the mobile devices so 
far. By observing the QoE survey, the advantages from using 
this application have significantly increased users’ attention. 
Possibility of mobile computing technology has provided 
improvement in the process of Android Web application 
development in the direction of increasing the quality of 
services.  

The application presented in this work is developed by 
using the graphical components provided from the Android 
API. The key graphical components for this application are 
the Action Bar and the Fragment implementation. The user 
does not need to have a special background for salary 
calculation i.e. the salary is calculated simply by clicking one 
button. All the necessary information required for calculating 
the salary is downloaded automatically from the Web Server. 
In time, the application would require hardware with higher 
performance, and other APIs to work faster and to process the 
information. By using the cloud connection, this would not be 

Figure 4. Relation between QoS & QoE. 

Figure 5. Comparison of QoE results in %. 
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a problem since the Cloud provider allows using different 
plans Virtual Machines and APIs for the application. As part 
of our future work, we are developing an application with 
Cloud connection. The “Brain Application” which is handling 
and processing the request is Java EE application and it will 
be uploaded into the Cloud. By using this model and 
infrastructure it allows us to enlarge our work in different 
technologies and creating more complex and more useful 
options to the user, such as iOS integration, Windows Mobile 
integration, creating suitable desktop application. Some of the 
additional options are the following: Employee Management 
(adding, removing and updating employees), Salary 
Management (creating, removing and updating the salaries), 
Salary Calculation for certain employee.  

We believe that these Web-oriented configurations of 
mobile applications will be especially beneficial for 
universities and their academic and administrative staff, by 
promoting the advantages from using such an application in 
terms of saving energy, time, and money. 

VII. ADVANTAGES AND FUTURE WORK 
The Android UniSal Web application could be improved 

in terms of using Android 4.0, which has new features that are 
still upgrading and new features are coming, such as NFC 
system, which allows the smartphones’ users to unlock cars, 
pay for parking bills, pay the food into a restaurant and the 
most common usage is transferring images by just touching 
the smartphone. With this functionality, this application in the 
future can be used as a check-in card into some institutions or 
to calculate the salary by just touching the phone of the 
employer and the phone of the employee. By using the cloud 
services in the future, and the proper security issues that 
Android 4.0 delivers, the information of the employees can be 
stored on cloud database and the employer can analyze the 
work of his employees from his phone while he is on his way 
to work. An interesting Security concept for this application 
given by the unlocking the app with face recognition unlock 
system that is integrated into Android 4.0 and higher. The 
employer who is using the app can set a security lock from his 
face and he will be the only person who can load the 
application, calculate the salary or analyze the work of the 
employee and much more. This mobile application will be 
easily considered as an adjustable content for Content Centric 
Network (CCN) and Information Centric Networks (ICN) 
approach, aiming to achieve efficient and reliable distribution 
of the content by providing general platform for 
communication services which refers to a part of our future 
work. 
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