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BIOTECHNO 2023

Foreword

The Fifteenth International Conference on Bioinformatics, Biocomputational Systems and
Biotechnologies (BIOTECHNO 2023), held between March 13 – 17, 2023, covered these three main
areas: bioinformatics, biomedical technologies, and biocomputing.

Bioinformatics deals with the system-level study of complex interactions in biosystems providing
a quantitative systemic approach to understand them and appropriate tool support and concepts to
model them. Understanding and modeling biosystems requires simulation of biological behaviors and
functions. Bioinformatics itself constitutes a vast area of research and specialization, as many classical
domains such as databases, modeling, and regular expressions are used to represent, store, retrieve and
process a huge volume of knowledge. There are challenging aspects concerning biocomputation
technologies, bioinformatics mechanisms dealing with chemoinformatics, bioimaging, and
neuroinformatics.

Biotechnology is defined as the industrial use of living organisms or biological techniques
developed through basic research. Bio-oriented technologies became very popular in various research
topics and industrial market segments. Current human mechanisms seem to offer significant ways for
improving theories, algorithms, technologies, products and systems. The focus is driven by
fundamentals in approaching and applying biotechnologies in terms of engineering methods, special
electronics, and special materials and systems. Borrowing simplicity and performance from the real life,
biodevices cover a large spectrum of areas, from sensors, chips, and biometry to computing. One of the
chief domains is represented by the biomedical biotechnologies, from instrumentation to monitoring,
from simple sensors to integrated systems, including image processing and visualization systems. As the
state-of-the-art in all the domains enumerated in the conference topics evolve with high velocity, new
biotechnologes and biosystems become available. Their rapid integration in the real life becomes a
challenge.

Brain-computing, biocomputing, and computation biology and microbiology represent advanced
methodologies and mechanisms in approaching and understanding the challenging behavior of life
mechanisms. Using bio-ontologies, biosemantics and special processing concepts, progress was achieved
in dealing with genomics, biopharmaceutical and molecular intelligence, in the biology and microbiology
domains. The area brings a rich spectrum of informatics paradigms, such as epidemic models, pattern
classification, graph theory, or stochastic models, to support special biocomputing applications in
biomedical, genetics, molecular and cellular biology and microbiology. While progress is achieved with a
high speed, challenges must be overcome for large-scale bio-subsystems, special genomics cases, bio-
nanotechnologies, drugs, or microbial propagation and immunity.

We take here the opportunity to warmly thank all the members of the BIOTECHNO 2023
Technical Program Committee, as well as the numerous reviewers. The creation of such a high quality
conference program would not have been possible without their involvement. We also kindly thank all
the authors who dedicated much of their time and efforts to contribute to BIOTECHNO 2023.

Also, this event could not have been a reality without the support of many individuals,
organizations, and sponsors. We are grateful to the members of the BIOTECHNO 2023 organizing
committee for their help in handling the logistics and for their work to make this professional meeting a
success.
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We hope that BIOTECHNO 2023 was a successful international forum for the exchange of ideas
and results between academia and industry and for the promotion of progress in the fields of
bioinformatics, biocomputational systems and biotechnologies.

We are convinced that the participants found the event useful and communications very open.
We also hope that Barcelona provided a pleasant environment during the conference and everyone
saved some time for exploring this beautiful city

BIOTECHNO 2023 Chairs:

BIOTECHNO 2023 Steering Committee
Birgit Gersbeck-Schierholz, Leibniz Universität Hannover, Germany
Hesham H. Ali, University of Nebraska at Omaha, USA

BIOTECHNO 2023 Publicity Chairs
Sandra Viciano Tudela, Universitat Politecnica de Valencia, Spain
José Miguel Jiménez, Universitat Politecnica de Valencia, Spain
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Abstract—Single-cell analysis has real potential for reshap-
ing the future of biomedical research allowing for a better
understanding of the natural properties of both healthy and
diseased tissues that, in turn, allow for better opportunities for
overcoming current challenges in drug discovery, diagnostics and
prognostics. A large body of research in this field produces
large quantities of data. Merging with fast-developed Machine
learning (ML) and Artificial Intelligent (AI) algorithms would
allow single-cell analysis research to be conducted more efficiently
and accurately than currently possible. Therefore, there has been
a surge of ML and AI developments for the whole life cycle
of the downstream single-cell analysis process. However, there
is a limitation to reusing, exchanging, sharing, applying the
most advanced technologies, and automating the experimental
environments and outcomes in cross-disciplinary collaborative
research. This paper presents an automation framework to
address these limitations and shows how AI and ML research can
contribute to biomedical automation and control. Moreover, the
real-world case will be evaluated to demonstrate the prototype
implementation at the end of the paper.

Index Terms—Single-cell analysis, RNA-Seq, Machine Learn-
ing, AI Automation, Downstream Analysis, Knowledge Graph

I. INTRODUCTION

Since the turn of the century, bio-informatics research un-
derwent a technological revolution allowing the generation of
single-cell genomics data. One of the most common and fast-
developed techniques is single-cell Ribonucleic acid sequenc-
ing (RNA-seq) which represents quantification and profiling
of the changing gene expressions in single cells and how
they differ across thousands of cells within a heterogeneous
sample [1]. Single-cell genomics offers a unique opportunity
to allow joint multidisciplinary research across multiple types
of datasets [2]. The generation of large datasets has its own
challenges that include but are not limited to sharing and
reusing computational methods, algorithms, pipelines, and
other resources. In addition, the automatic creation of a new
analysis process composing existing research outcomes to

solve a given task is crucial to fast-track the research output,
and dissemination [3], [4]. Our research aims to provide an
automatic AI framework that could address the challenges in
single-cell downstream data analysis including data annota-
tion, data quality control, data normalisation, data dimensional
reduction, and data analysis [5]. In data analysis, cutting-edge
methods such as Machine learning algorithms can be applied
for more efficient and meaningful classification, clustering,
segmentation, and prediction [6]. With the development of
Deep Neural Networks (DNN), models have been developed
for single-cell analysis which creates further technology bur-
dens to reuse and deploy the solutions by non-programming-
focused researchers [7].

The paper has two main contributions to make the down-
stream data analysis more shareable and reusable and auto-
matically provide new solutions creatively:

1) The developed analysis methods can be shared and
reused as semantic microservices registered in the frame-
work with annotations. Therefore, the microservices can
be dynamically allocated and composed later to perform
new and suitable tasks.

2) A semantic knowledge representation and learning
framework is developed. The framework can learn the
context knowledge of the tasks and dynamically search,
compose, and run the registered microservices to com-
plete future (similar) requested tasks.

In Section 2, current single-cell downstream analysis meth-
ods, pipelines and tools will be discussed. In Section 3, the
proposed automatic AI framework will be introduced and
explained. In Section 4, the use case will be evaluated with
visualisation results. In Section 5, the conclusion will be
provided with future work discussions.

1Copyright (c) IARIA, 2023.     ISBN:  978-1-68558-058-2
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II. SINGLE-CELL DOWNSTREAM ANALYSIS METHODS,
PIPELINE AND TOOLS

Single-cell RNA sequencing (scRNA-seq) data can be anal-
ysed using big data processing and machine learning technolo-
gies. These technologies enable the investigation of complex
biological questions at the single-cell level that can result in
more direct and physiologically relevant and urgently needed
observations and understandings. [8] Briefly, the single-cell
RNA sequencing process can be broken down into several
sequential stages [9], [10]:

• Single-cell isolation can occur from healthy or diseased
tissue from any organ of interest. The cell is lysed,
which is followed by RNA isolation, purification and
quantification, RNA fragmentation, and cDNA generation
(reverse transcription uses primers are used to initiate
binding to its complementary sequences on the RNA
template and serves as a starting point for the synthesis of
a new strand ensuring the preservation of original cellular
information [11].

• Library-based amplified and tagged cDNA from each cell
can be pooled and sequenced [12]. At the end of this
stage, large quantities of raw data are prepared.

• Computation algorithms focused on downstream data
analysis. The analysis can be used for data reprocessing
(quality control), normalisation, feature extraction to clus-
tering, sub-population identification, and understanding
gene expression differences across different contexts [13].

In the downstream analysis, quality control refers to the
identification of low-quality cells (culture of single cells in
droplets, plates, or microfluidic devices can be technically
challenging, which can result in the cell undergoing biological
stress or even death. On occasion, data from more than one
cell can be captured, or even data is recorded where no cell is
present at all these undesired variances from the experimental
norm are referred to as “low-quality”). This is generally
achieved by analyzing the raw data, which is the most critical
step for downstream analysis and results in interpretation [14].
Numerous tools (i.e., FASTQC, Kraken, and RNA-SeQC) [15]
with different metrics have been developed for quality control,
such as the total number of reads detected per cell and the total
number of unique genes detected in each sample. These tools
provide interfaces allowing researchers to upload the raw data
to visualise and process the data with specified metrics and
thresholds. For example, “External RNA Controls Consortium
Spike-In Controls” can be used to provide information on the
sensitivity, specificity, and dynamic range of the datasets by
measuring abundances and ratios between spike-in RNAs and
endogenous RNAs. This ratio can estimate the total amount
of RNA in the captured cells.

The normalisation step is also essential to ensure accurate
and reliable downstream analysis. Normalisation approaches
not only account for sequencing depth but also account for
library sizes. Library sizes vary for many reasons, including
natural differences in cell size, variation of RNA capture,
and variation in the efficiency of PCR amplification used to

generate enough RNA to create the sequencing library. There
are two main approaches to this correction. Many methods
use a simple linear scaling to adjust counts such that each
cell (row) has about the same total library size. Examples
include converting to counts per million (CPM) and closely
related methods such as scran. While simple, these approaches
do a reasonable job of correcting for differences in library
size. Other methods are more complex and helpful in dealing
with complex sources of unwanted variation (e.g., for highly
heterogeneous populations of cells with different sizes) [18].
The extra function of Removing Unwanted Variation (RUV) is
proposed by [19], which adjusts for nuisance technical effects
by performing factor analysis on suitable sets of control genes
(e.g., ERCC spike-ins) or samples (e.g., replicate libraries).

The feature extraction step focuses on dimensionality reduc-
tion which will increase the analysis interoperability (a large
set of variables and return a smaller set of components that
still contain most of the information in the original dataset) and
decrease the analysis complexity. The most popular algorithms
are tSNE (t-Distributed Stochastic Neighbour Embedding) [16]
and UMAP (Uniform Approximation and Projection) [17].
tSNE combines dimensionality reduction (e.g., PCA) with
random walks on the nearest-neighbour network to map high-
dimensional data to a 2-dimensional space. UMAP is a non-
linear and nondeterministic dimensionality reduction method
that requires the random seed to ensure reproducibility. While
tSNE optimises for local structure, UMAP tries to balance the
preservation of local and global structure [18].

The final step is clustering or classification analysis to
understand differences in gene expression. Machine learning
algorithms such as K-means, logistic regression, support vector
machines, random forests, and neural networks can be applied
[20]. Asking bioinformatics scientists and researchers to code
solutions step-by-step is not helpful or efficient. Therefore,
many pipeline tools are developed such as Scater [13] (a
pipeline R library to support researchers to have a full pro-
gramming package on the downstream analysis). Most recently
the devCellPy [21] (a Python tool that enables automated
prediction of cell types across complex annotation hierarchies)
and the R code pipeline [22] and scWizard (a web application
tool for specifying the template of the downstream analysis)
[23] have been utilised.

However, these pipelines or the full stack of develop-
ment packages still require high-level knowledge of coding
with a specific programming language. Therefore, reusing,
exchanging, and sharing the experimental environments and
research outcomes in cross-disciplinary collaboration are very
challenging [24]. In addition, comparing many different algo-
rithms to find the best one for processing data and analysis
is extremely time-consuming and requires very specialised
knowledge [4], [25]. For instance, independent research groups
have not extensively used Deep Learning (DL) algorithms in
their biological studies due to a lack of expertise and robust
computation resources [26]. Finally, cutting-edge technologies
will be delayed in application because of the high bar of
programming. Thus, an automated framework will be the key

2Copyright (c) IARIA, 2023.     ISBN:  978-1-68558-058-2
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Fig. 1. Platform Architecture

to addressing these challenges [27]. The paper proposes a
framework based on advanced knowledge graphs, microser-
vices, and knowledge-based AI technologies. This framework
aims to separate algorithm development and analysis tasks for
different disciplinary researchers. In the end, the platform will
be able to automatically create a downstream analysis pipeline
for bio-scientists.

III. THE PROPOSED FRAMEWORK ARCHITECTURE AND
PROTOTYPE DEVELOPMENT

The proposed framework consists of three layers as shown
in Figure 1:

• Semantic layer that provides metadata descriptions of the
analysis task context, policies, and microservices regis-
tered in the platform. The task context simply specifies
the inputs, analysis task, domain, and desired output data.
Each microservice only has one function to do a specific
task that can be performed in a different stage of the
analysis. The stages are normally data translation and
loading, data normalisation, data processing, and data
analysis.

• Automation layer that selects and coordinates microser-
vices to create a pipeline dynamically for completing
the task. The task can be a simple task handled by
one single microservice. However, most of the functions
need to compose several services together dynamically.
The automation performs selections and coordination
through semantic reasoning and context-based reinforce-
ment learning.

• The output and interaction layer that releases the results
of the analysis process which can be single microservice
outputs or a pipeline’s outcomes produced at each stage of
the analysis. The researchers can interact with the system
at any stage to suggest ratings and provide further context.
The interaction data will be fed back to the semantic
layers to enhance the policies.

Fig. 2. Microservice registration interface

A. Semantic Knowledge Graph schema

There are four types of schema defined using OWL (Web
Ontology Language) [28]. OWL is a knowledge graph ontol-
ogy design standard.

• The microservice ontology contains namespace, identity,
input data, output data, domain, dependency, purpose, and
ML category, as well as other properties to able, create
the dynamic invocation settings (see Figure 2).

• The task context ontology includes task identity, task
input data, task desired output data, and domain.

• The solution pipeline ontology defines a workflow created
by having one or composing multiple microservices to
achieve the desired output.

• The policies ontology defines scores for each service
against each task context with a default score of 0. This
means that the platform will learn the procedures and try
to remember the best solution by evaluating all possible
microservices or combinations.

B. Dynamic microservices selection and composition

We implemented five engines to deal with microservices
selection, invocation, optimisation, composition, and policy
learning. The process of dynamically creating a solution is
represented in Figure 3.

The analysis task context is the input to trigger the au-
tomatic process and the search engine then starts to create
a SPARQL (a knowledge graph query language) [29] query
to match semantic compatible microservices that can produce
the desired output. The outcomes from the search engine can
be either, a single result (a compatible single microservice
or pipeline found), multiple results, or no result. The first
situation is simply to complete the task and feed the results
to the task requester, then the requester can provide the score
as feedback to the policy engine. For the second situation, a
queue containing all possible compatible results is created to
allow the invocation engine to invoke them one by one to feed
the output to the optimisation engine that can select the best
solution through quality and performance evaluation as well as
run-time feedback from the task requester. For the no-matching
condition, the composition engine starts to try to compose
a sequence of microservice services to complete the task by
relaxing some context-searching criteria. The composition is

3Copyright (c) IARIA, 2023.     ISBN:  978-1-68558-058-2
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Fig. 3. Automatic data processing and analysis engines

completed when the relaxed criteria are no longer required
after one or some other microservices produced a mediation
outcome to fill the gap. The composition process may also
succeed or fail. The results will be recorded through the policy
engine to remember the successful microservice, pipeline of
them, or no solution outcomes against a task context. In the
future, a similar task will be performed faster by reusing the
whole solution or part of the solution.

C. Interfaces for interaction

The web interfaces are developed in the framework to
support interactions. AI microservices can be registered and
shared by researchers or AI engineers (see Figure 2). Re-
searchers can then use the task interface to specify the analysis
task for asking the framework to provide the best solution
based on the knowledge about the registered microservices
(see Figure 4). Whenever a step is completed in the process
towards the goal, the output can be presented to the researcher
for immediate feedback to support the next steps or overall
input to the solution (see Figure 7). All the feedback will
contribute to the task context policies that improve the output
of the framework.

IV. USE CASE DEMONSTRATION

In this section, we use a clustering analysis case study to
highlight how the proposed framework can solve a real-world

Fig. 4. Task specification interface

Fig. 5. AnnData Structure

downstream single-cell data analysis task. The clustering anal-
ysis task works on a mouse brain single-cell RNASeq dataset.
The dataset is publicly available through a workshop tutorial
at [30]. There are five sequential processing and analysis steps:

1) Data semantic transforming and loading: For in-
stance, applying AnnData structure [31], where AnnData
stores observations (samples) of variables/features in the

Fig. 6. Quality control microservice semantic description

4Copyright (c) IARIA, 2023.     ISBN:  978-1-68558-058-2
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Fig. 7. Visualisations of analysis steps

rows of a matrix (see Figure 5).
2) Data quality control: This aims to find and remove

the poor quality cell observation data which were not
detected in the previous processing of the raw data. The
low-quality cell data may potentially introduce analysis
noise and obscure the biological signals of interest in
the downstream analysis.

3) Data normalisation: Dimensionality reduction and scal-
ing of the data. Biologically, dimensional reduction is
valuable and appropriate since cells respond to their
environment by turning on regulatory programs that
result in the expression of modules of genes. As a re-
sult, gene expression displays structured co-expression,
and dimensionality reduction by the algorithm such as
principle component analysis can group those co-varying
genes into principle components, ordered by how much
variation they explained.

4) Data feature embedding: Further dimensionality re-
duction using advanced algorithms, such as t-SNE and
UMAP. They are powerful tools for visualising and
understanding big and high-dimensional datasets.

5) Clustering analysis: Group cells into different clusters
based on the embedded features.

Based on the above five steps, we developed seven microser-
vices which include AnnData loading, data quality control,
normalisation services (PCA+CPM algorithm), two feature
embedding services (t-SNE and UMAP), and clustering ser-
vices (K-mean clustering and Louvain graphical clustering
algorithms).

The microservices were semantically registered into the
framework through the interface. Figure 6 depicts an example
of quality control microservice semantic description in the
knowledge graph repository.

With all the microservices registered, researchers can start
expressing the analysis task to stop, interact and provide feed-
back at any stage during the process of automatically creating
the solution. The researchers can also see visualisations of
outputs produced by different steps (see Figure 7). Therefore,
researchers can provide preferences for selecting microservices
if there are options.

A realistic example is that a researcher can specify a
clustering task applied to the mouse brain single-cell RNASeq
dataset. The framework will first try to see if a single mi-
croservice can complete this task. The answer is ’no’ because
no semantic-matched microservice can take the RNASeq CSV
input and provide the clustering output. At this juncture, the
microservice that can take the RNASeq CSV will be invoked to
process the data into the next step with the output of AnnData.
If there are multiple choices in the composition sequence,
all possibilities will be invoked to run unless the previous
knowledge in the policies has a priority. The possibilities have
multiple solutions at the end for researchers to analyse for
giving professional feedback to the system. The feedback will
help greatly with the knowledge graph policies. For example,
suppose the researcher gives feedback to the system that
UMAP is the better embedding method than t-SNE but has no
priority on the clustering methods. In that case, the framework
will produce two possible clustering results shown in Figure
8.

V. CONCLUSION AND FUTURE WORK

The potential of single-cell research, along with ML and AI
technologies, to address critical biomedical and disease clas-
sification and clustering issues and facilitate comprehension
in the near future is substantial [32], [33]. Our research iden-
tified the current limitations of reusing, exchanging, sharing,
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Fig. 8. Two clustering outcomes from automatic process

applying the most advanced technologies and automating the
experimental environments and outcomes in cross-disciplinary
research collaboration. Therefore, we proposed an AI au-
tomation framework that can semantically share implemented
ML algorithms or AI models for a general purpose. Possible
solutions can be automatically generated through interactions
with researchers.

Our future work will increase the general informatics
purposed ML algorithms and AI model developments and
registration. More downstream analysis tasks can be tested
and evaluated.
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Abstract—The binding affinity between the Spike protein 
and the angiotensin-converting enzyme 2 receptor (ACE2) 
is one of the main determining factors in the replication 
rate of Severe Acute Respiratory Syndrome of 
Coronavirus-2 that directly affects the clinical condition of 
the patient. The presence of multiple variants indicates a 
high mutation rate of the virus. Furthermore, genetic 
variations within the coding regions of ACE2 can impact 
the susceptibility, severity, and progression of the disease. 
However, the effect of these mutations on the stability and 
affinity of the Spike-ACE2 interaction is not well 
understood. To gain insight into this interaction, 
molecular dynamics simulations are used. Although these 
simulations produce a large amount of data, they do not 
make easy to identify residues that play a significant role 
in the interaction between the proteins. To overcome this 
issue, we combined molecular dynamics simulations and 
supervised machine learning techniques to identify the 
residues that have the most impact on the interaction and 
dynamics of the complexes. The molecular dynamics 
simulations showed slight variations in complex 
trajectories, but highlighted key residues and loop region 
residues. Despite stable behavior among variants with 
only minor differences, the machine learning methods 
identified critical residues in ACE2 and Spike proteins that 
can affect virus-host interaction. 

Keywords—COVID-19; Bioinformartics; Molecular Docking; 
Polymorphism; Variants. 

I.  INTRODUCTION 

On March 11, 2020, the World Health Organization 
characterized COVID-19 [1] as a pandemic, an infectious 
disease caused by the Severe Acute Respiratory Syndrome of 
Coronavirus-2 (SARS-CoV-2). To date, November 2022, 
more than 630 million cases have been confirmed, including 
more than 6.6 million deaths globally. In Brazil alone, there 
are more than 35 million cases with almost 690,000 deaths 
[2]. COVID-19 is a respiratory disease, transmitted by the 
epithelial cells of the lung through aerosols, which can lead 
from mild viral pneumonia to Acute Respiratory Distress 
Syndrome, and in even more serious cases leading to 
multiple organ failure [3]. It mainly affects individuals with 
comorbidities and/or some type of immunosuppression. 
Some people develop the severe form of COVID-19, while 
others are asymptomatic [3][4]. The entry of the virus into 
the cell is one of the most important processes in viral 

infection, being the target in the development of vaccines 
and drugs. The invasion of SARS-CoV-2 into host cells 
depends on the interaction of the Spike structural protein 
with the human protein, present in the cell membrane, 
angiotensin-II converting enzyme [5] and  variants of this 
protein have been associated with susceptibility to SARS-
CoV-2 [3][4].  

SARS-CoV-2 has a high probability of mutating and 
adapting better to the environment [4]. The current Variant 
of Concern (VOC) is Omicron (B.1.1.529 - several 
countries), prior to this, also classified as VOC: Alpha 
(B.1.1.7 - United States), Beta (B.1.351 - Africa do Sul), 
Gamma (P.1 - Brazil) and Delta (B.1.617.2 - India) [1]. P2 
variant (or Zeta variant) (B.1.1.28.2) was detected in the city 
of Rio de Janeiro in October 2020. The mutations suffered 
by SARS-CoV-2 observed in its variants, as well as the 
polymorphisms observed in the ACE2 protein, raise 
questions such as whether genetic variability of the virus and 
the host could explain the different degrees of severity in 
cases of infection. How these mutations contribute to 
improving the stability and affinity between Spike-ACE2 
complexes is not a process fully understood.  

Molecular Dynamics simulations have been used to 
assess the stability and affinity between complexed 
structures. The trajectories resulting from these simulations 
generate large amounts of data from thousands of atoms at 
each time interval. The stability of the complex is analyzed 
by calculating the root-mean-square deviation and also by 
the number and type of contact between the structures. 
However, the high-dimensional nature and noisy output of 
the simulations make it extremely difficult to extract 
meaningful features from the trajectories, thereby hindering a 
deeper understanding of molecular processes 

Machine learning techniques are employed to analyze 
vast data sets. These methods assist in identifying key 
differences between the trajectories obtained from molecular 
dynamics simulations. Fleetwood et al. [6] demonstrated the 
usefulness and potential of machine learning techniques in 
comprehending biomolecular processes by applying both 
supervised and unsupervised techniques to three different 
biological systems. Inspired by this work, we utilized 
molecular dynamics simulations to evaluate the stability of 
complexes and applied supervised machine learning 
techniques using the resulting trajectories as input data to 
investigate the effect of genetic variability in SARS-CoV-2 
and ACE2 polymorphisms on the interaction region between 
these proteins. 
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II. MATERIAL AND METHODS 

In this section, we will outline the methods employed to 
perform molecular dynamics simulations and implement 
machine learning architectures. 

A. Molecular Dynamics 

The tertiary structure of the complex Spike and ACE2 
(PDB ID: 6LZG) was obtained from the Protein Data Bank 
[7]. Modeller software v9.23 [8] was used to fill the missing 
atoms. 

GROMACS package version 2019.3 [9] was used in the 
MD simulations of complexes. The force field used was 
CHARMM36 [10]. The molecules were solvated with 
TIP3P water molecules and neutralized by adding the 
appropriate number of Na+Cl ions considering the ionic 
concentration of 0.15 M. The energy minimisation was 
performed using the steepest descent method with a 
maximum force of 1000 Kj/mol.nm. After minimization, the 
systems were equilibrated in two stages: a canonical NVT 
set followed by an isothermal-isobaric NPT set. The NVT 
equilibrium was performed with a constant temperature of 
300 K for 500 ps. The NPT equilibrium was performed with 
a constant pressure of 1 bar and a constant temperature of 
300 K for 500 ps. The production step was conducted at 300 
K for 100 ns and the trajectories were saved every 10 ps. 
Four complexes ACE2-Spike complexes were analised: 
ACE2-Spike (wild) and 3 ACE-Spike (Omicron, Delta and 
P2 – Zeta variant). 

B. Machine Learning 

Based on Fleetwood et. al [6], we employed molecular 
dynamics trajectories as input for supervised ML 
techniques. To reduce the influence of a single model and 
enhance the stability of our results, we utilized two differing 
supervised machine learning classification strategies: 
Multilayer Perceptron (MLP) and Random Forest (RF). 
These methods were used to identify residues that most 
significantly contribute to the difference in the dynamic 
behavior between the complexes (Fig. 1). A multiplayer 
perceptron is a type of artificial neural network has multiple 
layers between input and output layers. Meanwhile, Random 
Forest is an ensemble learning technique that is used for 
classification by building many decision trees and finding 
the mode of the classes of each tree. We chose to use both 
RF and MLP because they are powerful and commonly-
used supervised machine learning algorithms. RF excels at 
performing both regression and classification tasks and is 
well-known for its robust performance and handling of 
noisy and missing data. MLP, a feedforward neural network, 
can handle regression and classification problems, and is 
frequentetly used for complex, non-linear relationships 

The input features for these algorithms include the 
contact distances between ACE2 residues and Spike. These 
distances were calculated as the minimum distance between 
the heavy atoms of residues in the interaction region. Only 
distances less than 15 Å were considered in forming our 

dataset. The values were then inverted, normalized and used 
as inputs. 

 
 

 
Figure 1.  Flowchart of the Machine Learning methods used on this study. 

The MLP was implemented using the open-source 
machine learning library Scikit-learn in Python [11]. We 
also used the data analysis and manipulation library Pandas 
[12], and the numerical computing library NumPy [13]. 
Scikit-learn is a widely-used, well-documented, and 
efficient machine learning library that provides quick 
prototyping and testing, 

We employed 8 hidden layers with 100, 75, 50, 40, 30, 
20, 10, and 5 neurons respectively, with ReLU activation. 
ReLU is a popular activation function in deep learning that 
is known for its effectiveness. The labels were one-hot 
encoded to represent categorical data numerically. The 
training process used the Adam optimizer [14] to adjust the 
node weights. This optimizer is frequentely used due to its 
demonstrated efficacy.  

We created the first profile by building a correlation 
matrix for training and testing. Four additional profiles were 
generated through bootstrapping and features with strong 
correlation were discarded using a 0.9 threshold. As a result, 
5 profiles were obtained with 1828, 1907, 1925, 1909 and 
1934 features respectively, each with 40 thousand frames. 
The MLP was trained with each of these profiles, resulting 
in 10 total MLPs. We used a train-test split to evaluate the 
performance of the ML algorithms, with 80% of the data in 
the training set  and 20% in the test set. 

Important features for classification were determined 
using Layer-Wise Relevance Propagation (LRP) [15] with 
the LRP-0 rule. LRP assigns relevance scores to input 
features, making it possible to visualize which inputs have 
the most impact on a specific prediction made by the model. 
This enhances transparency and confidence in the decision-
making of neural networks 

Our Random Forest model utilized the Gini impurity 
coefficient, which ranges from 0 to 1, with 0 indicating a 
pure split and 1 representing maximum impurity. The aim 
was to choose splits that would lower Gini impurity, 
resulting in more homogeneous class distribution in the 
tree's leaves. RF The RF classifier uses an internal 
bootstrapping process to produce consistent profiles. The 
model consisted of 100 decision trees, with 3201 features 
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and 40 thousand frames. The one-versus-the-rest method 
was employed to claculate feature importance, a strategy in 
multi-class classification that plits the problem into several 
binary classification problems. RF was implemented using 
the Scikit-learn library. 

III. RESULTS AND DISCUSSION 

The outcomes achieved at each step of our work will be 
detailed in the subsequent sub-sections. 

A. Molecular Dynamics 

We sought differences in the interactions between 
SARS-CoV-2 variants and the ACE2 protein through 100 ns 
molecular dynamics simulations for each complex. The 
simulation data was used to compute Root Mean Square 
Deviation (RMSD) and Root Mean Square Fluctuation 
(RMSF). Fig. 2A and fig. 2B show RMSD values for ACE2 
and Spike proteins, respectively.  

 

 
 

 

 

 
Figure 2.  Analysis of the trajectories obtained in the MD 

simulation. (A) RMSD of ACE2 (B) RMSD of Spike. 

Results demonstrate stability in the ACE2 protein for all 
complexes at around 10ns, with similar RMSD values 
ranging from 0.2 to 0.4 nm.  

The RMSF analysis of the ACE2 trajectory (Fig. 3A) 
showed no significant fluctuations, limited, wich were 
limited to loop regions. 

 The Spike protein (Fig. 3B) showed that the Lys444 
residue of the delta variant had the highest fluctuation peak 
of 0.20 nm, followed by the omicron variant (0.16 nm), P2 
variant (0.16 nm), and wild-type (0.14 nm). Lys444 is 
located close to Gly446, Tyr449, and Gln498, which have 
polar interactions with ACE2, according to a study by Sironi 
et al. [16]. 

 

 

 
Figure 3.  Analysis of the trajectories obtained in the MD 
simulation. (A) RMSF of ACE2 (B) RMSF of Spike. 

The Tyr449 residue is situated near to Leu452, which 
was mutated to arginine in the delta variant. Other residues 
with high fluctuation peaks are located in loop regions. 

B. MLP 

Table 1 shows the five most significants pairs for each 
complex. The residue importance values for each pair were 
determined  by finding the average LRP-0 value assigned to 
these pairs in the generated MLPs. Key residues responsible 
for differences in binding between Spike variants and ACE2 
have been identified. Some of these were previously noted 
in previous studies.  

TABLE I.  RESIDUES IMPORTANCE OBTAINED FROM MLP 

Variant 
MLP 

Residue Pair (ACE, 
Spike) 

Importance 
Value 

Wild 

(SER106, GLY485) 
(VAL107, PHE486) 
(GLN89, SER477) 
(SER19, PRO479) 
(ALA71, GLU484) 

1.0 
0.99 
0.98 
0.89 
0.82 

Delta 

(ASP30, GLU484)  
(GLN24, LYS417)  

(GLY352, ARG408) 
(ALA65, SER443)  
(ASN33, GLN498)  

1.0 
0.71 
0.68 
0.62 
0.60 

Omicron 

(GLU329, SER438) 
(GLN42, SER349)  

(TYR381, GLY502)  
(GLY352, ASN448)  
(GLY354, GLY504)  

1.0 
0.96 
0.92 
0.91 
0.9 

P2 

(PRO321, ARG403)  
(SER19, ASN477)  
(SER19, PRO479)  

(GLN325, SER371)  
(GLU37, THR415)  

1.0 
0.92 
0.87 
0.84 
0.81 

 
The analysis of the results highlights the role of key 

ACE2 residues GLN24, GLN42, GLN325, GLU329, and 
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GLY354 in interaction with protein S. Moreover, ACE2 
residue SER19, which was commonly seen among the pairs, 
is also important. A mutationin this residue S19 to P 
increased the interaction between ACE2 and Spike protein. 
However, mutations in residues ASN33 (N33I) and 
GLY352 (G352V) were found to reduce this interaction 
[17]. 

Our results highlight the key residues in the Spike 
protein that can contribute to variations in binding between 
Spike variants and ACE2. The mutation of the LYS417 to 
K417N, increases virus transmissibility. The SER477 
residue (S477N mutation) enhances binding affinity. The 
GLU484 residue, when mutated to E484K, has been linked 
to antibody resistance [4]. The only exception is the 
simultaneous presence of the (SER19, PRO479) pair in both 
the Wild and P2 variants, as no other pair of residues 
showed were significance across other variants. 

C. RF 

Table 2 displays the top five residues that were 
determined by the Random Forest model, based on their Gini 
importance values. 

TABLE II.  RESIDUES IMPORTANCE OBTAINED FROM RF. 

 

Variant 
RF 

Residue Pair (ACE, Spike) 
Importance 

Value 

Wild 

(SER19, VAL483)  
(SER19, CYS488)  
(SER19, CYS480)  
(SER44, TYR505)  
(SER19, GLN474)  

1.0 
0.95 
0.60 
0.52 
0.52 

Delta 

 (ALA36, ASN501)  
(GLY66, ASN501)  
(ALA342, THR500)  
(ASN103, TYR505)  
(LYS68, ASN501)  

1.0 
0.98 
0.93 
0.71 
0.64 

Omicron 

(ALA25, ASN417)  
(GLN24, ASN417)  
(ILE21, ASN417)  

(LYS353, ARG498)  
(THR27, ASN417)  

1.0 
0.98 
0.97 
0.94 
0.88 

P2 

(SER106, LYS484)  
(SER19, CYS480)  

(SER105, ASN487)  
(GLY104, ASN487)  
(SER105, LYS484)  

1.0 
0.90 
0.87 
0.80 
0.79 

 
The residues pairs identified by the  Random Forest 

model differed from those identified by the MLP model. 
However, some residues were identified by both methods. 
Several of these residues have been previously reported, 
including TYR505 in the Spike protein, whose mutation can 
increase transmission [4], and ARG498 in the Omicron 
variant, which leads to increased binding affinity with ACE2 
[18]. SER19, LYS353, and THR27 are crucial residues in 
ACE2 [17]. SER19 was found repeatedly among pairs and 
variants. The exception was the (SER19, CYS480) pair, 
which was present in both the Wild and P2 variants, but no 
other residue pair was present in multiple variants. 

IV. CONCLUSIONS AND FUTURE WORK 

The interaction between the Spike and ACE2 proteins is 
crucial in determining the replication rate of SARS-CoV-2 
and affects the progression of the disease in infected patients. 
SARS-CoV-2 exhibits a high mutation rate, as evidenced by 
the emergence of various variants over the past two years. 
Polymorphisms in the coding regions of ACE2 may impact a 
patient's susceptibility to the disease, as well as its severity, 
and clinical outcome. However, the impact of mutations and 
polymorphisms on the stability and interaction between the 
SARS-CoV2-ACE2 complex is not yet fully understood.  

In our work, we combined molecular dynamics 
simulations and machine learning techniques to examine the 
interaction between SARS-CoV-2 variants and human 
ACE2. The simulations provided insight into the protein 
complex interaction, while ML methods identified important 
residues in the binding region. 

Our molecular dynamics simulations showed stability 
similarities among the variants. The ACE2 protein complex 
with Spike-Wild showed slightly lower stability, as indicated 
by RMSD values, compared to the SARS-CoV-2 variant 
complexes. This aligns with the expectation that mutations in 
the Spike interaction region increase stability. The ACE2 
protein in the wild-type complex is therefore more flexible 
and less stable. The Spike protein in the Delta variant had 
slightly higher RMSF values, with a peak at Tyr444 near key 
residues that interact with ACE2, including Tyr449 near the 
L452R mutation. Replacing the hydrophobic Leucine with 
the polar Arginine may enhance intra- and intermolecular 
interactions. 

We achieved an accuracy score of 1 and loss values less 
than 0.005 for both machine learning methods using the test 
set. High accuracy and low loss on test data suggest that the 
model is performing well, not guarantee that the model is not 
overfitting. Further evaluation using other data sources, such 
as cross-validation, is needed to determine if overfitting is 
present. 

The ML approaches successfully identified key residues 
from both proteins responsible for differences in binding 
region, some of which have been previously reported in the 
literature. This demonstrates that our method was able to 
identify residues that significantly contribute to the 
distinction between virus and host interaction due to 
mutations in Spike (variants) and ACE2 polymorphisms. 

Our study shows that machine learning can simplify the 
complexity of virus-host interactions by reducing 
dimensionality and identifying crucial residues. Our findings 
indicate that there may be additional important residues 
beyond those previously considered, which can impact the 
interaction between Spike and ACE2 proteins. These 
residues could account for differences in stability and 
affinity, leading to varying levels of susceptibility to SARS-
CoV-2 and resulting in varying degrees of disease severity. 
In our work, we aim to gain a deeper understanding of the 
relationship between mutations and the affinity between 
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Spike-ACE2 by not only exploring other variants, but also 
incorporating various machine learning methods. 
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Abstract— Rab7a and Rab10 are small GTPases that regulates 

cellular processes by alternating between its GDP-bound 

inactive and the GTP-bound active states. Studies have shown 

that functional deficiencies in the pathways of these enzymes 

are implicated in ciliophaties, cancer and neurodegenerative 

diseases.   Thus, the modulation of the activity of these targets 

may represent an interesting strategy in drug discovery for the 

treatment of several human diseases.  In order to identify 

potential Rab7a and Rab10 inhibitors, we studied the mobility 

of the switch1-interswitch-switch2 surface to understand the 

active “ON” and inactive “OFF” states of these enzymes. We 

use molecular dynamics simulations to investigate the atomic 

movements of the switch regions of these enzymes associated 

with GDP and GTP nucleotides. We found noticeable 

differences in the local flexibility of switch 1 when these Rab 

GTPases were bound to GDP. However, the deterministic 

method used was not able to successfully differentiate the 

flexibility of switch 2 region. We hypothesized that the 

flexibility of the switch 1 region can be used as an indicator of 

in silico studies that search potential competitive inhibitors 

based on nucleotides against these targets. Furthermore, the 

present study can be useful for research that involves the 

description on-to-off process of other target proteins. 

Keywords-Small GTPases; structural flexibility; in silico. 

I.  INTRODUCTION 

Rab7a and Rab10 are small monomeric enzymes that 
belong to the Rab GTPase family. They are responsible for 
regulating intracellular traffic in various pathways of 
different cellular sublocations, having roles in the 
endoplasmic reticulum, trans-Golgi network, endosomes, 
lysosomes, and primary cilium [1]. Several Rab GTPases are 
believed to be involved in cellular processes such as 
biogenesis, transport, and tethering of membrane-bound 
organelles/vesicles. However, functional dysregulations in 
the pathways of these enzymes are implicated in a few 
human diseases, such as ciliopathies, cancer, and 
neurodegenerative diseases [2]. For example, studies have 
shown that Rab10 and Rab7a have a relevant role in 
Alzheimer's disease (AD), where Rab10 helps in the 
amyloidogenic processing of the amyloid precursor protein 
(APP) while Rab7a is involved in the hyperphosphorylation 
of the Tau protein [3] [4]. Furthermore, there are studies that 
correlate the inhibition of these enzymes with the induction 
of apoptosis in cancer cells [5]. Experiments show that 
changes in the expression of these enzymes can activate 

signaling pathways for cancer cells growth and survival, 
leading to cancer progression. Such evidence paves the way 
for the application of new drug targeting strategies for the 
treatment of various human diseases. Since Rab7a and 
Rab10 are associated with several human diseases, the 
modulation of the activity of these enzymes using small 
molecules may represent a promising alternative to delay the 
progression of these diseases, making them potential 
therapeutic targets. 

Rab GTPases regulates cellular processes by alternating 
the nucleotides guanosine triphosphate (GTP) and Guanosine 
diphosphate (GDP). When bound to GTP, they interact with 
a series of effector proteins promoting downstream signaling 
events. On the other hand, the hydrolysis of GTP results in 
conformational changes in the G domain of these enzymes, 
inactivating them [6]. The differences between the 
conformations of the G domain linked to GDP and GTP 
suggest that after the hydrolysis of GTP the switch 1 and 
switch 2 regions show a high degree of flexibility and 
disorder. In contrast, these regions are stabilized in the active 
state, which favors their recognition by effector proteins [7]. 
This occurs due to interactions with the phosphate binding 
motifs (PMs) of these enzymes, where GTP interacts with 
PM1-3 while GDP only with PM1 [8] [9]. 

In 2017, PYLYPENKO and collaborators conducted a 
study to obtain insights into the functional diversity of Rab 
GTPases. In this study, the authors analyzed, using in silico 
tools, 44 representatives of the subfamilies of human Rab 
GTPases, to obtain information on the primary sequences of 
these enzymes with partner proteins in the context of binding 
specificity and provide results functions of their interactions 
in the cell. In this study, the authors detailed precision the 
motives of the Rab GTPases that interact with GDP and 
GTP; however, it was not analyze the “on-to-off” process to 
understand the modifications conformational patterns of 
these enzymes when activated and inactivated. 

The present study aimed to detail the structural flexibility 
of the switch regions of Rab7a and Rab10, considering 200 
ns molecular dynamics (MD) simulations. In 2020, we 
performed MD simulations to investigate Rab10's internal 
movements in its activated and inactivated state. These 
results showed noticeable differences in local switch I 
flexibility when Rab10 was associated with GDP [10]. Thus, 
we hypothesize that the flexibility of the switch1 region can 
be used as an indicator of in silico studies that aim to identify 
potential competitive inhibitors against Rab10. In order to 
verify if the conformational change in the on-to-off process 
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of Rab10 was not by chance, we extended our study to 
consider the Rab7a. Our new findings strengthen our 
hypothesis that the flexibility of the switch I region can be 
used as an indicator for studies aimed at identifying potential 
inhibitors of these enzymes.  

The rest of this work is organized as follows. Section II 
describes the methods used in each step of this study. Section 
III addresses the results and discussion, while Section IV 
describes the conclusion and next steps of this research. The 
acknowledgements close the article.  

II. METHODS 

In this section, the in silico approaches used during the 

development of this work. 

A. Molecular docking 

The structure of Rab7a (ID: 1T91), Rab10 (ID: 5SZJ) and 
GDP and GTP nucleotides were obtained from the Protein 
Data Bank (PDB) [11]. Modeller software v9.23 [12] was 
used to fill the missing atoms of Rab10. The addition of 
hydrogen in each structure, considering the protonation state 
of the atoms at physiological pH, was performed using the 
Open Babel 3.0.0 software [13]. The Autodock Vina 1.1.2 
software [14] was used to docking the nucleotides at the 
active site of Rab10. The grid box was defined by the mean 
of the Cartesian coordinates of the nucleotide GTP and 
phosphoaminophosphonic acid guanylate ester (GNP) co-
crystallized in Rab7a and Rab10, respectively. The co-
crystallized compounds were submitted to redocking to 
validate the docking study. The poses of each nucleotide 
were chosen by means of the lowest binding energy and the 
highest number of intermolecular bonds. The interactions 
between the ligands and receptor were calculated using the 
Maestro 12.3 interface [15]. 

B. Molecular dynamics 

The GROMACS package version 2019.3 [16] was used in 
the MD simulations of complexes with GDP and GTP. The 
force field used was CHARMM36 [17]. The ligand 
parameters were obtained by the CGenFF server [18]. The 
complexes were centralized in cubic boxes, where the 
distance between the solute and the edge was 14 Å. The 
molecules were solvated with TIP3P water molecules and 
neutralized by adding the appropriate number of Na+Cl- ions 
considering the ionic concentration of 0.15 M. The energy 
minimization was performed using the steepest descent 
method with a maximum force of 1000 Kj/mol.nm. After 
minimization, the systems were equilibrated in two stages: a 
canonical NVT set (number of particles, volume, and 
temperature) followed by an isothermal-isobaric NPT set 
(number of particles, pressure, and temperature). The NVT 
equilibrium was performed with a constant temperature of 
300 K for 500 ps. The NPT equilibrium was performed with 
a constant pressure of 1 bar and a constant temperature of 
300 K for 500 ps. The production step was carried out at 300 
K for 200 ns and the trajectories were saved every 10 ps. The 
tools of the root mean square deviation (RMSD), root mean 
square fluctuation (RMSF), radius of gyration (Rg) and 

solvent accessible surface area (SASA) were used for the 
trajectory analysis. 

III. RESULTS AND DISCUSSION 

The results and discussion of this study are described in 

subsequent sections. 

A. Molecular docking study 

The lowest energy values for each test were grouped and 
their molecular interactions were analyzed. The most 
promising poses of each ligand are described in Table 1. The 
comparison between the co-crystallized ligands poses with 

the docking poses indicated RMSD ≤ 2.00 Å, suggesting 

that the docking protocol was validated. Thus, GDP and GTP 
nucleotides were successfully anchored in the active site of 
Rab7a and Rab10. These complexes showed notable 
intermolecular interactions. When in interaction with GDP, 
there are 6 hydrogen bonds with the residues located in PM1, 
while when interacting with GTP there are more hydrogen 
bonds.  

TABLE 1. SCORE BY THE VINA AND THE NUMBER OF INTERACTIONS 

CALCULATED BY MAESTRO 

Complex 
Score 

(Kcal/mol) 

Salt 

Bridge 
HBonds Stacking 

Rab7a-GDP -10.3 3 6 2 

Rab7a-GTP -11.1 3 9 2 

Rab10-GDP -10.7 3 6 2 

Rab10-GTP -11.5 3 10 2 

 
This occurs due to the presence of γ-phosphate in GTP, 

which interacts with the PM2 and PM3 motifs and can even 
increase the stability of the switch regions of these enzymes. 
Furthermore, the binding modes found for each complex are 
consistent with the interactions found in the Rab7a and 
Rab10 crystals [11] [12]. This indicates that the docking 
protocol was able to successfully reproduce the 
experimentally determined binding mode for the co-
crystallized ligands. 

B. Molecular dynamics study 

To verify whether Rab7a and Rab10 stabilized throughout 
the MD simulation, the RMSD of the G domain of these 
enzymes was calculated. Based on our results, the 
trajectories reached stability after 40 ns of simulation (Fig. 
1a). In the case of Rab7a, the backbone RMSD of the 
complexes associated with GDP and GTP stabilized close to 
0.23 and 0.24 nm, respectively. In relation to Rab10, the 
trajectories stabilized close to values of 0.30 nm for the 
inactive state and 0.25 nm for the active state. Through 
analysis of the trajectories, it was possible to observe that the 
complexes associated with the GTP have more restricted 
movements, since the trajectories showed predominantly 
lower peaks than the complexes linked to GDP.
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Figure 1. Analysis of the trajectories obtained in the MD simulation. (A) RMSD of G-domain backbone. (B) RMSD of switch I. (C) RMSD of interswitch. 

(D) RMSD of switch II. (E) RMSF of the amino acids residues. Switch 1 (S1) region is defined by positions 31-44, while interwitch (In) and Switch 2 (S2), 
45-65, 66-82, respectively. 

 
Local RMSD analysis was required to assess the inherent 

flexibility of switch regions. Fig. 1b shows the RMSD of the 
switch I region, where it is possible to visualize differences 
in the backbone when the enzymes analyzed were associated 
with the nucleotide GDP and GTP. Here, systems linked to 
GDP showed greater fluctuations compared to those linked 
to GTP. This can be explained because the phosphate portion 
of GDP contains only α and β-phosphate, causing switch I to 
suffer greater conformational flexibility due to the existence 
of smaller intermolecular interactions involving the PM2 and 
PM3 motifs. On the other hand, the presence of γ phosphate 
in GTP provides less flexibility in switch I due to the 
existence of greater intermolecular interactions with these 
motifs. The interswitch region was chosen as a control 
because it does not show conformational differences in both 
the activated and inactivated states of the Rab GTPases (Fig. 
1c). However, the switch II region showed no noticeable 
RMSD differences (Fig. 1d). This result may be associated 
with the presence of an α-helix in switch II, which can 
generate motions more restrictive with varying time, as each 
successive turn of the α-helix is held by adjacent turns by 
three or four hydrogen bonds, which gives a significant 
stability in relation to other secondary structures of these 

enzymes.  Fig. 1e shows the residues that make up the entire 
extension of the Rab7a and Rab10 enzymes, where it is 
possible to visualize the regions where the greatest 
fluctuations occur. These results show subtle differences in 
the flexibility of switch I, however, in all complexes where 
Rabs were inactivated, the fluctuation for this region was 
greater. 

Rg trajectories indicate that the G domain of Rab7a and 
Rab10 entered conformational equilibrium. Fig. 2a shows 
that the Rg values are constant, suggesting that the folded 
structures of these enzymes are stable. However, the Rg 
trajectories of the inactivated systems showed higher values 
than the activated state. While the difference in these values 
is subtle, it does indicate that the inactivated state is subject 
to decompression processes throughout the simulation. 
Furthermore, SASA analysis was performed to evaluate the 
molecular surface of these Rabs. Fig. 2b shows a slight 
increase in SASA for inactivated states, which can be 
explained due to greater mobility in the switch region I. 

A 

B C D 

E 

S1 In S2 
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Figure 2. Analysis of compression and SASA. (A) Rg of the G-domain. (B) 
SASA of the G-domain. 

 

IV. CONCLUSIONS AND FUTURE WORK 

 

In short, the MD simulations used in this study were able 

to obtain notable differences in the switch 1 region of Rab7a 

and Rab10, enabling the identification of its active "ON" 

and inactive "OFF" states. However, the classical mechanics 

method was unable to predict the disordered movements of 

the switch 2 region. Our new findings strengthen our 

hypothesis that the flexibility of the switch I region can be 

used as an indicator for studies aimed at identifying 

potential inhibitors of these enzymes. Furthermore, the data 

discussed here may be useful for research involving the 

description of the on-to-off process of other proteins. The 

next steps of this research is to extend the analyzes to 

evaluate the on-to-off process of 44 representatives of 

human Rab GTPases, to understand the conformational 

modifications of these enzymes when activated and 

inactivated. Thus, it is expected that this study proposal 

provides useful information about the dynamics of these 

enzymes, allowing regions switches are used as indicators to 

select which putative drugs have the potential to inhibit or 

activate these enzymes. 
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Abstract— The overdose crisis our communities are 
experiencing is a profound and multifactorial challenge to 
public health. Political headwinds have placed increased 
scrutiny and support in finding solutions.  Emergency 
departments (ED) play an essential role in the care for patients 
with substance use disorders (SUD). Peer support, using those 
with lived experience to assist in recovery, is an emerging tool 
in hospitals. Combining medical and behavioral health 
interventions may result in improved outcomes. In a 
retrospective analysis, an ED based peer support program in 
five hospitals in Philadelphia engaged  5821 individuals over 25 
months. The program has resulted in an increase in direct 
referral to recovery services from 3% before the program to 
20.5%. Peer support is a valuable tool in recovery engagement, 
further study is required to determine other benefits of peer 
support and long-term outcomes. 

Keywords- Public Health; Substance Use Disorder; Opioid 
Use Disorder; Emergency Medicine; Addiction; Recovery; Peer 
Support 

I. INTRODUCTION

 The United States is experiencing a nearly unprecedented 
epidemic that transcends social strata and bears no easy 
answers - the overdose crisis.  What grew as a sequela of the 
dramatic increase in prescription opioids in the early 21st

century, this crisis has now entrapped countless individuals 
in a cycle of addiction [1].  The infiltration of fentanyl and 
veterinary tranquilizer (xylazine) into the heroin supply and 
now into the supplies of other drugs has led to a dramatic rise 
in polysubstance use and the inevitable increase in deaths 
when individuals mix drugs [2]. We are witnessing an era 
where overdose deaths greatly exceed those of violent crime 
[3].  Substance use disorders (SUD) represent a public health 
emergency that requires novel solutions to these exceptional 
problems. 
     Emergency Departments are legally required to see all 
patients who arrive for evaluation [4].  The risk of overdose, 
on top of other medical complications of SUD, including 
skin, spinal and heart valve infections as well as complex 
wounds [5], lead many patients to visit emergency 
departments for care [6].  Emergency departments are 
manifestly focused on discovering and treating conditions 
that threaten the immediate health of their patients, leaving 
advocacy for chronic conditions, such as SUD, an 
afterthought. National data show fewer than 2% of patients 
with SUD received treatment within the past year [7].    
     Peer support is an emerging trend in recovery services 
[8]. Utilizing individuals in mature phases of recovery to 

engage and advocate for recovery is important for a number 
of reasons.  Primarily, individuals who have not experienced 
SUD often have difficulty understanding and empathizing 
with those currently suffering. Secondarily, even if engaged 
by a empathetic and caring provider, many individuals have 
experienced traumatic healthcare experiences or believe 
recovery to be impossible, limiting their engagement. Peers 
have immediate credibility in these situations and can act as 
experiential interpreters for these patients and their 
caregivers. Lastly, navigating the recovery ecosystem is a 
time consuming and often byzantine journey, one that does 
not mesh well with the fast paced, constantly task switching 
environment of the ED. Peers can be tasked with this as 
their primary work, freeing others to provide care while 
their recovery is still addressed. 
    Given the above, it is unsurprising peers are entering the 
hospital environment [9]. Peers have been shown to improve 
uptake of buprenorphine, a medication for opioid use 
disorder (MOUD) [10].  They also have been shown to 
improve rates of discharge with naloxone, a medication that 
can reverse the effects of overdose [11].  They are relevant 
to visits both related to overdose and other reasons for 
hospitalization [12]. They are also able to address other 
social determinants of health (SDOH), another emerging 
and related topic in social medicine [13]. Their overall 
impact on referral to recovery services, especially for non-
opioid use disorders, is still being defined. 
    This study aims to evaluate a public health initiative 
placing peer support specialists in a series of urban 
emergency departments. We describe the demographics of 
patients who are engaged by peers, their primary drugs of 
choice, and their recovery outcomes.  Additional data 
discussed includes rates of referral to SDOH resources.  
Lastly, we discuss the impact of CRS in the ED and wider 
hospital-based healthcare ecosystem. 

II. METHODS

This represents the collected data from the first 25 
months of an emerging public health intervention.  Left 
unstated are the dedicated contributions of many in the 
development, deployment and continued function of this 
program. 
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A. Study Population 
The program represents a collaborative partnership 

between Jefferson Health and the City of Philadelphia 
Department of Heath and began in December 2020.  Five 
emergency departments were included: two urban academic 
hospitals, two urban community hospitals and one suburban 
community hospital.                   

Certified recovery specialist (CRS) is the term given by 
the Commonwealth of Pennsylvania for these peers.  CRS 
are individuals in long term recovery, who partake in 
didactic and practical classes to improve their skills in 
engaging patients about recovery services, supporting 
individuals in early recovery and navigating the recovery 
system.  CRS placed in the ED are able to meet with patients 
who are be admitted to the hospital with serious medical 
conditions as well as those being discharged after their ED 
visit.  Importantly, while the focus of the program was 
engaging patients with opioid use disorders, CRS are able to 
assist patients regardless of primary substance. They work 
collaboratively with providers, nurses and social workers to 
help improve patient care. 

Referrals to the CRS are low barrier, akin to pastoral care 
and social work consultations and occur both through the 
electronic health record and via role cellphone. They can be 
provided by any staff member who interacts with a patient 
who may benefit from a CRS visit, as long as the patient is 
able to consent to meeting with one. Patients both in the ED 
and on the inpatient units were engaged by CRS, providing a 
robust and diverse patient cohort. 

B. Study Design 
     This project is a retrospective analysis of a cohort of 
patients seen in the Jefferson Health emergency departments 
in the greater Philadelphia, PA area.  Data was collected via 
two separate sources.  The electronic health records of the 
patient, EPIC (EPIC Systems, Madison, WI) as well as a 
separate encrypted record system that organized data 
requested by the city, LAURIS (LAURIS Online, Roanoke, 
VA). CRS met with patients, speaking on a variety of 
topics, including the challenges of being in the hospital, the 
different options for MOUD and other recovery support 
services including group and solo therapy and family 
outreach.  They are also able to assist with other SDOH, 
such as lack of identification documents, housing instability, 
food insecurity and employment services. 
      Data is collected by the CRS if the patient verbally 
consents to the encounter.  Patient demographics (age, 
gender, race), primary drugs of choice, results of their 
recovery engagement and referrals for SDOH services are 
the primary variables measured.  Data included in this study 
track from the onset of the program in December 2020 
through January 2023.  This study has been reviewed by the 
relevant IRB and deemed exempt. 

III. RESULTS

461910 ED visits occurred from December 2020 to 
January 2023 in the five hospital sites. Of these, 23766 
received behavioral health diagnoses (5.1%).  During the 
study period, a total of 5821 patients were engaged at least 
once by a CRS (24.5%) (Table 1).  The mean age of the 
patients was 42 years (SD = 11.4) and 4015 (69.0%) 
identified as male (30.8% female, 0.2% transgender or 
other). 3379 (58.0%) reported their primary drug of choice 
were opioids (27.0% alcohol, 10% stimulants, 5.0% others). 

TABLE I. PATIENT DEMOGRAPHICS

Patient Demographics 

Age (Mean) 42 

Engagements 5,821 

Hospital 

     TJUH 2583 (44.0) 

     Frankford 1824 (31.0) 

     Torresdale 793 (14.0) 

     Methodist 451 (8.0) 

     Bucks 170 (3.0) 

Gender 

      Male 4015 (69.0) 

      Female 1796 (30.8) 

      Transgender 10 (.2) 

Drug of Choice 

     Opioids 3379 (58.0) 

     Alcohol 1567 (27.0) 

     Stimulants 600 (10.0) 

     Other 275 (5.0) 

Patient Disposition 

     Referred to Tx 1,195 (20.5) 

     Incomplete 993 (17.0) 

     Refused Tx 3,633 (62.5) 

SDOH Referrals 1,486 (25.0) 

Internal data from 2019 showed that 3% of identified 
patients with SUD were referred for recovery services from 
the hospital emergency department. During the study period, 
1195 patients were referred directly to recovery services 
(20.5%), 3633 patients refused referral (62.5%) to recovery 

17Copyright (c) IARIA, 2023.     ISBN:  978-1-68558-058-2

BIOTECHNO 2023 : The Fifteenth International Conference on Bioinformatics, Biocomputational Systems and Biotechnologies

                            24 / 37



services, and 993 were interested but were without referral at 
the time of their hospital disposition (17.0%). An additional 
1495 patients received referrals to services that address 
SDOH in addition to their recovery conversations.   
Of the 5821 patients engaged by a CRS, 3376, a majority 
were seen in an academic hospital emergency department 
(58.0%).  The largest cohort seen in a community hospital 
was at the hospital located closest to the epicenter of the 
overdose crisis in Philadelphia (31.0%) and the smallest 
cohort engaged was present at the suburban community 
hospital (3.0%). 

IV. DISCUSSION

    Many patients with chaotic substance use and SUD 
actively avoid hospitals until they have grave health 
consequences. Matching medical and behavioral treatment in 
a multidisciplinary fashion is becoming more common as 
hospitals try to treat patients holistically, rather than in a 
problem-based fashion. By engaging patients when they are 
experiencing severe sequelae of their use, health systems 
may better be able to engage patients. A framework of this 
strategy is shown in Figure 1.  In this retrospective, 
multicenter cohort evaluation, a large number of patients 
receiving ‘acute unplanned care’ were able to get 
concomitant medical and behavioral health services in the 
emergency department and hospital setting. The cohort’s 
demographics largely matches national studies of patients 
with substance use disorder: white, male and young-middle 
aged [14].  It is important to note that many minority 
populations receive disparate medical and behavioral health 
care [15].  Assuring that these programs are able to engage 
and assist all eligible patients is imperative to reducing these 
disparities. 

Figure I. Medical/Behavioral Engagement Framework 

    Much of the focus on SUD related care comes from the 
increased awareness and scrutiny that surrounds the care of 
patients with opioid use disorders.  The reasons for this are 
numerous, but include the excess mortality related to OUD 
as compared other substances, the insidious and questionable 

practices of pharmaceutical companies that led to opioids 
being prescribed for acute and chronic pain and the 
infiltration of fentanyl and other synthetic opioids into other 
drug supplies.  While the program was officially developed 
as a response to the opioid overdose crisis, it is also 
important to note that almost half of the patients engaged by 
the CRS had a non-opioid primary drug of choice.   
     Successfully connecting patients to recovery services is a 
well-documented challenge.  As previously stated, less than 
2% of patients nationally with SUD receive any recovery 
services and previous programs prior to this intervention 
referred a total of 3% of identified patients.  By utilizing 
CRS, referrals to recovery services increased almost seven-
fold.  This represents a crucial success, especially sustaining 
that level of improvement over two full years.  Saying that, 
nearly two thirds of patients refused recovery services and an 
almost equal number to those successfully referred were 
unable to be connected, due to lack of availability or other 
logistical barriers.  While CRS add clear value, there are 
many patients who an alternate approach may be appropriate 
[16]. 

It is sadly common that patients with multiple SDOH 
issues frequently visit the ED, regardless of concomitant 
SUD [17].  Whether afflicted with homelessness, food 
insecurity or lack of access to primary care, many challenges 
associated with SUD also bring patients to the ED. The 
ability to engage patients with other social services acts as a 
force multiplier for the CRS.  Addressing addiction is a 
critical feature of recovery but must be met with a holistic 
system that addresses the cycles of trauma and other barriers 
to long term recovery.  By actively addressing these SDOH, 
patient behavior is reinforced and the process to get 
appropriate individuals integrated into the public health 
system is supported. 

There are several limitations to this study.  First, the data 
reported is retrospective, limiting the variables that can be 
studied.  The trial is also uncontrolled, meaning it is possible 
that the impact witnessed was related to another, unrelated 
aspect of our care.  Third, the city’s system mandated 
patients provide a single ‘primary drug of choice’, despite 
many of our patients explicitly being polysubstance users.  
While it appears the majority of our patients used opioids 
primarily, it is possible they are also using other drugs.  
Recognition of polysubstance use is increasingly important 
and impacts both the withdrawal symptoms the patients 
encounter and the complexity of their recovery support. 
Lastly, the definition of referral was made by the city and 
relates to services the patients goes to directly from the 
hospital.  A fair number of the patients in the ‘incomplete’ 
row received recovery services subsequent to their 
hospitalization as a result of the CRS engagement. It is 
highly likely the cited figure underrepresents the number of 
patient referrals.  

Despite the limitations, we believe the study provided 
much needed insights to all of the stakeholders involved. By 
actively encouraging involvement in the implementation 
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strategies, we ensured widespread buy-in and increased the 
odds of making an impact on the community health. The 
support of hospital leadership was essential for securing 
funding and resources to implement desired strategies. 
Externally, engaging the local / city health administration, 
and reinforcing and strengthening the relationship was 
essential as hospitals moved from the assessment phase to 
developing and implementing strategies to address identified 
community health priorities.  

The Collective Impact Framework indicates that no 
single entity or department alone can address the society’s 
most complex and challenging problems [18]. The health 
needs identified in the conducted study were indeed the 
result of complex social, economic, as well as 
environmental factors, making Collective Impact 
Framework (Fig. 1) an appropriate model to apply. 
Widespread collaboration among community stakeholders 
around shared health challenges could reinforce positive 
changes in the community. While these engagements and 
referrals play an important initial role in recovery, it will 
require a more longitudinal study to determine the ultimate 
outcomes of an intervention like the one described. 

V. CONCLUSION

Peer support is an emerging tool to improve patient 
engagement for recovery services in a hospital setting.  The 
challenges involved in connecting patients to services from 
the hospital are myriad for patients and healthcare works. 
Peers are able engage with a variety of individuals with 
varied SUD and provide both in hospital recovery support as 
well as referrals to a variety of services. In this retrospective 
cohort study, there are positive signals indicating that peers 
improve connection to recovery and social services.  By 
matching medical and behavioral therapies, patients needs 
will be better serviced. Future studies should evaluate harm 
reduction strategies for CRS in patients who refuse recovery 
support, patient attitudes towards peer support, and barriers 
to recovery referral. 
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Abstract—The COVID-19 pandemic has had a significant 
impact on public health, the economy, and social norms. One 
of the consequences of the pandemic has been the increase in 
eviction rates in many cities in the United States, including 
Philadelphia. This study aims to explore the relationship 
between eviction rates and COVID-19 mobility patterns in 
Philadelphia. We analyzed eviction data from the city of 
Philadelphia and mobility data from Google's COVID-19 
Community Mobility Reports. Our findings suggest that there 
is a statistically significant relationship between eviction rates 
and mobility patterns. Specifically, we found that areas with 
high eviction rates also had a higher level of mobility, which 
could potentially increase the spread of the virus. Our results 
highlight the importance of considering the impact of 
socioeconomic factors on the transmission of COVID-19.  
Keywords-COVID-19, eviction, mobility. 

I. INTRODUCTION 
The COVID-19 pandemic has affected people 

across the globe, causing millions of deaths and 
economic instability. One of the many 
consequences of the pandemic has been an 
increase in eviction rates in many cities in the 
United States, including Philadelphia. As people 
lost their jobs or experienced reduced income, 
many have been unable to pay rent or mortgage, 
leading to eviction. Eviction not only has social 
and economic implications but can also impact 
public health by forcing people into crowded, 
often unhygienic living conditions, which can 
increase the transmission of COVID-19.  The 
COVID-19 pandemic has brought about 
unprecedented mobility restrictions to prevent the 
spread of the virus. These restrictions have had 
significant social and economic impacts, 
including on eviction rates. This paper examines 
the impact of COVID-19 mobility restrictions on 
eviction rates in Philadelphia, Pennsylvania. 
Using eviction data from the Eviction Lab and 

mobility data from Google's COVID-19 
Community Mobility Reports, we conduct a 
comparative analysis of eviction rates before and 
after the implementation of mobility restrictions 
in Philadelphia. Our analysis shows a significant 
decrease in eviction rates after the implementation 
of mobility restrictions, indicating that these 
restrictions may have played a role in reducing 
evictions. We also explore the potential 
implications of these findings for policymakers 
and advocates seeking to address the eviction 
crisis in Philadelphia and beyond. 

The COVID-19 pandemic has exposed and 
exacerbated existing socioeconomic and health 
disparities, including disparities in health and 
well-being. Mobility patterns have also been an 
important factor in the spread of COVID-19. 
Studies have shown that areas with higher 
mobility have had a higher number of COVID-19 
cases. Understanding the relationship between 
eviction rates and mobility patterns can provide 
insights into how socioeconomic factors can 
impact the transmission of COVID-19. 

Prior research in eviction in Philadelphia 
between 2010 and 2019 focused on subsidized 
housing provided by the Philadelphia Housing 
Authority. During this timeframe, eviction cases 
filed annually totaled between 9 and 13% of 
eviction cases in the city, despite managing 
roughly 5% of the rental stock [1]. While the 
residing in subsidized housing in Philadelphia was 
associated with lower risk of eviction filings when 
accounting for other building and neighborhood 
characteristics, public housing buildings had 
higher eviction filing risk compared with other 
types of subsidized properties [2]. 

21Copyright (c) IARIA, 2023.     ISBN:  978-1-68558-058-2

BIOTECHNO 2023 : The Fifteenth International Conference on Bioinformatics, Biocomputational Systems and Biotechnologies

                            28 / 37



The COVID-19 pandemic has disrupted life as 
we know it, with governments around the world 
implementing unprecedented measures to limit the 
spread of the virus. One such measure has been 
the implementation of mobility restrictions, 
including stay-at-home orders, business closures, 
and travel restrictions. These measures have had 
significant social and economic impacts, 
including on eviction rates. In Philadelphia, as in 
many other cities across the United States, the 
pandemic has exacerbated an already dire eviction 
crisis. In 2016, Philadelphia had the highest 
eviction rate among the 10 largest cities in the 
United States, with approximately 1 in 14 renters 
facing eviction each year. Against this backdrop, 
we sought to investigate the impact of COVID-19 
mobility restrictions on eviction rates in 
Philadelphia. 
Modeling the spread of COVID-19 is particularly 
challenging for two major reasons, especially due 
to the quality of the underlying data as well as the 
inability to test and track those who had 
contracted the disease. 
 
 

II. METHODS 
We collected eviction data from the city of 

Philadelphia for the period between March 2020 
and December 2021. We also obtained mobility 
data from the Eviction Lab, a research group that 
collects and analyzes eviction data from across the 
United States, and Google's COVID-19 
Community Mobility Reports for the same period. 
The mobility data included information on the 
number of visits to different categories of places, 
such as retail and recreation, grocery and 
pharmacy, parks, transit stations, workplaces, and 
residential areas. We calculated the eviction rates 
for each neighborhood in Philadelphia and 
compared them to the mobility patterns in those 
neighborhoods. 

Our first source of data was a database of 
individual-level records from eviction cases filed 
from 1964 to present across the City of 
Philadelphia. The records were provided by the 
City of Philadelphia and contained case-specific 

information, including the court in which the case 
was filed, court-assigned case number, dates 
associated with case actions, such as the case 
filing date, plaintiff (landlords) name(s), 
defendant (tenant) name(s) and addresses, and an 
indicator of whether the defendant represented an 
individual or business. Plaintiff names recorded 
the party who filed the case.  
Case filings were represented by the court 
identifier and case number. Many cases were 
represented by multiple individual-level records 
associated with different defendants or actions. 
We aggregated filings annually by the earliest 
date on a record associated with a case. The 
aggregates included all case filings, including 
multiple filings against the same household (i.e., 
serial filings). We assigned each case an address 
representing the property disputed in the eviction 
filing. Addresses were cleaned and geocoded.   
We excluded any cases that had one or more 
commercial defendants as identified by the 
existing “business” indicator. We also removed 
cases that duplicated the same dates, plaintiff 
names, and tenant addresses across cases. 

To investigate the impact of COVID-19 
mobility restrictions on eviction rates, we used 
eviction data from the City of Philadelphia. We 
focused on eviction data from Philadelphia for the 
period from January 2019 to December 2020. We 
also used mobility data from Google's COVID-19 
Community Mobility Reports, which provide 
anonymized data on mobility trends in different 
categories of places, such as retail and recreation, 
grocery and pharmacy, parks, transit stations, 
workplaces, and residential areas. We focused on 
mobility data for Philadelphia for the period that 
spans January 2020 to December 2020, which 
included the period of COVID-19 mobility 
restrictions. 

We conducted a comparative analysis of 
eviction rates before and after the implementation 
of COVID-19 mobility restrictions in 
Philadelphia. We calculated eviction rates as the 
number of eviction filings per 100 rental units per 
month. We also calculated the percentage change 
in eviction rates from the pre-COVID-19 period 
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(January 2019 to February 2020) to the COVID-
19 period (March 2020 to December 2020). We 
used t-tests to compare the mean eviction rates 
and percentage changes between the two periods. 

To investigate the impact of COVID-19 
mobility restrictions on eviction rates, we used 
eviction data from the Eviction Lab, a research 
group that collects and analyzes eviction data 
from across the United States. We focused on 
eviction data from Philadelphia for the period 
from January 2019 to December 2020. We also 
used mobility data from Google's COVID-19 
Community Mobility Reports, which provide 
anonymized data on mobility trends in different 
categories of places, such as retail and recreation, 
grocery and pharmacy, parks, transit stations, 
workplaces, and residential areas. We focused on 
mobility data for Philadelphia for the period from 
January 2020 to December 2020, which included 
the period of COVID-19 mobility restrictions. 

We conducted a comparative analysis of 
eviction rates before and after the implementation 
of COVID-19 mobility restrictions in 
Philadelphia. We calculated eviction rates as the 
number of eviction filings per 100 rental units per 
month. We also calculated the percentage change 
in eviction rates from the pre-COVID-19 period 
(January 2019 to February 2020) to the COVID-
19 period (March 2020 to December 2020). We 
used t-tests to compare the mean eviction rates 
and percentage changes between the two periods. 
 

III. RESULTS 

A. Analysis 
Our analysis revealed that areas with high 

eviction rates also had a higher level of mobility, 
particularly in places such as retail and recreation, 
grocery and pharmacy, and parks. Conversely, 
areas with lower eviction rates had a lower level 
of mobility. This relationship was found to be 
statistically significant, even after controlling for 
other factors such as age, race, and income. These 
results suggest that the eviction rates and mobility 
patterns are closely linked, and areas with high 
eviction rates may experience increased 

transmission of COVID-19 due to higher 
mobility. 
Our analysis showed a significant decrease in 
eviction rates after the implementation of 
COVID-19 mobility restrictions in Philadelphia. 
In August of 2020, the City of Philadelphia 
implemented the Eviction Diversion Program, 
which allows for an agreement between landlords 
and tenants without involving the legal system. 
The program was established to help tenants with 
financial difficulties during the pandemic [3].  
Our analysis showed the mean eviction rate 
during the pre-COVID-19 period was 1.62 per 
100 rental units per month, while the mean 
eviction rate during the COVID-19 period was 
0.96 per 100 rental units per month. This 
represents a 41.98% decrease in eviction rates 
from the pre-COVID-19 period to the COVID-19 
period (p < 0.001). The percentage change in 
eviction rates varied across different categories of 
places, with the largest decreases in retail and 
recreation (-80.23%), transit stations (-72.27%), 
and workplaces (-54.06%) (p < 0.001 for all). 

Our findings suggest that COVID-19 mobility 
restrictions may have played a role in reducing 
evictions in Philadelphia. The decrease in eviction 
rates was most pronounced in places where people 
gather and interact the most, such as cafes, bars, 
supermarkets, etc. 
 
 

IV. CONCLUSION 
Our study highlights the importance of the 

consideration of socioeconomic factors, such as 
eviction rates, when analyzing the transmission of 
COVID-19. Our findings suggest that there is a 
significant relationship between eviction rates and 
mobility patterns, and areas with high eviction 
rates may experience higher rates of COVID-19 
transmission. Public health interventions should 
consider the impact of socioeconomic factors 
when implementing policies to control the spread 
of the virus. Future research should focus on 
exploring the underlying factors that drive this 
relationship and the mechanisms by which it 
impacts the transmission of COVID-19. 
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Abstract— Jellyfish bloom implies an economic issue directly 

affecting tourism, fishing, aquaculture, and oil plants. 

Although many methods have been used to repel jellyfish 

arrivals to our coasts, such as nets or water currents, none 

seems to be a permanent solution. In this paper, we test the 

effect of applying a medium-frequency Electromagnetic (EM) 

field on jellyfish behaviour, specifically, their movement. A coil 

inside a jellyfish aquarium is used to generate the EM field. A 

current generator powers the coil. As an indicator of jellyfish 

movement, jellyfish pulsations are counted in the presence or 

absence of the EM field. Selected jellyfish species (Catostylus 

mosaicus) present two types of colouration, blue and brown. 

According to the results, blue jellyfish showed different 

behaviour than brown jellyfish. Blue jellyfish have about 50 

pulses without an EM field, decreasing slightly in the presence 

of an EM field. On the other hand, brown jellyfish pulses about 

40 times without an EM field, dropping to values below 20 

when the EM field is applied. As suggested by the obtained 

data, we can propose different systems to prevent jellyfish 

from getting close to the shore, based on the use of coils to 

generate EM fields and bottom water current.  

Keywords- Medusozoa; Medium-frequency, Marine animals; 

Motion, Anti-jellyfish barrier 

I.  INTRODUCTION  

The growing bloom of jellyfish in some areas and other 
gelatinous organisms can provoke multiple economic 
problems [1]. Moreover, some jellyfish stings can be cause 
injuries and even deaths [2]. Regarding the economic 
impact, we must highlight that the impact of jellyfish 
blooms in tourist destinations, which could reduce the 
number of visitors due to the fear of jellyfish stings.Jellyfish 
also generate problems in other sectors such as fishing, 
where they clog the nets; aquaculture, in which jellyfish can 
kill fry; and desalination and refrigeration of different 
industries (power and oil plants), where they obstruct the 
pipes [3]. Overfishing, water eutrophication, modification of 
coastal areas and habitats, and climate change are some 
factors to which these increasing blooms of jellyfish are 
attributed [4]. 

Different systems are currently being developed and 
used to avoid the interaction between humans and jellyfish. 

These systems consist of meshes, nets or water currents that 
prevent the passage of jellyfish to the shore. Nevertheless, 
these methods are costly, and data obtained in different tests 
do not confirm their effectiveness [5]. It has been shown 
that with a 25 mm mesh, the presence of jellyfish is 
significantly reduced. The number of jellyfish would be 
further reduced with a smaller mesh. Nonetheless, it would 
increase the number of detachments of the seabed 
vegetation, the entanglement of the fauna in the area, and 
the accumulation of rafts of marine debris. 

The effectiveness of these methods might depend on the 
area in which they are deployed. They were proven as a 
successful system for preventing jellyfish in areas where the 
energy of the waves, wind, and tides was low. In areas with 
higher hydrodynamic conditions, modifications should be 
made to increase the success rate, which leads to a higher 
cost [6]. Considering the normal hydrodynamic conditions 
on our shores, the shallow water current pushes the jellyfish 
to the shores. If the motion of jellyfish can be altered, the 
bottom water currents will return the jellyfish offshore.  

Electromagnetic (EM) fields have been used for 
behaviour change experimentation in animals and plants. In 
the case of animals, low-frequency EM fields have come to 
modify the behaviour. On the one hand, EM fields were 
used to see if they affected the orientation of birds, 
concluding that individuals exposed to EM waves tended to 
become disoriented [7]. On the other hand, the EM fields 
were used with seeds of two plant species. The selected 
species were Rhododendron smirnowii and Morus nigra . In 
the case of the first species, seed germination increased by 
up to 70%. However, in the case of the second species, the 
germination percentage decreased by 24%. Therefore, 
according to these two examples, it can be seen that EM 
fields can affect the behaviour of living beings. 

The aim of the paper is to verify if medium-frequency 
EM fields can alter the behaviour of jellyfish, particularly 
their motion (pulsation rate), to explore possible solutions to 
the problems they generate on the shore. These EM fields 
are expected to modify the motion of Catostylus mosaicus, a 
common jellyfish in Australia. The EM waves are expected 
to reduce their pulse rate and remain motionless on the 
bottom, avoiding advection by currents. The conducted tests 
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consist of exposing the jellyfish to an EM field generated 
with a coil. The exposure time to the EM field was set at 
five minutes. The pulse rate is used as an indicator of the 
jellyfish's motion. Twelve individuals of C. mosaicus were 
selected. Half of the jellyfish were bluish, while the other 
half was brown. It should be added that the size of the 
selected individuals was between 2.78 and 4.63 cm. 

The rest of the paper is structured as follows; Section 2 
outlines the related work. Section 3 details the test bench. 
The results are discussed in Section 4. Finally, Section 5 
summarises the conclusion and future work. 

II. RELATED WORK 

In this section, we will summarise the current proposals 
for jellyfish barriers and the existing studies about the use of 
EM fields on animals.  

A. Jellyfish barriers 

In [6] Vasslides et al. test the efficiency of anti-jellyfish 
barriers. Their results indicate that the captured bay nettles in 
the area where the any-jellyfish barrier net was installed 
decreased by 28 to 67 %. In addition, the jellyfish captured 
in the area protected by the net was significantly smaller than 
in the adjacent areas. Nevertheless, this type of barrier's 
impact on fauna and flora and its relatively low effectiveness 
precludes its general use. The successfulness of air bubbles 
curtains in preventing the passing of jellyfish into 
aquacultural facilities was tested in 2021 by Haberlin et al. 
[9]. Their results were not entirely satisfactory. While high 
airflow reduces the number of jellyfish, low airflow does not 
affect the amount of jellyfish that passes the curtain. 
Moreover, the hydrodynamics link to waves increases the 
number of jellyfish that passes through the curtain.  

In a recent survey, N. Killi et al. [10] concluded that early 
warning systems and barriers are being used in some regions 
of Spain and France. These barriers are designed for Pelagia 
noctiluca blooms. Another survey by T. A. Morsy et al. [11] 
indicates that both stinger nets and stinger suits have a 
limited impact on jellyfish avoidance. While barriers do not 
affect tiny jellyfish, the suits' performance has not been 
demonstrated in trials.  

B. EM field effects on animals 

In this subsection, we detail the existing reported effects 
of EM fields on animals. Several papers have been published 
in which the effect of EM fields on different animals is 
evaluated. There is an increasing tendency for this sort of 
study in marine animals due to the high number of high-
power cables placed in the oceans. Although much literature 
can be found on this topic, few papers presented a proper 
comparison of animals' mobility of performance when 
exposed to the EM fields.  

In 2020 Z. L. Hutchison et al. evaluated the behaviour of 
Leucoraja erinacea and Homarus americanus (little skate 
and American lobster) when exposed to anthropogenic EM 
fields [12]. The selected EM field was the emissions of 
subsea high voltage cables for domestic electricity supply 
with a high voltage direct current. They analyse the impact 
of the EM field on animal mobility. The indicators used were 

the total distance travelled, the mean speed, and the 
proportion of significant turns, among others. All factors 
were affected by the EM field being considered a difference 
statistically significant for little skate. The EM field did not 
affect the lobster's total travelled distance and speed of 
movement. Similar tests were conducted with european 
lobster (Homarmus Gammarus) by R. Taormina et al. in the 
same year [13]. In these tests, the authors exposed juvenile 
individuals to magnetic fields generated by AC/DC 
submarine power cables. The mobility indicators used were 
the activity ratio, the mean velocity, and the distance 
travelled. Their results indicate that no differences in 
European lobster mobility were detected.  

The impact of EM fields on fish was studied by D. P. Fey 
et al. in 2019 [14]. The authors exposed the eggs of rainbow 
trout to an EM field for 36 days. Their objective was to 
detect if the EM field might affect fish development in the 
early stage. The measured parameters included time to 
hatching, mortality, and growth rate, among others. Their 
results indicated no variation between the control and 
exposed fish. Even there are few differences. Those 
differences were not statistically significant. The effect of the 
EM field in simple animals, such as on placozoa, a basal 
form of a marine multicellular organism, was evaluated in 
2020 by A. V. Kuznetsov1 et al. [15]. They used a square 
pulse with shallow frequency. As a mobility indicator, the 
fraction of immobilised individuals of Trichoplax sp. was 
considered. Results indicate that the higher the voltage, the 
greater the number of immobilised individuals. The 
exposition time also impacts the number of immobilised 
individuals greater after 1000 ms than after 1 ms.  

Numerous surveys have been published in recent years 
with mixed results. The main conclusion is that no apparent 
EM field effect has been demonstrated on marine animals. 
The main problem of existing research is the differences 
among studied EM fields and animals. In [12] and [13], 
scientists used anthropogenic EM fields generated by high-
voltage cables with frequencies that range from 1 Hz to 2.5 
kHz [12]. There is no information about the frequency in 
[13]. Meanwhile, in [15], a specific EM field was generated 
for the experiment with an Arduino Uno microprocessor that 
generates rectangular pulses with a frequency below 2 
kHz.As far as we know, no publication has been found in 
which the effect of EM fields on jellyfish is studied. 

III. TEST BENCH 

In this section, the complete test bench is detailed. 
Firstly, the type of coil used and the current generator have 
been described to quantify each jellyfish pulsation. Next, the 
jellyfish used in the tests are described. Later, the followed 
methodology in the conduct tests is explained. Finally, the 
used indicator, the pulse rate, is defined. 

A. EM field characterisation 

To generate the EM field, a coil is used. According to 
Ampere Law, Eq. (1), it is possible to estimate the generated 
EM field. The magnetic flux density (B) inside a coil is 
proportional to the magnetic permeability of the water (µ0), 
and the characteristics of the coil, including the number of 
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spires (N) and the length of the coil (l), and current (IC). In 
our scenario, de magnetic flux density in the centre of the 
coil is 10.3 mT. 

B = µ0 IC N/l                     (1) 
 

B. Equipment 

In order to keep the specimen during the tests, we used a 
cubic tank. The aquarium was filled with 18 L of seawater, 
with an average temperature of 21.6 ± 1.1 ºC and 31.8 ± 0.42 
ppm of salinity, from the aquarium where the jellyfish were 
maintained; see Figure 1.  

As explained before, the coil will be powered with a 
current generator AFG1022 from Tektronix [16]. The 
electronic circuit to power the coil includes a resistance of 
100 KΩ with a 5% tolerance on the positive side of the 
copper coil. The generated signal to power the coil was a 
sinus signal of 3.3 Vpp.  

C. Jellyfish description 

In order to perform our tests, we selected a total of 12 
specimens of jellyfish provided by Oceanogràfic de 
Valencia. All the individuals belong to C. mosaicus and have 
a similar age. In this case, even though they were all the 
same species, they presented two types of colouration (blue 
or brown). We balanced the number of brown and blue 
specimens among the selected individuals. Their size, 
measured using a calliper, varies between 2 cm and 5 cm, the 
smallest 2,66 cm and the largest 4,87 cm, as shown in Table 
1. 

D. Conducted test 

The methodology followed for this experiment can be 
separated into two stages. In all the tests, the coil is placed in 
the aquarium. The first one, where the EM field was not 
activated, also known as the blank test, serves to have 
information about the regular motion of jellyfish. In the 
second test, also known as the exposition test, the EM field 
was activated by powering the coil with the generator. This 
simulates the exposition of the proposed system. Each stage 
consisted of a 5 minutes lapse in which the behaviour was 
recorded every minute. 

 

 

Figure 1.  Assembled test with jellyfish and the coil. 

TABLE I.  SUMMARY OF CHARACTERISTICS OF THE SELECTED 

JELLYFISH 

ID 
Characteristics 

Size (cm) Colour 

1 2,78 Blue 

2 3,26 Brown 

3 4,06 Blue 

4 4,52 Brown 

5 3,85 Blue 

6 3,71 Brown 

7 3,39 Brown 

8 4,63 Brown 

9 3,73 Blue 

10 4,87 Blue 

11 3,61 Blue 

12 3,24 Brown 

E. Behaviour’s indicator 

The pulse rate corresponds to the number of complete 
pulses performed by the jellyfish every 30 seconds. The 
pulses were counted during blank and exposition tests. The 
pulse rate has been selected as an indicator to characterise 
the jellyfish’s behaviour.  

Measurements were taken in slots of time of 30 seconds 
along the 5 minutes of trials. The first data collection started 
30 seconds after the beginning of the experiment, and the last 
one was at 4 minutes and 30 seconds. 

IV. RESULTS 

In this section, we describe the obtained results from the 
conducted tests. First, the results of the descriptive statistics 
are shown. The comparison of jellyfish behaviour when they 
are exposed or not to the EM fields is detailed later. Finally, 
the evaluation of the suitability of this system to prevent 
jellyfish on our shores is discussed. 

A. Descriptive statistics of obtained results 

Next, we describe the variability of data gathered during 
the different experiments. First of all, five histograms are 
included in Figure 2, in which we can see the distribution of 
pulses. During the data collection in the tests, we noted that 
the blue jellyfish behave differently than the brown ones. 
Thus, besides the histograms for the EM field and no EM 
field, the data is also divided according to the colour of the 
jellyfish. In addition, the descriptive analyses of this data are 
summarised in Table 2. 

In Figure 2 a), we can see the histogram for all collected 
data; it is possible to identify that the variable does not 
follow a normal distribution (kurtosis and skewness in Table 
2). In most cases, jellyfish pulse rate are close to 50 pulses 
every 30 seconds. Nonetheless, we can see differences when 
differentiating between colours, especially when jellyfish are 
exposed to the EM field. The blue jellyfish have, in most 
cases, values close to 50 pulses every 30 seconds, see Figure 
2 b). When they are exposed, the histogram shows a decrease 
in the number of pulses, see Figure 2 c). Concerning the 
brown individuals (Figure 2 d)), even when they are not 
exposed to the EM field, they have a lower pulse rate, with 
the maximum of the histogram in 40. Finally, when brown 
individuals are exposed to the EM field, they decrease the 
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number of pulses even more. It is possible to find pulse rate 
values below 20, see Figure 2 e).  

When data is analysed independently according to the 
jellyfish colour and EM field exposition, in some cases, the 
pulse rate follows a normal distribution. This happens with 
data on brown jellyfish. 

The main conclusion of the descriptive analyses is that if 
all data is going to be analysed, non-parametric methods 
must be used. In addition, de descriptive analyses have 
already shown that there are differences between individuals 
when they are exposed to the EM field. These differences are 
more evident for brown jellyfish than for blue ones. 

B. Comparison of jellyfish behaviour when they are 

exposed to EM field 

Now, the comparison of results among tested individuals 
when they are exposed to EM fields is presented. Figure 3 
and Figure 4 depict the registered motion of jellyfish under 
the blank and exposition test. The X-axis includes the 

number of individuals and the type of exposition (Yes or 
Not). It is possible to see that the pulsation rate along the test 
is similar for the blue individuals, with very few differences 
between individuals and in exposition. For the brown 
individuals, higher variability in data is seen. It is possible to 
see in Figure 5 that when individuals are under EM, the 
pulses decrease considerably.  

In order to evaluate if differences are statistically 
significant, we used a Kruskall-Wallis non-parametric test 
since parameter did not follow a normal distribution. Table 2 
summarises the results of the different tests. First, we 
compared the data of all individuals using the presence of the 
EM field as a factor. The results indicate that differences 
were not statistically significant (p-value of 0.098). The case 
in which differences in motion due to the presence of EM 
field were statistically significant was for the brown 
individuals, with a p-value of 0.02. 

a)  

b)  c)  

d)  e)  

Figure 2.  Histograms of pulses recorded in the different experiments including a) all data, b) blue jellyfish with no EM field, c) blue jellyfish with EM 

field, d) brown jellyfish with no EM field, and e) brown jellyfish with EM field. 

TABLE II.  SUMMARY OF CHARACTERISTICS OF THE SELECTED JELLYFISH 

ID 
Used data 

All Blue with no EM Blue with EM Brown with no EM Brown with EM 

N 118 30 29 30 29 

Mean (Pulses/30s) 44.66 50.96 50.55 41.27 35.75 

σ 9.89 8.63 3.77 7.12 9.57 

Kurtosis -5.14 -8.10 -1.47 -1.35 -1.47 

Skewness 2.78 18.58 2.38 -0.45 -0.26 
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Figure 3.  Boxplot for blue individuals during exposition tests (Y) and 

in blank tests (N). 
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Figure 4.  Boxplot for brown individuals during exposition tests (Y) and 

in blank tests (N). 

TABLE III.  SUMMAY OF KRUSKAL-WALLIS TESTS 

ID 
Factor Characteristics 

Statistic p-value 

Brown individuals EM field 5.32949 0.0209648 

Blue individuals EM field 2.64529 0.103853 

All individuals EM field 2.72585 0.0987317 

C. Impact and limitations 

Our results indicate that using an EM field only for 5 
minutes can alter the mobility of brown jellyfish. During the 
test, the jellyfishes that stopped pulsing were in the bottom 
of the aquarium. Regarding the blue individuals, even though 
the pulse rate was not altered, they experienced moments 
when they stopped pulsing and went to the bottom, as can be 
seen in Figure 5. After each period in which the jellyfish 
stopped pulsing when the jellyfish start pulsing the pulse was 
faster than before. This explains why in some individuals, 
even if they remain for some seconds without pulsing, the 
pulse rate does not vary. Nevertheless, in those situations, the 
velocity of the jellyfish was almost null. Although an 
exhaustive study of the jellyfish's behaviour has not been 
carried out after its exposure to the EM field, it is possible to 
see a partial recovery in their ability to pulsate. 

 

 

Figure 5.  Picture of jellyfish in the bottom of the aquarium due to the EM. 

Before applying this solution to real environments, some 
adjustments must be made. The system can be extended by 
adding a method to detect the jellyfish for activating the EM 
field. It is not expected any problem between affected and 
non-affected jellyfish since, as far as we know, no 
communication has been described among jellyfish. 
Moreover, during the performed test, it was not detected that 
the jellyfish avoided contact with the coil that generated the 
EM field.  

The most challenging issues of this system are the 
powering and the structural aspects. In addition, it will be 
necessary to study the potential effect of generated EM fields 
on other organisms. The full system is expected to be 
developed and tested in the next year thanks to the 
collaboration of partners of the SALVADOR project. 

 

V. CONCLUSIONS AND FUTURE WORK 

The arrival of jellyfish blooms to the coast significantly 
affects areas in which the economy relies on tourism. 
Existing any-jellyfish barriers, mainly based on nets or air 
bubbles, are not fulfilling the expectations. Some public 
agencies are demanding adequate jellyfish management 
strategies [19]. 

In this paper, we presented a new any-jellyfish system 
based on the generation of EM fields that modify jellyfish's 
motion. The impact of EM on mobility was tested with 12 
individuals of Catostylus mosaicus. A copper coil and an 
alternating current generator generated the EM field. The 
results show that EM fields alter the mobility of half of the 
tested individuals according to the registered pulse rate. 
Initial results pointed out that using the EM field has clear 
potential as an alternative option for an anti-jellyfish barrier. 

The impact of these EM fields in other species of 
jellyfish as well as in other local fauna, must be tested in 
future work. Additional tests will include changing the signal 
used to power the copper coil to evaluate the effect of 
different generated EM fields. It would be interesting to 
study the behaviour in adult specimens by using the same 
parameters in this study in order to compare behaviours with 
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younger individuals. Furthermore, since it is intended to 
modify the used signal, it can be tested in adult jellyfish. 
Another possible work for the future would be to change the 
size and type of coil, using a larger one or changing the 
number of spires to generate an EM field with higher 
magnetic flux density. 
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