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CENTRIC 2015

Forward

The Eighth International Conference on Advances in Human-oriented and Personalized
Mechanisms, Technologies, and Services (CENTRIC 2015), held on November 15 - 20, 2015 in Barcelona,
Spain, addressed topics on human-oriented and personalized mechanisms, technologies, and services,
commonly known as I-centric.

There is a cohort of technologies that favored the so called “user-centric” services and
applications. While some of them reached some maturity, others are to prove their economics (WiMax,
IPTV, RFID, etc). The human-oriented and personalized technologies and services rely on a key set of
features, some to be deployed, others getting more mature (personal profiles, preferences, identity,
proximity, personal devices, etc.). Following, advanced applications covering human related activities
benefit from personalized and human-oriented networks and services, especially preventive and
personalized medicine, body networks and devices, or anticipative systems.

The conference provided a forum where researchers were able to present recent research
results and new research problems and directions related to them. The conference sought contributions
presenting novel result and future research in all aspects of user-centric mechanisms, technologies, and
services.

Similar to the previous editions, this event continued to be very competitive in its selection
process and very well perceived by the international community. As such, it attracted excellent
contributions and active participation from all over the world. We were very pleased to receive a large
amount of top quality contributions.

We take here the opportunity to warmly thank all the members of the CENTRIC 2015 technical
program committee as well as the numerous reviewers. The creation of such a broad and high quality
conference program would not have been possible without their involvement. We also kindly thank all
the authors that dedicated much of their time and efforts to contribute to the CENTRIC 2015. We truly
believe that thanks to all these efforts, the final conference program consists of top quality
contributions.

This event could also not have been a reality without the support of many individuals,
organizations and sponsors. We also gratefully thank the members of the CENTRIC 2015 organizing
committee for their help in handling the logistics and for their work that is making this professional
meeting a success.

We hope the CENTRIC 2015 was a successful international forum for the exchange of ideas and
results between academia and industry and to promote further progress in personalization research. We
also hope Barcelona provided a pleasant environment during the conference and everyone saved some
time for exploring this beautiful city.
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Abstract—Automobile seats must provide comfort to drivers 

and passengers while driving. Drivers should feel comfortable 

with the seat that has the smooth motion. This can be acquired 

through the control of seat motor. In this paper, a control 

method profiling start and stop current is proposed. The soft-

start current profile is achieved by increasing the voltage to the 

motor. With the soft-start current profile, the slow-start 

motion is possible. The experimental test shows that the 

proposed control method reduced the reflection sound 

pressure by 14.3% and the shock acceleration by 85.7%, 

respectively. 

Keywords-control; power seat; automobile; soft-start; soft-

stop; current profile. 

I.  INTRODUCTION 

The seat of an automobile must support the comfort to 
the driver and passenger while driving. The control method 
of the seat position is changed from manual type to power 
type, which means using the motor to increase the comfort of 
the driver as proposed by Lahiry [1] and Kovener  [2]. 
Lahiry and Kovener used the motor to move the seat from 
one position to the other position. The seat using the motor is 
called power seat and that is classified as two-way or four-
way power seat according to a number of control direction. 
By using the motor, several problems, such as vibration, 
noise, and overcurrent, appear. Researches for the evaluation 
of these problems are conducted. Cho [3] visualized the 
automotive power seat slide motor noise, Han [4] suggested 
the method for automatic measurement of noise and 
vibration for power seat DC motor in the vehicle, and Seo [5] 
evaluated the vibration and sound quality according to 
battery voltage change while moving a power seat in an 
automobile forward or backward. Those researches 
suggested the method for measurement and analysis of the 
noise and vibration generated by the power seat DC motor, 
which is controlled by step voltage to move the seat. In this 
study, the method for suppression of the noise and vibration 
is proposed. The driver should feel comfortable with the seat 
that has smooth motion, which can be achieved through the 
proposed method. 

In Section II, configuration of the power seat is presented. 
Then, the control method of the motor for generation of the 
current profile, such as soft-start and soft-stop, is proposed in 
Section III. DC motor driver having the proposed control 
function is developed and experimental test is conducted 
with the DC motor and the power seat in Section IV. 

II. CONFIGURATION OF POWER SEAT 

The power seat is classified as two-way power seat or 
four-way power seat according to the number of control 
direction. The power seat consists of seat body, motor, motor 
driver, and actuating mechanism. The motor used in the 
power seat is classified as recline motor conducting the 
rotating function of seat back, tilt motor conducting the 
tilting function of seat base, slide motor conducting the 
moving function of seat base horizontally, and height motor 
conducting the moving function of seat base vertically 
according to function as shown in Figure 1. The DC motor, 
having properties such as high starting torque, good output 
efficiency for input current, and easy rotating control, is used 
for the power seat. The motor driver adopts the electric 
driving type using the electric switching device. 

III. CONTROL METHOD 

The driver should feel comfortable with the seat that has 
smooth motion, which can be acquired through DC motor 
control having soft-start and soft-stop current profile as 
shown in Figure 2. In this figure, current profile by proposed 
control method is smooth compared to current profile due to 
step input voltage. By the adoption of soft-start and soft-stop 
current profile to DC motor control, the power seat can be 
moved smoothly. 
 

 
Figure 1.  Configuratin of power seat having recline motor, tilt motor, 

slide motor, and height motor. 
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Figure 2.  DC motor control method having soft-start and soft-stop current 

profile. 

The soft-start current profile can be achieved by 
increasing the voltage applied to the DC motor as shown in 
Figure 3. The shape of the soft-start current profile can be 
controlled according to increasing time (Ti), which is 
changed according to the friction force of guide rail in the 
power seat. The control block diagram of DC motor driver, 
which is using the electric switching device, is shown in 
Figure 4. The gate signal is generated by controller according 
to current flowing to the DC motor. The soft-start current 
profile is controlled by the gate signal. The increasing time 
(Ti) for soft-start and decreasing time (Td) for soft-stop can 
be controlled in the microprocessor. 

 

 

Figure 3.  Applying voltage to DC motor for the generation of the soft-

start current profile. 

 
Figure 4.  Control block diagram of DC motor driver. 

IV. EXPERIMENTAL RESULTS AND DISCUSSION 

DC motor driver having functions shown in Figure 4 is 
developed as shown in Figure 5. The developed motor driver 
circuit consisted of control circuit for control of motor by 
microprocessor and power circuit for generating the current. 
Figure 6 shows the experimental setup for the performance 
test of developed DC motor driver. In this setup, power 
supply, current probe, and digital oscilloscope are used to 
measure the driving voltage, current, soft-start time, and soft-
stop time.  

Figure 7 (a) shows the measured motor current profile 
without control of voltage to DC motor in case of motor 

start. The seat has the sudden-start motion through the 

current profile shown in Figure 7 (a). The driver may feel 
discomfort from the sudden-start motion of the seat. Figure 
7 (b) shows the measured motor current profile with control 
of voltage to DC motor in case of motor start. The soft-start 
time is measured as 0.226sec, and this time can be 
controlled in the microprocessor. The seat has the slow-start 
motion through the current profile shown in Figure 7 (b). 
The driver may feel comfort from the slow-start motion of 
the seat. Figure 8 shows the measured motor control signal 
and current profile generated by the developed motor driver 
in case of soft-start and soft-stop.  

 

 
Figure 5.  Developed DC motor driver having the functions of soft-start 

and soft-stop. 

 
Figure 6.  Experimental setup for the performance test of developed DC 

motor driver. 
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(a) 

 
(b) 

Figure 7.  Measured motor current profile (a) without control of voltage 

and (b) with control of voltage to DC motor. 

 

Figure 8.  Measured motor control signal and current profile generated by 

control of voltage to DC motor with the developed motor driver. 

Table I lists the performance of the developed motor 
driver. The soft-start and stop-time can be controlled from 
0.02sec to 2sec. This time duration is determined according 
to properties such as friction force between guide rail of seat. 

Figure 9 shows the experimental setup for the 
performance test of seat motion by applying the proposed 
control method in the dead sound chamber. Pressure meter 
is used to measure the reflection sound pressure and the 
accelerometer is used to measure the shock acceleration. 

Figure 10 shows the measured reflection sound pressure 
and shock acceleration according to the absence and 
presence of soft-start and soft-stop control method.  

TABLE I.  PERFORMANCE OF DEVELOPED DC MOTOR DRIVER 

Parameter Value Unit 

Driving voltage 6-24 V 

Driving current 20 A 

Soft start time 0.02-2 sec 

Soft stop time 0.02-2 sec 

 

 

Figure 9.  Experimental setup for the performance test of seat motion by 

applying the proposed control method in the dead sound chamber. 

 
(a) 

 

(b) 

Figure 10.  Measured (a) reflection sound pressure  and (b) shock 

acceleration. 
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In Figure 10 (a), the reflection sound pressure of non-
controlled motor is 160mPa and the reflection sound 
pressure of controlled motor is 140mPa. In Figure 10 (b), 
the shock acceleration of non-controlled motor is 14m/sec

2
 

and the shock acceleration of controlled motor is 2m/sec
2
. 

From the verification test, the reflection sound pressure is 
reduced by 14.3% and the shock acceleration is reduced by 
85.7% by applying the proposed control method. 

V. CONCLUSIONS 

In this paper, the control method of the motor for the 
generation of current profile, such as soft-start and soft-stop, 
is proposed. The soft-start and soft-stop current profiles are 
achieved through the voltage control applied to the DC 
motor. DC motor driver is developed, and experimental test 
using the developed motor driver is conducted to verify the 
proposed control method. From the verification test, the 
reflection sound pressure is reduced by 14.3% and the shock 
acceleration is reduced by 85.7% by applying the proposed 
control method. From the study, we expect that the driver 
can experience comfort upon applying the proposed control 
method.  

In the future, we will evaluate the comfort level of 
drivers, when the control method is applied to an automobile. 
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Taking Printed Books into Internet of Things
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Abstract—The aim of this paper is to describe a development 
process for bookAI, a system that takes printed books into the 
Internet  of  Things  by  applying  smartphones,  different 
identification methods, mobile internet, and cloud computing. 
BookAI connects the books into the Internet with NFC, RFID 
or  barcode  identifiers  that  are  read  by  smart  phones.  The 
challenge in the book identification is recognizing the object 
from  various  coding  sets  and  connect  it  to  the  existing 
metadata and content: In bookstores the EAN-13 barcodes are 
used, while  in libraries  there are several  RFID standards as 
well as several barcode formats in use. Metadata and available 
digital  content,  related to the physical  object,  are read from 
different  sources.  The  received  data  is  not  in  a  structured 
format, which means there are incomplete records and missing 
data  that  makes  challenges  for  further  computing.  BookAI 
applies  semantic  computing  to  build  a  network  of  detailed 
relations  between  the  books  and  personal  reading  interests. 
The personal reading interests are recorded as self-evaluations 
of the users, so bookAI requires several evaluations before it 
can  make  personalized  suggestions.  After  the  system  has 
learned the user preferences,  it  enables  searching interesting 
books from the libraries, bookstores or even from private book 
shelfs  by  optimizing  the  personal  content  and  context  map 
taught by the user. One of the challenges, in designing and end-
user product, is user interface. The first version of the bookAI 
was evaluated complex to use, so the second revision is built  
based on end-user feedback.  Computationally built semantics 
and  ontologies  save  remarkably  time  when  modeling  big 
domains  or  big  data  like  library  collections.  The  future 
research  is  focusing  in  building  methods  to  collect  more 
complete datasets about books as well as designing the overall 
user experience of the system.

Keywords;  smartphones;  mobile  internet;  books;  libraries;  
cloud computing

I.  INTRODUCTION 

The Internet of Things (IoT) is the network of physical 
objects  embedded  with  electronics,  software,  data  and 
connectivity. In IoT, each thing is uniquely identifiable and is 
able  to  interoperate  within  the  existing  Internet 
infrastructure.  This  has  been  expected  to  extend  the 
understanding of the physical  world,  leading to innovative 
services and increase in efficiency and productivity [1][2].

The relation between books and internet, as well as smart 
museums are widely studied [3]. However, in the discussions 
of  IoT applications  printed  books  are  mentioned  only  in 
relatively small number of studies [4][5]. In fact, in terms of 

information retrieval, we can say there is no big difference 
between real-world pages or books compared to web pages 
or social media.

Social  media  services,  such  as  YouTube  and  Flickr, 
contain enormous number of content related to each other. 
Search  engines  can  list  numerous  pieces  of  content  that 
matches  more  or  less  perfectly  to  keywords.  A common 
method to increase information accessibility in social media 
applications is tagging. However, when tags are used only as 
single words, we easily end up to information overload. 

Furthermore,  in  social  media,  we  do  not  have 
standardized way to tag content. In fact, tagging the content 
in  an  optimal  way  is  a  difficult  task  for  several  reasons. 
Cultural  background,  educational  background,  community 
and its social behavior, as well as context where tagging is 
constructed  affects  enormously  the  selection  of  tags.  The 
term ‘context’ can be understood in many ways. In this study, 
context is understood to cover all conditions, physical, social 
and  mental,  which  can  be  considered  as  causes  or 
consequences of activity.

The  structure  of  the  paper  is  following:  in  Section  2, 
related work  and  background information  is  presented.  In 
Section 3, research objectives are described. In Section 4, the 
research results are presented and explained. In Section 5, 
conclusions are discussed.

II. RELATED WORK

In this study, semantic networks based approach is used 
to model a user's personal interests in order to optimize the 
recommendations  the  user  gets.  In  this  approach,  the 
originality and novelty is in getting a detailed understanding 
of what a users likes, prefers or needs to know in order to 
reorganize the content map and recommendations to meet the 
needs of the user. In other words, this is more related to user 
centric  computing  than  information  retrieval.  Author’s 
previous studies on  the subject has been made especially 
related to learning sciences [6] and information overload [7]
[8].  The fours  on this  section is  on describing the known 
challenges from existing research: 1) Challenges in tagging 
the content,  where  also finding the  most  important  words 
from  the  texts  is  considered  as  tagging,  2)  challenges  in 
adaptive media, 3) challenges in behavior modeling and 4) 
known work in connecting media objects to digital systems.

Tagging is very subjective and numerous research is done 
in  order  to  improve  user  experiences  and  information 
retrieval  in  social  media  [9][10][11].  Unclear,  or  in  worst 
case misleading, tagging leads to information loss in social 
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media.  Especially,  constructing  storytelling  or  narration 
between  pieces  of  user  generated  content  becomes 
impossible  without  socially constructed tagging semantics. 
Furthermore, tagging can be seen as a one key element when 
building  platforms  for  personalized  services,  but 
understanding  semantics  brings  new  dimension  to  text 
analytics.  Recently,  Google  had  added  semantics  into  its 
searches,  but  many  educational  subjects  require  more 
detailed  conceptual  models  for  successful  content 
personalization. Furthermore, there are other personalization 
and adaptation solutions for media [12].

Adaptive and/or personalized media is always designed 
to  produce  optimized  user  experiences.  In  adaptation,  the 
mechanics optimize the content with technologies that can be 
divided into two main groups: indirect (static) adaptation and 
direct (dynamic) adaptation. In indirect adaptation, the rules 
are  fixed  beforehand  by developers.  Indirect  adaptation  is 
based on statistical rules, decision trees, state machines, or 
the cumulative effects of several fixed functions. In dynamic 
adaptation, the  mechanics  track the  user  and optimize  the 
content  according  to  a  user's  behavior.  In  other  words, 
dynamic adaptation is based on machine learning. Dynamic 
adaptation requires at  the very least  1) a user model, 2) a 
context model and 3) artificial intelligence [13][14][15].

Semantic networks, also known as conceptual graphs, are 
knowledge  representations  constructed  with  directed  or 
undirected graphs [16][17]. Semantic neural networks (SNN) 
are  generally  used  for  processing  natural  languages  [18]. 
However, SNNs, as knowledge representations are relatively 
extensible and they have been used, for example, to model 
mental  disturbances [19].  On the  other  hand SNN can  be 
utilized  to  model  the  characteristics  of  users,  profiles, 
patterns of behavior, and skill levels in order to support or 
challenge the performance of individuals.

Parallel  methods,  such  as  behavior  recording  [20][21] 
and behaviour mining [22][23] have been studied and used in 
the game industry for some time. Behavior recording refers 
to game development and behavior mining usually refers to 
intrusion  detection  in  networks,  etc.  Because  the  idea  of 
adaptive  educational  systems is  to  produce  individual  and 
optimized  learning  experiences  [24][25],  high  end  user 
models, as well as methods, are relatively complex. In the 
high end solutions intelligence is based on neural, semantic, 
or Bayesian networks, as well as genetic algorithms [26][27]
[28].

Applying NFC and RFID in end-user products has been 
studied  e.g.,  in  social  mobile  games  with  educational 
dimensions,  with  shared  social  experience  and  physical 
interaction  between  players  [29][30][31].  Furthermore, 
location  based  NFC games  and  location  aware  NFC UIs 
allow users to play games in mixed reality in that they can 
interact with both real and virtual objects within that location 
[32][33][34][35]. In these environment NFC and RFID are 
used to extend mobile devices as media controllers, but not 
only because of the object. The key idea has been to connect 
the  textual  content  of  the  physical  objects  into  digital 
systems.

III. RESEARCH OBJECTIVES

The  aim  of  this  paper  is  to  describe  a  development 
process  for  bookAI.  The  technological  challenge  of  this 
study  is  related  to  the  complexity  of  the  system:  i) 
Recognizing a book with NFC, various RFID and barcode 
formats,  2)  collecting  unstructured  and  incomplete 
information from various sources, 3) modeling context maps 
as well as user’s personalization maps based on incomplete 
data and 4) visualizing complex phenomena in a way that 
end-user can find it useful. 

This is a design study including i) algorithm and system 
design, ii) experimental tests with real world big data and iii) 
piloting study with small number of real-world users.

The first version of the system was evaluated with small 
(n=10) end-user group that consist of Finnish librarians. The 
aim of the pilot study was to proof that the concept works. 
Test persons reported only bugs and challenges in usability. 
Furthermore, they were asked to give ideas and improvement 
comments  for  next  prototype  that  should  be  piloted  with 
library customers in Fall 2015. No survey data was collected 
after piloting.

When  the  content  consists  of  millions  of  objects  and 
billions of relations, compared to previous studies with only 
thousands of objects and hundred millions relations [25][36], 
the computational management of the relations between the 
objects  becomes  a  challenge  in  terms  of  smooth  user 
experience. When redefining the relations between content 
objects,  this  system  can  be  managed  through  semantic 
networks  in  a  computationally  efficient  way.  The  data-
sample size  is  more  than 2 million books from Satakunta 
regional libraries. This sample data contains with more than 
500GB of  descriptive  data  about  the  books,  and  the  data 
enables  to  build  more  than  3 billion  connections between 
books. This requires also system design from Big Data point 
of view.

The challenge in  the book identification is recognizing 
the  object  from various  coding  sets  and  connect  it  to  the 
available metadata and content:  In bookstores the EAN-13 
barcodes are used, while in libraries there are NFC, several 
RFID standards as well as several barcode formats in use. 
Metadata and available content (e.g., abstracts) are read from 
different  sources.  The received  data  is  not  is  a  structured 
format,  which  means  there  are  incomplete  records  and 
missing data that makes challenges for computing.

IV. RESULTS

Results section is presented in the order required to start 
to  use  the  system:  First  the  context  model  is  explained, 
secondly  how the  system learns  the  user  preferences  and 
finally  how  it  adopts  to  user’s  needs.  The  results  and 
feedback from the pilot study is presented with the topic it 
belongs to.

Context  model  design  starts  with  defining  the 
dependencies (or proximity) between single objects (books). 
In this study, the proximity is defined by name of the book, 
keywords  and  other  metadata  given  by  book 
publisher/librarians and abstract text. All this information is 
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not  necessary  available:  metadata  is  subjective,  It  varies 
between different  libraries  and bookstores.  Also,  there are 
differences in abstract texts and surprisingly also with book 
names. The differences in book names is related to age of 
records.  Some  of  the  oldest  records  we  use  was  form 
eighties, and so there were misspellings, additional info in 
name-record, etc.

The  proximity  is  calculated  by  searching  for  similar 
words  in  similar  sections  (name,  keywords,  abstract)  and 
weighting the findings according to frequencies of the words. 
An example of the idea is visualized in Figure 1. 

The upper book (Birds of Europe) do have tags/keywords 
(Europe,  biology,  geography,…) and an  abstract  text.  The 
centre book (Capital cities Europe) do have a same word in 
the name (Europe), two same keywords (Europe, geography) 
and two same words in the abstract. When summarizing the 
total proximity value, keywords are as valuable as name and 
abstract together. So the total score in this example is 7 hits. 
In the final algorithm, the words are also weighted based on 
their reversed frequency, which means words like “news” or 
“sports”  do  have  less  weight  than  words  like  “Oslo”  or 
“Owl”, so this also effects the final scoring, but is excluded 
from this example in order to keep this simple.

The  book  in  the  bottom  (Capital  in  the  twenty-first 
century)  has  one  same  word  in  name  that  Capital  cities 
Europe (Capital) and the same word (capital) in abstract. The 
total proximity score for the book is two, even though we 
know there is relatively little common between capital cities 
and money. That’s why there is always a minimum value for 
proximity  that  has  to  be  passed  before  the  proximity  has 
been  validated.  In  this  case  (without  word  weighting)  it 
would  be  4  or  5  hit  points.  In  other  words,  couple  of 
common words  is  not  enough  to  show proximity  in  this 
algorithm. 

Figure 1. Calculating the distance between the objects

In  the  example,  there  is  no  common  words  between 
“Birds of Europe” and “Capital in the twenty-first century”, 

which is relatively obvious. Naturally, pronouns, numerals, 
participles, etc. are excluded from the meaningful word set. 
The  biggest  difference  in  this  study  is  that  the  non-
meaningful words are excluded computationally. If a word 
occurs  frequently  in  texts,  the  word  is  useless  from  text 
prediction point of view. Rare words, however, are useful but 
alone they might be misleading, like previous example on 
word “capital”. That’s why weighting the words as well as 
requiring several common words seems to give reasonable 
results as a full computational approach.

The  biggest  challenge  in  building  proximity  map 
between the books is in the total number of relations between 
the books. For example (Figure 2, in Finnish) the 10 nearest 
book to “Birds of Europe” forms a network of 46 relations 
when maximum is 50 relations between 10 books. In other 
words, the biggest challenge is not to find proximate books, 
but  rank the  nature of  the proximity and manage the big 
data.

Figure 2. Example on sub-network of books in neighborhood of “Birds of 
Europe”

Based on the data from bookAI, there are approximately 
3 000 000 000 two-way relations between 2 000 000 books, 
which  means,  on  average,  that  each  book  does  have 
approximately 750 single relations to other books. Naturally, 
when just looking for the most proximate books, we don’t 
need two-way relations for all these thousands of books: rank 
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ordered index is enough for defining the data and at the same 
time, performance is fast.

In other words, when building a end-user version of this 
solution, we won’t use the full computational model for all 
the calculations. Most of the information presented in end-
user  user interface is  pre-computed indexes which ensures 
the  smooth  performance  of  the  system  even  with  high 
number of users.

Another  challenge  is  visualize  complex  data.  N-
dimensional  networks  are  not  interesting  for  most  of  the 
users,  so  the  information  should  be  presented  in  more 
understandable form. 

In  our  prototype  application,  we  have  transformed  n-
dimensional  network  into  2-dimensional  grid/heatmap 
(Figure 3, in Finnish). The idea of the grid is that in the the 
most proximate books are always neighboring and the heat 
(from red to yellow) shows the proximity to the requested 
books (Birds  of  Europe in  this  case).  In  other  words,  we 
flatten the information in some sense, but increase the instant 
readability of the data. 

Figure 3. Example visualization on two-dimensional network neighborhood 
of “Birds of Europe” (names in Finnish).

The texts in Figure 3 are in Finnish, including the name 
of  the book,  author of  the book,  ISBN and language and 
location of the book. The heatmap behind the text is the most 
important factor when visualizing how proximate the books 
are. What closer to red the background is, that proximate the 
books are. If the background is white (no heat) there is not 
much common between the book in whit background and the 
center book (the book we are focusing now).

One major challenge with this data visualization is, that 
we loose some books: if a book is 9th proximate to starting 

book and also 9th proximate (or less) to it’s successors, it 
will be dropped to the grid even though there will be books 
on the grid that has very little to do with the starting book. 
This challenge will  be fixed in future studies,  when we’ll 
bring  different  type  of  visualizations  into  end-user  testing 
and so we can empirically find what kind of visualizations 
users really like.

The context model is a general model about the context 
we’re  dealing with,  it  is  built  with  unsupervised  machine 
learning model, where the learning is based on given dataset. 
The personalization / adaptive model, described next, is built 
over context model by applying supervised learning -type of 
methods, where learning is based on input given by the user.

Figure 4. Scanning a book with mobile phone.

In end-user application, the process starts by recognizing 
the book (Figure 4) we are working with. The recognition of 
the book is done by scanning the barcode behind the book 
(either library dependent identifier or global EAN barcode) 
with which we can find the ISBN of the book. The scanning 
is done with mobile device’s camera. The mobile device is 
the connecting object between books and the internet.

Figure 5. Main interface of the first version of the system and evaluation of 
a scanned book.

ISBN number is the key element of the context model, 
while in user model side words are the key elements. This is 
crucial in order to e.g., deal with multiple ISBNs related to 
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same  book.  In  fact,  is  is  common that  there  are  tens  of 
different ISBNs related to the same specific book because of 
e.g., new editions, which automatically get a ISBN number. 

After the book and ISBN is recognized user can evaluate 
the book by giving thumbs up or thumbs down for a book 
(Figure 5). In this example we are evaluating a book about 
medical treatment, so when giving thumbs up (user likes the 
book or get the information he/she wanted), the application 
shows the words that get additional positive weight from the 
user.

Each evaluation (thumbs up / thumbs down) increases the 
information  about  user’s  preferences.  In  other  words, 
algorithm learns user preferences case by case and improves 
the explanative power of user model case by case.

In the first version of the bookAI, the scanning button 
and evaluation was placed in the front of the main screen. 
Users were expected to either scan a new book, evaluate a 
previous one or open a new tab. The proximity maps was 
placed on the next tabs, which user should open in order to 
see  the  scanned  maps  and  personalizations.  The  user 
interface  was  found  too  complex  to  use  and  test  users 
reported that is was difficult to recognize which book they 
are evaluating or what proximity map they were following.

Figure 6. Main interface (left),  evaluation (left) in the revised bookAI user 
interface.

This map can be seen as personalized reading assistant 
showing always new books to read. From user experience 
point of view, it is important to show also books that user 
may not like. If showing only books that are probably liked, 
user will sooner or later miss all the interesting new books 
that are close to liked books but with vocabulary not exactly 
the same.

In the revised version of the bookAI (Figure 6) the user 
interface was rebuilt in order to override all these reported 
challenges.  The main screen in the heat map with smaller 
grid, consisting only 30 most proximate books, followed by 
semantic heat map, showing the words and themes connected 
to scanned book. In the top-right corner of UI there is two 

icons: upper icon is for menu, from which user can see the 
list  of  canned  books.  The  list  is  ordered  from  newest  to 
oldest, so user can immediately see what heatmap he/she is 
following.  The  camera  button  takes  to  scanner  and 
evaluation is immediate action after scan. User can override 
the evaluation any time, but in this we we ensure user knows 
for sure what book he/she is evaluating.  

In Figure 7, an example about fictive reader’s opinions 
about  bird-books:  User  has  evaluated  altogether  10  bird 
books, from which 4 can be seen in Figure 6. Books covering 
natural environments (or environment is not mentioned) are 
thumbed  up  and  books  related  to  built  environment  are 
thumbed down.

In Figure 7, the background heat map (context map) and 
the texts  are the  same as  in  Figure  3.  The personal  layer 
consist of a) books with blue background, representing the 
probability  that  user  don’t  like  the  book,  b)  green 
backgrounds representing that  user  most  probably like the 
books (what lighter green that higher probability) and c) grey 
backgrounds showing that user data about the book is noisy.

About  the  personalized  map user  can  immediately  see 
which books he/she likes and how the books are related to 
centre book. 

Figure 7. Example on two-dimensional personalized network neighborhood 
of “Birds of Europe” (names in Finnish)

From machine learning point of view it is crucial to give 
extensive evaluations. If the system starts to get only positive 
evaluations from very narrow context and the context would 
get even narrower all the time, there is soon nothing to learn 
any more. From information theory point of view the system 
needs entropy in order to learn more. 

The  recommendation  system  can  be  used  outside  the 
library  e.g.,  in  online  education  (Figure  8)  as  well  as  for 
presenting additional information already online (Figure 9). 

When the online content is added into bookAI as a 'book', 
we can connect physical books in the library into the digital 
course (Figure 8). The idea in case of online learning is that 
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user thumbs up content that he/she understands and thumbs 
down the content he/she don’t understand. The application, 
in this case, shows the books related to online content and 
also  predicts  if  user  understands  the  specific  topic  of  the 
book.

Figure 8. Connecting library to online course

Figure 9. Connecting libraries existing online content to books.

The same goes  with e.g.,  household  appliances:  When 
scanning the barcode of microwave oven, a user will get a 
heat  map  about  books  related  to  cooking,  microwave 
technology and ovens. The personal layer depends on user’s 
personal preferences (cooking or technology or both). In all 
cases, the books will be connected to other objects via  user’s 
personal mobile device.

Furthermore, existing online content about the books, can 
be  connected  to  bookAI.  With  this  feature,  user  can 

immediately  find  additional  information  about  the  book 
without  logging  into  library's  information  system.  The 
additional content is can be accessed directly from heatmaps.

V. CONCLUSIONS

The aim of this paper was to describe the production and 
design challenges of bookAI. The bookAI  maps the content 
automatically,  algorithm based,  which means no manually 
designed  semantics  or  ontologies  are  needed. 
Computationally  built  semantics  and  ontologies  save 
remarkably time when modeling big domains or big data like 
library  collections.  This  kind  of  non-supervised  learning 
requires, however, a large learning data and the idea is not 
applicable  for  small  or  medium  size  learning  data.  For 
example, single web page is far to small on content in order 
to be mapped, but conference proceedings with hundreds of 
papers may be enough.

When  comparing  bookAI  to  more  known  literature 
recommendation systems, such as e.g., Amazon Bookstore's 
crowd  sourced  'the  buyers  of  this  book  also  bought  the 
following books' -type of recommendation systems, we can 
immediately point out two major benefits. 

First of all, when crowd sourcing recommendations, we 
need a big user data in advance. Without big user data, we 
can  give suggestions for only a small number of book. The 
minimum requirement for such data would be equal to the 
number of books and in that case there should be exactly two 
bought books per user and no overlapping at all. Naturally 
this never exists in real world and the required data would be 
remarkably  bigger.  With  bookAI  we  can  start 
recommendations immediately and the recommendations get 
more exact during the use of the system. 

Secondly, when recommendations are based on previous 
buys, the first buys starts to control the next buys and finally 
there  is  no  room  for  real,  empirically  grounded, 
recommendations.  In  other  words,  the  crowd  sourced 
recommendation data is corrupted by the meas how it was 
collected. BookAI can bring recommendations based on the 
semantic proximity of the books and empirically collected 
user preferences. This gives the user better understanding on 
what is available without limitations of somewhat misleading 
way to use empirical data.

BookAI learn user skills and competences based on self-
evaluations (thumbs up / down) and connects preferences to 
general  context  map.  Using  machine  learning  for 
personalization  enables  developer  to  bring  any  content  to 
system.  Pre-fixed  preference  lists,  defined  by  users,  are 
always to restricted and out of date. The downside on using 
supervised  machine  learning  is  that  it  requires  tens  of 
evaluations before the system has learned something about 
the  user.  When  the  user  has  spent  some  time  to  do 
evaluations  (teaching  the  system),  the  user  model  is 
transferrable to other contexts as well,  so in long run, the 
time it takes to start teaching the system pays off.

The  visualization  of  the  data  is  designed  to  be  easily 
understandable.  This,  however,  requires  more  research. 
According to user feedback received from librarians, the data 
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is  readable  but  maybe still  a  bit  too  complex  for  average 
library user. This indicates that more research has to be done 
in visualization side in order to build a successful consumer 
platform.

REFERENCES

[1] D.  Bandyopadhyay  and  J.  Sen.  “Internet  of  Things: 
Applications  and  Challenges  in  Technology  and 
Standardization”.  Wireless  Personal  Communications,  Vol 
58(1), 2011, pp. 49-69.

[2] D. Miorandia, S. Sicarib, F. De Pellegrinia, and I. Chlamtaca. 
“Internet  of  things:  Vision,  applications  and  research 
challenges”.  Ad Hoc  Networks,  Vol  10(7),  2012,  pp.1497–
1516.

[3] L. Atzori, A. Iera, and G. Morabito. “The Internet of Things: 
A survey”. Computer Networks, Vol 54(15), 2010, pp.2787-
2805.

[4] H.  Pencea.  “Smartphones,  Smart  Objects,  and  Augmented 
Reality”.  The  Reference  Librarian,  Vol  52(1-2),  2010, 
pp.136-145. 

[5] A. Koivisto,  H. Ketamo, and E. Hammais.  “Combining the 
Dimensions  of  Written  and  Digital  Media  in  a  NFC-based 
Non-linear Adventure Game for Children”. In proceedings of 
IFLA WLIC 2014. August 16-22, 2014, Lyon, France. 

[6] H.  Ketamo.  “Learning  Fingerprint:  Adaptive  Tutoring  for 
MOOCs”.  In  Proceedings  of  World  Conference  on 
Educational  Multimedia,  Hypermedia  and 
Telecommunications.  Jun  23,  2014,  Tampere,  Finland,  pp. 
2349–2358.

[7] H. Ketamo. “Sharing Behaviors in Games and Social Media”. 
International  Journal  of  Applied  Mathematics  and 
Informatics, vol. 5(1), 2011, pp. 224-232.

[8] H.  Ketamo.  “Managing  Information  Overload  -  Teachable 
Media  Agents”.  In  Proceedings  of  the  8th  International 
Conference on Intellectual Capital, Knowledge Management 
& Organisational Learning – ICICKM 2011.  27-28 October 
2011, Bangkok, Thailand, pp. 301-308.

[9] E.  Agichtein,  C.  Castillo,  D.  Donato,  A.  Gionis,  and  G. 
Mishen.  “Finding high-quality  content  in  social  media”.  In 
Proceedings of the International Conference on Web Search 
and  Web  Data  Mining,  WSDM'08.  Palo  Alto,  California, 
USA, February 11-12, 2008, pp. 183-194.

[10] P. Heymann, G. Koutrika, and H. Garcia-Molina. “Can social 
bookmarking  improve  web  search?”  In  Proceedings  of  the 
International  Conference  on  Web  Search  and  Web  Data 
Mining, WSDM'08. Palo Alto, California, USA, February 11-
12, 2008, pp. 195-206.

[11] B.  Sigurbjörnsson  and  R.  van  Zwol.  “Flickr  tag 
recommendation  based  on  collective  knowledge.”  In 
Proceedings of  the 17th International Conference on World 
Wide Web, WWW'08. Beijing, China. April 21-25, 2008, pp. 
327-336.

[12] J.  Ahn,  P.  Brusilovsky,  D.  He,  J.  Grady,  and  Q.  Li. 
“Personalized  web  exploration  with  task  models.”  In 
Proceedings of  the 17th International Conference on World 
Wide Web, WWW'08. Beijing, China. April 21-25, 2008, pp. 
1-10.

[13] J. Manslow. “Learning and Adaptation”. In Rabin, S. (ed.) AI 
Game Programming Wisdom. Massachusetts:  Charles  River 
Media, Inc., 2002, p. 557-566.

[14] P. Brusilovsky. “Adaptive Hypermedia”. User Modeling and 
User-Adapted Interaction. vol 11, 2001, pp. 87-110.

[15] J.  Eklund  and  P.  Brusilovsky.  “InterBook:  an  Adaptive 
Tutoring System”. UniServe Science News, vol 12, 1999.

[16] J.  F.  Sowa.  “Semantic  networks”.  In  Shapiro,  S.C.(ed.) 
Encyclopedia  of  Artificial  Intelligence,  Wiley,  New  York, 
1987.

[17] J.  F.  Sowa.  “Conceptual  Graphs”.  In  van  Harmelen,  F., 
Lifschitz,  V.,  &  Porter,  B.  (eds)  Handbook  of  Knowledge 
Representation, Elsevier, 2008, pp. 213-237.

[18] D. E. Shuklin. “The Structure of a Semantic Neural Network 
Realizing Morphological and Syntactic Analysis of a Text”. 
Journal  Cybernetics  and  Systems Analysis,  vol  37,5,  2001, 
pp.770-776.

[19] A.  B.  Geva  and  A.  Peled.  “Simulation  of  cognitive 
disturbances  by  a  dynamic  threshold  semantic  neural 
network”.  Journal  of  the  International  Neuropsychological 
Society, Vol 6(5), 2000, pp. 608 - 619.

[20] M.  Bowling,  J.  Furnkranz,  T.  Graepel,  and  R.  Musick. 
“Machine learning and games”.  Machine Learning,  vol  63, 
2006, pp. 211-215.

[21] R.  Houlette.  “Player  Modeling  for  Adaptive  Games”.  In 
Rabin,  S.  (ed.)  AI  Game  Programming  Wisdom  II. 
Massachusetts: Charles River Media, 2003, pp. 557-567.

[22] S. Mukkamala, D. Xu, and A. H. Sung. “Intrusion Detection 
Based  on  Behavior  Mining  and  Machine  Learning 
Techniques”.  Lecture  Notes  in  Computer  Science.  Springer 
Berlin / Heidelberg, 2006, pp 619-628.

[23] Y.  H.  Kuo,  Y.  M.  Huang,  J.  N.  Chen,  and  Y.  L.  Jeng. 
“Extended  Real-Time  Learning  Behavior  Mining.”  In 
proceedings  of  Fifth  IEEE  International  Conference  on 
Advanced Learning Technologies (ICALT'05), 2005, pp. 440-
441.

[24] P. Brusilovsky and C. Peylo. “Adaptive and intelligent Web-
based educational systems”. International Journal of Artificial 
Intelligence in Education. vol 13, 2-4, 2003, pp. 159-172.

[25] H.  Ketamo.  “Balancing  adaptive  content  with  agents: 
Modeling and reproducing group behavior as computational 
system”. In proceedings of 6th International Conference on 
Web Information Systems and Technologies, WEBIST 2010, 
7-10 April 2010, Valencia, Spain, vol 1, pp. 291-296.

[26] J.  Reye.  “Student  Modelling  based  on  Belief  Networks”. 
International  Journal  of  Artificial  Intelligence  in  Education, 
vol 14, 2004, pp. 63-96.

[27] K. M. Kim, J. H. Hong, and S. B. Cho. “A semantic Bayesian 
network  approach  to  retrieving  information  with  intelligent 
conversational  agents.”  Information  Processing  & 
Management, vol 43,1, 2007, pp. 225-236.

[28] P.  J.  F.  Lucas.  “Bayesian  network  modelling  through 
qualitative patterns”. Artificial Intelligence, Vol 163, 2, 2005, 
pp. 233-263.

[29] P. C. Garrido, G. M. Miraz, I.  L. Ruiz, and M. A. Gomez-
Nieto. “Use of NFC-based Pervasive Games for Encouraging 
Learning  and  Student  Motivation”.  Near  Field 
Communication (NFC), 2011 3rd International Workshop on, 
IEEE 2011, pp. 32-37.

[30] A.  Nandwani,  P.  Coulton,  and  R.  Edwards.  “NFC  Mobile 
Parlor Games Enabling Direct Player to Player Interaction”. 
In  proceedings of  Near  Field Communication  (NFC),  2011 
3rd International Workshop on Near Field Communication, 22 
February 2011, Hagenberg, Austria, pp. 21-25.

[31] A. Koivisto,  H. Ketamo, and E. Hammais.  “Combining the 
Dimensions  of  Written  and  Digital  Media  in  a  NFC-based 
Non-linear Adventure Game for Children”. In proceedings of 
IFLA WLIC 2014. August 16-22 2014, Lyon, France. 

[32] O.  Rashid,  P.  Coulton,  R.  Edwards,  and  W.  Bamford. 
“Utilising  RFID  for  mixed  reality  mobile  games.”  In 
proceedings of Consumer Electronics, 2006. ICCE '06. 2006 
Digest  of  Technical  Papers.  International  Conference  on, 
IEEE 2006, pp. 459-460.

11Copyright (c) IARIA, 2015.     ISBN:  978-1-61208-440-4

CENTRIC 2015 : The Eighth International Conference on Advances in Human-oriented and Personalized Mechanisms, Technologies, and Services

                            20 / 96



[33] I.  Sánchez,  M. Cortés,  J.  Riekki,  and M. Oja.  “NFC-based 
interactive  learning  environments  for  children”.  In 
Proceedings  of  the  10th  International  Conference  on 
Interaction Design and Children, IDC '11, June 20-23, 2011, 
Ann Arbor, Michigan, USA, pp. 205-208.

[34] T. Vajk, P. Coulton, B. Bamford, and R. Edwards. “Using a 
Mobile Phone as a “Wii-like” Controller for Playing Games 
on  a  Large  Public  Display”.  International  Journal  of 
Computer  Games  Technology  Volume  2008,  Article  ID 
539078, 6 pages.

[35] G. Broll, R. Graebsch, P. Holleis, and M. Wagner. “Touch to 
play: mobile gaming with dynamic, NFC-based physical user 
interfaces”.  In  Proceedings  of  the  12th  international 
conference  on  Human  computer  interaction  with  mobile 
devices  and  services,  MobileHCI  '10,  September  2010, 
Lisboa, Portugal, . pp. 459-462.

[36] H.  Ketamo.  “Self-organizing  content  management  with 
semantic  neural  networks”.  In  Recent  Advances  in  Neural 
Networks:  Proceedings  of  the  10th  WSEAS  International 
Conference  on  Neural  Networks  (NN’09),  Prague,  Czech 
Republic, 23-25.3. 2009, pp.63-69.

12Copyright (c) IARIA, 2015.     ISBN:  978-1-61208-440-4

CENTRIC 2015 : The Eighth International Conference on Advances in Human-oriented and Personalized Mechanisms, Technologies, and Services

                            21 / 96



Low Cost Domotic System based on Open Hardware and Software 

  

Valentim Realinho 

Polytechnic Institute of Portalegre 

Portalegre, Portugal 

e-mail: vrealinho@estgp.pt 

 

 
Abstract—With the proliferation of wireless networks and their 

integration in electrical equipment, the possibilities for 

monitoring and control of electrical devices increased a lot 

expecting with this an increased usage of home automation 

systems. Nowadays, there are in the market several 

manufacturers that provide fairly comprehensive domotic 

solutions. However, these solutions are proprietary and have 

very high costs making it difficult to adopt. In this work, it is 

presented a low cost home automation system based on open 

hardware and software with support for a wide range of 

equipment. The system is based on a Raspberry Pi network 

and can be easily controlled via a mobile device. It is also 

possible to configure alerts that notify users when certain 

events occur and monitor the power consumption. 

Keywords-Domotic; home automation; smart home; mobile 

device; Raspberry Pi; low cost; open. 

I.  INTRODUCTION 

The word domotic is frequently associated with the 
concept of smart home technology while allowing the 
management of electrical devices in a space in order to 
increase comfort, energy efficiency or safety. This word is 
the result of the junction of the word domus (house) with 
telematics (telecommunications and computing), assuming 
these concepts the existence of computer systems that 
monitor and control the set of existing electrical equipment. 
Despite home automation systems exist for more than 30 
years, its adoption has been rather slow. Among the main 
barriers for this low adoption, stands out: (i) the high cost, 
(ii) the lack of flexibility to interconnect multi-vendor 
equipment, (iii) management skills and limited or difficult 
configuration, and (iv) the difficulty in ensuring security 
mechanisms [1]. 

Many of the facilities are made by users themselves [1] 
with DIY (Do It Yourself) equipment, and correspond in 
most cases to simple systems that enable remote control of 
equipment, task scheduling or security systems. Other 
equipment or systems imply the need for structural changes 
to be installed and its installation by skilled professionals 
increasing therefore costs. 

There are plenty of cases of use of home automation 
systems. Lighting systems can be programmed to turn off 
under certain conditions or to automatically turn on when a 
person enters a dimly lit room. Shutters, HVAC (Heating, 
Ventilation, and Air Conditioning) equipment or central 
heating can be controlled according to information collected 
by various sensors that are monitoring parameters such as 

temperature, humidity, light or the presence of people in the 
room division. The use of sensors, such as smoke detectors, 
motion or breaking glass, allow to detect possible risk 
situations and initiate appropriate actions. Automated home 
entertainment systems allow users to predefine favorite 
settings, remove the need for multiple remote controls and 
listen to music, news or podcasts in any room of the house. 

The home automation systems have a great application in 
the elderly population range in terms of comfort, 
convenience and safety. The increase in life expectancy has 
brought enormous challenges to many aspects of human life, 
especially in the welfare and health care of the elderly. Some 
problems associated with reduced mobility and dementia can 
be minimized through the use of remote control of a home 
automation system while the use of sensors can alert 
potential hazards. 

Often, the concept of smart home is confused with home 
automation. The concept of smart home is usually used to 
define a housing which integrates technology and services in 
order to increase energy efficiency and improve the quality 
of life [3]. 

In this work, it is presented a low cost domotic system 
based on open hardware and software with support for a 
wide range of equipment. The system is based on a mini 
computer Raspberry Pi network that can scale according to 
the number of devices to be controlled. The system enables 
the control of these devices with a mobile device, and also 
allows the definition of if-then rules to automate certain 
types of tasks. It is even possible to configure alerts that 
warn users when certain events occur. The system also 
include a consumption register module that provides analysis 
mechanisms to allow a more rational use of energy. 

In addition to this introductory section, this paper is 
organized as follows: Section 2 presents a summary of key 
technologies and projects in the field of home automation. 
Section 3 presents the proposed solution for a home 
automation system and Section 4 deals with the evaluation 
performed. Finally in Section 5 we present the conclusions 
and future work. 

II. RELATED WORK 

Communication protocols are the language that allows 
the sensors and actuators of a home automation system 
communicate with each other. Of all, the X10 protocol is the 
most popular. It was created in the mid-70s, and uses the 
electric network to send data between devices, which makes 
the installation of these devices easier without the need to 
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pass any cables. There are a number of compatible devices 
with this protocol and its main drawback is the lack of 
robustness, because it is unidirectional and does not include a 
verification mechanism of sent commands. Nevertheless, its 
popularity led the adoption to work through radio frequency 
(X10 RF), and it is actually, the most widely used protocol in 
the world of home automation with numerous devices that 
support this protocol. 

In recent years, there has been a proliferation of the use 
of wireless networks to control devices, which has facilitated 
the installation without much intervention on existing 
infrastructure. These systems, called Wireless Home 
Automation Networks (WHANs), include built-in sensors 
and wireless actuators that enable monitoring and control 
applications for home user comfort and efficient home 
management [2]. The main solutions of WHANs are based 
on X10 RF, ZigBee, Z-Wave, INSTEON and Wavenis 
networks. Those protocols differ in terms of the frequency 
used, range (indoors and outdoors), speed and costs. Gomez 
and Paradells [2], presents a survey of WHANs architectures 
and technologies detailing the main features of those 
protocols. 

One of the most popular open source projects for general 
home automation is MisterHouse that is customizable, very 
flexible and fully compatible with most existing technologies 
[4]. A major problem of this system is it require good Perl 
programming skills to set it up and run it. 

The Node-RED [5] project of IBM, allows to connect 
electrical devices, APIs and services online using a visual 
editor to build all logic and system behavior. Links are 
programmed as a flow chart in a very simple way, according 
to a targeted approach to the data flow. In fact, the Node-
RED is more than a home automation system being 
considered by IBM a visual tool for wiring the Internet of 
Things (IoT). 

pilight [6] is an open source domotic solution that 
runs on mini computers like the Raspberry Pi, the 
HummingBoard, the BananaPi, but also in various Linux 
distributions such as Arch, Ubuntu or Debian. The great 
advantage of pilight is the support for a wide variety of 
WHAN devices from different manufacturers, provided that 
they are compatible with the X10 protocol over RF (either 
315 MHz or 433 MHz). pilight has a web interface that 
allows the control of the equipment through any browser and 
there are also several native applications for Android and 
iOS operating system. Since version 6 that pilight 
provides an if-then rule engine that allows the automation 
of tasks. All the configuration of pilight is made through a 
set of JSON files, which includes among others, the available 
devices, home divisions and rules. 

Baraka et al. [7] present a solution similar to the solution 
presented in this paper but based on an Arduino and with 
fewer features or expansion possibilities. 

In this work, we use open hardware and software with the 
module that allows the configuration and management of the 
system developed from scratch. We use pilight described 
above, and tested the system with the objectives of assessing 
system performance, test the system features in real 
situations and evaluate the system architecture. 

III. PROPOSED SOLUTION 

Fernandez and Losada [8] present a set of requirements 
quite common and discussed in the literature that aim to 
guide the design of home automation solutions. These 
requirements are summarized next, which were considered in 
the architecture solution proposed here and to which was 
added the low cost requirement. 
1. Low Cost. The solution should have a low cost using 

inexpensive and modular equipment in order to grow 
with the user needs. 

2. Interoperability. The central control system must be 
open and able to communicate with all sensors and 
actuators, in order to connect to various types of devices. 
Although some standards were adopted, there must be 
especially careful when purchasing new devices to ensure 
compatibility with the existing home automation system. 

3. Control and Remote Access. The ability to control and 
communicate remotely with the system, is one of the 
most popular features. This feature allows users to 
monitor the home environment and also change the 
settings of lights, thermostats and other equipment, from 
a laptop, personal computer, smartphone or any mobile 
device. 

4. Scalability. The system chance to expand its capacity 
according the needs and the evolution of technology 
itself. 

5. Flexibility. The system must provide tools to customize 
the system to specific requirements. 

6. Robustness. The system must be able to handle the most 
common problems, such as power failures, data 
persistence and adequate reporting mechanisms. 

7. Energy Saving. The system should have the ability to 
help save energy by automatically turning off electrical 
devices, as well as providing the user with information 
that assists in decision-making for a more rational use of 
energy. 

A. Solution Architecture 

The proposed solution is based on the architecture 
illustrated in Figure 1, which consists of the modules 
described next: the Central Module, the Management 
Module, the Control Module, the X10 RF Devices and also 
the X10 RF Power Consumption Measuring Devices. The 
system enables the control of home automation devices 
compatible with the X10 RF protocol, thereby providing 
support for a large number of multi-vendor equipment.  

 
Figure 1.  System architecture. 
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1) Central Module 
The Central Module is responsible for maintaining the 

configuration and control of the home automation system. It 
is the component which communicates with home 
automation devices sending and receiving commands that 
allow a rational management of the system, such as turn 
on/off or adjust the lighting, opening or closing the shutters, 
turn on the washing machine at a desired time, among others. 
This module comprises a Raspberry Pi with a 433 MHz RF 
transceiver for a maximum range of 150 meters. The 
Raspberry Pi is a low-cost computer (from 20 €) with a size 
of a deck of cards. It runs Linux (Debian, Fedora or Arch) 
and has capabilities to interact with the outside world via 
programmable General Purpose Input / Output (GPIO) ports. 
The Raspberry Pi runs the pilight mentioned above and 
can be configured with the Management Module described 
next. 
 

2) Management Module 
The management module is a web application developed 

with jQuery Mobile that allows the management and the 
configuration of the entire system. pilight does not have 
this module, which was developed as part of the system here 
presented. This module is a web editor for the configuration 
files of pilight which maintains all the settings in JSON 
files. Figure 2 shows an example with the interface of the 
configured room devices with the corresponding devices 
(Figure 2a) and the created rules (Figure 2b).  

A pilight rule is composed by a condition and an 
action. The condition defines the triggers that allow the 
execution of the action associated with the rule when the 
condition is verified.  

The pilight rules module is very expressive and the 
management module allow the creation of conditions, like: 

"If it is 23h then turn on the washing machine"  
"If it is time for sunset then close the shutters"  
"If the room temperature is greater than 25 degrees then 
turn on air conditioning" 
"If it is 23h of Tuesday or Friday then turn on the 
washing machine" 

  
a) Room divisions b) Rules 

Figure 2.  Management module interface. 

3) Control Module 
pilight provides a web interface (Figure 3a) for the 

control through a mobile device. In addition to the web 
interface there are also available several native applications 
for Android (Figure 3b) and iOS that allow the same control. 
Those interfaces organizes information by the house division 
that are defined in the Management Module and within each 
division includes the devices to control. In addition to the 
domotic devices, it is possible to include information about 
the weather forecast gathered from available APIs like 
Weather Underground or Open Weather Map. 

 

  
a) Web interface b) Android app (illumina) 

Figure 3.  Control module. 

4) X10 RF devices  
The solution is based on the use of X10 RF devices. We 

have used D.IO Chacon devices whose unit price starts at 7€. 
The D.IO product catalog includes sockets, switches, on/off 
modules, flood detectors, temperature sensors, humidity and 
motion, among many others.  

 

5) X10 RF Power Consumption Measuring Devices  
This is a functional module separated from the previous 

one, but which also use the X10 RF protocol to communicate 
with the Central Module. The use of power consumption 
measuring devices provides information that can be used for 
a more rational use of energy. This information includes 
current and historic consumption per equipment or room. 

IV. EVALUATION 

The system was tested in a house with about 150m2 and 
domotic devices installed in three divisions of the house: the 
living room, the kitchen and one bedroom. Was used a total 
of 12 actuators from DI.O Chacon (9 switches and 3 
dimmers) and 1 sensor (the AM2302/DHT22) which read the 
temperature and humidity of the living room. 

For the Central Module was used one Raspberry Pi 
version B which has a 700 MHz ARM processor and 512MB 
of RAM. The DHT22 sensor and the RF 433 MHz 
transceiver was mounted on a breadboard according with the 
instructions available at the support site of pilight.  
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The Management Module was used to configure all the 
system including the divisions of the house and the installed 
devices (Figure 2a), and also the rules used to perform 
automatically some predefined tasks (Figure 2b).  

For the Control Module, was mainly used the Android 
app illumina (Figure 3b) and less frequently the pilight 
web interface (Figure 3a). 

The tests were conducted for a month by the inhabitants 
of the house (one adult with 48 years old and two young 
people with 13 and 16 years old) on a regular daily basis 
with the objectives of (i) assessing the capacity and system 
performance, (ii) test the system features in real situations, 
and (iii) to evaluate the system architecture. 

A. Results 

With the test conditions described above the CPU usage 
is about 21-33% which is quite acceptable. This use 
corresponds mainly to decoding the RF signals and filtering 
and also the pilight rules engine that makes more use of 
CPU. As a result, system load largely depends on the rules 
and also the sensors used which broadcast RF signals from 
time to time forcing the use of CPU to decode these signals.  

The distributed and scalable architecture of pilight 
allows easily add new Central Modules operating in a 
master-slave philosophy thus distributing the load of CPU  
and obtaining a higher range of the system than the 150 
meters of the RF transceivers used. 

During the tests, the system proved its reliability running 
without the need for intervention. 

V. CONCLUSION AND FUTURE WORK 

This paper presents a low cost system based on open 
hardware and software that enables the remote control of 
devices compatible with the X10 RF protocol. The system 
can also automate tasks through an if-then rule engine and 
allow the measuring of power consumption. 

Each Central Module in prototype version as the tested 
here, costs about 50 €. 

The use of pilight as middleware platform for home 
automation devices, allow to address the interoperability for 
a wide range of equipment from various manufacturers.  

The performed tests allowed to validate the system 
architecture and has proven to function well in a house of 
about 150 m2. However, it is desirable to perform larger 

scale tests especially with the use of more home automation 
devices from various manufacturers and an enlarged 
Raspberry Pi network. 

An important issue that will be considered in future, is 
the security of the system and also tests with the power 
consumption module. 
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Abstract— This paper presents work in progress towards a 
platform system aimed at providing support in e-health control 
and provision of location services for wandering patients through 
real-time medical and mobility information analysis. These 
critical aspects are pivotal for the PAVISALE project whose core 
ideas are presented in this paper. The PAVISALE platform 
provides services for patients, caregivers and for e-health service 
operators. Patients are enabled to receive notifications and 
suggestions in response to emergency, contingency situations or 
deviations from health and mobility patterns. Caregivers receive 
such notifications as well for further assistance and they are also 
enabled to analyse health information and mobility behaviour of 
patients during time scales and territorial scopes. E-Health 
service operators are enabled to program e-health and mobility 
control guidelines according to specific needs of wandering 
patients. A platform system for e-health control and mobility for 
wandering patients is possible if and only if efficient and robust 
wearable devices are designed and they are integrated into a 
holistic analysis system that can monitor, analyse and store 
medical information in run-time aligned to the needs of 
wandering patients’ health control and mobility constraints.  

Keywords-wandering patients`; Location-based services; 
medical information processing; cloud. 

I.  INTRODUCTION 

Dementia refers to the loss of cognitive functioning. People 
suffering from dementia are affected in their ability to think, 
remember and reason. There are a number of conditions that 
cause symptoms of dementia. The most common causes are 
Alzheimer's disease, vascular dementia or multi-infarct 
dementia with Lewy bodies and frontotemporal dementia [1]. 
Although vascular dementia covers 20% to 30% of all cases of 
dementia, Alzheimer's disease is the most common cause of 
dementia covering 50% to 75% of cases. It destroys brain cells 
and nerves, affecting the transmitters that send messages to the 
brain, particularly those responsible for storing memories. 

As mentioned by León-Ortíz et al. [2], the age is the most 
important risk factor for developing a dementia syndrome. It is 
expected that by 2030, 60 countries will have more than 2 
million elderly persons over 65 years. This will have great 
impact on public health in several countries because dementia 
is the leading cause of disability in elderly people, accounting 
for 11.9% of years lived with disability from non-
communicable diseases. Symptoms of Alzheimer's disease are 
the sudden loss of memory, confusion in everyday activities, 

adoption of disturbing behaviour like getting up in the middle 
of the night or wander errantly and getting lost [1].  

People with dementia are at constant risk of wandering 
away, being exposed to suffer physical, emotional damage and 
even death. In addition, wandering patients, mostly elderly 
people, frequently have other diseases that could demand 
additional health control processes (e.g., taking pills, blood 
pressure and temperature checkups, etc.), which in turn could 
be jeopardized due to their wandering behavior.  

This paper presents our work in progress towards a cloud-
based platform that supports e-health and location services for 
wandering patients. We present our initial ideas towards a 
system that would allow monitor specific biomedical 
parameters, produce alerts in case of abnormal biomedical 
behavior or unknown location of wandering patients, and also, 
to produce suggestions from the system to control the health of 
the patients, all in all, to increase the quality of life of 
wandering patients. The novelty of this platform relies on the 
improvement of the capabilities of e-wearable devices, and its 
integration with a novel intelligent system, which both together 
can be exploited to produce comprehensive tracking, 
monitoring and control of healthy life in wandering patients 
with specific needs. The system will exploit cloud services to 
enable intelligent storage and processing of information in real 
time, in favour of scalable e-health services.  The system will 
allow monitor, locate, detect patterns of behaviour and 
mobility, and follow up of medical treatments using smart 
technology for a large number of patients. The proposed 
system is the target of the PAVISALE project, which is a 
research and innovation project targeting a platform for 
assistance of healthy life control and location of wandering 
patients.  

After this introduction, Section II presents the state of the 
art. Section III presents the conceptual framework of the 
platform system. Section IV presents the technological impact 
of the proposed solution, and finally Section V concludes the 
paper.  

II. STATE OF THE ART 

The last decade has seen a tremendous interest for all 
aspects of e-health. As a comprehensive survey would require 
more than a single paper, this section describes selected work 
related to the system subject of our study. 

Intercom Sick-nurse Systems [3] provides support to have 
the information and patient’s alarms in one centralized system. 
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It includes breathing equipment and electronic whiteboards 
where the staff of doctors and nurses has relevant information 
of the patient, reports the presence of nurses or doctors in the 
room, and continuously monitors the system for fault detection 
and alarms to alert staff by means of pagers and wireless 
phones. The operator can make group calls, monitor and setup 
service requirements, locate staff members, verify service 
needs and identify sites with staff availability. 

The device I'm Home [4] allows taking vital signs of 
patients at home through sensors, which are sent to the cloud 
and then it is reviewed by the physician through mobile 
devices. When a parameter goes outside the normal range, for 
example, if the pressure rises above 180 or if the temperature 
rises above 38 degrees, the alarm triggers a call to the call 
center, which in turn communicates with the patient through a 
videoconference. I’m home records temperature, heart rate, 
blood pressure and oxygen levels. The device can be used by 
patients recovering from the hospital, people with severe lung 
disease, cancer patients after chemotherapy and elderly people. 

E-doctor [5] is a platform for home monitoring in real-time 
using bluetooth. The application works with physiological 
sensors and it uses smartphones as gateway. It allows monitor 
several patients at once. The application presented in [6] uses a 
WSN (Wireless Sensor Network) tele-monitoring system for 
health care. It proposes a milti-protocol architecture with 
physiological sensors and biokinetic sensors. Is uses multiple 
gateways and it can handle several patients. The application 
presented in reference [7] is an experimental application that 
uses a smartphone as Gateway, the bluetooth protocol, 
physiological sensors, specifically to monitor heart rate, and 
Internet to transmit data to a remote center. The application 
presented in [8] is a pilot application that works with Bluetooth 
and Zigbee (802.15.4) protocol; it offers a redundant system in 
case of failure of a protocol. It uses sensors and physiological 
biokinetic sensors.  

The e-Health system presented by Cervantes et al. [9] is a 
research application based on wireless sensor networks that 
works with physiological sensors, ZigBee (802.15.4) with 
bridge to WiFi and a personal computer as gateway. The 
application Cardiosentinal presented by Gao et al. [10] is a 
sensors application for remote monitoring of cardiac signals 
with smartphones that is active 24 hours a day. It allows 
monitoring several persons with cardiac problems and it is run 
on an infrastructure that allows to act at a given moment in case 
of a medical emergency.  The application presented by Hu et 
al. [11] is one of the classic applications along with others like 
"Codeblue" and MEDiSN, which were the precursors of 
medical treatments and disease control technology, specifically 
with the use of sensors. This application has evolved to real 
time streaming using different protocols and different sensors.  

A detailed study of sensor networks and applications 
oriented to collect and analyze biomedical signals is presented 
by Campaña-Bastidas and Londoño-Peláez [12]. The 
characteristics of the applications described above (and others 
in the literature) have a common denominator; the information 
collected through sensors takes place in real time. However, 
only a few consider the operation and evolution of the 
monitored parameters to predict emergencies, or they do not 
perform data analysis to generate alerts, recommendations or 
suggest any specific treatment. 

From the information included in this section and other 
works in the literature, we acknowledge that there is a tendency 
for the use of smartphones to capture and transmit data from 
sensors. However, the most important limitation of most of the 
works related to our work is that the use of real-time 
information analysis is not yet predominant for giving 
suggestions for health control. In addition, none of the 
applications consider monitoring the location together with 
health control approaches, both optimized with the aim at 
enhancing the quality of like for wandering patients. These 
basic aspects are of particular relevance to the PAVISALE 
project. 

III. CONCEPTUAL FRAMEWORK 

The general objective of our work is the design, 
development and implementation of a permanent control 
system for patients that need special care, namely patients that 
suffer from disorientation disorders or diseases such as senile 
dementia, schizophrenia or Alzheimer. 

The Figure 1 shows a graphical representation of the system 
platform that we are targeting in our research. 

The proposed solution includes the following elements: 
• Users’ (patient) wearable devices that allow capturing 

physical activity signals and special biomedical parameters for 
wandering persons.  

• Wireless access technology to support ubiquitous 
transmission of such information to the cloud. 

• Localization infrastructure based on GPS via Wi-Fi or 
other wireless network. 

•   Storage and real-time analysis services in the cloud. The 
cloud will be used to store raw biological and location 
information of the patients. Data mining and learning 
algorithms will be executing in the cloud to track, analyze and 
to determine whether the patient is within appropriate 
biological levels and also whether the patient is physically 
located in areas that could fall within his/her location patterns.  
Algorithms development in this phase are critical because the 
platform will deal with a large number of patients and also, 
with specific needs. Scalability passes through efficient and 
scalable analysis mechanisms that will be addressed in this 
phase of our developments.  

• Real-time self-learning system with manifold objectives: 
i) to determine patients’ behaviour parameters;  ii) to monitor 
for thresholds crossing of biomedical parameters; iii) to give 
suggestions for healthy life aligned to patients’ medical state 
and evolution. 

• Web and mobile applications for users; this is caregivers 
and/or residence personnel to follow-up, monitor, and react to 
incidents or events related to the health of the patients.  

• A web service interface where administrators can 
program, and update health control parameters and follow-up 
guidelines for each patient.  

The end-users (patients) will be provided with a wearable 
device that will implement diverse sensors for vital signal 
measurement. The capabilities of the wearable device will be 
aligned to the needs of the patients. The information from the 
devices will be transmitted to a cloud storage service through a 
wireless access point. The system will be designed to be aware 
of the capabilities and nature of the wearable devices and it will  
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Figure 1. Services supported by the location-based service platform 

 
implement appropriate gateway transmission devices coupled 
with the sensors. 

The users of the platform (caregivers, residence/hospital 
staff) will have at hand a localization infrastructure that will 
follow-up, monitor, and react to incidents or events related to 
the location of the patients.  

The cloud service will gather and store the patients’ 
information making use of appropriate anonymization 
techniques or encryption security protocols to ensure 
confidentiality. 

The self-learning component will analyse the biomedical 
information in order to detect anomalies as well as to suggest 
new activities and reinforce those that have produced good 
results in the patients. The self-learning component will 
provide services for analysis, recommendation and alert 
generation. Alerts will be sent to the specialized staff of the 
residence (end user) through a web application that could run in 
tablets, PCs, smartphones, etc. Also, the patient could receive 
the alert if he/she is capable of reacting to such alert 
accordingly.  

To date, there are two types of products related to the 
solution described earlier: i) systems for locating wandering 
persons [13] and ii) wrist bands for physical activity 
registration [14][15]. The proposed solution covers completely 
the functionality of systems for locating wandering persons, 
and it greatly enhances the functionality of the wristbands for 
physical activity registration. Our solution does not only 
measure the taken steps, but it also offers real-time 
measurement of sensitive vital signs for wandering persons 
which comprise temperature, heart rate, skin humidity or 
breathing. Also, the main innovation that differentiates our 
approach from other products is  that  it  incorporates a   system 

 
that analyses the activity and parameters of all users (patients), 
offering tips to follow a healthy life style, and the auto 
prediction of possible health problems. In the next section, we 
elaborate on the technological challenges and contributions to 
all actors involved in the solution presented in our work. 

IV. TECHNOLOGICAL IMPACT 

The expected growth on the quantity of wandering patients 
for the next years demands the deployment of new solutions 
that help enhance the quality of life of persons with wandering 
behaviour, and also that can provide support for more efficient 
attention and follow up for wandering patients in health 
centres, residences and hospitals.  

This is not an easy task because wandering patients can be 
elderly, and they may present a combination of various health 
conditions that require personalized care and continuous 
monitoring. The constant monitoring of diverse biomedical 
parameters and the periodic tracking of biomedical information 
of several wandering patients is only possible by means of the 
use and development of diverse technologies that include: 
design of electronic devices with restrictions of usage, 
portability, and energy efficiency, a safe and plug-and-play 
communication protocol that guarantees the smart gathering of 
biomedical data, the development of new scalable storage and 
information analysis services, and finally, smart tools that 
allow hospital directors/administrators and technical staff of 
residences to track physical location, as well as monitor the 
evolution of biomedical parameters of patients. The 
contributions to the state of the art in all actors involved in the 
solution proposed in this paper are described hereafter.  
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A. Impact on health care operators 

The contributions to health care operators are manifold and 
they are summarized in this section.  

The system will extend the health care operators’ role to a 
more active role that is commonly taken by specialized service 
operators at expensive costs. In this sense, public and private 
hospitals as well as diverse residencies with wandering patients 
will be enabled to define and operate autonomously the health 
care services for their communities according to the 
parameters, and the desired tracking for each patient.  

The system will allow hospitals, residences, etc., acquire 
and define patterns of e-health services, which could be 
instantiated in several places for patients with similar needs. 
This would also have an impact on the reduction of operation 
and maintenance costs in e-health care services. 

Cost reduction has a domino effect on critical aspects of e-
health services provision, such as: i) increase the offer of 
service operators; ii) improve existent services by integrating 
new devices for the monitoring of biomedical signals with 
improved capabilities.  

The proposed system will be designed to be flexible and 
scalable allowing for the integration of new specialized or 
emerging monitoring devices. 

The system will be tested in real environments. Moreover, 
an important effect of its application in real environments is 
that it will bring new business models for its exploitation in 
commonly neglected environments such as rural residencies, 
regional hospitals, and remote homes with patient tracking 
needs.  

B. Impact on device manufacturers 

The proposed system will allow manufacturers of 
electronic/wearable devices to get know-how for developing 
emerging technologies for monitoring and tracking healthy life 
of wandering patients. In addition, they will design and develop 
more and better devices that could be integrated to platforms of 
monitoring and analysis of large volumes of information. The 
above will have an impact towards mass production of devices 
with improved capabilities. Finally, device manufactures will 
adapt to market evolution to address the requirements of the 
increasing number of wandering patients in the world. 

C. Impact on wandering patients 

The proposed system will have a significant impact on 
wandering patients, since the researched technologies in this 
work will allow the provision of services for systematic 
location tracking and biomedical data monitoring in general. 
Wandering patients could enjoy such advanced services at 
affordable prices and in consequence an increase in its quality 
of life due to the assistance and personalized tracking of 
location and health control. 

D. Impact on family members 

The family members of wandering patients would benefit 
from our platform system in several ways. They would be able 
to monitor and pay special attention about biological 
information and physical location of their relatives through 
their smartphones, tables, etc. With this regard, family 
members could be warned when the patient may experience 
deviations of biological state or in case the patient gets lost at a 
given time. With the support of the platform system, family 

members could call for assistance or they could be able to 
provide the caregivers access to the patient in cases when the 
latter ones attend the alerts triggered by the system. Family 
members could enjoy these services at affordable prices and 
they would increase their quality of life as they would be 
supported by an intelligent and reliable system when looking 
after their wandering relatives.  

V. CONCLUDING REMARKS 

This paper has presented work in progress towards a 
platform system aimed at providing support in e-health control 
and provision of location services for wandering patients 
through real-time medical and mobility information analysis. 
The conceptual framework presented in this paper indicates 
that e-health control and location services for wandering 
patients can be achieved with appropriate enhancements of 
wearable devices that can transmit biomedical information 
towards an analysis system that can monitor, analyse and store 
medical information in run-time aligned to the needs of 
wandering patients’ health control and mobility targets. This 
paper has presented the core ideas with which we think that we 
will contribute to the state of the art in the critical nature of 
providing support in e-health control and provision of location 
services for wandering patients. Mainly, we expect to 
contribute to the state of the art with an implementation of the 
conceptual design presented in this paper, and the specific 
algorithms that would analyse and process the large amount of 
biological information to enhance the quality of life of 
wandering patients.  
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Abstract—Internet of Things, People and Services (IoTPS)
systems have become increasingly popular in modern times.
And this popularity increases the importance of measurable
Security, Privacy, and Dependability (SPD). One of the crucial
aspects for system SPD enhancement is reliable evaluation for
system SPD level. The evaluation of SPD level for IoTPS system
has many challenges, such as the heterogeneity among the
components. Considering the challenges of IoTPS system, several
approaches are proposed to evaluate system SPD level. One
of these approaches, is Multi Metrics (MM) approach. This
approach is considered as comprehensive approach, because of its
features. Some of MM approach features target the scalability
and applicability within the architecture of unlike systems. To
enhance the comprehensiveness of MM approach, we propose an
extension for the approach to consider the impact of components
interconnection on SPD level.

Index Terms—components interconnection; interconnection
weighting equation; mHealth system; IoTPS; Multi-Metrics;
security level; privacy level; dependability level.

I. INTRODUCTION

Internet is transforming from communication highway be-
tween computers into a backend system connecting hybrid
networks. Within these hybrid networks, people, services,
things (sensors, actuators) and computers are connected as
one. A good example for IoTPS systems is smart grid system,
which consists of diversity subsystems. The interaction of Sub-
systems provides powerful services, such as grid monitoring
and remote controlling.

Another kind of IoTPS systems is mHealth systems. This
type of system defined by Adibi as the practice of eHealth
assisted by smartphones, which are used to capture, analyze,
process, and transmit health-based information from sensors
and other biomedical systems [1]. Some of provided services
by this kind of systems are regular monitoring, real time ad-
vising, auto-notification in emergency cases and also affection
of emotional states as stated by Cipresso et al. [2].

Eloff et al. envisaged that an IoTPS system will require
focus on security and privacy [3]. Despite of many advantages
of IoTPS systems, these systems arise new security, privacy
and dependability concerns. One of these concerns, is the
heterogeneity among subsystems, which complicates system
SPD evaluation and satisfaction. Another concern, is the new

open area for exploitation of the system, such as the mobile
of the patient in mHealth systems.

Garitano et al. propose a Multi Metrics (MM) approach, be-
ing a comprehensive and dynamic approach for the evaluation
of SPD level for a given IoTPS system [4]. They demonstrate
the MM approach applicability by performing it on the smart
vehicle IoTPS system. Noll et al. demonstrate more features
of the MM approach, such as applicability on huge IoTPS
system (e.g smart grid) and scalability [5].

This paper enhances the MM approach, by considering
the impact of interconnection on the SPD level. The paper
is organized as follows: In Section II, we give an overview
of related work. In Section III, we elaborate the proposed
extension for MM approach. In Section IV, we demonstrate
proposed extension, by applying it on mHealth system as use
case. In Section V, we present our conclusion.

II. RELATED WORK

Different approaches have been developed for analyzing of
IT system risks. Based on the envisaged focus, Manadhata
and Wing classified these approaches into attacker-centric
approaches and design or system-centric approaches [6].

Attacker-centric approaches, are based mainly on the knowl-
edge about the system attacks. Usually, these approaches
collect and analyze attacks-related data, such as; system vul-
nerabilities, goals of system attackers and detected malicious
activities. For the collection of attacks-related data different
resources could be used, such as; Intrusion Detection Sys-
tem (IDS) and National Vulnerabilities Database (NVD) [7].
Based on collected data, these approaches build system-attacks
model, to analyze the risks of IT system.

The most popular attack models are: attack graph [2], [8],
attack trees [9] and Bayesian network [10]. Wang et al. pro-
pose an attack graph-based probabilistic model, to quantify the
security of IT system network [11], [12]. Wang et al. propose
attack graph analysis to be used as a knowledge base for
correlating IDS received Alerts, hypothesizing missing alerts,
and predicting future alerts [13]. Xie et al. use Bayesian
networks incorporated with IDS alerts to analyze the security
risks of the IT system [10]. Schneier proposes the analysis
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of system risks using knowledge about attackers coupled with
attack trees [14]. Dantu et al. propose the usage of attack graph
coupled with the behavior of attacker to analyze the risks of
IT system [15].

System-centric approaches concentrate on system design
and architecture for risk analysis. Manadhata and Wing pro-
pose methodology for software system’s attack surface mea-
surement [6]. The concept of proposed methodology considers
attack surface comparable to system security level (the smaller
the surface, the more secure the system)

Howard et al. propose attackability metric to measure sys-
tem security level, through the measurement of system attack
surface from three dimensions [16]. These dimensions are:
targets and enablers, channels and protocols, and access rights.
Howard et al. refer to the increasing of attack surface and
reduction of security level, caused by increasing of targets,
channels, and generosity of access rights.

Garitano et al. propose MM approach for the evaluation
of SPD level for a given IoTPS system [4]. One of the
important MM approach features is the comprehensiveness. It
starts with component evaluation, then sub-systems evaluation
and ends up with the entire system evaluation. Garitano et
al. demonstrate that, different configurations cause different
SPD level. Which demonstrate the possibility for SPD level
enhancement, through changes in system configurations. Noll
et al. demonstrate the scalality and applicability of MM
approach, by applying it on large and complex system, such
as smart grid [5].

Interconnection has a general impact on system SPD and
component SPD, in particular. For instance, a successful attack
on the monitoring compontent of a smart vehicle will exploit
the privacy of the vehicle rider. Fayyad and Noll state some
examples, which reflect the impact of interconnection on the
SPD level [17]. The evaluation of the MM approach was not
sensitive to interconnection, thus the failure of components
with high interconnection is not appropriately considered. In
this paper, we introduce an extension for MM approach, which
addresses interconnection impacts. We demonstrate proposed
extension by applying it on mHealth system. Which shows,
that similar SPD level for a given components could vary based
on the interconnection of these components.

III. MULTI METRICS APPROACH EXTENSION

A. Multi Metrics Approach

The MM approach is system-centric approach for the eval-
uation of SPD level for a given system. As Garitano et al. [4]
and Noll et al. [5] have given comprehensive overviews on
the MM approach, this paper concentrates on the effect of
interconnections of components.

A security evaluation using the MM approach assumes a
hierachical architecture for the system of systems. As shown
in Figure 1; the evaluation starts at component level, then eval-
uates the subsystem and finally addresses the entire system,
resulting in a system SPD level.

sub-system 2
(s,p,d)

Comp. 1 Comp. 2 Comp. 3

Multi-Metrics
MM

M

sub-system 1
(s,p,d)

system
(s,p,d)

Multi-Metrics (weighted subsystems)

Fig. 1. MM evaluation hierarchical levels, with M indicating a Metrics
analysis

In the MM evaluation, the SPD level for an evaluated
entity is represented as a triple (S, P,D). Each element of
the triple should be described by a value range from 0
to 100. Although, the evaluation ends up with SPD level,
SPD criticality is used during the whole evaluation process.
From a technological point of view, criticality of a system
or a component is more easy to address. SPD criticalities or
(Criticality of Security, Criticality of Privacy, and Criticality
of Dependibility) (Cs, Cp, Cd) reflect the operation condition
like ideal, good, acceptable, or failure. SPD criticalities are
defined as complement to SPD triple,

(Cs,Cp,Cd) = (100, 100, 100)− (S, P,D). (1)

At the components level, the SPD level for a given compo-
nent is evaluated using a set of metrics. The identification
of metrics is performed based on the expected impact of
components on a given service. At a later stage, we foresee
a framework of metrics being used for evaluations following
the MM approach. The final goal is an integrated evaluation
for a system, consisting of sub-systems and components.

The MM approach combines the sub-systems using Root
Mean Square Weighted Data (RMSWD)(2). The RMSWD
formula consists of two parameters, a weight parameter w
and a criticality parameter x. Parameters values are within
the (0-100) range. In the MM approach, the weight parameter
represents the significance of the component or a subsystem
on the behaviour of the total system. The criticality param-
eter represents the operation condition of a component of a
subsystem, being e.g. ideal, good, critical or failure.

C =

√∑
i

(
x2
iwi∑n
i wi

)
(2)

To summarize the MM approach; the evaluations of metrics
for a component are integrated to find the criticality of a com-
ponent, expressed in terms of security, privacy and dependabil-
ity. Later, the SPD criticalities of components for a subsystem
are integrated using RMSWD and result in a subsystem SPD
criticality. Lastly, SPD criticalities of subsystems are integrated
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using RMSWD to produce the criticality of a system. The
(S, P,D) of a system is then calculated using equation (1).

B. Interconnection Consideration and Positioning

Component interconnection causes reduced security, privacy
or dependability, as the failure of one component will not
only affects the respective sub-systems, but all sub-systems
connected to the component. Let us consider the case of three
components (A,B,C) and their interactions. For instance,
a body sensor C, which send data to mobile application
A, over a Bluetooth connection B. Successful attack on A
authentication could enable attacker to reveal the transmitted
data confidentiality over B, although it is fully confidential
during transmission. Also, a successful attack on A authenti-
cation, could enable attackers to inject some malicious scripts,
impacting the transmission protocol, which make B or C
unavailable. Thus, the SPD of component A impacts the SPD
of components B and C and vise versa.

To consider the impact of interconnection on SPD levels,
we propose a default metric for interconnection evaluation.
The proposed metric is positioned on a level between compo-
nent and subsystem in MM architecture. Figure 2 shows the
proposed positioning of interconnection metric as part of the
MM approach.

 

Fig. 2. Interconnection metric positioning within MM

The reason of positioning the interconnection metric in a
higher level is, that interconnections impact all components
and their SPD parameters. Thus, the evaluation of intercon-
nection for a given component is integrated with component
SPD level, where, Formula (2) is used as integration operator.

C. Interconnection Metric

Fayyad and Noll consider system, as a set of interconnected
components interact through message passing and/or control-
ling [17]. Based on this consideration, Fayyad and Noll define
an interconnection graph for system components (Definition
1), which model the interconnection and interaction of system
components.

Definition 1: Given a set of Components C, having a set
of control relations, Rc ⊆ C × C, and a set of data relation
Rd ⊆ C × C, then the components interconnection graph G
is the directed graph G(C,Rc∪Rd) (C is the vertices set and
Rc ∪Rd the edge set).

Directed graph meant, that the relations or edges between
components have a direction associated with them. This direc-
tion could be in two way or one way, such as relation between

control unit and actuator, which has one way direction from
control unit to actuator.

By analyzing of interconnection graph for system compo-
nents, Fayyad and Noll propose interconnection-based weight-
ing algorithm [17]. The proposed algorithm ends up with a
weighting equation (3), which weights the interconnection for
specific component.

W (c) = S+R+2CT +D+A+(
∑
v=0

1

DIST (c, v)
)+VR (3)

• c: targeted component for weighting, where c ∈ C and
C, is set of all components in the system.

• R: number of sub/system components reachable from
weighted component c.

• S: number of components reachable from weighted com-
ponent c through one edge within system interconnection
graph. In other words, surrounded component for com-
ponent c is a component, which interact directly with c
without any intermediate component.

• VR: number of system valuable or key components,
reachable from c.

• CT : number of control relation or edges between
weighted component c and other system components.

• D: number of data relation between weighted component
c and other system components.

• A: component c activation rate.
• v: valuable component within the system.
• DIST : number of components between c and v compo-

nents.

Activation rate is considered as the frequency of component
activation per time unit. Where, activation rate value ranges
from 0 to 1. The higher the value the more active the
component. Thus, 0 is when, the component is totally inactive,
and 1 when, the component is continuously active. When the
component is not active, the SPD level of the component does
not impact the SPD levels of interconnected components. On
other hand, if component is continuously active, then, its SPD
level is continuously impacts the SPD level of interconnected
components. This mean, activation rate for a given component
influences the impact of other parameters in equation (4) on
the SPD level of interconnected components. Thus, we propose
new optimization for equation (3) for the use in proposed
extension. The optimization is represented in equation (4), in
which, activation rate is considered as multiplication factor,
instead of summation factors. Interconnection metric based
on equation (4) to measure interconnection weight for a given
component.

W (c) = A(S+R+2CT +D+(
∑
v=0

1

DIST (c, v)
)+VR) (4)

Based on the need, for equal evaluation of components
activation rate, evaluation rate for all components should be
evaluated to the same time unit. Thus, a system engineer
should evaluate activation rate of component to the smallest
time unit. For instance, Let us consider the case of a system
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with two components c1 and c2. c1 activation rate is 60/h
and c2 activation rate is 5/min. For equal interconnection
evaluation, activation rate for c1 should be used as 1/min
and for c2 as 5/min.

D. Interconnection Metric Calibration

In MM approach, the SPD level for a given component
is represented with a value range from 0 to 100. On the
other hand, interconnection metric based on equation (4)
resulted value, could vary based on system architect out of
(0 to 100) range. Thus, for the integration of the result from
interconnection metric with component SPD level, equation
(4) result should be calibrated to (0 to 100) range.

To calibrate equation (4) resulted value to (0-100) range,
we define architecture-based reference value, as representing
maximum weight of interconnection for a component within
given system. Let us consider m as a component within given
system, and its interconnection weight is the maximum weight.
Then, the values of its parameters in equation (4) will be as
follow:

• A = 1.
• R = number of all system components(max number of

components reachable from m).
• S = number of all system components(max number of

components surrounded m).
• CT = number of all control edges within system inter-

connection graph.
• D = number of all data edges within system interconnec-

tion graph.
• VR = number of all valuable components within the

system.

By having maximum weight of interconnection, the weight
of component ‘c‘ could be calibrated to (0-100) range, as
shown in equation (5).

Weightc(c) =
Weight(c)

Weight(m)
(5)

Where:
c: given component within the system.
m: most interconnected component within the system.
Weightc(c): calibrated weight for a value within (0 - 100).
Weight(c): component evaluated weight using equation (4).
Weight(m): system maximum weight of interconnection.

IV. USE CASE

This section demonstrates the proposed extension for MM
approach, using the evaluation of Privacy level SPDp as one
of the SPD triple for two selected components. At the start,
it gives an overview about Gravid+ system. subsequently, it
performs high level analysis for Gravid+ system based on
MM approach with concentration on two components. Later,
it measures the interconnection of the two components using
interconnection metric. Lastly, it evaluates SPDp level for the
two components under different configurations based on MM
approach and proposed extension.

A. Gravid+ System:

Gravid+ system elaborated by Garnweidner et al. aims to
monitor blood sugar levels in pregnant women with gestational
diabetes and assists them with follow up care, such as; diet
and exercise [18]. The architecture of Gravid+ system shown
in Figure 3 consists mainly of glucometer device interacts
with mobile device over Bluetooth connection. The mobile
device, host mobile app, which processes and saves glucometer
submitted measurements.
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Fig. 3. Gravid+ architecture.

Sub/systems or components, such as other mobile apps
hosted on the patient mobile may impact the SPD level of
the system, although its not apart of the system. For instance,
from privacy perspective, through internet, an attacker could
violate one of the mobile apps vulnerabilities and gain access
to mobile device. By gaining access to the mobile device, the
attacker could violate Gravid+ data confidentiality. Thus, for
the analysis of system SPD level, all sub/systems impact the
SPD level of the system should be included in analysis.

B. System Components and Metrics

To simplify the demonstration of proposed extension for
MM approach, we apply high-level analysis of Gravid+ sys-
tem. In this analysis, each illustrated nodes within Figure 3 is
considered as component. For each of these components a set
of metrics are defined as shown in table I. To concentrate on
the impact of proposed extension on SPD level, we concentrate
on two components (Mobile OS and Gravid+ app), which have
different interconnection within Gravid+ system. Where, we
assume the performing of similar metrics (authentication and
encryption) on the two components,

The analysis of the two components considering SPDp only.
As already stated, MM approach concludes with the SPD level,
but SPD criticality is used during the entire evaluation process,
as it is shown within tables II to V. The metrics which used
in the analysis are:

• Gravid+ app metrics

25Copyright (c) IARIA, 2015.     ISBN:  978-1-61208-440-4

CENTRIC 2015 : The Eighth International Conference on Advances in Human-oriented and Personalized Mechanisms, Technologies, and Services

                            34 / 96



TABLE I. SYSTEM COMPONENT MAXIMUM POSSIBLE WEIGHT.

Component Metrics
Glucometer Authentication pairing metric
Bluetooth connection Encryption metric
Mobile device OS Encryption metric, Authentication metric
Other apps number of apps metric
Gravid+ app Encryption metric, Authentication metric

– Authentication metric(w=40): evaluates the Cp re-
sulted from authentication activation by accessing of
Gravid+ app or not (Evaluation is shown in Table
II).

TABLE II. GRAVID+ APP AUTHENTICATION METRIC.

Parameters Authentication ON Authentication OFF
Cp 30 70

– Encryption metric (w=30): evaluates the Cp resulted
from having App data ciphered or not (evaluation is
shown in Table III).

TABLE III. GRAVID+ APP ENCRYPTION METRIC.

Parameters Encryption ON Encryption OFF
Cp 10 60

• Mobile OS metrics
– Authentication metric(w=40): evaluates the Cp re-

sulted from having authentication activated to access
the mobile device or not (evaluation is shown in
Table IV).

TABLE IV. MOBILE OS AUTHENTICATION METRIC.

Parameters Authentication ON Authentication OFF
Cp 30 70

– Encryption metric(w=30): evaluates Cp of having
data ciphered by Mobile OS or not, using service,
such as encryptdevice service in Android OS. One
of such service benefits is data protection from
offline revealing. (evaluation is shown in Table V)

C. Performing of Interconnection Metrics

To weight the interconnection for a component, using equa-
tion (4), the interconnection graph for system components
should be initiated. Based on this graph, the values of pa-
rameters in equation (4) are driven. Figure 4 shows initiated
interconnection graph for Gravid+ system.

Based on the interconnection graph of Gravid+ system,
values of interconnection parameters for mobile OS are driven.
(shown in Table VI), based on these values, interconnection
weight of mobile OS is 23.5.

Parameters of Gravid+ app and their values, are shown in Table
VII, based on these values, interconnection weight of Gravid+
app is 12.

TABLE V. MOBILE OS ENCRYPTION METRIC.

Parameters Encryption ON Encryption OFF
Cp 10 60
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Fig. 4. Gravid+ interconnection graph.

For the calibration of Weight(c) for a given component
‘c‘, system maximum weight of interconnection should be
calculated. Table VIII shows parameters of maximum weight
and their values in Gravid+ system, based on these values,
maximum weight is 28.

By performing equation (5), mobile OS Weightc is 84 and
Gravid+ app Weightc is 43.

D. Evaluation

Table IX and table X respectively show the evaluation of
Gravid+ app Cp and mobile OS Cp under different con-
figurations. Cp1 represents the evaluation of configurations
based on MM approach. Cp2 represents the evaluation of con-

TABLE VI. MOBILE OS INTERCONNECTION PARAMETERS.

Parameters Value Note
S 4 Mobile OS surrounded by 4 components
R 6 Mobile OS has 6 reachable component
VR 1 Valuable component is only Gravid+ app
CT 4 Mobile OS has 4 control relations or edges

D 4 Mobile OS receives and sends data
from/to 4 components

A 1 Assumption it is continuously active

DIST 2 The distance to the (Gravid + app)
is 2 two components (Mobile OS, Gravid+ app)

TABLE VII. GRAVID+ APP INTERCONNECTION PARAMETERS.

Parameters Value Note
S 1 Gravid+ app surrounded by Mobile OS
R 6 Gravid+ app has 6 reachable component
VR 1 The component is Valuable itself
CT 1 has one control relation with Mobile OS

D 1 Gravid+ app receives and sends
data through Mobile OS

A 1 Assumption it is continuously active
DIST 1 Min distance to the app itself
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TABLE VIII. SYSTEM COMPONENT MAXIMUM POSSIBLE WEIGHT.

Parameters Value Note

S 6 Supposing that all system components
within system surround objective component

R 6 Reachable component in two way from
objective component.

VR 1 Valuable component is only Gravid+ app

CT 4 Number of control edges within,
interconnection graph are 4 .

D 6 Number of data edges within,
interconnection graph .

A 1 Component is continuously active
DIST 1 Component is valuable by itself

figurations based on MM approach enhanced with proposed
extension. Thus, Cp2 values resulted from the integration
of Cp1 with the output of interconnection metric for the
component (Weightc). Where, for the two components, the
weight of interconnection metric is considered as 30, and the
weight of component (Cp1) as 70.

TABLE IX. GRAVID+ APP EVALUATION

Encrypt-/Auth- M1 M2 Cp1 Cp2 PL

Conf.(ON,ON) 10 30 24 31 69
Conf.(ON,OFF) 10 70 53 50 50
Conf.(OFF,ON) 60 30 45 44 66
Conf.(OFF,OFF) 60 70 66 60 40

TABLE X. MOBILE OS EVALUATION

Encrypt-/Auth- M1 M2 Cp1 Cp2 PL

Conf.(ON,ON) 10 30 24 50 50
Conf.(ON,OFF) 10 70 53 64 36
Conf.(OFF,ON) 60 30 45 59 41
Conf.(OFF,OFF) 60 70 66 72 28

As shown in Table IX and Table X, the Cp1 results, of an
evaluation of two components lead to the same value. On other
hand, Cp2 are differentiated based on the interconnections of
each components. Thus, the SPDp will differ. This lead to
system SPD level differentiation based on internal intercon-
nection of this system.

V. CONCLUSION

This paper considers systems of systems in the Internet of
People, Things and Services (IoPTS). It provides an extension
of the Multi Metrics approach including interconnections of
components in the system. The Multi Metrics (MM) approach
assesses the security, privacy and dependability (SPD) triplet
of a component, a sub-system and the total system.

The specific use case analysed is the privacy analysis of
a medical system for diabetes measurements. The system
consists of a glucometer interacting with a mobile device
over Bluetooth, and a host application for mointoring of the
application. The example is based on two metrics, authenti-
cation and encryption, being applied both for the application
and the mobile operating system. The result of applying the
MM method leads to privacy levels of the system, providing
a privacy level between 40 and 70 for the application.

The proposed extension considers interconnections between
components. In the envisaged use case, the interconnection
is explicitly dominant for the mobile operating system (OS).
The OS is surrounded by 4 components, and has 6 reachable
components. The analysis using the interconnection extension
of the MM approach leads to a reduced privacy level being
between 28 and 50 for the Mobile OS.

VI. ACKNOWLEDGMENT

The authors would like to thanks the JU Artemis nSHIELD
project for the development of the methodology, and the use
cases showing the applicability of the approach. We would also
like to thank Movation and the Research Council of Norway
for enabling and supporting the PhD work.

REFERENCES

[1] S. Adibi, Ed., Mobile health. Springer, 2015, ISBN:9783319128160.
[2] P. Cipresso, S. Serino, D. Villani, C. Repetto, L. Sellitti, G. Albani,

A. Mauro, A. Gaggioli, and G. Riva, “Is your phone so smart to
affect your state? An exploratory study based on psychophysiological
measures,” Neurocomputing, vol. 84, pp. 23–30, 2012.

[3] J. Eloff, M. Eloff, M. Dlamini, and M. Zielinski, “Internet of People ,
Things and Services - The Convergence of Security, Trust and Privacy,”
Proceedings of the third International CompanionAble Workshop IoPTS,
Brussels, 2009.

[4] I. Garitano, S. Fayyad, and J. Noll, “Multi-metrics approach for security,
privacy and dependability in embedded systems,” Wireless Personal
Communications, vol. 81, no. 4, pp. 1359–1376, 2015.

[5] J. Noll, I. Garitano, S. Fayyad, E. Åsberg, and H. Abie, “Measurable
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Abstract—Today teachers have in their hands learning resources,
such as games, to engage primary school students in dry subjects.
Nevertheless, many of these games have a mechanic very similar
to in-class exercises, e.g., question -answer and match up images.
Then, children end up boring. In this research, we aim to design a
game for and by children. We present results of two Participatory
Design (PD) sessions performed with children of 6th grade of
Primary School to jointly design a game about fractions. The
experience has been very fruitful both for us and for children.
On one hand, they had an exciting experience as game designers,
enforced their learning about fractions, and contributed with
numerous and diverse ideas. On the other hand, we have co-
created a game with enthusiastic stakeholders. Additionally, this
research constitutes a further step in the study of methodologies
and techniques of participatory game design with children. As a
result of our experience we can say that participatory sessions
with children should be very dynamic, with well-differentiated
parts and using very different activities. We have used individual
brainstorming using post-its, brainstorming and discussion in
groups. We have also organised written activities, which seem
to be adequate, provided that children have templates to be
filled with ideas related to elements and mechanics of the game.
We observed they showed really concentrated in these writing
activities. Those parts of the participatory design that required
the use of computers were the most appealing for them. Moreover,
teachers and designers should pay attention and give children
positive reinforcement regularly in order to avoid distraction
during the PD sessions.

Keywords–Serious Games;Participatory Design;child-computer
Interaction.

I. INTRODUCTION
Learn by doing is already here, we can find a myriad

of learning resources, which aim to provide the learner with
more engaging and fruitful experiences, i.e., simulations and
games [1]. Nevertheless, if we ask students to play games, they
sometimes get bored and frustrated after some poor gameplay,
mainly because is difficult to qualify them as ”real games” but
as mere interactive quizzes.

What if we allow students to actively participate in the
creation of these gaming experiences? [2][3] [4] After all,
children are ideal partners for co-design mainly because they
have grown with the technology and their game literacy can
undoubtedly trigger the generation of creative ideas during
the design process. Moreover, a psychologic study states that
children today are more imaginative than those decades before
[5].

Through participatory design, this research aims to bring
together the worlds of designers and children in an effort to
design more engaging and satisfactory games for learning.
In particular, we focus on a dry math subject, fractions,

which is difficult to grasp by children, as stated after some
discussions with teachers of primary school of Escola del Mar
in Barcelona. We thanks them for their participation.

Participatory design approaches may follow either a germi-
nal method, where participants start the design from scratch,
or a transformational one, where the design team creates an
initial proposal to present to the users. In this research, we
have followed the transformational method, initially presenting
a basic rationale of the game concept to children and incre-
mentally introducing them four game design tasks: characters
and game settings, activities these characters may perform in
the game, metres influencing both characters and environment
state, and then translate learning goals into game mechanics
(i.e., challenges creation).

These design tasks have been scheduled in two participa-
tory sessions which have taken place in students’ classroom.
Participants of the study had already worked with fractions
a few months before. Therefore, some of them could be
considered ”experts” in the concept of fractions, favouring the
generation of well founded and quality ideas. The results of the
participatory design experience are fruitful both for us and for
children. From our point of view, we have a game designed
by and for children and have defined a methodology to be
applied and refined in future experiences. From the perspective
of children, they had a new experience as ”game designers”,
and they went again over fraction concept, achieving a better
grasp of their learning.

This paper is structured as follows. Section II presents
the state of the art. Section III describes the steps in the
participatory design. The discussion in Section IV provides
a high level analysis, which results from the participatory
experience. Finally, Section V concludes and gives some hints
about future work.

II. RELATED WORK
Since its early introduction in the HCI field, Participatory

Design (PD) has been a topic of study in the research of soft-
ware and hardware design [6] [7]. Concretely, child-computer
interaction has raised the attention to PD in the design of
serious games for children.

In the serious game literature, several works present meth-
ods, experiences and results when involving children in all the
stages of design process, with a variety of interesting results [3]
[4]. Games range from those focused on emotional intelligence
[8], collaborative storytelling [9], social skills [10], and social
inclusion of children with disabilities [11].

A common concern raised in these research studies is the
lack of children’s domain content familiarity and game design
literacy. Domain content familiarity depends on students back-
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ground, and, if missing, it can be afforded either by previous
basic training or by selecting user groups who adapt well to
demands of PD sessions. Another key issue that is considered
of great importance is to tightly couple domain content to
game mechanics. In this research, we have focused on the
intrinsic metaphor as introduced by Fabricatore, where player’s
cognitive tasks are related to the learning objectives and are
relevant to achieve the goal of the game, thus being part of
the activities of the game [12]. Moreover, nowadays we find a
lot of children with a high degree of ”game literacy”, which
although not being ”game design literacy”, can be enough
valuable if participatory sessions are adequately focused and
conducted.

Additionally, many of these works see the significance of
the results centred in two aspects: the actual contribution of
participants to the design of the game, and a very valuable
domain experience gained by participants.

Related to PD methodologies, a recent research describes
two case studies of a game intended to teach primary school
students conflict resolution skills [2], each of them using
a different PD method. In the first case study, they apply
well-known germinal (i.e., generating ideas from scratch) PD
methods, such as brainstorming and storyboarding, to support
the generation of children’ ideas in the early steps of game
design. In the second one, they follow a transformational
method (idea generation by modifying existing solutions) for
involving children in middle steps of serious game design.
Results on the former case study were not as positive as
expected, mainly because of the limited domain knowledge
of children. Nevertheless, children in the second case study
proposed manifold and useful ideas on game mechanics and
its relationships with the conflict resolution issue (learning
objective). As stated before, our research follows the trans-
formational method.

III. STAGES ON THE DESIGN EXPERIENCE
We have followed the three basic stages of participatory

design [13]: the initial exploration, the discovery process and
the prototyping. The first stage, to know and learn from
stakeholders (teachers and children), and second and third
stages to elicit narratives and mechanics for the game from
students, and create a lo-fi prototype of the game, respectively.
Nevertheless, as will be introduced in the description of PD
session 2, we did not arrive to define the prototype of the
entire game, but fractions challenges which will form part of
a gymkhana in the first game level.

A. Initial Exploration
We started this research work with some meetings with

teachers in the school Escola del Mar in the city of Barcelona
(Spain). They expressed us their concern about the difficulty on
engaging students in specific math concepts. Particularly, they
currently struggle on teaching the basic concept of fractions
using physical objects like cords and wooden sticks, [14] and
they would like to use other technical media, such as computer
games. Nevertheless, available games do not fulfil teachers’
expectations, mainly because they usually are really similar
to those exercises performed in the blackboard, not favouring
students’ engagement.

We used existing fraction games to gather data (opinions,
desires and feelings) from children. We met children in school
labs and applied conventional contextual inquiry methods for

user and task analysis, i.e., questionnaire, observation and
interview.

The participants were 6 children of primary school, with
ages between 10 and 12 years. Some of them had studied
fractions in the previous academic year, and others had just
learned the concept and basic operations with fractions.

The design team consisted of one moderator and one
note taker. The study was performed individually for each
student. The moderator welcomed and thanked each child for
participating in the study, explained the goal of the session
and what we wanted him/her to do. He also explained that the
study was not an exam, but a way of getting his/her opinions
and feeling about the games.

The protocol of the session consisted in three main steps:
pre-gaming questionnaire, playing games, post-gaming ques-
tionnaire and short interview. In the playing game step, mean-
while the child was interacting with the game, the observer
took notes. We encouraged them to think aloud. Although
not all of them were able to do it, those who expressed their
feelings while playing, did it pretty well.

In the pre-gaming questionnaire, we asked children general
questions about their habits and likes about games: how fre-
quently they play computer games, how many hours per week,
what kind of games they like more (RPG, adventure, sport,
others), how they get more fun in games (overcoming either
their record or friends’ scoring, living adventures, achieving
levels), their preferences on play mode, either individually or
multi-user. The post-gaming questionnaire included questions
directly related to just played games. We asked which game
they preferred and why, which one they did not like and if they
thought that playing these games they would learn more about
fractions. We also asked them to score the played games.

We selected four fractions games, which are representative
of those we can find in the market. They differ in the metaphor,
setting, story, graphics and sounds. Nevertheless, all of them
share a common mechanics consisting of either questions or
fractions matching.

We gave the children the following games (see Figure 1)
about fractions: pipo club [15], fraction booster [16], Melvin’s
make a match [17] and Problem solving [18]. All these games
work around fractions’ basic concept and equivalent fractions.

The first game, pipo club, shows an image of the sky
with three airplane parkings. The child is the pilot of the
plane which must answer a question about fractions, if done
correctly, he/she parks the plane in the parking, if not, the plane
crashes. The second game displays a pizza and the player has
to answer questions related to pizza portions. It has 5 different
levels, and each level has several sublevels. The theme of the
third game is witches and magic potions. There is an image
of a shelf with bottles displaying fractions or figures with
shaded parts. The player selects pairs of bottles/figures that
represent the same fraction (equivalent fractions). In the scale
displayed below, he/she can see if they match correctly. Finally,
the fourth game displays a platform with a walking lizard, it
stops when there is a gap. The gap is a measure (1m , 1/2
meter, etc. ) and the lizard can pass through the gap only if
the player correctly placed boards. These boards have different
sizes and colors, depending on the fraction that they mark.

Later, we analysed the data collected during the contextual
inquiry. Pre-gaming questionnaire showed that all participants
play games between 2 and 5 hours per week, and they prefer
adventure and role play games. When the question was related
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to single-user versus multiuser, the majority of them prefer
multi-user games, due to the competitive aspect of existing
games.

After analysing the post-game questionnaire and observer
notes, taken meanwhile children played the 4 fraction games,
we draw on the following conclusions. Children like games
with sounds or messages that encourage them to make further
progress in the game, a fact corroborated by Reeves and Naas
who found that computers that flatter and praise users in
education software programs produce positive impact on them
[19]. Children also like to have a guide or a clear indication
of the target, if not they feel lost and lack interest in the game.
Additionally, they do not want to answer all the time similar
questions with similar format. At the time of playing they
wanted to go changing between different screens, having new
characters and new challenges about fractions. Some players,
those who had just learned about fractions, wanted puzzles
enough simple to be able to solve, but not extremely easy, some
of them said ”that’s so easy...”. When children were asked
about if they got fun with the game, most of them answered
”well .. not much”.

The games better scored were Problem Solving (lizard)
y Make-a-Match (magic portions) because students got more
fun with them and seem to be less repetitive and less boring
than others. Anyway, none of the games completely fulfilled
children’ expectative as they wanted to be immersed in a really
fun experience and not in a serie of questions-answers similar
to the exercices performed in the blackboard.

B. The Discovery process
In this stage, we worked with children to jointly design

the fractions serious game. As game target audience is 9 to 12
years old kids, we selected a focus group of students with an
intermediate level of fractions (sixth grade, with ages 10-11),
rather than students of a higher grade that could add difficulty
to game activities designed along PD sessions.

This stage was organised in two participatory sessions,
which consisted of 25 children, the class teacher, three de-
signers and an assistant. One of the designers actuated as
moderator, introducing and explaining sessions’ objectives and
activities to be performed along the sessions. Session 1 was
2.5 hours long and session 2 lasted for 3.5 hours.

1) Participatory session 1: game conception: As previ-
ously mentioned, we have followed the transformational ap-
proach of participatory design. First, we introduced children
the initial game concept - genre, goal, main characters, and
scenario. Then, we elicited children ideas to incrementally add
new elements to the game.

The group of 25 children was divided in 5 teams of 5
students, mixed in genre. The composition of each team was
facilitated by the class teacher. Each team had a leader who
had the role of team’ spokesperson.

We presented children the initial game concept with slides
(see Figure 2). ’The game scenario is a remote island in the
middle of nowhere. Two shipwrecked players have to survive
by eating, drinking, fighting and discovering stuffs in the
island. Some of these actions have to be based on mathematical
challenges related to fractions. For instance, players have to
cut a part of wooden boards to build a bridge over a river that
blocks the road. Game goal is to get away from the desert
island.

We divided the session in three main parts. First, we asked

Fractions Game Snapshot Scoring
(0-10)

PipoClub 7

Fraction Booster 7

Melvin 9

Problem Solving 9

Figure 1. Games used in contextual inquiry

them to propose objects and NPCs which may live in the
island. In the second part, we asked children to think about
how to escape from the island and to propose fraction-solving
activities in the game. In the final part, we discussed and
reviewed together emerged ideas, and we tried to obtain an
initial consensus about game dynamics.

In the first part, we asked children three open questions:

1) ”What kind of things do you want to find in the
island?”. In this case, we encouraged kids to propose
stuffs that are normally in an island, but also con-
tribute with fun and original objects of other contexts.

2) ”Which characters do you want to meet in the is-
land?”. We also encourage them to be originals.

30Copyright (c) IARIA, 2015.     ISBN:  978-1-61208-440-4

CENTRIC 2015 : The Eighth International Conference on Advances in Human-oriented and Personalized Mechanisms, Technologies, and Services

                            39 / 96



Figure 2. The proposed scenario: An island in the middle of nowhere and
the two shipwrecked players.

Figure 3. The set of the stickers obtained from the questions about the game
configuration.

3) ”If you were not a shipwrecked kid, who would you
like to be?”. With this question, we wanted to know
the character that children would like to be.

To gather children’ answers to these questions we used
the Nominal Group Technique (NGT) which is a group
brainstorming technique to gather ideas but want everyone’s
opinions taken into account [20]. In this context, ’Nominal
Group’ means that people are nominally in a group but mostly
work on their own. To do so, we distributed sticky notes and
pens to each member of the teams [21]. Each team member
wrote down the response individually on the sticky notes,
promoting the participation of all team members, even shy
kids. We fixed that it should be one idea per sticky note.
Nevertheless, we did not fixed the ideas on a set of predefined
categories, encouraging kids to be free to express their ideas.
At this point, the class teacher, the three co-design experts
and the design assistant acted as facilitators to help children
to express their ideas.

The leader of each team collected sticky notes and filtered
repeated answers. Then, he/she arranged them in a vertical
cork surface (see Figure 3). A co-design expert grouped notes
with similar categories and explained aloud generated ideas.
We used the color-code sticky notes as team group identifier
to easily visualize groups’ preferences.

As a result of this first part of the session, we obtained a
huge shower of ideas for the game concept. Surprisingly, some
groupings of categories naturally emerged, such as vehicles,
electronic devices, magical objects, sportsmen, famous people
etc. Different scenarios were proposed as answers to the first
question (ice-playground, soccer stadium, etc.), and a huge
amount of characters were suggested in the second question
(music players, sportsmen, fairies, animals, etc.). This large
amount of ideas suggests us to integrate them in different levels
of the game and therefore allow a variety of game scenarios.

Again, in the third question about the player appeareance,
kids’ imagination was really far from our expectations. They
proposed characters such as sailors, dancers, multimillionaires,
pirates, actress, roller-bladder, fairies, survival experts, etc. As
conclusion, our game design should include multiple config-
urations and mods to expand the game with new levels and
characters.

In the second part of the session, we used brainstorming
in teams of 2 students to gather design ideas about player’s
interactions in the game, such as how to get away from the
island, how to survive, how to obtain things or how to solve a
puzzle. As co-design experts, we gave to kids special scaffolds
and resources to answer these questions. We gave children
“templates for a design task” (i.e., a fill in the gap sentences)
that allowed them to express their ideas while writting in
“gaps”. This material was used in another context, to facilitate
teachers the design of reading tasks [22]. For instance, we
encouraged them to fill the gaps in sentences such as ”If
you are a ....... and you want to get away from the island
doing ......., you have to .................... in order to get ..............”.
Moreover, the proposed challenges had to be related to the
fraction concept. The class teacher was especially important
at that point to help children validate their ideas related to the
fraction concept. Initially, we planned to use digital tablets to
help kids to propose their ideas. However, in the live session
we used paper-drawings and written activities to enhance and
facilitate informal and quick interactions.

Finally, in the last part of the session the entire group
shared the proposals elaborated during the brainstorming and
pushed the most popular ideas under vote.

From the second and the third parts we obtained some
consensus about the main game dynamics. The most preferred
idea to escape the island was that both players had to construct
together an engine or a ship to get away from the island.
In order to obtain the pieces of the engine, players had to
follow a Gymkhana through some middle challenges related
to fractions (e.g., a fraction of gas is needed to get out the
island, use a fraction of a rope to avoid to be killed by a
carnivorous plant). Additionally, students suggested that good
results could be awarded by obtaining short-cuts in the roads.
Children also proposed to play some challenges competitively
and some challenges in collaborative mode with the second
player.

2) Participatory session 2: challenges design and lo-fi
prototype: The main goal of this second session was to work
with children to define the fractions’ challenges that the players
have to complete to achieve the goal of escaping the island.

At the beginning of the session, the moderator recapped
last session. Then, she presented a video of the intro to the
game. The video showed the two players, and two mysterious
boxes, arriving to the island after a sinking. Each box contained
some tools and appareils that could be useful for the players to
survive and leave the island. These tools were some of those
proposed by children in the first participatory design session,
i.e., knife, iPad, pieces of wood, and rope. As seen in Figure
4 boxes’ content formed part of game HUD, which is player’s
inventory. Note that in addition to tools, the HUD includes
fractions (1/2, 3/4, 4/5) which are used to cut some proportion
of rope, wood, or any other resource encountered or collected
along the game.

After the video, the moderator explained the rules and
dynamics of the game. The goal of the game is to escape
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Figure 4. The proposed game HUD and the six proposed challenges.

the island. Then, when players pass each level of the game,
they achieve a piece of the boat needed to go back home.
During their initial stay in the island (first game level) they will
participate in a gymkhana. Therefore, they have to overcome
several challenges in order to arrive to a ’magic’ cave. Once
in the cave, they have to solve a final enigma (big boss) that
conducts them to the next level of the game. To complete the
challenges the player has to use resources in her inventory.
Initially, each player has 5 lives which loses when she fails
fraction challenges.

The participatory design session continued with a proposal
of six challenges (see Figure 4) children had to select to work
on:

1) The bridge challenge.
2) The oasis challenge.
3) The carnivorous plant challenge.
4) The trap challenge.
5) The treasure challenge.
6) The cave challenge.
At this point, the class was divided in 12 teams of 2

children. Each team selected one of the six challenges. Nev-
ertheless, nobody selected the bridge challenge. Instead, they
proposed a new one related to a wall.

Afterwards, and to define a challenge, they should fill an
empty template with questions that should be answered by the
children. In the following, we show in caps, questions children
should answer. In other words, this template should capture the
design of the challenge.

• SCENARIO DESCRIPTION: PART OF THE SCENARIO
WHERE PLAYERS ARE SITUATED, OBJECTS IN THE
SCENARIO, TOOLS IN THE INVENTORY, AND OTHERS
TOOLS THEY COULD NEED TO PERFORM THE CHAL-
LENGE.

• WHAT’S THE CHALLENGE?
• HOW CAN THE PLAYER COMPLETE THE CHALLENGE

USING FRACTIONS?
◦ WHICH ACTIONS SHOULD PERFORM THE

PLAYERS?
◦ WHICH OBJECTS DO THE PLAYER NEED? EI-

THER FROM THE INVENTORY OR THE SCE-
NARIO.

◦ HOW PLAYERS COULD COLLABORATE IN
THIS CHALLENGE?

• WHAT HAPPENS WHETHER:

◦ THE PLAYERS COMPLETE THE CHALLENGE.
THAT MEANS, WHAT HAPPENS IN THE SCE-
NARIO AND HOW IT MODIFIES PLAYERS’
STATE AND INVENTORY.

◦ THE PLAYERS DO NOT COMPLETE THE CHAL-
LENGE BECAUSE:

THEY EITHER FAILED COMPLETELY.
THEY FAIL PARTIALLY AND HAS NO
TOOL TO CUTS FRACTIONS OF HERBS
PROPERLY.

In the following we show the example (filled) template
which we gave to them, ’The roads challenge’. Again, in caps,
the questions children should answer and, in italic, examples
responses.

• SCENARIO DESCRIPTION: PART OF THE SCENARIO
WHERE PLAYERS ARE SITUATED, OBJECTS IN THE
SCENARIO, TOOLS IN THE INVENTORY, AND OTHERS
TOOLS THEY COULD NEED TO PERFORM THE CHAL-
LENGE.
The players are in front of several roads. Some roads
are closed for herbs/flowers. There is an open path
that leads to the river, the player can not cross the
river because there is no bridge. On the other side of
closed roads, there are dangerous animals (bears and
monkeys), rope and wood. The player has knives in
her inventory of different sizes (fractions) that can be
used for cutting vegetation.

• WHAT IS THE CHALLENGE?
Open the roads

• HOW CAN THE PLAYER COMPLETE THE CHALLENGE
USING FRACTIONS?

◦ WHICH ACTIONS SHOULD PERFORM THE
PLAYERS?
Cutting the fraction of herbs that close the
roads that leads to some ropes and woods.

◦ WHICH OBJECTS DO THE PLAYER NEED? EI-
THER FROM THE INVENTORY OR THE SCE-
NARIO.
Knife, with the adequate size, e.g., 2/3

◦ How players could collaborate in this chal-
lenge?
The player, who has the knife with the adequate
measure, cuts the herbs.

• WHAT HAPPENS WHETHER:
◦ THE PLAYERS COMPLETE THE CHALLENGE.

THAT MEANS, WHAT HAPPENS IN THE SCE-
NARIO AND HOW IT MODIFIES PLAYERS’
STATE AND INVENTORY.
Both roads open and players can arrive to the
roads and woods, which are added to their
inventories. These materials may be useful in
the next challenge, to build the bridge.

◦ The players do not complete the challenge
because:

THEY EITHER FAILED COMPLETELY.
The bear, situated behind the herbs, eats
both players.
THEY FAIL PARTIALLY AND HAS NO
TOOL TO CUTS FRACTIONS OF HERBS
PROPERLY. Players fail consciously to die,
lose one live and start again.
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Figure 5. The basic material delivered to kids in a power point presentation.

Figure 6. Children working in couples to create the challenges’ comicboards.

Children had 30 minutes to discuss in group the definition
of the challenge they had selected. Once they filled the chal-
lenge description, they had to visually describe their proposal
and so produce a lo-fi prototype of the design. They used a
powerpoint document to compose the scenario using different
images. We provided children with a set of images that could
use (See Figure 5), but they were also free to search for other
images in the Internet.

This strategy is based on the Comicboarding technique,
that is a variation of storyboarding intended for children that
has been used to brainstorm with children aged 6 to 13.
Comicboarding can be used early in the design process to
depict user interactions and to capture user scenarios, cases,
and tasks [23]. Figure 6 shows teams of children working in a
Comicboard. The three co-design experts, the design assistant
and the teacher helped the students in the process of finding
the needed images that better expressed their ideas.

Figure 7 shows one of the challenges designed by a team
of two children. The top-left of the figure shows the start of
the challenge, the top-right the proposed fraction’s challenge
to be solved, the bottom-left what happens when the player
hits the fence, and the bottom-right what happens when the
player fails the challenge. Specifically, the description of one
of the challenges designed by children was: ’Our challenge is
to obtain the 8 keys to open the treasure’s chest and overcome
the enigma. There is a treasure’s chest in front of you, but
you can not open it. There are 8 keys to open the chest. The
players need to find the 8 keys inside the forest to be able
to open the treasure. Each key is located in a tree. When the
chest is opened by the 8 keys, a fairy will appear from the
chest and it will ask the next enigma to the players: Which

fraction of the trees in the forest have you visited to obtain the
keys? The players have to answer correctly to open the door
of the cave (the next challenge).’

Figure 7. Children design.

In the template card, the children had to explain also what
happens when the players perform different actions. In the
same example, the children explained the following cases: ’In
the case the players do not answer correctly the fairy’s enigma,
the fence will be opened, then the bear will attack them, and
they will lose 1 life each of them’, ’In order to obtain the
8 keys, the players need to collaborate using their different
inventory, the players can not obtain the 8 keys alone’, ’In the
case they can not obtain the 8 keys, they are able to skip the
current challenge to return to the island, but losing the keys
they have collected’. Figure 7 shows an example result of the
visual description of this challenge proposed by children.

This session was initially designed to be done in 1.5 hours,
but the children were so motivated, and they wanted to work
one more hour on their designs. Finally, the entire session
was 3.5 hours long. The results of this session were two
different descriptions for each of the six challenges. Each team
explained their proposal to the rest of the class, and the best
two challenges were awarded. The selection of the bests ones
were made by a voting of the children. Some of the ideas
obtained after this session were used to define the game design
document.

Although children were rather motivated during all the
session, but they were even more engaged during the creation
of comicboards using the computer and searching for images
in the web. Undoubtedly, computers are a tool they love to use,
either for playing games or for helping in design of the game.
Furthermore, they improved transversal competences such as
their powerpoint skills, e.g insert images, cut & paste, etc.

IV. RESULTS ANALYSIS
This section provides a high level analysis of relevant issues

raised during our Participatory Design (PD) experience. This
analysis aims to provide foundations and useful knowledge for
other researchers who will engage with children in future PD
experiences.

An important factor related to PD planning is the proper
scheduling of sessions. From our experience we have learned
that sessions should be scheduled within close time periods.
Otherwise, it is needed a considerable part of the session time
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Figure 8. Childs’ involvement in different phases of PD

to refresh childs’ memory, and they have a harder time to put
their minds in the game design endeavour.

Regarding kids’ involvement, they pay more attention and
are more committed and motivated in whole group brainstorm-
ing activities. However, we think that it is important to define
individual activities such as nominal groups. These activities
place them in context and foster an initial involvement in the
design activity. Figure 8 shows kids’ engagement in different
activities performed during game conception and challenges
design.

When it comes to facilitate children participation, both co-
designers and teachers can help them to express their ideas, and
material and examples are also essential to guide them in the
design task. Therefore, the group of co-designers and teachers
should be capable to assist all the children. We recommend
at least 4 co-designers and 1 teacher for a class of 25 pupils.
Additionally, when designing a participatory session with a
classroom of primary school children, it should be taken into
account that they need breaks and their level of attention
is short. If the activity is not well defined and constrained,
they may become bored, upset and a large variety of ideas
may overcome the design. Designers should pay attention to
give positive reinforcement at regular intervals to encourage
children to continue in their work. However, once they are
engaged in the problem, they may be rather creative and
flexible about others’ ideas.

V. CONCLUSIONS
In this paper, we have presented a participatory design

experience to create a game by and for children. Particularly,
this game focuses on the math concept of fractions.

We, designers, have attempted to empower children de-
cisions about the fractions game they would like to play.
Children role can be as a design-partner (early steps of the
design’s conception), as evaluator (with early prototypes), and
as user (with the final game). We have focused in the first
role, and aimed to exploit the collective creativity of students
during the steps of game conception and challenges creation.

The outcomes of this research are twofold. First, the design
experience constitutes a further step in the understanding and

study of methodologies of participatory game design. Second,
design ideas and challenges resulting from the PD sessions
have been used to develop a first prototype (link to video in
youtube).

As future work, we will consider a full conceptual map
of fractions that children have to learn in primary school in
order to consider a complete set of fractions’ challenges in
the game. We are also interested in providing teachers and
parents with real-time monitoring of students’ interactions and
learning progress within the game.
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Abstract—When customers leave feedback about products, for 

example, a rating, they often evaluate a product as monolithic 

unit, neglecting that products are composed of parts with 

different quality, often delivered by independent suppliers. 

Manufacturers are more interested in individual ratings for 

product parts than in an overall rating. With decomposed 

ratings, manufacturers can improve the product quality, the 

selection of suppliers, and adapt pricing strategies. In this 

paper, we present an automated approach to decompose 

overall product ratings into individual ratings for product 

parts by the use of the results of a Conjoint analysis and 

supervised machine learning. Using this approach, individual 

ratings for product parts can be predicted with a high 

accuracy. 

Keywords-product ratings; decomposition; conjoint analysis; 

machine learning; classification; product quality; supplier 

selection. 

I.  INTRODUCTION 

A recent study has shown that many customers in e-
commerce scenarios are strongly influenced by feedback 
from other customers when making purchase decisions [1]. 

Customer feedback is a dually user-centric aspect of e-
commerce: feedback is created by users and used by users. 
Product manufacturers are also interested in customer 
feedback as a source of quality information regarding their 
products. Based on customer feedback, manufacturers can 
identify and correct flaws in their products, as well as adapt 
their products to suit the expectations and requirements of 
customers better. Moreover, manufacturers can adapt their 
pricing strategy with regards to issues that are identified 
using feedback but cannot be corrected. 

A. Composite Products 

Products are usually created by a manufacturer and sold 
via some intermediaries to customers. However, 
manufacturers rarely create their products from scratch but 
use and assemble parts created and delivered by external 
third-party manufacturers, called suppliers. For example, the 
automobile industry heavily relies on suppliers that are 
independent from the car manufacturers. 

The quality of a product depends on the quality of its 
parts, and thus, on the quality delivered by the suppliers. 
Manufacturers can improve the quality of their products by 
selecting the best known suppliers. For this, information on 
the individual quality of suppliers is needed. 

B. Customer View on Products 

Customers usually see products as monolithic units, and 
thus, feedback is targeting the product as a whole, but not a 
composite of independent parts. Manufacturers, however, are 
interested in obtaining individual feedback on product parts 
in order to learn about supplier quality. 

For some types of products, customers can clearly 
differentiate product parts, for example, a tool and the 
manual found alongside the tool. In this example, low 
printing quality of the manual can be mentioned in the 
feedback. A manufacturer receiving such feedback can easily 
attribute the issue to the supplier of the manual. 

In order to evaluate the capabilities of customers to give 
ratings for product parts, a study with 229 participants was 
conducted (29.3% female, 70.7% male, 48% university 
students, 44.9% employees). The participants of the study 
were confronted with products of increasing complexity 
(e.g., a nightstand, a bicycle, a hi-fi system) and were asked 
about their capability to identify the reasons for faults. The 
self-declared identification capability of the participants 
decreased with increasing complexity of the products. In a 
later task of the same study, 35.4% of the participants 
reported being unable to decompose their feedback into 
individual ratings. Another 14.8% are unsure. Additionally, 
the state of warranty influences customer feedback as such 
that faulty products are returned under warranty without the 
customers caring about the reason for the fault. 

Generally spoken, depending on the type of product and 
the type of fault, it is hard to obtain decomposed ratings from 
customer feedback. However, manufacturers are more 
interested in decomposed ratings rather than in feedback on 
the product as a whole. 

C. Contribution 

In this paper, we present an automated approach to 
decompose overall ratings into individual ratings for 
suppliers. We combine results from Conjoint analyses with 
supervised machine learning techniques. 

D. Structure 

This paper is structured as follows. In Section II, we 
review scientific work related to our approach. Our method 
of combining Conjoint analyses with supervised machine 
learning is presented in Section III. We obtained a data set of 
2,544 ratings; this data set is discussed in Section IV. 
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Section V presents and discusses the evaluation of our 
approach. We conclude in Section VI. 

II. RELATED WORK 

In [1], Volk et al. present a decomposition-supporting 
review system aimed at human customers. This form-based 
review system is intended to assist humans in giving 
structured and problem-oriented feedback. 

The contribution of this paper at hand does not involve 
user interaction during the decomposition process. The 
method is fully automated and operates on customer-
supplied overall ratings on an ordinal scale. 

A. Natural Language Processing 

Most related approaches to automated feedback 
decomposition apply natural language processing (NLP) 
technologies to derive ratings or problem statements from 
written feedback, i.e., from reviews. 

Lin and Hovy locate important sentences within 
paragraphs in order to create summarized reviews [2]. 
Instead of a summary, our proposed approach derives 
individual ratings. 

Turney searches for keywords, as, e.g., “good” or 
“excellent” and then applies unsupervised learning to derive 
ratings on a five star scale [3] with 74% accuracy. Our 
approach does not need textual reviews to derive such ratings 
with higher accuracy. 

In order to identify the reviewers’ reasons for leaving 
feedback, Kim and Hovy assume the existence of a main 
statement that is either positive or negative in every review 
[4]. We do not share this assumption and affirm the existence 
of multiple main statements. 

1) Decomposition by Topic 
The following approaches have in common that they 

attempt to identify common topics within reviews. Our 
proposed approach is targeted at product parts, not topics, 
which may involve multiple product parts at once. 

Dave, Lawrence, and Pennock derive (binary) sentiments 
towards topics [5]. Gamon et al. present a very similar 
approach in [6]. 

A summarization approach for multiple reviews is 
presented by Zhan, Loh, and Liu [7]. 

2) Decomposition by Product Features 
Close to our approach is the decomposition of written 

reviews by product features as presented in the following 
publications. Product features can often be correlated with 
certain product parts, and, thus, associated to specific 
suppliers. 

The feature-based summarization (FBS) system by Hu 
and Liu assigns binary ratings to product features derived 
from multiple reviews [8]. Liu, Hu, and Cheng extend the 
FBS system in [9]. Their Opinion Observer improves 
precision and recall over FBS. 

Aciar et al. apply an ontology, which is specific to a 
product, to identify and rate the features of this product as 
described by the ontology [10]. They also calculate an 
overall rating. Similar, but without the need for a product-
specific ontology, is the approach by Archak, Ghose, and 

Ipeirotis [11]. Their approach replaces the need to create 
ontologies first with learning product features from reviews. 

By using lexicon-enhanced sentiment classification, 
Dang, Zhang, and Chen identify sentiments towards a 
product [12]. These sentiments are rated afterwards. 

The closest to our approach is the Opinion Digger 
presented by Moghaddam and Ester [13]. They combine 
unsupervised property extraction and text mining in order to 
derive star ratings for product properties. 

III. METHOD 

Our approach combines the results of a traditional 
Conjoint analysis with supervised machine learning, more 
specific: with random forest classifiers [14]. For this 
purpose, the Conjoint analysis returns information about the 
importance of product aspects, or product parts. This 
information is fed as additional features to the machine 
learning process together with an overall product rating (see 
Figure 1). 

 

 
Figure 1.  Combining Conjoint analyses and supervised 

machine learning to automatically decompose ratings. 

A. Conjoint Analysis 

Conjoint analyses are a set of techniques commonly used 
in market research. As an instance of regression analysis, 
Conjoint analyses identify the order of importance of product 
parts [15][16]. Thereby, Conjoint analyses return an 
importance weight for every aspect of the tested product. 
Conjoint analyses are often used during product design to 
identify the most important aspects of the product from a 
customer perspective. This information is used to optimally 
customize a product for the target market. 

37Copyright (c) IARIA, 2015.     ISBN:  978-1-61208-440-4

CENTRIC 2015 : The Eighth International Conference on Advances in Human-oriented and Personalized Mechanisms, Technologies, and Services

                            46 / 96



There are three main types of Conjoint analyses: 

 Traditional Conjoint analysis. Participants of a 
study are asked to rate multiple instances of the 
same product with minimal differences for 
multiple aspects. Usually, only a subset of the 
possible combinations of stimuli (characteristics 
of a product aspect) is shown to the participants. 

 Adaptive Conjoint analysis. A test system 
generates new combinations of stimuli based on 
the previous ratings by participants. This is done 
to focus on the product aspects that are most 
important for specific participants. 

 Choice-based Conjoint analysis. The participants 
are presented with two products in each iteration 
of the analysis. Instead of rating these products, 
the participants only state which product is the 
better one according to their beliefs. 

Instead of asking study participants directly for their 
impression of the importance for all product aspects, 
Conjoint analyses derive these from a multitude of products 
to reveal hidden relations between aspects, which the 
participants are not aware of. 

B. Supervised Machine Learning with Random Forests 

According to Witten et al. [14] and van Leeuwen [17], 
machine learning is the automated construction of algorithms 
that “learn” from data. 

In supervised machine learning, a model is trained on a 
set of sample input data and the desired output data. The 
calculated model (in our case: the trained classifier) is a 
generalization of the input and generates its output values 
accordingly. 

Trained models are evaluated with a second data set that 
only includes input data, but lacks the desired output. 
Comparing the generated output with the desired output 
(which is known to the evaluator) allows to measure the 
performance of the trained model. 

We have compared the performance of several 
classifiers, namely naïve Bayes, SVM, Cart tree, and random 
forest classifiers. The random forest classifiers [14] (see 
chapter 8.3) perform best on our data set. 

IV. DATA SET 

Our approach was evaluated on a data set obtained from 
212 human raters. Every rater participated in a traditional 
Conjoint analysis for two product types: digital cameras and 
smartphones. 

The two data sets each contain 2.544 rating samples (212 
raters and 12 products). 

A. Participants 

In a first step, the raters were confronted with different 
products in the form of a traditional Conjoint analysis. In this 
step, importance weights for the product features (assignable 
to product parts) were obtained. As a traditional Conjoint 
analysis was performed instead of a choice-based Conjoint 
analysis, this first step also returned overall product ratings 
for every tested combination of features and stimuli. 

Afterwards, the raters were asked to rate all individual 
parts of the products. This second step generated the ratings 
for individual features. These ratings are used to train and 
evaluate the random forest classifiers. 

B. Rating Scale 

All products and aspects are rated on a seven-star scale 
ranging from one star (worst rating) to seven stars (best 
rating). 

The seven-star scale was used instead of the five-star 
scale known from common internet shopping portals to 
enable a higher level of detail in the ratings. For the study 
design, we assumed that a scale of nine or more stars 
overstrains the differentiation capabilities of most human 
raters, but. We, however, wanted to achieve a higher level of 
granularity than a five-star scale. Furthermore, an odd 
number of available ratings guarantees the existence of a 
neutral rating. 

C. Products and Stimuli 

The stimuli were taken from real-world products and are 
given in Table I. Table I already orders the product features 
by their importance weights as retrieved from the Conjoint 
analysis. 

TABLE  I.  PRODUCT FEATURES AND STIMULI IN THE DATA SETS 

Data set Product Feature Stimuli 

Digital 
cameras 

Display size [inch] 

Zoom 
Resolution [megapixels] 

Price [€] 

2.7, 2.8, 3.0 

3.6x, 7.1x, 40x 
12, 14.2, 20 

310, 419, 566 

Smartphones 

Display size [inch] 
App store 

Talking time [hours] 

Price [€] 

4.0, 5.0, 5.7 
Google, Apple, Microsoft 

7, 8, 9 

460, 535, 777 

 
The analysis was conducted in English and in German 

language. English-language participants were shown the 
respective real world prices in US-$ to account for influences 
from different tax schemes and the seller’s market strategies. 

V. EVALUATION 

Multiple performance metrics are used to evaluate the 
classification performance of the trained random forest 
classifiers. 

A. Leave-One-Out Cross Validation 

A full Leave-One-Out cross validation (LpO cross 
validation with p=1) was conducted. 

In total, 2,544 classifier models are trained on all rating 
samples but one. The remaining one rating sample is used to 
test the classifier. This way, every sample is once used to test 
and used 2,543 times to train the classifier. All possible 
combinations of samples in the data sets are used. Thus, 
performing an additional 10-fold cross validation was 
omitted. 

The Leave-One-Out cross validation yields a prediction 
accuracy of 88%. For comparison, random guessing on a 
seven-star scale achieves only 14% accuracy. 
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B. Monte-Carlo Simulation 

Full Leave-One-Out cross validation generates the most 
reliable performance measurements. However, training 
classifiers for every product feature with all available ratings 
(but one) is a computationally expensive task. 

In order to evaluate the performance of our approach in a 
more realistic model, we performed a 1,000 round Monte-
Carlo simulation. In every round, the classifiers are trained 
with just 100 randomly chosen samples from our data sets 
and tested on the remaining 2,444 samples. A lower number 
of samples reduces the computational effort for training the 
classifier model. The results are shown in Figure 2. 

1) Compared Approaches 
a) The approach proposed in this paper. 
b) A baseline approach, which uses the same 

supervised machine learning technique, but the 
training set omits the importance weights derived 
from the Conjoint analysis. 

c) Randomly guessing a rating on a seven-star scale. 
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Figure 2.  Comparison of the contributed approach 

with a baseline approach and guessing. 

As can be seen, our proposed approach outperforms the 
other two considerably. With only 100 samples in the 
training set, an average accuracy of 75% is achieved. The 
baseline approach on average achieves slightly more than 
40% accuracy. Guessing only selects the correct rating in 
14% of the cases. 

2) Detailed Performance Metrics 
Figure 3 shows the measures performance of the trained 

random forest classifiers in detail. The performance is 
measured with standard measures for categorical data, e.g., 
[18]. 

As can be seen, the best results are achieved for the price 
of the smartphone and the smartphone display size. Worst 
performance is measured for the smartphone app store and 
the smartphone talk time. 
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Figure 3.  Detailed performance metrics of the trained 

random forest classifiers (average values). 

  

C. Accuracy in Ordinal Classification 

Even though the performance of our approach is 
considerably better than the compared approaches, it is even 
better than what the chosen performance metrics indicate.  

Accuracy, precision, recall, and f-measure are calculated 
based on the amount of true positives, true negatives, false 
positives, and false negatives. In binary classification tasks, 
predicted ratings are classified according to the classes 
shown in Table II. 

TABLE  II.  CONFUSION MATRIX FOR BINARY CLASSIFICATION TASKS 

 
prediction 

true false 

observation 
true true positive false negative 

false false positive true negative 

 
However, predicting ratings is an ordinal classification 

task. As such, there are multiple options for a 
misclassification with different severity. 

For example, predicting a rating of 4 stars rating instead 
of a (correct) 5 stars rating is less severe than predicting a 
1 star rating. Nevertheless, both misclassifications affect the 
standard measures the same way. 

While there are some metrics, to the best of our 
knowledge, no standard evaluation method for ordinal 
classification has been established, yet [19][20]. 
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Figure 4.  Confusion matrices with the same accuracy, precision, and recall, but with different prediction performance (shown as absolute prediction error). 

 
On the example of accuracy, precision, recall, and one 

specific random forest classifier from the Monte-Carlo 
simulation, Figure 4 illustrates how our approach performs 
better than indicated. 

 On top, the ratings predicted by the trained 
classifier are shown alongside with the absolute 
prediction error |actual rating – predicted rating|. 
As can be seen, the typical absolute prediction 
error is 0.5 stars. 

 In the middle, the confusion matrix of the average 
misclassification case is shown, i.e. correct 
classifications are as returned by the trained 
classifier, but the misclassifications are evenly 
distributed over all classes. The error is about 0.7 
stars. However, for this confusion matrix, the 
same accuracy, precision and recall are calculated 
as for the first case, which has predicts more 
correct ratings. 

 The worst case misclassification case is shown in 
the bottom row of Figure 4. Again, all correct 
classification are as returned by the trained 
classifier. All misclassifications are maximally 
wrong, i.e., |actual rating – predicted rating| is 
maximized. Here, the error is about 1.2 stars, still 
yielding the same accuracy, precision and recall as 
all the other two cases. Additionally, the standard 
deviation of the prediction error (0.074 stars) is 
more than twice as high as for the first confusion 
matrix (0.032 stars). 

VI. CONCLUSION 

We have presented an automated approach for rating 
decomposition. This approach enables manufacturers to 
break down overall product ratings (usually given by 
customers) into individual ratings for product parts. Under 

the assumption that the product parts can be related to 
contributions made by external suppliers, the manufacturer is 
able to track the performance of its suppliers. With this 
information available, manufacturers can improve their 
choice of suppliers, and, thus, improve the quality of the 
products given to customers. 

By supplying the results of a Conjoint analysis as 
additional features to a supervised machine learner, a 
classification model is trained, which predicts ratings for 
product parts based on an overall rating and importance 
weights for product parts. 

Our evaluation shows that the proposed approach 
outperforms the baseline approach, which omits the results 
of the Conjoint analysis, as well as naïve guessing. In a 
leave-one-out cross validation, our approach achieves 88% 
prediction accuracy, i.e., the correct rating (on a seven star 
scale) is predicted in 88% of the cases. 

A previous study has shown that many human customers 
are in need of assistance when giving decomposed reviews. 
Our approach is independent from user interaction, as only 
the overall rating is retrieved from the customer and 
automatically decomposed into individual ratings. 

A. Future work 

Our data set is specific to two product types and a seven-
star rating scale. In order to evaluate the performance of the 
proposed approach in a general fashion, more tests are 
useful. This relates to both a wider set of products and to 
different rating scales. 

When training the classifier, the leave-one-out cross 
validation requires the model to be trained on all available 
rating samples (but one), which implies extensive 
computational effort. The performed Monte-Carlo simulation 
only used 100 samples (3.9%) and achieved a lower, but still 
noticeably high accuracy of about 75%. It is subject to future 
work to find an optimal balance between training set size and 
prediction performance. 
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Abstract - The energetics transition will be a major challenge in 
the next years. Today, we must imagine needs and uses of 
alternative energy such as hydrogen. But how can we evaluate 
the technological acceptance of products and services where 
they do not yet exist? In this presentation, we introduce our 
theoretical approach of Prospective Cognitive Ergonomics, our 
methodology and the results obtained through the Hydrogen 
project, a research for exploring what might be the future use 
of this energy. For collecting data, we created three staffs of 
professionals (production, transport and energy distribution) 
and we analyzed their conversations (lexical analysis). This 
paper presents the entire process of this lexical analysis, which 
enabled us to validate four user models and to position them 
along two axes.  

Keywords - prospective; ergonomics; energy; user-centred 
concept.  

I.  INTRODUCTION  
Trying to understand how an object (a phone, a watch, a 

car) or a computer application will be accepted by users is 
relatively simple. We can create specific groups, asking 
people to manipulate objects and analyse the strengths and 
weaknesses. What can we do when the object does not exist 
and when the concept is very fussy? 

As Gibson stated [1], “to see things is to see how to get 
about among them and what to do or not do with them”. This 
seems obvious because as we move around our environment 
we learn and become conscious of its possibilities. The 
question is can we perceive things that do not exist and their 
possibilities.  

On one hand, traditional points of view about creativity 
and problem solving, as gestalt theorists, assume that a new 
idea or creative act must be preceded by a period of 
incubation, before the idea appears by an unconscious 
mechanism called illumination. On the other hand, 
researches in the Ergonomics field consider that we can 
foster creativity and generate knowledge about the present 
or future use of a product by applying adequate methods, 
such as « scenarios based reasoning », [2], « personas 
creativity » [3], « analogy based approaches » [4] or 
« counterfactual reasoning » [5]. 

The objective of this work is to anticipate the hydrogen 
uses and identify the bottlenecks that constrain energetic 
transition. Since the use of hydrogen as energy is still 
anecdotal, it is a complex matter to require users to respond 
how they feel about it. This paper proposes a method called 

“Staffs of experts”, based on the participation of 
professionals from three areas: production, transport and 
storage of hydrogen. We asked them to imagine the uses, the 
barriers and the behaviour of future users. After this 
introduction, we give the theoretical background. We 
describe in section 3, the method used for this study. The 
first results are given in Section 4. The last part is a 
conclusion. 

II. THEORITICAL BACKGROUND: PROSPECTIVE 
ERGONOMICS APPROACH 

Prospective ergonomics is defined as being an ergonomic 
intervention mode which on one hand identifies current 
needs, foresees changes and anticipates future users, and on 
the other hand, it creates systems, products or services which 
meet those needs according to health and safety, comfort and 
well-being, performance and satisfaction criteria [6]. 
Prospective ergonomic intervention is therefore speculative 
and inventive. Prospective ergonomics place the human in 
the central position in new practices, behaviour, and 
organization. Focusing on changes in human activity, the 
ergonomist takes on the role of a pilot who initiates, defines 
and manages the project from beginning to end, bringing in 
other actors to implement, or execute his/her plans. To 
achieve these aims, prospective ergonomics must fulfil three 
kinds of tasks: 
• Identify current needs, understand their changes over the 

long term, anticipate future needs, define, reference, 
validate and asses them, put them in order of priority, and 
carry out simulations; 

• Study technological, social, cultural, and economic 
factors which accelerate changes in human activity 
situations to which humans are required to adapt; 

• Imagine, invent, create and build systems, products and 
services beneficial to humans, providing comfort, well-
being, allowing for personal progress and a better quality 
of life in general. 
Based on the same principles as corrective and 

preventive ergonomics, prospective ergonomics will 
complete the scope of ergonomic intervention modes by 
taking the future into account. This will enrich its 
relationship with other fields, not only psychology, 
biomechanics, physiology, cognitive sciences, scientific 
engineering, but also with sociology, anthropology, design, 
marketing and business management.  
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A. The part played by prospective ergonomics 
Let us start from a widely shared definition (European 

Commission, 2002): «The prospective approach is a 
participatory process to design possible futures in the 
medium or long term, with the aim of shedding light on 
decisions made in the present and mobilizing the necessary 
means for a common commitment to action. It is above all a 
state of mind (anticipate and wish for) and behaviour (create 
and hope) in the service of present and future existence». Let 
us then observe all the fields involved in the prospective 
approach. Medicine, particularly epidemiology, has been 
using a prospective approach for a long time. The same goes 
for economics, marketing, demographics, business 
management, and even work organisation, etc. What 
motivated a prospective approach being integrated into these 
fields is simple and pragmatic: the prospective approach 
offers tools and methods which enable professionals to focus 
on the right questions and reduce inconsistency in reasoning 
for developments in the future. However, ergonomics has 
delayed integrating this forward looking perspective. 

Our research project aims to address this delay. Applying 
a prospective approach in other fields will undoubtedly cause 
changes in our vision for the future. It broadens the 
perception of the problem by including demographic, 
economic, social, cultural, technological, historical, and legal 
data that highlight changes in future, trends. It keeps a watch 
on technologies, checks patent deposits and seeks to identify 
tomorrow’s technologies. The prospective approach enables 
forecasting (often statistical but not only) related to «what 
will be done» from «what is being done» and «what has been 
done». It establishes data on changes in behaviour, 
consumption patterns, lifestyles, etc., and seeks to 
understand trends through curve models. In short, the 
prospective approach presents two major advantages: 
• Enrichment of multi-disciplinary content: An interest in 

data from fields which study population, population trends 
and behaviour patterns (sociology, history, demographic, 
etc); 

• Improved methods: An interest in statistics relating to large 
workforces over greater periods and data on the creativity 
of the actors involved. 

 

B. Prospective ergonomics approach 
Prospective ergonomics' aim is to develop prospective 

schemas by mobilizing a body of knowledge relative to the 
human and capable of describing needs, products, services 
and future systems. Through its focus and objectives, 
prospective ergonomics clearly differs from corrective and 
preventive ergonomics while being complementary. It adds 
little explored dimensions, including knowledge (methods, 
concepts and processes) that will enhance traditional 
approaches such as: 
• Producing knowledge about future users: These are 

techniques that are able to understand future clients, such 
as the technique using personas [7][8], and scenarios. The 
scenario technique enables the pre-testing of new concepts 
and evaluation of their impact on target users. 

• Stimulating creativity and organisation in innovative 
projects. This includes various techniques of constraint 
management [9] or social development of future needs 
[10][11] which will support user creativity. 

• Previewing artefacts so as to tailor product use or future 
services. This involves not only making models, and 
prototypes, but also system simulation in immersive 
environments. 

• Understanding forms of appropriation of artefacts, beyond 
the functional approach which limits usage to realizing the 
system's functionality. Artefacts are designed for users who 
in turn redesign them. Understanding this to-ing and fro-
ing between the artefact and the human enables us to 
understand the particular sleights of hand, misuse, usage 
deflection, and users' creativity, which not only shows 
appropriation of the technology, but also sources of 
innovation of unprecedented usage. Exploring hitherto 
unseen usages is in fact an important source of innovation. 

• A priori identification of errors, drop in user rates, 
performance reduction and other unfortunate experiences. 
Understanding unfortunate experiences provides 
suggestions for improvement while estimating performance 
for the future use of the artefact. 

• Studying products and services successes and failures 
comparable to the ones we wish to create or belonging to 
the same technological ecosystems, in order to learn more 
about functionalities connectivity, mobility, user interfaces, 
aesthetics, etc. 

• Using trends to define the direction innovation needs 
taking.  

• Taking into account specific problems, this involves 
developing trend statistics, (demographics, sociology, 
ethnology, and economy), listing technological possibilities 
(patents, intellectual and industrial copyrights, 
development opportunities) to try and foresee market 
changes (sales, consumption, buying patterns). This 
process of putting trends, industrial and marketing data 
face to face serves to hone and assess prospective 
scenarios. In doing so, prospective ergonomics includes 
trends, statistical projections and market data in its 
reasoning, these aspects were not previously taken into 
consideration in the field. 

III. METHOD 
In the framework of the Hydrogen project, our objectives 

were to understand how the experts perceive the possible, the 
acceptable, the potential and the uses of hydrogen 
technology in the near or more distant future. We have used 
a variety of methodologies and analysis techniques. 

To do so, we have adopted a step-by-step approach, 
where we have used and analysis techniques linked together 
in this order: 1-staffs of experts, 2- card sorting, 3-,thematic 
analysis of content 4- personas and 5- lexical automated 
analysis. 

 
A community of expert staff is a group of experts 

[10][12] representing actors directly or indirectly involved in 
a community project. The experts were welcomed under the 
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responsibility of animators in a controlled, scripted and 
filmed situation. 
The main goal of those staffs of experts was to collect data 
that could enable us to use the other methods for finally, 
define scenarios of future use for a technology, product or 
service. 

The role of the animators (2 or 3 in our case) is, for 
example, to create a dialogue between the experts, to react on 
existing products and services, to express the needs, 
expectations and requirements of target users, and to explain 
useful knowledge necessary for the use. 
For our study, we created three staffs of professionals on 
three themes: 1-Transportation (2 + 2 experts animators), 2- 
Producing (4 + 3 expert animators), and 3- Energy 
distribution (3 + 2 experts animators). Each session lasted 
three hours. The process of each expert staff was done in 
four phases: 

1- Each participant's presentation, 
2- Knowledge generation and discussion about needs 
on hydrogen and its use, 
3- Presentation of a movie on the discussed theme 
and experts reactions/discussions on it, 
4- Organization of knowledge about hydrogen and 
its use (card sorting method). 
 

Discussions and interactions were filmed using the living 
lab of our laboratory Perseus / UL. The different groups 
watched videos and reacted over the content (Figure 1). 

 

 
Figure 1.  Powertech Hydrogen Fueling Station Overview for Fuel Cell 

Cars 

A focus group lasted three hours. At the end of the 
meeting, one main question was asked: 

• What is the most important ingredient for 
success in energy transition to hydrogen? 

 

IV. RESULTATS AND DISCUSSION 
A. Lexical Analysis 

We have chosen to make a lexical analysis of all 
conversations. The objective was to find the significant 
words, to build thematic classes and find patterns to 
understand the blocking points of the acceptance of an 
energy transition. In addition, the analysis of the 
conversations was used to validate four user models and to 
position them along two axes.  

 
For the lexical analysis, we started by faithfully 

transcribing 9 hours of recording that resulted in a text of 
160 pages. After cleaning all unnecessary words, repetitions, 
hesitations, errors, etc., the document was still 157 pages. 

To analyse the document, we used the Iramuteq software. 
Iramuteq stands for "Interface de R pour les Analyses 
Multidimensionnelles de Textes et de Questionnaires", in 
English, "interface of R for multi-dimensional text and 
questionnaire analysis". Iramuteq is built on top of R. This 
software allows analysing documents that are segmented into 
chunks. Input documents are plain text files that contains 
simple mark-up that identifies variables and topics. This 
allows distinguishing between: 

• A text 
• A text segment 
• A combination of text segments 

 
Analysing a text with Iramuteq require introducing 

different tags in the text. A tag is a string beginning with an * 
(eg *firstexpert). These tags allow cutting the corpus 
produced, for example, by speakers or expert. 

 
Iramuteq analyses verbs, words, adjectives and carry out 

a top-down hierarchical classification. For this, it is 
necessary beforehand to define different parameters like 
number of classes or the minimal size of segment (of text).  
From this analysis, Iramuteq builds a dendrogram 
(hierarchical tree, see Figure 2).    

For our study, the software generated 8 classes. The 
percentage for each class indicates the proportion of the class 
in the text. Each class contains a set of words. The first 
words are the most representative of the class, those that 
were more frequently reported. 
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Figure 2.  Our 8 classes from analysis 

We can read on the first line different words like battery, 
energy, heat, safe, thinking, vehicle, and petrol station.  The 
next step was to group these different classes which covered 
three main topics (Figure 3) 

The main topics found are: 
• Benefits of hydrogen and the multiplication of 

energies 
• Choices and improvements to make in the future 
• Desires of politicians and consumers 

 

 
Figure 3.  8 classes grouped into three themes 

In a bi-dimensional graph that resulted from a factorial 
analysis of morphological variables, we obtained a clear 
differentiation between four variables. The first two are on 
the X-axis (Figure 4). On the left, we can find a set of 
references to a social logical with words like “concern”, 
“charge”, “effort”, “communication”, “trust”. On the right 
we read more technical terms like “engine”, “fuel cell, 
energy, gas, heat, produce electricity”. 

 

 
Figure 4.  Factorial analysis and axes categorization of thematic content 

On the Y-axis we have a comparison between what is 
done today in other countries and questions about what will 
happen in France in a more or less near future. At the bottom 
of the axis we find a "political concerns” with the words like  
"states directive, national, Tokyo, unite, etc.". At the top the 
preoccupation there are more individual terms like : 
"consumer, financial, complicated change, worry, to evolve 
..." 
This factorial analysis enables us to categorize future users. 
By placing on the axis the characteristics of a person (more 
individual, more social, more technical) we can find the 
words that characterize the potential user in terms of their 
expectations, needs and fears. This characterization of users 
can help to find for each of them the best solutions in an 
energy transition.  
 
B. The elaboration of “Personas” 
 

The concept of the personas was defined by Cooper [2] 
(and used by Brangier [7]) who based his facts on the notion 
that a user was too confusing to serve as a reference within a 
product team.  The notion of a user was a too generic 
concept leading designers to develop products, which were 
designed for everybody but which finally, did not suit 
anybody. Another idea of the personas is that the necessity of 
adapting the product to each person will provide designers 
with an essential guide for a product for everybody.  The 
persona can also serve as a communication tool, for all the 
stakeholders involved in the product development process.  
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The lexical analysis had two major impacts on the 
elaboration of user models, or personas. Firstly, the analysis 
enabled us to validate four profiles of users that had emerged 
from a thematic analysis of content  

• Cécile sees hydrogen as a new constraint. For her 
nothing must change. She is a passive consumer 

• Pierre is an active consumer. He compares, changes, 
manages. He likes new technologies and wants to 
use them to manage their energy ration. 

• Laurent works in a company specialized in 
hydrogen. For him, the future of hydrogen depends 
on political decisions. For him, consumer is not 
important today.   

• Martin’s company is also specialized in energy. He 
thinks that hydrogen is an interesting approach but 
raises questions about the attitude of future 
consumers. 

The attitudes, values and behaviors of these personas 
were in line with the classifications.  

Secondly, personas were positioned along two axes 
(Figure 5): Individual perspective versus political perspective 
and social logic versus technical logic. Indeed, even if they 
share common lexical fields, each of them points out a major 
concern: 

• Cécile : time required for energy management and 
safety 

• Pierre : new opportunities in every day life 
• Laurent : technological issues 
• Martin : technological acceptance from users. 

The lexical field at the lower left corner of the graph has 
not been purposely illustrated by the four personas. It is 
made up mostly of comparisons between countries, although 
personas, as prospective users are future orientated. 

 
Figure 5.  Positionning personas on factorial analysis graph of discourse.  

Laurent is a technician. It is not concerned by the daily 
use difficulties. He thinks that Hydrogen is the solution to 
the problem of declining fossil fuels. For him, there is no 
alternative. He thinks the change is also a political will. 

Martin is a professional too. But he thinks that using 
hydrogen will impact the lives of people (price, constraints, 
etc.). For him customer perception and opinion are 
important. Pierre is the example of the optimist user. He 
enjoys new technologies. He expects to manage its energy 
with automation tools. This is an optimistic environmentalist. 
Cécile is a dubious user. She does not want changing her 
habits. She knows that the ecological factor is important and 
she wants to make an effort but she refuse to be impacted by 
technical constraints.    

 

V. CONCLUSION 
Our work presents a perspective design method based on 

lexical analysis from speech of professionals of hydrogen. 
We categorized into 8 classes major areas of inquiry. From 
classes we built a model on essential needs. We identify 
three major themes  

• Benefits of hydrogen  
• Making in the future 
• Desires of politicians and consumers 

 
The most reported words in the lists are: "battery, energy, 

heat, safe, thinking, vehicle, petrol station". From this, it is 
possible to construct a sentence that summarizes all the 
speech:  

• “The batteries are sources of energies of tomorrow. 
They can generate heat, they are safe.” 

• “I think that vehicles in the future will be self-
sufficient and hydrogen stations will be easily 
found”.  

The “persona based” method proposes that one fictitious 
character can individually represent a whole category of 
likely future consumers (4 personas in this study). To 
summarise, on the one hand, the persona’s features enable 
professionals of hydrogen to create scenarios for the use of 
products or services and on the other hand, they enable 
distributers to develop a marketing strategy for the same 
product or service. This work shows also that the persona 
based method can be enriched by a lexical analysis and it 
contributes to construct representations of hydrogen uses: 

• In the stationary area 
• In the mobility area 
• In the distribution and petrol station.   

This work is the beginning of a larger project. Our future 
works will be: 

• Through a European project, we will be 
working on theperception of hydrogen as 
alternative energy. The main idea of this project 
will be to build information environments for 
specialists but also for novices. We want to 
develop different applications for daily users or 
occasional users. For example we want to build 
a series of online training courses for young 
learners (hydrogen sensitization) as well as 
technical training for professionals of hydrogen 
as the heating engineers, electricians or garage 
mechanics. 

46Copyright (c) IARIA, 2015.     ISBN:  978-1-61208-440-4

CENTRIC 2015 : The Eighth International Conference on Advances in Human-oriented and Personalized Mechanisms, Technologies, and Services

                            55 / 96



• Build Living Lab (two hydrogen pumps for cars 
and trucks) will study the behavior of future 
users. 
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Abstract—Whether or not a Companion-system is 

experienced as a confidant and empathic assistant depends on 
users’ individual ascriptions to it. An ascription-based 
understanding of users’ experiences in user-companion 
interaction is proposed, which focuses primarily on ascriptions 
of human-like characteristics, intentions, motivations or 
emotions to the system. It is examined with regard to the 
individualization-focused interactions pivotally required for 
the adaptation of a Companion-system to the user. The study is 
based on a Wizard of Oz experiment and subsequently 
conducted in-depth user interviews. By applying qualitative 
content analysis, four categories describing dimensions of 
users’ ascriptions to the system were worked out (nature, 
capabilities, requirements, and relational offer) as well as two 
categories describing users’ reactions based on these 
(adaptation work and self-disclosing behavior). The findings 
are discussed with regard to theories of psychology, philosophy 
and human-robot interaction. Moreover, two needs inherent in 
humans, which seem to be relevant for users’ ascriptions in 
user-companion interaction, are referred to: the need for 
safety and the need to belong.  

Keywords-users’ ascriptions; user experience; Companion-
systems; individualization; human-computer interaction. 

I.  INTRODUCTION  

Claims of individual-centered human-computer 
interaction (HCI) culminate in visions like that of technical 
systems adopting the “Companion-metaphor” [1]. Under 
terms like “relational agents”, “sociable robots”, “artificial 
companions” or “Companion-systems”, these systems 
provide monitoring, personalized assistive and/or 
companionship services [2]. They shall i.a. be experienced as 
confidants [3] by their users and enable them to form 
emotional and long-term social attachments with them [4]. 

A. Companion-systems  

Following the understanding of the German 
Transregional Collaborative Research Centre SFB/TRR 62, 
which aims at developing a Companion-technology for 
cognitive technical systems, Companion-systems are defined 
as follows: These are visionary cognitive technical systems 
which adapt their functionality to each individual user by 
considering his preferences, needs, abilities, requirements, 
current emotional state and situation. Hence, they represent 
available, reliable, cooperative and trustworthy empathic 

assistants providing also an emotional dimension to the 
interaction [5][6].  

B. Users’ Ascriptions form Users’ Experiences 

Besides a robust technical realization of these 
Companion-features, it seems crucial for the success and 
acceptance of Companion-systems that these features are 
individually experienced by their users. 

It can be assumed that this individual experience is based 
on the user’s interpretations of the implemented system 
characteristics and the system behavior. Following a 
constructivist view (e.g., [7]), these interpretations can be 
understood as individual user’s ascriptions to the system 
[8][9]: The user himself ‘constructs’ his view on the system 
by (consciously, as well as mostly unconsciously) ascribing 
to it and experiences his ascription-based system view as 
‘objective reality’. Consequently, he chooses his behavior in 
reaction to his ascriptions, so that system- and self-related 
experiences are mutually influential. According to this 
understanding, users’ ascriptions can be understood as 
‘interpretation foil’ for individual users’ experiences of 
Companion-systems. By following this perspective, the large 
body of user experience studies may be supplemented, which 
examine relationships between distinct psychological 
constructs and users’ experiences as summarized overall 
evaluations [10][11].  

It is proposed that in the case of Companion-systems, 
functional and structural ascriptions (like described in mental 
models, e.g., [12]) will supplement or even become 
secondary to anthropomorphic ascriptions of human-like 
mental states, e.g., motives, wishes, aims and feelings [8][9] 
(multiple examples can be found in literature, e.g., already 
[13] regarding ELIZA; [14] regarding robots like “Furbies” 
or “Tamagotchis”): Firstly, because Companion-systems will 
provide social cues to realize their Companion-functionality 
which may trigger the perception of interacting with a social 
actor (this assumption is in line with the theory of social 
response in HCI, e.g., [15]); and secondly, because the 
average user will be unable to explain and predict the system 
behavior on the basis of their complex construction and 
functioning and consequently will draw on ascribing mental 
states to it in order to interact effectively with them 
(Intentional Stance [16]).  
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C. Users’ Ascriptions and Self-disclosure in 
Individualization-focused User-Companion Interaction 

This study aims at examining users’ ascriptions which 
arise in user-companion interaction (UCI). Therefore, 
researching initial interaction sequences seems promising. 
Therein, the user gets to know the system for the first time 
and questions like “How can I interact with this system?” or 
“What can I expect from the system?” arise, which are likely 
to imply lots of ascriptions to the system.  

Initial situations in UCI will mostly focus on gathering 
user information to realize individual adaptation to the user 
and fully evolve Companion-functionality. In such sensible 
UCI, positive ascriptions to the system like willingness to 
pursue user’s goals, sensibility and trustworthiness seem to 
be necessary to enable users to cooperatively disclose 
relevant information without feeling uncomfortable. 
Especially intimate self-disclosure, which may be necessary 
in usage contexts like, e.g., E-health or E-mental health, may 
entail high-risk information and induce feelings of 
vulnerability [17]. Ascriptions like malice or pursuit of 
dominance may induce such negative emotions and result in 
a decrease of cooperativeness, reactance and even 
communication break-ups. Hence, it can be assumed that 
users’ ascriptions to the system have potential to mediate 
users’ self-disclosing behavior.  

For recommender systems [18] describe a mediation of 
self-disclosing behavior by users’ individual interpretations 
of system characteristics and user experience: Objective 
system aspects are perceived by the user (e.g., recognition of 
differences in recommendation quality based on different 
algorithms) and make up the user experience which in turn 
constitutes the user’s self-disclosing behavior. Regarding the 
so-called ‘subjective system aspects’, solely conscious user’s 
evaluations of certain aspects, namely interaction usability, 
perceived quality and appeal of the system, are considered.   

All in all, besides the large body of research in strategies 
for enhancing users’ self-disclosure (behavior-centered 
approach; for an overview cf. [19]) still only little is known 
about users’ experiences of and motives for self-disclosure to 
personalized systems [20] or experiential factors that mediate 
self-disclosure choices (experience-centered approach). An 
understanding of ascriptions in individualization phases may 
help to explain the often surprising findings in research on 
privacy decision making, namely that decisions on self-
disclosure are made neglecting rational principles [21]. 

This study on users’ ascriptions and their influences on 
users’ behavior using the example of individualization-
focused UCI is guided by the following research questions:  
1. What do users ascribe to a Companion-system asking 

for personal and intimate user information (system-
related experiences)?  

2. How do users experience themselves in reaction to their 
individual ascriptions to it (self-related experiences)?  

The paper is structured as follows: In Section II, the 
research approach will be described. Afterwards, the results 
will be presented in Section III and discussed according to 
theories of psychology, philosophy and human-robot 

interaction in Section IV. In Section V, future work on users’ 
ascriptions in UCI will be outlined. 

II. MATERIAL AND METHODS 

Users’ ascriptions are unobservable, highly individual and 
often unconscious. Thus, a qualitative research rationale was 
applied in order to examine them. It aims at describing 
individual meaning making processes and the resulting 
variety and contrasts of phenomena in the material rather 
than at quantifying and statistically generalizing their 
allocation in a population (e.g., [22]). The study bases on in-
depth user interviews conducted subsequently to Wizard of 
Oz (WOz) experiments, which were analyzed 
interpretatively.  

A. Experimental Basis  

In order to do basic research on UCI, a widely 
standardized WOz experiment was conducted (cf. [23][24]). 
The simulated speech-based interactive dialog system should 
represent a kind of preliminary step towards visionary 
Companion-systems. It was represented by a male machine-
like computer voice and a graphical interface on a computer 
screen (no agent). Some of the leading dialog design 
principles were continuous system-initiative and the 
avoidance of self-references (personal pronouns, active 
forms).  

In the study presented here, the focus was on users’ 
experiences of the first experimental module of the WOz 
experiment, called ‘Initial Dialogue’ (for details cf. 
[23][24]). Therein, personal, and even intimate user 
information were gathered for the purpose of simulating the 
individualization process of a future Companion-system: The 
text “Individualization and personalization for xxx” appears 
on the screen. The user is asked to give and spell his name 
whereupon it is complemented in the text (the display 
remains constant during the ‘Initial Dialogue’). Hereafter, he 
is asked openly for self-introduction. The system 
summarizes all the information relevant for individualization 
and asks for revisal. The aim is to gather information about 
age, place of residence, profession, place of work, family, 
body height, clothing size and shoe size. Still missing 
information is requested on inquiry. Furthermore, users are 
asked about recent events in which they were emotional 
(happy and angry) as well as about hobbies. Finally, some 
questions concerning the use of and former experiences with 
technical devices (which devices are used for what purpose 
in everyday life; exemplification on positive and negative 
experiences) are asked. In case of very short answers, the 
system requested further elaboration. 

All in all, the system design (no self-reference, speech-
based interaction, introduction as personal assistant) and the 
design of the ‘Initial Dialogue’ (extensive standardization, 
minimal visualization, pretension of individualization 
purpose) seem appropriate for this study, because they 
provide openness for any kind of users’ ascriptions. 
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B. Interview Design 

Semi-structured interviews were conducted subsequent to 
the WOz experiments. They focused on users’ subjective 
experiences of the simulated system and the interaction with 
it. The interview guide included an initial open narration 
stimulus: Users were asked to report freely on the 
experiment and tell about their thoughts and feelings 
concerning the interaction [8]. For this study, the so-called 
initial narrations evoked by this stimulus were analyzed. 
These were proven to be suitable to elicit spontaneous 
experiential expressions.  

C. Sample  

Following the criterion of theoretical saturation (cf. 
Section III-D; [25]) 31 interviews were analyzed. In order to 
maximize variance, interviews were chosen on the basis of a 
qualitative sample plan [26], which allowed to consider 
sample heterogeneity regarding age (18-28 and >60 years), 
gender and educational level [8]. 

D. Interview Analysis 

The interviews were transcribed according to the 
guidelines of GAT-2 ‘Minimaltranskript’ [27]. The initial 
narratives of the 31 interviews made up 410 transcribed 
pages. These were analyzed applying methods of 
summarizing qualitative content analysis [28]. The analysis 
process was accompanied by regular discussions in a group 
of qualitative researchers. It consisted of three main steps: 

1) Breaking down the Text into Meaning Units 
The initial narratives of at first 16 interviews 

(heterogeneous regarding age, gender and educational level) 
were divided into so-called meaning units (MUs) varying 
from word groups to paragraphs in length. MUs are text 
segments, which are understandable by themselves and 
contain one episode, idea or piece of information [29].  

2) Qualitative Content Analysis, Initial Category System 
MUs representing reflections upon the ‘Initial Dialogue’ 

were further processed. They were paraphrased, generalized 
and reduced using the methods of summarizing qualitative 
content analysis [28]. The resulting condensed MUs were 
grouped according to similarities and differences across all 
16 cases. These groups constituted a first set of subcategories 
(third level categories), which in turn could be arranged into 
main categories representing a higher abstraction level 
(second level categories). According to the research 
questions, these second level categories were assigned to 
system- and self-related experiences (first level categories) 
(cf. Table 1). All first, second and third level categories 
made up an initial category system. 

3) Maximization of Variance, Final Category System 
In order to maximize variance of system- and self-related 

experiences, additional initial narratives were added. One by 
one these were broken down into MUs, which were 
summarized as described above. The reduced MUs of each 
initial narrative were arranged according to the initial 
category system. Categories were reformulated or new ones 
(second and third level) were created during this process if 
necessary. After adding another 15 initial narratives, no 

further substantial increase of variance regarding the 
revealed categories and their contents could be detected 
(theoretical saturation [25]). Thus, the category system was 
final. 

III.  RESULTS 

The range of users’ system- and self-related experiences 
during the ‘Initial Dialogue’ represented by first and second 
level categories is shown in Table 1. It was desisted from 
listing third level subcategories in favour of describing main 
issues represented by them in Sections III-A and III-B. 

TABLE I.  OVERVIEW OF THE CATEGORY SYSTEM 

First level 
category 

Second level category  
(No. of third level subcategories) 

system-related 
experiences 

Nature of the system: between man and            
machine (7) 
Capabilities of the system: between impressing and 
frightening (7) 
Requirements by the system: between expectable and 
strange (8) 
Relational offer of the system: between insensitive and 
recognizing (12) 

self-related 
experiences 

Adaptation work of the user: between degrading 
oneself and making oneself available (6) 
Self-disclosing behavior of the user: between 
subjection and control (11) 

A. System-related Experiences 

Users differ in the wealth and depth of their reflections 
on both, the system and themselves. Across all of them, more 
system-related experiences are reported.  

1) Nature of the System: Between Man and Machine 
Ascriptions regarding system’s nature are found in 22 

initial narratives. These ascriptions oscillate between the 
poles ‘machine’ and ‘human-like counterpart’. Descriptions 
are often made by comparing the experienced interaction to 
human-human interaction (HHI). Thereby, system aspects, 
which are far away from HHI (technical sound of system’s 
voice, lack of reciprocity and of visible emotionality) and 
those associated with HHI (speech-based interaction style, 
personal communication contents) can get in conflict with 
each other (“strange to talk about personal things with such 
a machine”, MH [in order to ensure anonymity, initials of 
each user were used]). This mismatch can result in 
experiencing hybrid forms of the system, which combine 
both, human- as well as machine-like aspects (“it isn’t a real 
human being”, SS). The hybrid is experienced as unfamiliar; 
it causes uncertainty and even uncanniness. This can result in 
continually searching for the real nature of the counterpart. 

2) Capabilities of the System: Between Impressing and 
Frightening 

Ascriptions regarding system’s capabilities are found in 
22 initial narratives. A lot of users are impressed and 
astonished by the capabilities and performances of the 
system. Comparing the performance of the system with that 
of other technical systems or with human capabilities leads 
to the ascription of communication abilities to the system 
(“it looks simple but it can do more (…) not only yes or no 
(…) but even that it (…) is able to communicate somewhat”, 
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BH). However, there are users, who do not appraise the 
experienced human-like characteristics as generally positive: 
A system which gives the impression of a machine but 
shows unexpected humanly performance seems scary. 
Feelings of discomfort, uncertainty and uneasy skepticism 
can appear. Furthermore, ambivalence regarding system’s 
capabilities results, which is often related to the ascription of 
the ability to abuse confidence to the system. 

3) Requirements by the System: Between Expectable 
and Strange 

Ascriptions regarding the requirements by the system are 
found in 26 initial narratives. System’s requests are mostly 
experienced as strange, unexpected and surprising. 
Emotional reactions vary from amusement and curious 
excitement regarding the further interaction, to shock, 
uncertainty, scepticism, distrust and discomfort. The latter 
are associated with the missing revelation of assumed aims 
of the system, which (possibly even on purpose) are 
expected to lie hidden in system’s requests (“there I’ll be 
kept in the dark completely”, SP). Furthermore, uncertainty 
emerges from doubts regarding the meaningfulness of 
system’s demands (“as it asked me I thought (…) that it 
really cobbles something individual-specific and when I see 
this retrospectively, I don’t know why it needed this” , CT) or 
ambiguity about system’s expectations regarding content, 
demonstration and extent of user’s answers. Nevertheless, 
system’s requests are sometimes also described as ordinary 
or expectable (“some kind of standard questions so I knew 
something like that would happen”, TB). 

4) Relational Offer of the System: Between Insensitive 
and Recognizing 

Ascriptions regarding the relational offer of the system 
are found in 22 initial narratives. On the one hand, most 
users describe the system’s information collection behavior 
as negative and insensitive: The system is experienced as 
nosy, it exceeds limits of privacy and intimacy and applies 
pressure and compulsion in terms of subjection to get user 
information (“so if I didn’t give the required information 
(…) it sort of refused to go on (…) there I felt very 
constrained (…) yes a little blackmail”, SP). Thereby, it is 
not honestly interested in the user. Some users feel tested and 
assessed by the system, e.g., regarding intelligence. On the 
other hand, there are users experiencing the system as a 
supporting one, which tries to adapt to them. It is 
experienced as being really interested in personally 
recognizing the user and even represents a relational partner 
to one of the users (“at some point you felt like someone is 
really interested in you (…) then little by little you built up 
such a bonding”, FK). 

B. Self-related Experiences 

Besides reflections on self-disclosure choices, reflections 
on users’ general contact to the system and implicit 
fundamental behavioral choices regarding the reaction to it 
appear.  

1) Adaptation Work of the User: Between Degrading 
Oneself and Making Oneself Available 

Reflections upon adaptation towards the system are 
found in 18 initial narratives. The users search for an 
adequate reaction to the nature, requirements, capabilities 
and relational offer ascribed to the system. Here, a global 
focus of adapting to the system to ensure a successful 
interaction can be made out. There are users who doubt or 
even accuse themselves of deficient cognitive abilities or 
failures in anticipating system’s capabilities (“you’re really 
stupid, you just could’ve told everything first”, GA) resulting 
in an insufficient adaptation to the system and an 
unsuccessful interaction in turn. Others describe to 
(passively) get accustomed to the specific characteristics of 
the system or (more actively) invest cognitive and time 
resources for this purpose. Finally, some go to great lengths 
to adapt to the system because they anticipated or recognized 
system deficits. They make their own capabilities available 
to the system and thereby support it to ensure a successful 
interaction, e.g., by adapting content and way of answering 
to the anticipated system’s capabilities (“first of all I thought 
what I could tell, like what understands this machine”, UK). 

2) Self-Disclosing Behavior of the User: Between 
Subjection and Control 

Reflections upon self-disclosing behavior in the 
interaction are found in 26 initial narratives. Self-disclosing 
experiences range between conscious or even unconscious 
subjection and feeling independent from the system, i.e., 
having control over self-disclosure. There are users who do 
not reflect upon their disclosure (“I’ve just told this (…) and 
I actually didn’t think about it”, AS). They work off the 
system’s questions obediently or answer them despite 
doubting their meaningfulness. Others answer reluctantly, 
e.g., because they feel pushed, feel personal limits exceeded 
or experience nonspecific aims of the system („I found it 
hard to give this information because I didn’t really 
recognize the meaning“, SP). A few users reduce breadth 
and depth of their answers, e.g., because of distrust regarding 
possible information abuse or absent familiarity with the 
system. In contrast, others answer unhesitatingly, e.g., 
motivated by the imagination of the system as a pleasant 
long-term dialog partner (“well, I could have gabbed with 
it” , SB).   

IV.  DISCUSSION 

In the following, the findings are compiled and discussed 
according to theories from diverse disciplines. Two human 
needs, which seem to fuel users’ ascriptions in UCI are 
referred to: the need for safety and the need to belong.  

A. Need for Safety as a Motivation for Users’ Ascriptions  

Users’ emotional reactions regarding the experience of 
the system mainly range from uncertainty, discomfort and 
irritation to skepticism, fear, feelings of strangeness and 
weirdness. The experienced misfit and ambiguity of 
ascriptions regarding different system aspects seem to be the 
reason: The system is experienced as an unsettling 
counterpart, neither human nor machine. When specifying it 
with regard to the interplay of system aspects, this finding 
seems to fit in what is described as the Uncanny Valley effect 
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in robotics: People’s acceptance of anthropomorphic robots 
increases up to a certain point in which the robot is highly 
realistic but not perfect, than decreases abruptly (the robot ‘is 
stuck in the Uncanny Valley’), and increases again when the 
robot is indistinguishable from reality [30]. The inability to 
merge nature, capabilities and requirements of the system 
into a coherent picture causes lots of negative emotions, 
including first and foremost uncertainty. Negative ascriptions 
and skepticism, discomfort and fear are fueled, when 
difficult relational offers by the system, e.g., pressure and 
enforcement of information disclosure, are experienced 
additionally. 

Because safety needs, including the preference of the 
known over the unknown, are inherent in humans (already 
[31]), users strive to handle these ambiguities and regain 
certainty for interacting effectively and successful with the 
system. By ascribing especially human-like mental states 
(motives, aims, emotions, etc.) known from HHI to their 
unsettling counterpart, they try to make sense of its nature 
and behavior and turn it into a certain, predictable one. This 
can be understood in line with the aforementioned 
Intentional Stance [16]: The user is confronted with a highly 
complex system and (suffering from lack of alternative 
useful explanations) anthropomorphizes it to make its 
behavior predictable and explainable. Thereby, he constructs 
a common interaction situation, namely one comparable to 
HHI, which allows choosing confidently adequate reactions 
to the system. This is in line with a psychological theory of 
anthropomorphism [32]: People tend to see nonhuman 
objects as human-like ones for interacting effectively in their 
environment. This ‘effectance motivation’ triggers access 
and application of anthropocentric knowledge and leads to 
anthropomorphism.  

B. Need to Belong as a Motivation for Users’ Ascriptions 
and Users’ Self-disclosure in UCI 

In their theoretical contribution regarding the design of 
robot companions, [33] consider another human need when 
thinking about the user interacting with such robots – the 
need to belong [34]. It describes the immanent desire in 
humans to establish and sustain relationships. Regarding 
anthropomorphism, [32] describe the wish for social contact 
and affiliation in humans (‘sociality motivation’), which – 
besides the effectance motivation (cf. Section IV-A) – 
facilitates the application of anthropocentric knowledge, too.  

This need to form relationships provides another possible 
explanation for occurring anthropomorphic ascriptions in all 
of the four dimensions worked out in this study: The user 
unconsciously aims at constructing a potential relational and 
therefore at least social, if not human-like partner in the 
system. Thus, he interacts with the system by applying an 
‘as-if-mode’, as if it would be a social, human-like 
counterpart that is able to get in contact with him. 

Results regarding users’ self-related experiences 
underline the role of the need to belong in this study. 
Surprisingly, a lot of users disclose requested information 
cooperatively although their ascriptions to the system are 
mostly negative ones. They do not consider terminating the 
communication prematurely and often do not even think 

about dropping cooperativeness. Instead, they reveal 
information despite uncertainty, doubts, skepticism and 
discomfort, rate themselves rather than the system as 
inadequate, and adapt to anticipated system’s expectations 
and capabilities.  

This may be interpreted as the users’ attempt to get and 
stay in contact with the system. They want to understand it as 
well as being understood by it. Occurring ambivalence 
between readily providing information (although this 
exceeds privacy limits) on the one hand and hesitating to 
provide information (because of an unsettling and 
unpredictable counterpart) on the other hand is decided in 
favor of the relationship. In order to apply the calculus 
perspective on privacy decision making (e.g., [35]), this 
could be understood as the user’s acceptance of the costs of 
intimate self-disclosure (including endurance of ambivalence 
and uncertainty) for the benefit of gaining a relational 
partner.  

 
 

Figure 1. Grafical summary. 
 

Figure 1 summarizes users’ tendency to ascribe even 
human-like mental states to a Companion-system, which is 
based on users’ inherent need for safety and need to belong. 

V. CONCLUSION AND FUTURE WORK 

This study examined users’ individual ascriptions to a 
WOz-simulated speech-based interactive dialog system 
representing a preliminary stage of visionary Companion-
systems as well as users’ experiences of themselves in 
reaction to it. By referring to users’ need for safety and need 
to belong, the surprisingly high user cooperativeness despite 
often negative ascriptions seem to be explainable. The 
numerous ascriptions of social skills and mental states can be 
interpreted as users’ efforts to transform the system from an 
unsettling into a social, anthropomorphic counterpart 
representing a potential relational partner.  

The presented work represents fundamental research on 
users’ experiences in UCI. However, regarding the 
application-oriented perspective it can be emphasized that 
users tend to disclose even private and intimate information 
if they (independently from specific negative ascriptions to 
it) are enabled to see a relational partner in the Companion-
system. Currently, we are conducting a supplementary study 
on identifying patterns in the variety of users’ ascriptions and 
self-related experiences worked out in this study, which base 
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need for safety need to belong

‚as-if’ the system would be a social
human-like relational partner

user’s ascriptions
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on the concept of ‘ideal types’ (cf. [36][37]). After building 
up this typology and assigning each individual user to 
exactly one of the ideal types, information about type-
specific accumulations of characteristics from individual 
users’ background profiles will be taken into account (e.g., 
age, sex, educational level, usage behavior and experiences 
regarding technical devices) to enrich the discussion of 
explanations for the identified patterns. The typology may be 
applicable to the design of Companion-systems, e.g., by 
deriving type-specific dialog strategies, which can foster 
positive ascriptions as well as reduce negative ones.  

Additionally, limitations of this study indicate potentials 
for future research: The work was based on an 
experimentally simulated initial system contact for the 
purpose of individualization. Longitudinal studies are needed 
to show how users’ ascriptions may change in different 
situations during even long term interactions. By applying 
quantitative and mixed methods, influences of ascriptions on 
observable user behavior (here with regard to self-disclosure) 
could be taken into account, too. Furthermore, experiments 
were run with volunteers. Thus, questions of ecological 
validity arise. In fact, motives of system use as well as 
downstream questions, e.g., regarding costs and benefits of 
self-disclosure, will become more important when 
considering real life UCI scenarios like, e.g., in E-Health. It 
could be hypothesized that being dependent on a 
Companion-system may increase users’ tendency to ascribe 
in order to form a predictable, relational counterpart, as well 
as enhance self-disclosure in the interaction.  
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Abstract—Negative emotions, like distress, frustration or anger 

have been shown to impair the human-computer interaction 

(HCI). Previous research indicates that computers can reduce 

some of these negative emotional states in users by applying 

affective interventions. Until now, studies mainly measured the 

effectiveness of such interventions, but it is still poorly under-

stood why these are effective and how users experience them. 

In the present study, in reaction to a critical dialogue situation 

of HCI, an affective intervention was given to deliberately 

frustrated users. Based on user interviews and by applying 

methods of qualitative research, users’ meaning making pro-

cesses regarding the affective intervention were explored and 

categories of experience were worked out. On the basis of 

these, five ideal types relating to how users experienced and 

conceptualized the affective intervention were constructed. The 

typology clarifies that users’ appreciation of the intervention 

varied greatly between enthusiastic approval and definite 

rejection. This indicates that a ‘one type fits all’ solution is not 

appropriate for affective interventions.  

Keywords—intervention; user experience; qualitative 

research; ideal types; affective computing. 

I.  INTRODUCTION 

Over the past decades, the focus in designing computer 
systems has shifted towards a more user centered perspec-
tive. Besides the consideration of users’ demands, abilities 
and preferences, emotional states that arise during an interac-
tion with a computer system have gained the interest of the 
human-computer interaction (HCI) community as well. 
Thus, the domain of ‘Affective Computing’, which is con-
cerned with emotional communication between users and 
computer systems as well as with systems’ ability to recog-
nize and handle affective information, evolved [1]. Analyz-
ing the impact of emotions seems reasonable, since these 
affect the way people make decisions, process information or 
interact with each other. Especially negative emotions, such 
as distress, frustration, anger, anxiety and sadness have been 
found to be associated with many unpleasant effects, like 
decreased ability to pay attention and think creatively or 
increased likelihood to take risks [2]. 

The consideration of emotions as an integral part of the 
human-computer interaction has led to the development of 
affective interfaces that respond to users’ emotions. Besides 
text- and speech-based graphical user interfaces, especially 
embodied agents with affective capabilities have been uti-

lized to enhance interactions. In a structured overview of the 
research into emotional simulation in agents, Beale and 
Creed [3] found out that simulated emotion can both enhance 
and hinder interactions. However, when looking at agents’ 
ability to help deliberately frustrated users by applying affec-
tive interventions, results seem promising. Providing emo-
tional support toward users led to the relief of negative emo-
tional states like stress [4] or frustration [5], enhanced the 
problem solving capabilities [6] and improved the willing-
ness to further participate in a given task [7]. A positive 
effect of interventions was found throughout, no matter how 
the interventions were implemented (e.g., solely by text 
[5][7], speech-based [6] or as embodied agents [4][5]).  

Although these studies demonstrate that synthetic emo-
tions expressed by computer systems can help frustrated 
users, it is still poorly understood why this is the case [3]. 
Their effectiveness was measured either by obtaining user 
perceptions through questionnaires (ratings of frustration, 
valence and arousal and ratings of the interaction in general), 
observing user behavior or analyzing user performance data. 
Besides these ratings on pre-formulated questionnaire items, 
the question of how users experienced the interactions and 
especially the affective interventions remains unanswered.  

The aim of the present study is to explore how users ex-
perience an affective intervention, which was given to them 
in reaction to a critical dialogue situation of HCI and hence 
to better understand what makes such an approach valuable. 
More specifically, this study can be best considered as a 
piece of basic research at the intersection between HCI, 
Psychology and Social Science. It is not the intention to 
either evaluate the applied system, or to test the effectiveness 
of the applied intervention. Instead, the aim is to basically 
understand subjective meaning making processes regarding 
affective, emotion-oriented interventions applied by tech-
nical systems and thus, to answer questions like: What do 
users generally think about interventions?, What kind of 
wishes and worries do they have?, Under which circum-
stances are interventions valuable?, In which ways are users 
affected by interventions? 

Analyzing in depth user experience of affective interven-
tions above mere answers to predefined categories is a re-
search desideratum. Hence, at first a structuring of the empir-
ical phenomenon is needed. For that reason, an open qualita-
tive research methodology, which aims at building a user 
typology, is applied in the present study. This way it is meant 
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to work out underlying structures of meaning and interpreta-
tion processes.  

In the next part of this paper, related work concerning us-
er typologies in HCI will be presented. In the third section, 
the empirical investigations will be described and in the 
fourth part, the constructed typology will be detailed. Find-
ings will be discussed and in the end of this paper conclu-
sions for future work will be drawn. 

II. USER TYPOLOGIES 

In HCI, user typologies are applied in a variety of ways, 
mostly to enhance design and innovation processes [8][9] or 
to categorize users according to their media usage behavior 
[10]. In the design process, user representations, such as 
stereotypes or personas [11], are used as a means of user 
modeling and rely primarily on designers’ conceptualizations 
of users [9]. In assessing how people use media technologies, 
typologies are almost exclusively based on questionnaire 
surveys and quantitative analysis procedures, like cluster, 
factor or frequency analyses [10]. Thus, it seems that user 
types in HCI are mostly grounded on user behavior and have 
not been associated with user experience, since “little is 
known about different user types from a qualitative perspec-
tive” [10, p.949]. Even in the domain of ‘User Experience’ 
(UX), where qualitative research methods are already applied 
in half of the studies [12], user typologies grounded in expe-
rience seem to have been overlooked so far. 

In the present study, the aim is to develop a typology of 
how users experience an affective intervention. Typologies 
are generally useful for structuring empirical phenomena by 
dividing people into distinct groups with high intern homo-
geneity and high extern heterogeneity. They can help to 
understand contexts of meaning and are thus particularly 
valuable in exploring user behavior and experience. More 
specifically, in this study, ideal types in the tradition of soci-
ologist Max Weber will be constructed based on interview 
data. These ideal types can be thought of as idea-constructs 
that do not refer to perfect things, moral ideals or statistical 
averages, but rather stress certain elements common to most 
cases of a given phenomena on the basis of empirical data. 
An ideal type is an analytical construct that is “formed by the 
one-sided accentuation of one or more points of view” [13, 
p.90]. From a methodological point of view, ideal types can 
be positioned between empiricism and theory [14]: on the 
one side, they contribute to a fundamental understanding of 
users’ inner processes, but on the other side, the types are 
abstracted in such a way, that they enable the inference of 
generalizations, which in turn makes findings valuable for 
other research areas as well. 

III. EMPIRICAL INVESTIGATIONS 

The present study builds on a widely standardized empir-
ical experiment in which a critical dialogue situation of HCI 
was established. In reaction to this critical situation, an affec-
tive intervention was given to participants. Subsequent to 
taking part in the experiment, participants were interviewed, 
i.a., with regard to their experiences of the intervention.  

A. Wizard of Oz Experiment 

In order to simulate a computer system capable of accu-
rate speech recognition and individualized reactions to user 
behavior, the empirical experiment was designed as a Wizard 
of Oz study [15]. The system was represented solely by a 
computer screen with a graphical user interface (without any 
interface agent) and a male machine-like sounding computer 
voice. The only way for the participants to interact with the 
system was via speech. In cooperation with the system, par-
ticipants had to pack a suitcase for a holiday trip by selecting 
items from a catalogue depicted on a screen in front of them. 
At a certain point during the packing procedure, participants 
were informed about the actual weather conditions at the 
destination of their trip (‘weather barrier’), which were dif-
ferent from what was suggested in the beginning. Therefore, 
participants were required to repack their suitcase under 
increasing time constraints, what was meant to cause feelings 
of stress and frustration. In reaction to this critical situation, 
an affective intervention was given to the participants (for a 
detailed description of the whole experimental design see 
[16]). 

B. Affective Intervention 

The affective intervention was designed to help partici-
pants in reflecting on their critical situation and to offer sup-
port for recovery. It consists of three consecutive compo-
nents (cf. Table 1) and was given to the participants as a 
speech based audio output right after the weather barrier. The 
three intervention components were formulated by the re-
search team consisting of psychotherapists in training and an 
experienced psychoanalyst and basically refer to the com-
mon factors of psychotherapy (activation of positive re-
sources, actualization of what is to be changed, active help 
for coping with the problem, motivational clarification), 
which were formulated by Grawe [17]. 

TABLE I.  INTERVENTION COMPONENTS AND CORRESPONDING 

SPEECH OUTPUTS 

Intervention component  Speech output 

1. Empathic understanding “Because of an interruption in 

the data line the information 

about your destination could 
not be obtained earlier. Thus, 

your situation surprisingly 

changed. The items you chose 
suggest you had expected 

different weather conditions. If 

you had known the actual 
weather conditions of your 

destination, would you have 
chosen different items? I’m 

interested in your opinion.” 

2. Clarification of affect “Did this situation also trigger 

any negative feelings? If so, 

can you describe them?” 

3. Encouragement “I hope your motivation to 
further contribute to this task 

was not affected by this too 

much.” 
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C. Interviews 

The interviews aimed at investigating how participants 
experienced the interaction with the system and how they 
were affected by the intervention. For the interviews, a semi-
structured interview guide was used [18]. In the interview 
section relating to the intervention, the Interpersonal Process 
Recall (IPR) [19] was utilized. This method was applied as a 
specialized interview situation, in which participants 
watched a video of the intervention segment of their experi-
ment. They were asked to remember and describe their expe-
riences and feelings associated to that situation. Important to 
note is that they were prompted to explicitly distinguish 
between their reflections in hindsight and their experiences 
in the concrete situation seen in the video segment. IPR was 
meant to help participants to reminisce about those feelings 
and experiences related to the intervention, that would be 
forgotten typically. After an initial narration generating open 
question (“Please tell me what was going on inside of you in 
that situation”), several further questions relating to various 
aspects of the experience of the intervention (e.g., “How was 
it for you that the computer system was asking for your feel-
ings?” or “Is there something you would have wished for in 
that situation?”) were asked. 

D. Sample 

In total, there were 35 participants (17 female, 18 male) 
who took part in the empirical experiment, received the af-
fective intervention and were interviewed subsequently. 
They were between 18 and 75 years old (two age groups: 18-
28 and 60+) and had different educational backgrounds. The 
interview sections of these participants, which were dealing 
with their experiences of the intervention, form the data basis 
of the present study. By investigating such a heterogeneous 
sample, it was meant to grasp a wide range of experiences. 
This corresponds to the rationale of qualitative research, 
which can be seen in the maximization of variance and in the 
generation of hypotheses rather than in testing those. 

E. Analysis Procedure 

Initially, the audio recorded interview protocols were 
transcribed (which resulted in 232 transcript pages) and 
afterwards the transcripts were imported into the analysis 
software ‘MaxQDA’. After this preparation of the data mate-
rial, the actual data analysis began. This was conducted in 
two main steps: (1.) development of a category system and 
(2.) construction of ideal types. To ensure validity of the 
results, the analysis process was accompanied by regular 
discussions in a group of qualitative researchers (consensual 
validation). Moreover, to ensure reliability, the single steps 
of abstraction and interpretation where documented in such a 
way, that it remained verifiable what participants said and 
where the interpretation of the researchers began [20]. 

1) Development of a Category System 

The first main step of analysis corresponds to ‘summariz-
ing qualitative content analysis’ [21][22]. At first, the text 
was broken down into meaning units (MUs), which are seg-
ments of text that contain one main idea and are understand-
able by themselves [23]. These MUs were then assigned to 

the one most suitable of five predefined themes: (1.) experi-
ence of the context, (2.) experience of the system, (3.) experi-
ence of the relation to the system, (4.) self-related experience 
and (5.) experience of the intervention. Next, the assigned 
MUs were paraphrased and ‘streamlined’ (anything that 
distracts from the main statement was deleted) [22], then 
compared to each other and grouped according to similari-
ties, creating a set of subcategories. Finally, based on their 
commonalities, these subcategories were further grouped 
into main categories, which represent a higher abstraction 
level. Altogether these steps produced a hierarchy of 5 
themes, 13 main categories and 58 subcategories (based on 
481 MUs) – the category system. 

2) Construction of Ideal Types 

In the second main step of analysis (which corresponds to 
an approach for building typologies described by Kelle and 
Kluge [14]), theme 5: ‘experience of intervention’ was fo-
cused. In order to construct ideal types, the three main cate-
gories of this theme (‘characterization of intervention’, ‘sub-
jective relevance of intervention’ and ‘impact of interven-
tion’) were set as dimensions and the five subcategories each 
of these main categories was made from, were positioned on 
their respective dimension. Across dimensions, the subcate-
gories were then interpretatively related to each other (cf. 
Figure 1). This way, five ideal types were constructed and 
finally each participant was assigned to exactly one type. 

IV. RESULTS 

Based on participants’ characterization of the interven-
tion and their appraisals of its relevance and impact for them 
personally, five ideal types were constructed. With the help 
of these ideal types, it can be demonstrated, in which diverg-
ing ways the intervention was experienced and which emo-
tional reactions it evoked (the naming of the types refers to 
participants’ main emotional reaction towards the interven-
tion). In order to further elaborate the characterization of the 
ideal types (cf. Figure 1) and to clarify for whom of the par-
ticipants the intervention was helpful, in the following each 
ideal type will be described in greater detail. 

A.  ‘The Angered‘ 

In total, 7 participants (4 female) of all ages and levels of 
education were assigned to the ideal type named ‘The An-
gered’.  

At first, ‘The Angered’ enjoys interacting with the sys-
tem, but the information about the changing weather condi-
tions at the destination of the holiday trip disappoints him 
and he holds the system responsible for this (“it knew for 
sure that it had disappointed me with this”, KM). He feels 
not to be seen and not to be taken seriously by the system, 
because this doesn’t live up to its promises and even puts 
pressure on him by asking personal questions (“why does it 
want to know my feelings now, of course everybody is angry 
when starting from false assumptions and then it laxly states 
neener-neener your in the wrong winter”, AM). As a result, 
‘The Angered’ is insecure and suspicious and hence, instead 
of perceiving the intervention as helpful, it has a rather nega-
tive effect on him. 
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Figure 1.  Dimensions of the three main categories of theme 5: ‘experience of intervention’. Vertical lines indicate how the subcate-
gories of each dimension were related to each other for the purpose of constructing the five ideal types. 

 

B. ‘The Ashamed’ 

Overall, 8 participants (3 female), who all belong to the 
older age group and have rather higher levels of education, 
were assigned to the ideal type termed ‘The Ashamed’. 

For ‘The Ashamed’ it is most important to handle the ex-
perimental task in the ‘right’ way. He feels that the system is 
superior to him, that it tests him and that it critically evalu-
ates his performance (“according to my computer at home 
I’m the active one and the technology is inferior, but here the 
technology is superior and so I have to do what it demands 
of me”, WF). In his opinion, he has failed in packing the 
suitcase the ‘right’ way and therefore feelings of insufficien-
cy arise, which are moreover strengthened by the demanding 
nature of the system. Still, he considers admitting his failure 
towards the system as his obligation, because “when you’ve 
made a mistake, you have to take the responsibility for it” 
(BP). 

C. ‘The Unaffected’ 

Altogether, 8 predominantly young participants (2 fe-
male), with solely higher levels of education, were assigned 
to the ideal type named ‘The Unaffected’. 

‘The Unaffected’ considers himself as experienced with 
technology and therefore knows what he usually can expect 
from a system. To him, having an impersonal and distant 
working relation with the system is as important as keeping 
the control over the interaction (“I’ve always nodded my 
head, because it was so obvious what it wanted at all the 
times, so I just nodded my approval or said no”, FW). Gen-
erally, he doesn’t want to share his feelings with a machine. 
Having an inappropriate suitcase for the holiday trip leaves 
him cold (“I didn’t have the feeling that something was go-
ing on inside of me, it was ok, bad luck”, SK), thus he feels 
no need for the intervention and considers it as dispensable 
(“that’s not useful for me”, HG). 

D. ‘The Flattered’ 

Overall, 4 predominantly young participants (2 female), 
with mostly lower levels of education, were assigned to the 
ideal type termed ‘The Flattered’. 

‘The Flattered’ experiences the system as sincerely inter-
ested and for that reason he feels positive about it. At the 
same time he also recognizes the weaknesses of the system, 
but in favor of a productive collaboration he rather concen-
trates on its strengths (“you can’t be angry with it, it’s a 
computer, it doesn’t do anything malicious by intention, so I 
still felt comfortable with it”, YD). Packing the suitcase is 
more of a game for ‘The Flattered’ and the information about 
the changing weather conditions rather amuses than it stress-
es him. He does not really need the help offered by the inter-
vention, but he appreciates systems’ empathy (“I really liked 
that it was asking after me, because it was like having a cold 
and reserved person in front of you that suddenly offers 
commiserations […] that’s a positive surprise” UK). 

E. ‘ The Relieved’ 

In total, 8 participants (6 female), who are predominantly 
young and have mostly lower levels of education, were as-
signed to the ideal type named ‘The Relieved’. 

‘The Relieved‘ is insecure in working on the experi-
mental task and the weather barrier additionally stresses him 
(“you are thrown in at the deep end, so nobody just keeps 
going as if nothing has happened, of course you have lost it a 
little bit and you don’t know what it’s all about” CK). In his 
helpless state, he experiences the intervention as an empathic 
support that recognizes his misery (“it asked exactly the 
right questions in the right moments of stress”, SS). ‘The 
Relieved‘ generally feels reassured and supported by the 
system, which he perceives as guiding and sympathetic and 
as somehow human-like (“you suspect something or some-
one behind it that is resonating with you”, SD).  
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V. DISCUSSION 

The aim of the present study was to understand how par-
ticipants of a Wizard of Oz experiment conceptualized and 
experienced an affective intervention that was given to them 
in reaction to a critical dialogue situation. In an account of 
basic research, a typology was developed, which clearly 
demonstrates the variance of possible ways in which an 
intervention can be experienced. Especially for the further 
development of assistive technology, which aims at reacting 
adequately to needs and states of its users (e.g., like in the 
case of companion-systems [24][25]), it is important to get 
an idea of the far reaching impact technical support can have 
on users’ system- as well as self-experiences.  

The results presented here, indicate that users’ sense 
making processes regarding the intervention (in terms of 
characterizing it and assessing its relevance and impact) are 
not solely positive and constructive. Besides experiencing 
the intervention as an offer of help (‘The Relieved’) or as 
entertaining (‘The Flattered’), also characterizations as a 
pressuring demand (‘The Angered’) or a critical evaluation 
of performance (‘The Ashamed’) were found. Resulting 
feelings from these negative appraisals, like insecurity or 
insufficiency, can have a negative effect on dialogue success 
and the general rating of the interaction and thus present an 
obstacle to the actual goal of user support.  

Furthermore, this study demonstrates that in case of emo-
tional communication with a computer system, individual-
ized support is needed. The ideal types can serve as basis for 
the development of type-specific interventions: 

 For ‘The Angered’ it will be important to clearly ex-
plain how a system is functioning and which options 
to interact the user has. 

 For ‘The Ashamed’ it is crucial to make clear that the 
system is not evaluating the user and that the user 
does not have to fear negative consequences.  

 For “The Unaffected’ it should simply be possible to 
turn off the intervention.  

 In the cases of ‘The Flattered’ and ‘The Relieved’, the 
approach presented in this study seemed already pret-
ty appropriate. In terms of a possibly more stressing 
event, maybe even more help (e.g., by providing con-
crete recommendations) could be offered.  

These are only first ideas, which definitely need further 
elaboration and empirical validation. 

The affective intervention applied in this research was in-
tentionally kept relatively short, didn’t utilize an embodied 
agent and was given to the participants regardless of their 
current emotional state. This way it was possible to gather a 
differentiated view on experiences, since participants were 
not tempted to interpret the intervention in a certain way and 
moreover, the meaning making processes of all kinds of 
participants (including those who were not in a negative 
emotional state and thus erroneously received the interven-
tion, like ‘The Unaffected’) were included in the analysis.  

In the course of building the typology, the age, sex and 
educational backgrounds of the participants were neglected. 
This way it was possible to develop the typology largely 
independent from pre-expectations of the researchers. How-

ever, trends in terms of these sample characteristics can be 
found within the ideal types, but creating user types solely on 
the basis of sample characteristics is not desirable. In that 
case, the shades between the types would get lost, the types 
would not be rich in substance or it would not even be possi-
ble to identify them at all. For instance, ‘The Angered’ is 
very heterogeneous in relation to the sample characteristics 
and would probably have been overlooked. 

The sample of this study was very heterogeneous, which 
proved to be valuable for revealing the variance of experi-
ences. In terms of qualitative research studies, the sample 
size of 35 participants is adequate [26], since it permitted a 
deep, case-oriented analysis that resulted in a new and richly 
textured understanding of experience [27]. Generally, in 
qualitative research it is not the intention to make predictions 
about the distribution of features in the population, but to 
reconstruct subjective meaning making processes in order to 
identify new aspects. Hence, not the frequency of features, 
but their variety is of interest [28]. 

The implications of the present study can primarily be 
seen in generating an understanding for the importance of 
individual meaning making processes in HCI. With the ideal 
types, an empirically based typology was constructed, which 
offers implications for argumentative generalization and 
theory generation. The typology reveals the ‘how’ and ‘why’ 
of experience as well as it illustrates the broad range of pos-
sible experiences. The types presented here, can serve as a 
basis for building personas, which normally rather rely on 
non-empiric conceptualizations of designers [11]. In working 
out underlying structures of meaning and exemplifying in-
terpretation processes regarding the experience of technical 
support, there is also a content-related relevance for other 
areas of HCI, like User Experience, User Modeling or Per-
sonalization research, because these are either interested in 
similar content (User Experience) or can utilize the typology 
as a basis for adaptation (User Modeling and Personaliza-
tion). 

VI. CONCLUSION AND FUTURE WORK 

The present study aimed at analyzing how participants 
experienced an affective intervention, which was given to 
them in reaction to a critical dialogue situation of HCI. In 
applying a qualitative research strategy, the experiences 
participants described in interviews have been structured and 
a user typology consisting of five ideal types has been con-
structed. These ideal types clarify that participants’ apprecia-
tion of the intervention varied greatly between enthusiastic 
approval and definite rejection. This indicates that a ‘one 
type fits all’ solution is not appropriate for affective interven-
tions. In this paper, first suggestions for the development of 
type specific interventions have been made, but further elab-
oration and empirical validation is needed. 

Understanding individual experiences above relating to 
ratings on predefined categories or measurements of effec-
tiveness, was the main objective of the present study. The 
developed ideal types clarify the importance of subjective 
meaning making processes: even a relatively simple inter-
vention was capable of evoking strong feelings, like anger or 
shame, but also the initially intended relief. This reveals the 
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enormous potential the approach of applying affective inter-
ventions has, especially for individualized assistive technol-
ogy (e.g., companion-systems). However, emotional support 
provided by technical systems has to be relevant for users 
and it should enable them to personally relate to it. Other-
wise, it can have a negative effect on users’ interaction expe-
rience, their overall liking of the system or in the worst case 
it can even lead to a decrease in cooperativeness or to com-
munication break ups. 

In the future, more empirical data is needed to further 
validate the described typology. It is unclear, to what extend 
the design of the experimental task and participants’ in-
volvement with it, as well as the design of the intervention or 
the demographical structure of the sample have influenced 
the construction of the typology. It will be interesting to 
explore other contexts of use or even more frustration evok-
ing scenarios and moreover, it will be interesting to investi-
gate another sample with a different demographical structure. 
However, the typology developed here can serve as a starting 
point for future studies with bigger sample sizes. 

After further validation of the typology, it is conceivable 
to develop a questionnaire, with which it will be possible to 
quickly assign users to the appropriate user type even before 
an interaction begins. However, the scales such a question-
naire could be based on have to be identified first. Investigat-
ing user characteristics like attributional style, personality 
traits, self-efficacy or computer-experience could be a start-
ing point for this. When it is possible to identify the user 
types at the beginning of an interaction, the effectiveness of 
type specific intervention strategies can be tested empirical-
ly. 
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Abstract—When engaged in long-term human-human interac-
tions, we mutually estimate and construct a model of behavior. To
achieve long-term, sustained human-agent interaction, the agent
induces an active attitude within the human to demonstrate and
share their common ground. This study aimed to investigate the
effects of the agent’s estimation of a human’s preferences on the
human’s affective impressions to induce an active attitude within
a series of interactions. We conducted an experiment to evaluate
the effect of the proposed method using two agents. The results
showed that the proposed method could reduce the number of
interactions in the decision-making process and improved some
of the affective impressions related to the agent’s character. In
addition, we found that the rate of participants’ acceptance of
the proposals by the agent, which was implemented our proposed
method, was significantly low. This was possible because the
agent provided a consistent estimation of emphasizing points for
each participant. The participants’ attitude indicates that they
regarded the agent as being communicative.

Keywords–Multi-modal interaction; human-agent interaction;
affective attitudes.

I. INTRODUCTION

In recent years, the development of conversational agents,
such as robots and virtual agents, has rapidly expanded.
However, many of these agents are regarded as multimodal
interfaces that provide useful information rather than as social
partners [1]. There are many issues to contend with in the
production of a social partner agent. In this paper, we fo-
cus on methods for maintaining continuous interaction with
such agents during long-term activities. During short-term
interactions such as those occurring at front desks, shopping
counters, and information offices, the quality of the interaction
is “mechanical,” even between humans. Our aim is to develop
an agent that could be regarded as a communicative social
partner like human.

It is important that the mental state of people when
they interact with the agents is the same as that when they
interact with humans. The mental states that humans can be
in with respect to an agent can be defined as physical stance,
design stance and intentional stance [2]. When we take the
physical stance, we pay attention to physical features such as
the power of the motor, the spec of the display and so on. When
we take the design stance, we expect that the agent works
mechanically according to predefined rules. When we take the
intentional stance, we consider that the agent has subjective
thoughts and intentions. When a human interacts with another
human, they usually take the intentional stance. In this case,

they and their communication partner respect each other. When
a human interacts with a machine, they usually take the design
stance. In this case, they usually interact with the machine
from a self-centered perspective because they do not consider
that the machine has its own intentions. To establish social
relationships between a human and an artificial agent, the agent
has to induce the intentional stance.

When engaged in long-term human-human interactions, we
actively demonstrate and share our own preferences, mental
attitudes, and inner states to facilitate smooth interaction.
Through our interactions with each other, we mutually estimate
and construct a model of behavior. However, in many human-
agent interactions, it is difficult for the human to estimate
the agent’s behavior model, because the agent and the human
do not actively demonstrate and share a common ground.
Consequently, the human is unable to apply a general human
behavior model to the agent. To resolve this problem, previous
researchers have attempted to approximate an agent’s behavior
model to a generalized human behavior model. However, in
the course of a long-term interaction, we expect that the
behavior model will be personalized along with the interac-
tion. Therefore, this approach is not considered suitable for
developing an agent that can be regarded as a communicative
social partner. To achieve long-term, sustained human-agent
interaction, the agent induces an active attitude within the
human to demonstrate and share their common ground..

To develop our social partner agent, we propose methods for
dynamically estimating emphasizing points (DEEP) based on
verbal reactions, body movements, and physiological indices.
These methods aim to support interactive decision-making
[3][4] and to induce an intentional stance for active interaction
between a human and an agent [5]. However, these previous
studies have demonstrated that it is not sufficient to investigate
the effects of a model’s constructed inner state model on
a human’s attitude toward the interaction within a series of
such interactions. This study aimed to investigate the effects
of the agent’s estimation of a human’s preferences on the
human’s affective impressions within a series of interactions.
We expected the provision of consistent estimation, using
accumulated data on interactions, to induce a positive human
attitude toward the agent and the interaction.

The paper is organized as follows. Section 2 briefly
introduces previous works. Section 3 explains the outline of the
proposed method which is partly described in previous works.
Section 4 describes an experiment for comparing two types
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of methods and then presents the results. Section 5 discusses
the achievements and future work. We give our conclusion in
Section 6.

II. RELATED WORK

Agents that collaboratively perform various tasks-such as
subordinate support agents, when people perform tasks using
their own initiative, and automated attentive agents, which
automatically perform tasks in line with a human’s wishes,
have been proposed previously. In addition, some researchers
have developed systems that can provide proposals to satisfy a
user’s demands. These systems gradually estimate user demand
throughout the interaction.

Aydogan et al. [6] proposed an architecture in which
both consumers and producers use a shared ontology to ne-
gotiate services. Through repetitive interactions, the provider
accurately learns consumer needs to provide better-targeted
offers. The system learns consumer needs through long-term
interactions; however, it did not consider that user demands
and needs could change during the process of the interaction.
Azaria et al. [7] considered a two-player game in which an
agent repeatedly supplies advice to a human user followed by
an action taken by the user that influences both the agent’s
and the user’s costs. That study consisted of a repeated setting
that is analogous to choice-selection processes, in which a
person is asked to choose a route to work from a set of
possible candidates. In their study, they proposed an agent
that models human behavior by combining principles from
behavioral science with machine-learning techniques. In these
studies, the researchers considered the effectiveness of task
performance; however, they did not consider the influences on
the affective attitude of the users. If a user could effectively
perform a task but had poor affective impressions, the user
would be hesitant to use the system or the agent. Papangelis
et al. [8] argued that rapport, which is an affective attitude,
had been identified as an important factor in human task.

Some studies have investigated how an agent’s advice is
accepted by users. Goetz et al. [9] reported that an appropriate
match between a robot’s social cues and its task improves peo-
ple’s acceptance of and cooperation with the robot. Appearance
is a factor that induces affective impressions. De Melo et al.
[10] explored the interpersonal effect of emotions expressed
by embodied agents on human decision-making. Their results
show that participants are sensitive to differences in facial
displays and cooperate significantly more with a cooperative
agent. These results indicate that affective impressions influ-
ence human decision-making.

III. OVERVIEW OF FACILITATIVE DYNAMIC ESTIMATION
OF EMPHASIZING POINTS WITH EXTENDED ESTIMATION

In an earlier study [3], we proposed DEEP method, based
on verbal reactions, body movements, and physiological in-
dices from an interaction. In Ohmoto et al. [4], we combined
divergent and convergent processes with the DEEP method. We
call this “facilitative DEEP” (fDEEP). In these studies, we tried
to estimate “emphasizing points.” The emphasizing points are
factors that we consider and emphasize to reach an appropriate
decision. There are many factors which influence decision-
making. We implicitly focus on some of the factors and make
a decision based on the focused factors. We briefly explain
the method and additionally propose “extended estimation,”

which is needed for maintaining emphasizing points in an
interactional series of tasks.

A. Estimation of emphasizing points
The degree of emphasis is rated on a scale from zero to

five. The rating is changed based on the following three factors
in interaction between human and a system with DEEP. The
system capture the factors by using cameras, microphones, mo-
tion capture systems and a measuring system for physiological
indices.

1) Verbal reactions: Either of the following two reactions
occurs.

• Listed words appear in answers or demands.
• The participant provides backchanneling phrases,

which express acknowledgement, surprise, or under-
standing, such as “ah,” “oh,” “aha,” “I see,” and “I
understand.”

2) Body movements: The participant repeatedly nods three
times or more.

3) Physiological indices: Either of the following two re-
sponses occurs. (refer to [11], [12], [13]).

• Skin conductance response (SCR) increases more than
10% compared with resting levels.

• Low-frequency/high-frequency (LF/HF) value (elec-
trocardiograph measurement) is more than 5.0.

Verbal reactions, body movements, and physiological in-
dices, are used as criteria for determining when a new factor
is discovered and should be emphasized, and for determining
when a user’s degree of emphasis of a particular factor
increases or decreases.

4) Rules for changing estimated emphasizing points during
interaction: A DEEP system explains the proposals and the
estimated emphasizing points change depending on the partic-
ipant’s responses.

5) Discovery of a new factor to be emphasized: Verbal
reactions, body movements, and physiological indices are the
criteria for determining when a new factor is discovered and
should be emphasized. When any one of the three criteria
appears during interaction, the system decides that the factor
should be slightly emphasized, and increases the degree of
emphasis from zero to two. When any two or all three criteria
are present, the system increases the emphasis from zero to
three.

6) Increasing or decreasing degree of emphasis: Verbal
reactions, body movements, and physiological indices are used
as criteria for determining when a user’s degree of emphasis
of a particular factor increases or decreases. When any one
of the three criteria appears, the system decides that the factor
should be emphasized, and increases the emphasis of the factor
by one.

When there are physiological reactions, but no verbal
reactions and body movements, the system decides that the
factor should be emphasized less, and decreases the emphasis
of the factor by one.

7) Rules for changing estimated emphasizing points from
active demands: The system asks whether or not a user has
any demands. From the user’s response, the system determines
what the user’s demands are and what changes there are to
the emphasizing points. The system accepts keywords which
are expected words in advance to express emphasizing points,
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demands, and basic words necessary to capture demands in the
user’s responses. Words that are not expected to be included
in answers are ignored.

8) Discovery of new factors to be emphasized: When the
emphasis degree of the discovered factor is zero, the system
increases the degree of emphasis from zero to three.

9) Increasing or decreasing degree of emphasis: When the
emphasis of the discovered factor is greater than zero and the
system decides that the factor should be increased, the system
increases the degree by one. When the system decides that the
emphasis of the factor should be decreased and the degree is
greater than zero, the system decreases the degree by one.

B. Selecting the next step based on DEEP results
According to the criteria mentioned above, changes to a

user’s emphasizing points are estimated after the proposals
are given and data are collected from the user’s reactions and
responses. After the estimation, the next two proposals are
selected based on the estimation results.

The next proposals are selected using a table of orthogonal
arrays prepared in advance. Orthogonal arrays are a special
set of Latin squares, which can be used to estimate main
effects using only a few experimental runs. Each proposal in
the table has parameters of emphasizing points. From the table,
the proposal that most satisfies the user’s emphasizing points
is selected. When many proposals in the table can satisfy a
user’s emphasizing points, a proposal is selected according to
predefined rules. The rules are designed by hand. For example,
the system selects a nearest proposal in convergent process
because the system knows which factor is important for the
user. The distances of the proposals are calculated by cosine
similarity.

C. Method to control divergent and convergent processes in
an interaction

The agent which supports the user’s decision-making dur-
ing the interaction needs to use social signals for active listen-
ing and teaming to control divergent and convergent processes
based on the estimated emphasizing points in the interaction.
For the facilitative interaction, we combined divergent and
convergent processes with the DEEP method (fDEEP). The
used signals are the frequency of providing a new proposal,
recommendation from the agent, mimicry of nodding motions,
and utterances.

1) The agent’s behavior in the divergent process: The agent
provides a small nod once in reaction to the user’s utterance.
The frequency of providing a new proposal is low. The
agent provides a new proposal after the agent explains three
emphasizing points. The furthest proposal from the previous
one is selected as a new proposal. The degree of emphasis
decreases if the emphasizing point is not explained in the
previous proposal.

2) The agent’s behavior in the convergent process: The
agent provides two large nods in reaction to the user’s utter-
ance. The frequency of providing a new proposal is high. The
agent provides a new proposal after the agent explains one
emphasizing point, which is a recommendation. The nearest
proposal to the previous one is selected as a new proposal.
The degree of emphasis decreases only when the emphasizing
point is clearly refused in the previous proposal.

3) The rules to switch between the divergent process and
convergent process: The agent starts the interaction with a
divergent process. The agent switches from the divergent
process to a convergent process when the agent detects the
following situations:

• There are more than three emphasizing points, with a
degree of emphasis of more than one, and the degree
of emphasis does not change during the interaction.

• The user offers a convergent opinion such as “I want
to see like this one” and “I want to determine.”

4) The emphasizing points of the agent: The agent has
the same set of emphasizing points for the decision making.
The emphasizing points and the degree of emphasis are the
subjective opinions of the agent. The emphasizing points are
set to the values of the recent proposal at the time when the
agent switches from the divergent process to the convergent
process. This means that the agent searches the neighbor of
the last proposal of the divergent process during the convergent
process. The degree of emphasis decreases when the empha-
sizing point is clearly refused by the user.

D. Extended estimation through maintenance of emphasizing
points within a series of interactions

In this study, we used historical estimated emphasizing
points within a series of tasks to estimate emphasizing points
within a new but similar task. We have termed this “extended
estimation,” which is similar to near transfer. There are some
previous studies about knowledge transfer [14][15]; however,
we cannot apply the theory directly to our actual agent system.
Figure 1 illustrates the concept of extended estimation. In
this example, a person is coordinating their new living space.
The person first selects furniture and electronics for the living
space and then plans where to place them within this space.
When selecting these items, their qualities are a primary
consideration. During the planning phase, the person considers
the relationship between the furniture and electronic items.
Thus, while selection and planning are different tasks, they
are correlated. Often, an adviser who helps plan the living
space estimates emphasizing points during the planning phase
based on the history of those involved in the selection. This
individual then offers advice based on the extended estimation.
One purpose of the extended estimation is to adjust the degree
of each emphasizing point in the history of the previous tasks
that is to be applied in the estimation of the emphasizing points
of the next task. This adjustment is based on relationships
that exist between these sequential tasks and it plays a role in
converting the meaning of each emphasizing point within the
previous and the next tasks.

To implement the extended estimation, we have added
two components to DEEP. The first is for maintaining the
history of the estimated emphasizing points within a series of
interactions related to sequential tasks. The second adjusts the
degree of each emphasizing point to a new task. We termed this
enhanced version “facilitative DEEP with extended estimation”
(feeDEEP). When applied to a new task, feeDEEP converts
the degree of estimated emphasizing points in previous tasks
to those in the new task using predefined rules, such as a
predesigned relational network. For this study, we constructed
predefined rules from the observations performed during pre-
liminary experiments. In the preliminary experiment, we listed
candidates of emphasizing points and the relationships among
them. We interviewed the participants to select and determine
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Figure 1. Example of extended estimation.

the emphasizing points and the weight of the relationships after
the preliminary experiment. In addition, when the extended
estimation achieved a degree entailing a sufficient number
of emphasizing points, an agent implemented feeDEEP by
initiating the interaction through a convergent process.

We expected that feeDEEP can estimate the degree
of emphasizing points effectively because their initial values
could be set based on user preference. The agent implementing
feeDEEP could also provide affective impressions that con-
veyed an impression of the agent’s consistent individuality
to the user. These affective impressions are important for
motivating users to engage in continuous interaction with the
agent.

IV. EXPERIMENT

The purpose of our experiment was to investigate how
feeDEEP affects the efficiency of the decision-making process
and impressions related to agent behavior in an interactional
series of tasks. We expected that the extended estimation
will reduce cognitive load on decision-making by effective
support; thus, participants would notice agent proposals that
were personalized for them. We used two types of agents
to evaluate the effects of the proposed method. One was an
agent that implemented feeDEEP and the other was an agent
that implemented fDEEP. The feeDEEP agent maintained the
participant’s emphasizing points; however, the fDEEP agent
did not. The inputs for the agents were captured automatically,
with the exception of data related to verbal meanings, such
as the varbal negative feedback and the questions by the
participants, because we could not robustly determine them
automatically in real time, such as whether a user’s utterance
was positive or negative and whether the user’s utterance was
a question. We refer to the agent control method using manual
inputs as a Wizard of Oz (WOZ) method. After the experi-
ment, we analyzed the interaction behavior of participants and
questionnaire responses.

A. Task
The participants were asked to coordinate a new living

space. The primary task included three tasks, i.e., furniture
selection, electronics selection, and living space planning.
They first selected furniture and electronic items for the living
space, and then planned where to place these items within
the space. The participants interacted with the agent about the
selection of items and the planning. We identified 16 factors of
emphasizing points, such as relaxing, natural, for work, clean,

Figure 2. The experimental setting.

leisure, high spec and so on, that the participants considered
when they performed each task. The factors in each task
were partially the same; however, some differed. In addition,
between the selection tasks and the planning task, the meanings
of the same factors differed.

B. Experimental setup
The experimental setting is shown in Figure 2. A partic-

ipant sat in front of a 60-inch monitor displaying the agent
and the proposal. The experimenter sat out of view of the
participant and entered the stimuli via a WOZ interface. Two
video cameras recorded participant behavior, i.e., one was
placed on the monitor to record the participant’s behavior
and another was placed behind the participant to record the
agent’s behavior. The participant’s voice was recorded using
microphones placed under the monitor. Polymate was used
to measure SCR and an electrocardiogram. The experimenter
instructed the participants to keep their left arm on an armrest.

C. Procedure
After brief instruction about the experimental procedures,

the experimenter showed a video of typical interaction with
the agent in a preliminary experiment in which participants
performed a different task. Then, electrodes were attached to
the participant to measure SCR and LF/HF values. After a 2-
min relaxation period, the experimenter began the first task.
The participant repeatedly asked questions about the proposal
and considered the proposals provided by the agent until one of
the proposals satisfied the participant. The participants rested
between each task. At the conclusion of the experiment, the
participants completed a questionnaire.

The participants in this experiment were 21 Japanese college
students (16 males and 5 females) aged between 19 and 31
years (average age was 22.9). Eleven participants (8 males
and 3 females) interacted with the feeDEEP agent (feeDEEP
group) and the rest interacted with the fDEEP agent (fDEEP
group).

D. Results of the analysis of the number of proposals
To investigate whether the extended estimation contributed

to effective decision-making, we counted the number of pro-
posals from the agent in the second selection task and the
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Figure 3. The number of proposals in the second selection task and in the
planning task.

Figure 4. Questionnaire results.

planning task. We performed a paired t-test on the data of
each group to compare the interaction efficiency in the tasks.
Figure 3 shows a significant difference in the feeDEEP group
(p = 0.00034); however, there was no significant difference
in the fDEEP group (p = 0.26). In addition, we performed
an unpaired t-test on the data in the planning task between
each task. As a result, the value for the feeDEEP group was
significantly less than that for the fDEEP group (p = 0.0078).
These results indicate that the feeDEEP agent achieved more
effective decision-making support in the planning task than the
fDEEP agent.

E. Results of questionnaire analysis
The purpose of this analysis was to investigate how the

extended estimation influenced the participants’ subjective
impressions relative to the agent’s behavior. The participants
answered six questions using a seven-point scale. The scale
was presented as seven ticks on a black line without numbers
(scored from 1 to 7). The results are shown in Figure 4.
We performed a Mann-Whitney U test on the data from the
questionnaire.

1) How satisfied are you with the final products?: There
was no significant difference between the groups (p = 0.53).
The average scores were higher than the midpoint of the scale;
thus, the participants accepted the final products provided by
the agents. This indicates that the algorithms that controlled
the human-agent interaction and provided candidates were
accepted by the participants.

2) How human-like do you feel that the agent’s behavior
was?: The participants in the feeDEEP group felt that the
agent was significantly more human-like than the participants
in the fDEEP group (p = 0.035). We believe that one reason

for this is that the feeDEEP agent was consistent in terms
of suggestions and candidates. Consistency by the extended
estimation affected the participants’ impressions of a human-
like agent.

3) How natural do you feel that the agent’s interaction
was?: There was no significant difference between the groups
(p = 0.57). The average scores were higher than the midpoint
of the scale; thus, the agents achieved natural interaction to
some degree. However, the extended estimation did not affect
the participants’ impressions.

4) How satisfied are you with the interaction process?:
There was no significant difference between the groups (p =
0.54). The average scores were higher than the midpoint of
the scale; thus, the participants felt relatively good about the
agents’ estimations. However, the extended estimation did not
affect the participants’ impressions.

5) How would you rate the agent’s level of effort?:
This question was asked because we want to know whether
the participants regarded the agent as an independent-minded
partner. The participants felt that the feeDEEP agent tried
harder than the fDEEP agent (p = 0.087, marginally significant
difference). Only one participant in the feeDEEP group scored
lower than the midpoint of the scale, and this participant
indicated that the agent’s voice did not express hard work. This
reason did not relate to the agent’s interaction behavior. On the
other hand, four participants in the fDEEP group scored higher
than the midpoint of the scale. We suggest that the extended
estimation affected the participants’ impressions of the agent’s
character.

6) How frequently did you accept the agent’s proposals?:
The participants in the feeDEEP group accepted significantly
fewer proposals than the participants in the fDEEP group
(p = 0.013). In the interviews, most participants from the
feeDEEP group said that they could express their opinions.
In contrast, most of the participants in the fDEEP group said
that they compromised due to the agent’s ability. The ability
of the agents was the same, with the exception of the extended
estimation of the feeDEEP agent; therefore, we suggest that
extended estimation can induce participant opinions.

V. DISCUSSION

We conducted an experiment to investigate whether ex-
tended estimation influences the efficiency of decision making
and the affective impressions of the implementing agent. The
experimental results indicate that extended estimation reduced
the number of interactions in the decision-making process.
This reduction was not attributed to the tediousness of the
interaction with the agent because the extended estimation
also provided positive affective impressions related to the
agent’s character. In addition, we did not obtain high scores for
impressions related to the interaction process (naturalness and
confidence). One of the reasons for this was that the agent only
provided proposals for the decision-making task. Naturalness
and reliability are important for motivating sustained interac-
tion; therefore, we will consider how to gain user confidence
in future research.

A particularly important finding emerged from our analysis
of the data obtained from the questionnaire used in the exper-
iment, i.e., the rate of participant acceptance of the feeDEEP
agent’s proposals within these interactions was significantly
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low despite a decrease in the number of interactions. Intu-
itively, one of the reasons why the number of interactions
may have decreased was that the agent was able to provide
proposals that matched participant preference, thereby leading
to quick acceptance of a proposal. However, this contradicts
the results of the previous questionnaire. In addition, there
was no significant difference in the number of interactions
during the selection sessions. However, participants chose
their top three emphasizing points out of a total of 15 at
the end of the experiment. The average number of matched
emphasizing points was 1.67, and all of the participants’
emphasizing points had at least one match. This indicates that
the agents were, to some extent, able to estimate participants’
preferences accurately. Based on these results, we suggest
that the feeDEEP agent induced an active attitude toward the
decision-making interaction, which reflected the participants’
desires due to the extended estimation. However, participants
who interacted with the fDEEP agent demonstrated a passive
attitude by selecting an agent’s proposal that relatively matched
their preferences. We further suggest that the reason for an
active attitude among participants was that they were able
to construct an estimation behavior model for the agent.
This was possible because the agent provided a consistent
estimation of emphasizing points for each participant. The
participants’ attitudes indicate that they regarded the agent as
communicative. To create a system that is user-centric, it is
necessary for the user to maintain an active attitude toward
the decision-making interaction in order to accomplish their
goals. This study has demonstrated one method that can be
applied to induce an active attitude.

In our previous work [16][17], we analyzed physiological
indices (SCR and LF/HF values) that were obtained experi-
mentally. However, we could not include an analysis of these
indices in this paper. In the near future, we will analyze these
data in detail to investigate the underlying reasons for these
experimental results.

VI. CONCLUSIONS

In this study, we investigated the effects of the consistent
estimation of a human’s preferences on the human’s affective
impressions within a series of human-agent interactions. For
this purpose, we proposed the estimation model with extended
estimation based on DEEP. We conducted an experiment to
evaluate the effect of the method using two agents; a feeDEEP
agent, which was proposed in this study, and a fDEEP agent,
which was proposed in our previous work. The results showed
that feeDEEP agent could reduce the number of interactions
in the decision-making process and improved some of the
affective impressions related to the agent’s character. In addi-
tion, we found that the rate of participants’ acceptance of the
feeDEEP agent’s proposals was significantly low. This was
possible because the agent provided a consistent estimation
of emphasizing points for each participant. The participants’
attitude indicates that they regarded the agent as being com-
municative.

In this study, we constructed predefined rules from
observations, which is one of the most important point of
extended estimation. We will develop the automated construc-
tion method of the rules based on the obtained data of actual
interaction in future.
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Abstract— Is it possible to automatically and non-intrusively 

observe flight crew behaviour in the cockpit in order to 

monitor their Situational Awareness during flight? 

This work in progress investigates the possibility to 

automatically monitor flight crew Situational Awareness (SA). 

The monitoring tool is to automatically analyse the Situational 

Awareness of both pilots on the basis of their visual scanning, 

their interaction with cockpit systems and their speech. Visual 

scanning is an indicator for the first level of Situational 

Awareness (perception), which is a necessary basis for higher 

levels of Situational Awareness (comprehension and 

projection). The timing of pilot interactions with cockpit 

systems as well as speech could be indicators of these higher 

levels of Situational Awareness. The question we would like to 

answer in our work is: can we establish a common behavioural 

pattern within a flight crew that indicates optimal SA and can 

we use this as a reference to identify reduced SA? And, if this 

proves to be impossible, is an individual reference pattern 

possible and is that a suitable alternative? 

 
Keywords- crew monitoring; Situational Awareness; 

modelling. 

I.  INTRODUCTION 

Continuous combined efforts by the aviation community 

have resulted in the achievement of a safety record in air 

transport that is unequalled by other modes of transport. In 

recent years, although these efforts continue unabated, the 

accident rate seems to have reached a stable rate of about 2 

accidents per ten million flights [1]. With air transport 

foreseen to grow in the coming decades (4.7% to 5.0% per 

year), this accident rate, while very low, will translate to 

several major incidents and accidents per week. 

A fundamental pillar in aviation safety is the 

requirement that no single failure should result in a 

catastrophic accident, i.e., the write-off of an aircraft and 

multiple fatalities. During aircraft type certification the 

manufacturer must prove to the aviation authorities that the 

probability of a system failure is below a threshold that is 

inversely related to the severity of the consequences. For 

example, potentially catastrophic failures must have a 

probability of less than one occurrence in every 100.000.000 

flight hours. 

Aircraft systems have become so reliable, that human 

error has become more prominent in statistical analyses of 

factors contributing to accidents. Thus, a large percentage of 

recent accidents can be linked somehow to a human factors 

issue, such as poor perception of the environment, 

inadequate crew coordination, excessive workload, 

misunderstanding of an evolving situation and inappropriate 

training. 

Even in case of two well-trained pilots, complex and 

high workload conditions are not uncommon today. 

Especially in these conditions, optimum crew action 

depends on an adequate understanding of the situation at 

hand and the corrective actions that are needed. Monitoring 

crew status in flight is therefore considered one of the 

enablers for enhancing overall safety. When suboptimal 

crew status is indicated, the crew could be assisted. In this 

work, we particularly look at crew Situational Awareness 

(SA). 

The overall objective of the work is to automatically 

monitor the pilots’ state in a non-intrusive way. This 

includes constructs such as flight crew’s presence in their 

seats, physical state, drowsiness, workload, distraction, etc. 

Situational Awareness is one of these constructs. So far, it is 

not possible to directly measure Situational Awareness in a 

non-intrusive way. Thus, Situational Awareness is usually 

assessed using ratings by an observer or using self-ratings 

and questionnaires, such as Situation Awareness Rating 

Technique (SART) and Crew Awareness Rating Scale 

(CARS). These measurements are neither automatic nor 

non-intrusive and not suitable for day to day use in an 

airline cockpit. In this operational environment, Situational 

Awareness should be inferred from automatic behavioural 

analysis of non-intrusive measurements. 

This paper describes the work in progress. The sections 

included describe: the concept of SA (2), the operational 

context (3), the potential observables for SA (4), the 

implementation of the tool in the operational context (5),  

the method used (6) and the last section the status at the 

time of writing.  
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II. SITUATIONAL AWARENESS 

One of the most widely accepted definitions of 

Situational Awareness is that of Endsley [2]: “the 

perception of the elements in the environment within a 

volume of time and space, the comprehension of their 

meaning, and the projection of their status in the near 

future”. 

 

This definition includes three levels of SA: 

 Level 1, Perception – This is the basic information 

that is required for Situational Awareness, being 

able to notice events, people, objects in the external 

environment. This level simply represents the 

collection of basic data. 

 Level 2, Comprehension – Once an event, or 

object, has been perceived, it is necessary to 

understand the meaning of that object in the 

situation. This represents the interpretation of the 

basic data that is collected through perception.  

 Level 3, Projection – The third level of Situational 

Awareness represents the ability to project the 

interpretation of the current situation into the 

future. This level of Situational Awareness is 

required to be able to predict the effect of the 

information that is currently available onto the 

future situation. 

 

Situational Awareness of pilots has been assessed during 

many flight simulation experiments, but monitoring it 

automatically and non-intrusively in an operational 

environment is the challenge of this work in progress. 

 

III. THE PROCEDURAL CHARACTER OF FLYING 

The tasks of a pilot consist of actions necessary to fly the 

aircraft, to navigate, to communicate and to manage 

systems. Crew behaviour in the cockpit is largely driven by 

procedures. These procedures are dependent on the flight 

phase and are influenced by the environment (e.g., weather, 

terrain), external events (e.g., ATC commands) and the 

aircraft state (e.g., speed, fuel, systems status). 

Crew behaviour is also driven by crew resource 

management. One pilot is responsible for flying the aircraft 

and the other for other tasks such as the communication 

(with the cabin and outside world), and managing systems. 

The pilots in their roles have complementary tasks, but both 

need to assure themselves that primary flight parameters are 

within the acceptable range. Together they are responsible 

for a safe flight execution. 

Descents, approaches and landings are the more busy 

flight phases, which consist of a relatively predictable 

number of actions and the use of checklists. Depending on 

the type of technology available on the airport and other 

conditions such as visibility, the type of landing, the level of 

automation is selected. The different landings may require 

different procedures but it is expected that roughly the 

visual information acquisition behaviour is similar.  

 

IV. OBSERVABLES 

Much of the information that is available in the cockpit 

is of the visual modality. Hence, the crew’s scanning pattern 

and visual focus points are an important method of 

observing the crew’s attention. The crew’s scanning pattern 

can be recorded with an eye-tracker. The crew’s interaction 

with cockpit systems and speech can also be recorded 

directly. How suitable are these three types of behavioural 

measurements for automatic recording and interpretation on 

the flightdeck in actual flight?  

A. Eye gaze 

Eye gaze is highly selective in the sense that it provides 

direct insight in the information that is being used by pilots 

[3][4] for performing their tasks. Eye gaze is also highly 

generalizable, i.e., all pilots must visually scan cockpit 

instruments and the outside world in order to retrieve most 

of the required information. Eye gaze is highly responsive 

too: a single eye fixation related to information intake can 

be in the order of 70 ms. Finally, with state-of-the-art 

algorithms, eye gaze data can be reliably filtered and 

interpreted. Note that some displays in the cockpit can 

present different pages with information. Consequently, the 

active page should be taken into account when interpreting 

the data. 

B. Interaction 

Interaction with cockpit systems is highly selective in 

the sense that it provides direct insight in the tasks pilots are 

performing. Besides, every crew has to perform the same 

interactions to obtain the same results, so measures of 

interactions are also high generalizable. They are highly 

responsive too: every interaction is directly and instantly 

related to a pilot task. For this reason, complex filtering is 

not needed and automatic interpretation is straightforward. 

Note however, that in less busy flight phases the crew has 

some freedom in the order of performing their tasks. 

C. Speech 

Speech recognition can provide insight in the topics the 

pilots are discussing; however, it is more difficult to reliably 

infer the precise meaning of the vocalizations in relation to 

task performance. Note that this may change in the near 

future since speech recognition technology is developing 

rapidly (consider the “digital assistants” on smartphones, 

that rely heavily on understanding natural speech). Also 

note that interpretation of intonation can also give clues 

regarding crew state and this has been shown to work. 

However, it provides little concrete information regarding 

task occupation. 

All in all, recordings of eye gaze and interaction with 

cockpit systems are currently the most suitable behavioural 
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measures for our purpose. Finally, note that these measures 

primarily relate to SA Level 1 and 2. 

 

V. METHOD 

As a first step in our work, the SA assessment module is 

scoped around one flight phase, for which the required 

behaviour is particularly procedural and therefore relatively 

predictable: the full descent under nominal conditions. 

The input for the SA module will be the visual acquisition 

on the basis of eye-tracker information, the altitude in 

relation to the runway, the information that is displayed on 

the cockpit systems and the communication with Air Traffic 

Control.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 1 The cockpit and distinguished areas of interest  

 

The methodology consists of two phases: a development 

phase to create the reference model and a validation [4][5] 

phase to validate the SA module that compares actual 

behaviour to the reference behaviour in real time. 

A. Development phase 

For the development of the reference model, pilots made 

descents in NLR’s Airbus A320 lookalike cockpit mock-up 

using an eye-tracker system to register their information 

acquisition. 

Scenarios were prepared with full descents to Schiphol 

airport, Amsterdam. The scenarios started a few minutes 

before top of descent to allow the pilots to prepare the 

descent and to build their SA as they would in a normal 

operation. Approach and landing checklists were part of the 

procedure. Each pilot, after a familiarisation session, flew 

three scenarios. One scenario concerned nominal conditions 

including heading instructions around a weather cell. In the 

other two scenarios the conditions were less optimal. In one 

scenario, the fuel on board was low and the landing 

condition as proposed by Air Traffic Control was less 

optimal. In the third scenarios a flap malfunction forced the 

pilot to divert to a different destination airport. It was 

observed if the pilot perceived the condition, if he 

understood it and took appropriate action timely.  

Participants’ behaviour was observed and after each 

scenario the pilots were interviewed to assess how they 

experienced the scenario and how they rated their SA in the 

course of the run. These observations and ratings are used in 

the development phase to tune the system. 

The eye-tracker system delivers visual information 

acquisition in terms of dwells: the uninterrupted amount of 

time spent on an Area of Interest. The relevant Areas of 

interest are visualized in Figure 1. The data was analysed 

post experiment, in relation to the altitude above the landing 

runway and compared to the SA ratings and observations. 

The analysis allowed defining a reference model that 

represents adequate SA and thresholds for degraded SA. 

This common reference model was then integrated into the 

SA module to real-time monitor SA. 

B. Validation phase 

A group of pilots will participate to a validation 

exercise. In this exercise the SA module will provide 

indications of the pilot’s SA in real time. This will also take 

place in a simulator that resembles an A320 cockpit.  

 

VI. CONCLUSION AND FUTURE WORK 

In attempts to further increase flight safety, tools are 

being developed to monitor pilots’ status in flight. This 

work-in-progress aims to develop a module that can monitor 

the pilots’ Situational Awareness in a non-intrusive way. 

For this, the pilots’ visual acquisition and communication 

with Air Traffic Control are the observables used. A model 

was developed of minimal desired division of attention on 

sub-tasks: Aviate, Navigate, Communicate and Manage 

Systems during descent and landing. The model was 

incorporated into a module able to monitor the pilots’ 

division of attention, and indicating degraded SA. 

At the time of finalising this work-in-progress paper, the 

module is being evaluated in a validation exercise. This will 

allow further improvement of the model. 
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Abstract— Spectrum monitoring is a key factor in the 

spectrum management strategy implemented by government 

entities. It is of enormous importance to evaluate the spectrum 

use and its overall performance. Spectrum monitoring, with 

inspection and law enforcement provide useful tools to 

maintain the integrity of the spectrum management process. 

The infrastructure and equipment necessary to get a complete 

monitoring system require a huge investment, about money, 

time and human resources. Using People-Centric sensing it is 

possible to develop a monitoring system using the users’ mobile 

devices. An app installed in the mobile device allows to manage 

all the information obtained by the device sensors. The 

monitoring system based on mobile devices, would reduce the 

mentioned investment. Also, the system updates could be 

cheaper and easier. In this paper we present a Spectrum 

Monitoring approach using a People-Centric sensing 

(SMOPEC) approach; the system elements are described, the 

operation are detailed, a pilot test results are showed and the 

feasibility are exposed. 

Keywords–– Spectrum Monitoring; People-Centric; Spectrum 

Management. 

I. INTRODUCTION  

Actually, technological advances in electronics, computation 
and telecommunications will turn the near ubiquitous smart 
phones into a global mobile sensing device, integrating an 
extensive sensors network for all the base station coverage 
area. These devices are able to measure some parameters like 
temperature, acceleration or user localization; also the smart 
phones can obtain other technical data, like reception power, 
transmission frequency, Signal to Noise ratio (SNR), data 
rate, etc. In Figure 1 some sensors and technical information 
obtained from smart phones are identified.  

The cell network could be seen as a people-centric 
system, where the users’ devices become the focal point of 
sensing and the sensor-based information is used for get a 
more elaborate analysis [1]. People using their mobile 
phones integrate sensing networks called people-centric 
sensing networks that sense what we are doing and support 
our daily activities. Most of the sensing applications depend 
on the ability to monitor statistics including max, average, 
ranking, rather than raw sensor readings [2]. These sensor 
networks are proposed to be used to spectrum monitoring. 

Otherwise, and as a consequence of increased demand for 
mobile services around the world, the International Mobile 
Technology (IMT) spectrum has been defined as a very 
precious commodity. The demand for more spectrum is 

increasing every day. This higher demand could generate 
some spectrum scarcity in these bands; however, some 
authors mentioned that this could be just an “apparent 
scarcity”; they stablish that this scarcity is due to inefficient 
spectrum management strategies [4].  

To fulfill this increased demand the government entities 
and operators have the commitment to integrate an efficient 
spectrum management strategy in order to optimize the 
spectrum use; this spectrum management strategy must be 
based on spectrum monitoring system. The monitoring 
system will provide an accurate and actualized information 
about the spectrum use. The provided information will be 
fundamental to integrate an efficient spectrum management 
strategy [3].  

The information provided by the spectrum monitoring 
system contain the assigned bands, the interference levels, 
the coverage area, quality of service, etc. All these 
parameters will be useful for the management entities of the 
spectrum radio, including governments and operators. 
Actually, to get these information, they spent a lot of 
resources integrating monitoring spectrum systems, 
including investment in measurement equipment, human 
resources and time. 

In this paper we present a Spectrum Monitoring approach 
based on a People Centric sensing (SMOPEC) system, to 
inventorying the spectrum utilization while this is occupied 
by mobile users. 

This paper is organized as follows: In Section II spectrum 
monitoring concept are described, detailing its importance as 
key issue for spectrum management, in order to get more 
spectrum efficiency. In Section III the SMOPEC system is 
detailed, identifying its elements and basic operation is 
explained. The monitoring process based on the SMOPEC 
system is explained in Section IV by describing some 
technical issues. Some results, conclusions and future works 
are mentioned in Sections V and VI.  

II. SPECTRUM MONITORING AND MANAGEMENT 

Spectrum management is the combination of administrative, 
scientific and technical procedures necessary to ensure the 
efficient operation of radio communication equipment and 
services without causing interference. Simply stated, 
spectrum management is the overall process of regulating 
and administering use of the radio frequency spectrum [5]. 
The goal of spectrum management is to maximize spectrum 
efficiency, minimize interference and eliminate unauthorized  
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Figure 1.  Mobile sensor network using the mobile phones. The SMOPEC concept. 

  
 
  

 

and improper use of the spectrum. Rules and regulations, 
based on relevant legislation, form a regulatory and legal 
databases facilitates the spectrum management process 
resulting in decisions for spectrum allocations, frequency 
assignments, and licensing. Spectrum monitoring, inspection, 
and law enforcement provide the necessary means to 
maintain the integrity of the spectrum management process. 

 
For government managers and mobile operators the 

spectrum monitoring is a key factor in order to achieve a 
more efficient use of this commodity. The employment of an 
infrastructure and organization to monitoring the spectrum 
operational issues could be a very expensive assignment.   

For governments, the assigned frequency bands to the 
operators for IMT services are based on national and/or 
international directives; in these advices are defined 
technical requirements regarding to coverage area, 
interference level, power transmission, etc. Moreover, these 
directions include fines and others punitive actions; these 
recommendations should be applied when the operator has 
an omission / failure in the operation over the assigned 
frequency band. However, if there is not a mechanism to 
monitoring the spectrum performance, the operator 
assessment could be a so problematic mission. 

Otherwise, for mobile operators, the spectrum monitoring 
allow them identify opportunities and “holes” in the used  
 
 

bandwidth (inefficient use); with this information the 
operator can implement new shared spectrum algorithm to 
increase spectrum efficiency, evaluate the Quality of Service 
(QoS) delivered or rate provided to users; information about 
coverage area and power reception could be useful to 
integrate plans about marketing strategies too. 
For this project, the key sensors are the accelerometer (to 
detect user movements), Global Position System (GPS) and 
the information obtained from the RF signal captured by the 
mobile. In this first stage, we focus to get a first approach to 
evaluate the SMOPEC feasibility to monitoring spectrum 
use.  
According to the above mentioned facts, the spectrum 
monitoring is a valuable tool in order to increase the 
spectrum efficiency and benefits. Monitoring is closely 
associated with inspection and compliance in that it enable 
the identification and measurement of interference sources, 
the verification of proper technical and operational 
characteristics of radiated signals, and detection and 
identification of illegal transmitters. Monitoring further 
supports the overall spectrum management effort by 
providing general measurement of channel and band usage, 
including channel availability statistics and the effectiveness 
of spectrum management procedures. It obtains statistical 
information of a technical and operational nature on 
spectrum occupancy. Monitoring is also useful for planning, 
in that it can assist spectrum managers in understanding the 
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level of spectrum use as compared with the assignments 
signed [7].   

As the demand for mobile communication systems 
grows, the needs for radio spectrum increases too. In order to 
generate an effective and efficient spectrum management, it 
is imperative to possess a full understanding about how the 
IMT spectrum behaves over time, frequency and space. 
Then, the spectrum monitoring issue is a key factor in order 
to achieve an efficient spectrum use.  

III. SMOPEC. GENERAL CONCEPT 

The spectrum monitoring by people-centric strategies 
using the mobile devices provide a less expensive alternative 
to obtain the spectrum parameters performance, inside the 
huge investment required for the traditional approach.  
Moreover, due that the monitoring operation using the 
mobile phones are based on an app installed on the mobile 
device, the system is flexible, allowing that new 
characteristics could be added just with a software update. 

The smart-phones around the world are increasing every 
day. Using these devices the users can receive a lot of 
information from practically anywhere around the world. At 
the beginning, the users were defined primarily just as 
information receivers, however this condition have been 
changing due to the increased connectivity available in many 
places and a better quality in these links. Moreover, in the 
smart phones are integrated a numerous sensors that can 
obtain a lot of the environmental information, also 
operational and technical data. The information collected for 
the sensors could be saved, processed and sent by the device 
to other specific user or shared in some social network. Some 
of these information could be sent without the user 
intervention, in an automatic mode.  Mobile phones sending 
data automatically from their location integrate a sensor 
mobile network, and this scenario open a lot of possibilities. 
This is the main concept behind the SMOPEC system: 
thousands of mobile sensors collecting and providing 
information about the IMT spectrum performance. The 
mobile devices situated in the base station coverage area, are 
generating information about the spectrum performance; 
these spectrum information are sending to a central data 
processing where a more specific analysis is done. 

In order to the mobile phone send just the key 
information, an app is installed on the device. This app 
manage the information obtained by the sensor, saving the 
data sensed, pre-processing it and sending the relevant data. 
The information sent from each user are: reception power 
(dB), location, SNR, reception frequency, standard used, call 
duration and data rate (bps). The pre-process and analysis are 
explained in the next sections. The data protection issue is 
not analyzed in this paper. 

IV. MONITORING USING SMOPEC  

As mentioned before, the installed app on the smart phone 

manages the collected information. These data are collected 

and sent by the cell phone throw the cell network to the data 

center, where all the information are processed. A system 

overview is showed in the Figure 2. The system operation is 

as follows: 

 

a) Using the installed app, the device save the 

parameters values obtained by the cell phone 

sensors. 

b) To avoid send redundant information to the data 

center processing, an algorithm compute the data 

correlation to select the data to be sent. This 

algorithm economize the operations volume 

performed in the device (saving energy and time). 

c) The selected information is sent throw the cell net 

toward the processing data center; the data are 

analyzed and processed, using some statistical 

algorithms. Localization, data rate, call duration, 

operation frequency and power received were 

reported. 

d) An information report is integrated and sent to the 

operator, indicating coverage area, average rate, 

users, technology, etc. 

 

 
 

Figure 2. Spectrum Monitoring System 

In the monitoring process, there are some particulars 

concerns to be considered to avoid that the monitoring 

process interfere with the device overall performance. 

Among others, we consider: 

 

• Store capacity. 

• Energy consume. 

• Bandwidth used. 
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TABLE I RESULTS FROM MONITORING PROCESS 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The monitoring process is integrated for 5 stages: sensing 

data, pre-processing, save selected information, send the 

saved information and erase the sent data. 

To avoid affectations on the device store capacity, the app 

installed in the mobile phone will send the selected data just 

a few seconds after the data were saved; once the 

information be sent to the data center processing, this 

information will be eliminated from the device memory, to 

achieve a more efficient memory use. 

The operations committed with the spectrum monitoring 

assignment will consume extra energy; the goal is to get that 

this extra consumption be minimum. To get this reduction in 

the energy consumption, an algorithm is implemented to 

compute the data correlation between two consecutive 

samples obtained by each sensor, named as x(t) and x(t-1). 

In the Figure 3 is showed the flow diagram for this 

algorithm. 

 

 
 

Figure 3.  Monitoring process algorithm 

 

In the monitoring process, and to optimize the memory 

occupancy is needed to determine if the obtained 

information, x(t), is different compared with the previous 

saved saved, x(t-1) (to avoid redundancy). To implement  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

this evaluation, the correlation coefficient between these 

samples is calculated. If the correlation coefficient between  

the two samples is bigger than 0.5, then the system assume 

that the conditions in which the device are operating are the  

same and there are not changes about spectrum operation 

(i.e. same rate or same location); in this case, not new 

information is generated and just an update procedure is 

execute in the data center processing using the last 

information available (last sample saved). Otherwise, if the 

correlation coefficient is less than 0.5, then the sensed data 

in x(t) is defined as different compared with the previous 

sample saved in x(t-1), then the value in x(t) will be 

considered as new information as a consequence of a some 

changes in the operation conditions; therefore, x(t) will be 

saved and sent, in order to actualize the data base in the data 

center processing. Once the data was sent, it will be 

eliminated from memory as be stated before.  

Considering the before explanation, just new information 

will be collocated over the channel. With these scheme, 

there is a considerable reduction in the information amount 

sent by the wireless channel, achieving an improved in the 

spectrum efficiency. In the case for GPS sensor, the app 

read the accelerometer values, taking a sample each 5 

seconds to determine if the user is in movement or not. If 

there is some acceleration detected by the sensor, then it 

assume that the user is moving and a new location will be 

detected. 

One advantage of the spectrum monitoring using the app 

installed on the mobile device is that all the parameters 

defined to perform the monitoring process can be changed 

to obtain more or less sample rate for the data collected, in 

order to find the ideal values to get accurate measurements.   

To get a higher coverage area levels (more user using the 

app), the users must to obtain some benefits using it. Due 

that the system would provide valuable information for 

operators and Government, the business model must be 

contemplate an investment to offer some benefits to users.  

These paybacks could be free calls, others apps, new 

devices, etc. This is a key issue for the project. 

Users Location (Lat, Long) Power Rx 

(dBW) 

Rate (mbps) Call 

duration 

(secs). 

1 19.398936, -99.171843 -82.7 6.2 4.27 

2 19.583247, -99.236731 -75.89 1.3 1.8 

3 19.266798, -99.266567 -92.25 0.8 4.9 

4 19.599682, -99.227647 -88.9 5.7 8.96 

5 19.398517, -99.156978 -72.49 9.2 7.02 

6 19.520446, -96.92688 -89.92 3.7 2.95 

7 19.479021, -96.871948 -94.26 2.9 3.76 
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V. RESULTS 

For the pilot test, the app was installed in several smart 
phones and the users were monitoring while they were using 
their devices (voice or data). The data collected were: 
geographical location, power reception, data rate, and call 
duration. In Table 1 some results are showed. The mobile 
phones transmission were done using the GSM and LTE 
bands (800 and 1700 MHz), reporting an average rate of 3.3 
Mbps.  The information showed correspond a sample taken 
from the overall users registered in the data base; it means 
that the information was pre-processed and just the relevant 
data were sent and saved in the data base. The users in the 
test were distributed mainly in the metropolitan Mexican 
area (DF and Mexico State) and the Veracruz state. In the 
first case, there is metropolitan area, with a high user per 
area density; otherwise, for the second scenario we consider 
a low user density. The devices were identified by their IP 
(Internet Protocol) and their Mobile Identification Number 
(MIN). The test were running for about one week with a user 
average number of 150 users randomly distributed. The 
mobile users did not report any malfunction or some 
affectation over the device performance.  
 

With collected information by the GPS system, a report 
with coverage area are generated; in the Figure 5 are showed 
two users position in one minute interval, using the available 
samples in the data center processing.  
The final report can integrate the users per area and user per 
base station, among others data. 
The power reception is an average power over the time that 
the mobile is receiving information. The power reception and 
the data rate are important issues to evaluate the quality of 
service (QoS) offered. 
The sensors quality and the environmental interference could 
affect the information accuracy. To get a system error 
margin, the data collected and processed by the SMOPEC 
system, could be compared with the information obtained 
from past measurement campaigns stored in data bases.   
 

VI. CONCLUSIONS AND FUTURE WORK 

 
The SMOPEC project offer several opportunities. Regarding 
to the SMOPEC implementation, the software that manage 
the collected information can be installed with the operative 

system from factory. In this way, all the mobile phones will 
be able to be added to the mobile sensors network and 
consequently, more information will be obtained.  

For governments, this alternative brings some 
opportunities. An application can be developed to monitor 
the frequency bands dedicated to official and public services. 
Moreover, the application will send only the parameters that 
the authority decides. Thus, to prevent the key and sensitive 
information was exposed. 

Big Data algorithms can be used to process all the 
information and new opportunities can be developed. For 
example, in marketing areas, the user behavior and consumer 
habits would be predicted. 

In some cases, some interference signals were detected. 
In order to determine if these transmissions were done by a 
license transmitter, the information could be saved and 
compared with other interference signals captured before in 
the same geographical area. When these signals were highly 
correlated, the system could report as a probable illegal 
transmitter. The authority might compare the signal reported 
(magnitude and time), with the legal communications done 
in that area to determine if it was a license transmission or 
not.  
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Abstract— The aim of this study is to develop a gait assist 

system to lead users to energy-efficient walking. Energy 

consumption of walking is estimated by measuring both step 

length and stride frequency. Thus, in this paper, a test model 

to assist users based on measured step length and stride 

frequency in real-time is developed. Walking experiment is 

carried out and the validity of the proposed measurement 

method is confirmed. 

 
Keywords-energy comsumption; step length; acceleration 

sensor;  gyroscope; potentiometer . 

I. INTRODUCTION 

Walking is the most important means of migration and is 

subjected to study from many different perspectives for 

years. In particular, a large number of articles on energy 

consumption of walking are published in the world, some of 

which are included in [1] to [3]. In addition, Farris et al. [4] 

and Kobetic et al. [5] explain that walking assist devices are 

being developed. Most of these devices are still in the 

research phase, but some of them are in practical use; for 

example [6] introduces “Walking Assist Device with Stride 

Management system”, which is an assist device to reduce 

energy consumption. However, there still remains a difficult 

problem and that is the limitation on the gait of the user in 

calculating the step length only by hip joint angle. 

In this paper, we present an assist system using an inertial 

sensor in order to develop an assist device that can be 

adapted to a wide range of the gaits. 

In Sections 2 and 3, we explain the most appropriate 

relationship between step length and stride frequency, and 

present the method to measure them. After that, we present 

the test model that measures step length and stride 

frequency and could assist users in real-time in Section 4. 

Finally, in Section 5, we report the results of the verification 

of accuracy calculation method and measurement by test 

model.  

II. ENERGY CONSUMPTION OF WALKING 

Diedrich and Warren [1] and Molen et al. [2] show in 

Figure 1 that the energy consumption of walking is 

estimated by measuring step length and stride frequency. 

The most appropriate relationship between step length and 

stride frequency is computed from the following equation: 

ns 0063.0                                     (1) 

where s (m) is step length and n (steps/min) is stride 
frequency.  

Measurement tests were conducted using expiration gas 

analyser (PG-240) in order to determine the validity of the 

findings of [1] and [2]. Energy consumption of walking is 

measured changing stride frequency in different conditions: 

1. The subject walks at 3.0 (km/h), 2. The subject walks at 

6.0 (km/h). In addition, gait speed and stride frequency were 

determined by a treadmill and a metronome.  

 
 

Figure 1.  Verification of accuracy of  the findings of [1] and [2] 

 

In Figure 1, the green solid line indicates the most 

appropriate relationship between step length and stride 

frequency, and the red diamonds indicate energy 

consumption per unit distance (cal/kg/m). We can also see 

that the energy consumption of walking decrease when the 

relationship between step length and stride frequency is 

close to the green solid line. 
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III. MEASUREMENT OF STEP LENGTH AND STRIDE 

FREQUENCY 

In this study, step length and stride frequency are 

determined by joint angles while walking, and joint angles 

are measured by potentiometers and encoders (Figure 2). 

The model of lower limb and variables in calculation are 

shown in Figure 2.  

 

 
Figure 2.  Variables in calculating step length 

 

Walking cycle T(s) is easily determined because walking 

is a cyclic movement. Therefore, stride frequency is 

computed from the following equation: 

Tf 1                                         (2) 

Right stride is computed from the following equation: 

)sin(sin 112111 balals                       (3) 

where 1l (m) is thigh length, 2l (m) is lower length, 1a (rad) 

is hip joint angle, and 1b (rad) is knee joint angle. In 

addition, left stride is computed in a similar way. Then, an 

effect of twisting of the lower back is added. Finally, the 

step length is computed from the following equation:  

     121 essS                                (4) 

In addition, foot contact, which decides the timing of the 

calculation, stride frequency and an effect of twisting of the 
lower back can be determined by an inertial sensor on the 

lower back. 

IV. MECHANISM OF TEST MODEL 

Figure 3 is the test model that measures step length and 

stride frequency and could assist users in real-time.  

 

 
Figure 3.  Test model 

 

Motors with encoders were positioned on the axis of the 

hip joints for the purpose of measuring hip joint angles. 

Two potentiometers were positioned on the axis of the ankle 

joints for the purpose of measuring hip joint angles. An 

inertial sensor that has an acceleration sensor and a gyro 

sensor were positioned on lower back for purpose of 

measuring a longitudinal-direction acceleration value and an 

effect of twisting of the lower back. 

 
Figure 4.  Real-time control system using dSPACE 

 

Figure 4 shows the real-time control system. A PC is 

loaded with MATLAB/Simulink, a dSPACE data 

acquisition and real-time control system. The controller is 

designed in MATLAB/Simulink. Command torque is given 

to motor driver as analog signal. This system could measure 

step length and stride frequency and assist users in real-time. 

V. VERIFICATION OF ACCURACY OF CALCULATION 

METHOD AND MEASUREMENT BY TEST MODEL 

In order to confirm the validity of the proposed method in 

section 3, the accuracy of measurement was verified by 

using 3D motion analysis (Hawk Digital Real-Time 

System：Motion analysis). The results of the calculations 

and 3D motion analysis are compared. 

 

 
Figure 5.  Step length 

 

Figure 5 shows that the measurement error is 2.57(%) and 

standard deviation is 1.54(mm). The method that proposed 

had limitation of measurement accuracy. However, the 

results of calculation could be corrected by using the 

decided correction coefficient because standard deviation is 

very small. 

Measurement tests were conducted using the test model. 

First, the floor was marked at 1 meter intervals. Second, the 

subject walked using regular steps using the markers as a 

guide. The subject was asked to walk 5 meters in 5 steps. 

Third, the result of calculation was compared to the actual 

walking distance. 
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Figure 6.  Step length measurements by test model and tape pith 

 

Figure 6 shows that the measurement error is 12.4(%) and 

standard deviation is 12.6(mm). A main error source may be 

the walking movement misalignment between the 

potentiometers and legs. However, this result is positive 

because improvement of accuracy is expected by 

multiplying calculation result by calibration coefficient. 

VI. CONCLUSION 

In conclusion, a method for measuring step length and 

stride frequency was proposed and the test model that could 

measure step length and stride frequency, and assist users in 

real-time was developed. In addition, verification of 

measurement accuracy was conducted using the test model. 

The results show that the proposed method to determine 

walking efficiency was reasonable. In order to find out the 

optimal assist timing and the size of motors torque of this 

assist method, future experiments with the test model need 

to be conducted. 
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Abstract—The proliferation of smartphones has increased sig-

nificantly in recent years. Due to the availability of higher data 

rates, video content is increasingly being accessed via these de-

vices. Due to changes in media usage behaviour, companies are 

currently faced with the challenge of adapting their recruit-

ment activities to enable access via mobile devices and increas-

ingly to integrate multimedia and dynamic content. In view of 

the above, this study examines user reactions to the enhance-

ment of job ads with video content using a case study in a 

German job portal. The results of this study are promising and 

suggest that the integration of mobile video may be appropri-

ate to increase interest in job advertisements. In addition, ini-

tial findings for the design and integration of such recruiting 

videos can be derived. The limits of panel surveys, however, 

also became apparent and more extensive research will be re-

quired in order to be able to make general recommendations. 

Keywords-Mobile Recruiting; Mobile Video; Job Advertise-

ments; Video Enhanced Job Advertisements; Case Study. 

I. INTRODUCTION 

The adjustment of recruiting processes to changing mar-
ket conditions and potential candidates’ usage habits con-
stantly presents employers and operators of job portals with 
new challenges. One such challenge relates to the present-
day ubiquitous use of mobile devices such as smartphones 
and tablets. In the German market, more than 69 percent of 
Internet users were already accessing the Web using mobile 
devices in 2014. In the target group of 14 to 29 year old, this 
figure was even higher at over 75 percent [1][2]. The type of 
content consumed is also changing and the use of video con-
tent, for example, is steadily increasing. In Germany, almost 
every second Internet user (45 percent) aged 14 and above 
already accesses videos on the Internet at least once a week, 
while the usage rate among 14 to 29 year old is as high as 79 
percent [1]. Particularly, high growth rates are evident as far 
as the amount of video content being accessed via mobile 
devices is concerned. In the US, video consumption via 
smartphone in 2014 increased by 73 percent compared to the 
previous year [3]. For the European market, a recent study 
from 2015 concludes that already about 60 percent of those 
surveyed consume short videos on their smartphones on a 
daily basis [4].  

The need to integrate such developments ‒especially the 
shift in use to mobile devices‒ in corporate recruiting activi-
ties has been discussed for some time, also in international 

literature, under the name “Mobile Recruiting”. Accordingly, 
mobile recruiting can be defined as “… any organizational 
information provided for or delivered to a mobile device in 
order to attract and hire potential applicants and employ-
ees.”[5]. This implies continuous development and ultimate-
ly consistent mobile-optimisation in terms of technology, de-
sign and content of at least the central processing steps in the 
"recruiting funnel". For example, this could include the mo-
bile optimization of career websites and job ads or even the 
possibility to apply directly via mobile devices.  The ultimate 
goal of such development and optimization efforts would be 
to offer applicants a consistent and continuous „Mobile Can-
didate Experience”[6][7]. In addition to mobile-optimisation, 
the design of, e.g., job advertisements also needs to be 
adapted to the growing importance of dynamic and multime-
dia content. Accordingly, in a recent German study, more 
than 70 percent of the participating HR professionals as-
signed (high) importance to the integration of dynamic con-
tent such as recruiting videos in job advertisements. Besides 
written specifications, such as job description and profile re-
quirements, photos and recruiting videos were identified as 
being important content elements of future online job adver-
tisements [8]. A correspondingly comprehensive (mobile) 
recruitment strategy has, however, so far hardly been estab-
lished in practice. Moreover, there are still no systematic 
studies that deal with the aspect of the integration of video 
content in (mobile-optimised) online job ads. 

In view of the above, this study investigates user re-
sponse to video-enhanced job advertisements using the ex-
ample of a German job portal and the method of case study 
analysis. Currently available findings on the subject matter 
and relevant research are presented in Section II. The re-
search methodology is described in Section III and subse-
quently, in Section IV, initial findings based on the study are 
presented. The paper ends with a discussion of fundamental 
conclusions for practical application in Section V. Further-
more, this closing section contains a discussion of the limita-
tions of this study as well as the need for further research. 

II. RESEARCH BACKGROUND 

Initially, as the basis of our study and to define the re-
search needs, the status quo with regard to mobile recruiting 
and the integration of video content in job advertisements are 
investigated using the example of the German job market. 
Following this, there is a brief presentation of relevant re-
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search on mobile video to define the research needs and to 
set the boundaries of the research question. 

A. Status Quo 

According to a global recruiting study [9] in 2014 only 
30 percent (34 percent) of the recruiting decision makers 
stated that their company provides mobile-optimized job 
postings (career sites). This study focuses on the German 
market. While mobile recruiting in the form of mobile job 
search is already common practice, companies often still lag 
behind the applicants’ requirements in terms of what they 
offer. This is especially true for the consistent optimisation 
of the entire mobile recruiting process [10]. According to a 
recent study on the German recruiting market [11], nearly 40 
percent of job seekers in 2014 already used their 
smartphones to search for job vacancies. About 8 percent al-
so already apply via their mobile device. However, the opti-
misation of job-related content for mobile devices is still in 
need of improvement. According to the aforementioned 
study, about 70 percent of respondents report display issues 
on career websites when accessing them on their mobile de-
vices. With online job advertisements on company websites, 
this figure rises to 75 percent. In principle, companies have, 
however, recognised the shift in usage habits when searching 
for job-related information. In a recent survey of German 
companies from the year 2014, 78 percent of study partici-
pants stated that the increasing use of mobile devices will 
have a major impact on recruiting. Nevertheless, only about 
44 percent of the companies in this study reported that they 
provide a mobile career website. Similar to the aforemen-
tioned results of the global study, only about 31 percent of 
the companies in Germany mobile-optimised their job adver-
tisements [12]. Another study, in which the recruiting offer-
ings on the Internet of the 180 largest and most important 
employers in Germany [13] were examined, came to similar 
results. As shown in Figure 1, at the end of 2014, thus not 
even half of the companies included in the study provided a 
mobile career website, only 30 percent offered potential can-
didates mobile job advertisements and just one in ten com-
panies offered the option to apply via a mobile device. 

48%

35%

30%

11%

0% 20% 40% 60% 80% 100%

Mobile Career Website

Mobile Job Board

Mobile Job Advertisement

Mobile Application

Percentage of Companies
 

Figure 1.  Mobile Recruiting Offerings in Germany [13] 

Overall, job seekers in Germany still have to deal with 
recruiting offers which leave considerable room for im-
provement with regard to its mobile optimization. Therefore, 
many companies still need to improve the mobile experience 
by implementing new technologies, e.g., responsive design, 
to adapt their recruiting offerings to touch screens, small 

screen sizes and other characteristics and limitations of mo-
bile devices. However, as mentioned above, companies are 
already encountering new challenges when adapting to the 
increased use of dynamic contents such as recruiting videos 
in job advertisements. As Figure 2 shows, only 10 percent of 
the companies in the study integrate job-related videos in 
their online job ads. Furthermore, mobile-optimised video 
job advertisements are used by just eight percent of these 
companies [13]. 
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Figure 2.  Implementation Status of Recruiting Videos in Germany [13] 

Usage statistics of relevant YouTube channels confirm 
the increase in user demand for access to recruiting videos 
via mobile devices. According to the German job portal 
Jobstairs, in mid 2015 an average of 35 percent of recruiting 
videos on the Youtube channel were already being accessed 
via mobile devices. In a pilot study with mobile-optimised 
video-enhanced job ads, mobile access rates were as high as 
40 percent [14]. Against this background, this paper focuses 
on video-enhanced job advertisements as a next level of mo-
bile recruiting. 

B. Related Work 

A number of research studies can already be found on the 
structure and content of job advertisements. Relevant arti-
cles, however, often concentrate on the content analysis of 
these ads to identify requirements and characteristics in 
terms of job descriptions or professional fields [15][16][17]. 
A closer focus on requirements, usability aspects and design 
principles specifically of mobile job advertisements can be 
found in [7][18]. In these papers, however, specific aspects 
of the integration of video content in job advertisements have 
not yet been considered. The issue of mobile video has, 
however, already been investigated more comprehensively in 
papers dealing with the topic separately from the context of 
job advertisements and recruiting. These include various 
analyses dealing with the aspects of technical implementa-
tion of mobile video services or the perception of their quali-
ty and their market perspectives [19][20][21]. Research can 
also be found which deals with the use of (mobile) video for 
marketing and advertising purposes [22][23]. This research 
offers few findings with regards to the integration of recruit-
ing videos in job advertisements. To our knowledge, the im-
portance and the benefits of video-enhanced job ads have 
thus not yet been examined in any research papers. More 
specific recommendations on the content and user-oriented 
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design of video-enhanced job ads in the context of stationary 
and mobile use are also nowhere to be found. In view of the 
above, this study attempts to present initial findings to close 
this research gap. The focal point of the investigation in this 
case is the examination of user reactions that arise when pre-
sented with video-enhanced jobs ads. 

III. APPROACH 

The placement of video content in mobile job ads repre-
sents a very specific application of mobile video. In order to 
investigate the potential of enhancing mobile job ads with 
recruiting videos appropriately, the analysis must be applied 
to suitable applicant target groups. Not only do these target 
groups need to match the requirements for the advertised job, 
they must also be interested in applying for the position. In 
light of these facts, it can be assumed that limited findings 
regarding interest in and reception of video content in job 
ads, can be obtained by using a standard online survey and a 
fictitious job ad. 

For this reason, this study is based on an analysis of real 
job ads that were posted on the German job portal Jobware. 
A systematic variation of characteristics of the job ads was 
therefore not possible. However, the case studies provide 
first insights into the interest in and the reception of video-
enhanced (mobile) job ads. As a first step, three companies 
were recruited as partners that agreed to integrate recruiting 
videos in their job ads and to permit the analysis of usage 
data. These were businesses ranging from a medium-sized 
“hidden champion” to a major global player. Basic character-
istics of these companies, which cannot be named directly 
due to the confidential nature of the study, and of the videos 
used, are shown in Table I. 

TABLE I.  CASE STUDY RECRUITING VIDEO CHARACTERISTICS 

 Video 1 Video 2 Video 3 

Industry Electronics Insurance Automotive 

Enterprise Size 

(Employees) 
~ 14.000 ~ 147.000 ~ 280.000 

Enterprise 

Reputation 

Hidden 
Champion 

Blue 
Chip 

Global 
Player 

Position Engineer IT-Trainee Engineer 

Video-type Job-related Job-related Image Video 

Length 1:59 min 1:46 min 7:02 min 

 
The differences in the type and length of the video are 

due to the fact that only two of the companies provided or 
produced a job-related video for the study. In the case of the 
third company, an existing recruiting/image video was used. 
Due to the cooperation with the job portal, it was possible to 
carry out four different sub-analyses for each of the job ads 
described: 

 Job Ad Analytics: The statistics on retrieval of the 
job ad in the job portal form the basis of the subse-
quent analysis steps. 

 Video Analytics: In addition to the number of video 
views, the system could also detect how often each 

video was watched up to 25%, 50%, 75% or up to 
the end. 

 Online Questionnaire: After exiting the video in the 
job ads, users of the job portal were asked to volun-
tarily fill in a short questionnaire. 

 Online Panel: A survey was carried out in an online 
panel outside the job portal. 

In the online panel, participants were asked to select one 
of the three jobs in accordance with their areas of interest 
and to fill in a questionnaire after viewing the accompanying 
videos. The results of the panel survey were intended to sup-
plement and verify the previously obtained responses given 
by job seekers in the job portal. 

IV. RESULTS 

After recruiting the cooperation partners, the video-
enhanced (mobile-optimised) job ads were posted on the job 
portal. The data for the job ads on the job portal was ac-
quired for the period May 25th to June 22nd, 2014. The pan-
el data were collected between June 20th and 27th, 2014. 
Table II shows the views of the job ads included in the study. 
The number of visitors to each job advertisement shows that 
the number of views significantly varies according to the size 
of the associated company. Presumably this is also an ex-
pression of either the company's prominence or the attrac-
tiveness of the position. Surprisingly, however, the click-
through-rate from the job ads to the companies’ career web-
sites and application forms varied considerably. The click-
through rate from the job ad to the career website of the less-
er known company (“hidden champion”) was almost three 
times as high as that of the global player. Furthermore, the 
click-through rate to the application form was more than 
twice as high for the hidden champion. Target groups and 
advertised vacancies in job ad 1 and job ad 3 were similar. 
The differences in click rates could therefore be seen as a 
first indication that job ad 1 was more able to arouse interest 
in not only the company but also applying for the job. 

TABLE II.  JOB ADVERTISEMENT ANALYTICS 

 Job Ad 1 Job Ad 2 Job Ad 3 

Job Ad 

Visitors 
182 263 287 

Click-through 

Rate (Clicks) to 

Career Website 

15% 
(28) 

8% 
(21) 

5% 
(13) 

Click-through 

Rate (Clicks) to 

Application Form 

19% 
(35) 

10% 
(25) 

8% 
(22) 

 
When analysing the video views shown in Table III, a 

similar picture emerges. The hidden champion’s video 1 had 
by far the highest play rate and was played during almost 
every tenth view by the users of the job portal. The differ-
ence is even more significant when considering the extent to 
which the video was actually played. Although approximate-
ly 24 percent of viewers discontinued video 1 a quarter of the 
way through, this discontinuation rate is nearly 63 percent 
for video 3. Only about 17 percent watched video 3 to the 
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end, whereas 56 percent of the viewers did so with video 1 
and 42 percent with video 2. Here, the length of the video is 
likely to have had a significant effect. Both videos 1 and 2 
were under 2 minutes while video 3 ran over 7 minutes. It is 
also interesting that although the two videos of companies 1 
and 2 were similar in length and both job-related, they were 
played at very different rates of frequency. This could indi-
cate that videos with job-related content and those with com-
pany-related content arouse different levels of interest or of-
fer varying levels of benefit. As already mentioned, company 
1 is not a very well-known company, while company 2, as a 
blue chip, is likely to be known by almost all the applicants. 
Thus, this may mean that applicants could have a higher 
need for information in the case of company 1. 

TABLE III.  RECRUITING VIDEO ANALYTICS 

 Video 1 Video 2 Video 3 

Play Rate (overall) 9.5% 2.5% 2.2% 

Completion Rate (minimum played video length) 

25% 23.9% 35.8% 62,7% 

50% 8.5% 13.4% 16.9% 

75% 11.3% 9.0% 3.4% 

100% 56.3% 41.8% 16.9% 

 
As mentioned earlier, an online questionnaire was im-

plemented within the job portal, which could be answered 
voluntarily on exiting the job ad. However, the job seekers’ 
willingness to participate was very low (job ad 1: 15; 2: 22; 
3: 12). In addition, the participants did not always answer all 
the questions in the questionnaire. In total, the questionnaire 
included five questions. The participants were first asked 
whether they had even watched the video in the job posting 
(Job ad 1: 87%; 2: 68%; 3: 75%). Those that viewed the vid-
eo were then asked about the authenticity and quality of the 
video. In addition, they were asked whether the video pre-
sented a better picture of the job and whether they generally 
considered videos in job ads to be useful. In this case, the 
respondents could answer in the form of a 5-point Likert 
scale (degrees of agreement). The results of this online sur-
vey are shown in Figure 3.  
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Figure 3.  Jobportal Results on the Online Questionnaire 

 

Of particular note is the fact that the results are very simi-
lar for the job-related videos 1 and 2. Only the quality of 
video 2 is rated as being significantly higher than that of vid-
eo 1. The ratings for video 3, which, in contrast to the other 
two, was a recruiting video more focused on image and em-
ployer brand, are however significantly different. Despite 
high quality ratings, the authenticity was rated as very low 
and the job seekers were not able to obtain a better picture of 
the advertised position. We can therefore assume that the 
added value of this video in the job ad was perceived as ra-
ther low, which may have also had an effect on the otherwise 
high rating of the fundamental usefulness of videos in job 
advertisements. 

A final survey within an online panel with a total of 100 
participants was intended to obtain additional information on 
the reception of the recruiting videos in the job ads and also 
to verify the results of the online questionnaire within the job 
portal. As a first step, the survey participants were asked to 
choose a suitable job advertisement and subsequently asked 
whether the video had also been viewed. The play rate iden-
tified here (video 1: 31%; 2: 32%; 3: 19%) turned out signif-
icantly higher than in the video analytics of the job portal, 
which is probably due to the test situation. Nevertheless, we 
can see here again that video 3 was accessed much less often. 
Subsequently, those who had not watched the video were 
asked for their reasons. In Figure 4, we can see that the im-
portance of the reasons is similar across all the videos. The 
most common reason given was that the video had not been 
seen or found. Therefore, references to the video as well as 
its positioning in the ad must be improved. In this regard, 
only the visibility of the video in job ad 2 is better.  
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Figure 4.  Panel Results on the Reasons for Not Watching the Video 

 
With regards to the reasons for discontinuing viewing, 

the study participants’ presumptions of product advertising 
in the hidden champion’s job ad and of non-relevant content 
in the global player’s job ad turned out to be below average. 
This is likely to be connected to the differences in terms of 
(brand) awareness. 

Finally, three of the questions already contained in the 
online survey on the job portal were posed to the participants 
of the panel survey. It should be noted that all participants in 
the panel survey (job ad 1: 35; 2: 34; 3: 31) were asked to 
watch the video in the job ad in order to answer these ques-
tions. The results of this survey are shown in Figure 5. The 
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question on the subject of quality was no longer asked as no 
additional findings were expected in the test situation of the 
panel. Overall, the results of the panel survey were rather 
disappointing and characterised by a significantly lower 
range of variation and less clear statements than the results of 
the online survey on the job portal. On the one hand, this 
could be due to the fact that the panel participants were ran-
domly selected for the survey. Although screening questions 
were asked on the field of study and other socio-demo-
graphic characteristics, the respondents were not directly in 
the process of looking for a job. 
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Figure 5.  Panel Results on the Questions of the Online Questionnaire 

 
Additionally, in the second part of the survey, partici-

pants were prompted to look at the job ad regardless of inter-
est. Thus, brand awareness or the professional appearance of 
the video may have played a role in the evaluation, rather 
than applicant-specific information needs. 

V. CONCLUSIONS 

The current shift in Internet usage from stationary to mo-
bile devices is a major challenge to companies to adapt their 
offerings in the area of e-recruiting. Online job ads, career 
websites and application management systems have to be 
optimised for access via mobile devices. While this initially 
affected primarily the presentation and layout of the user in-
terface design, employers must now also increasingly adjust 
the content design of their offers. The integration of recruit-
ing videos in job ads, for example, is a possibility here. Es-
pecially, when considering that many job seekers are now 
accessing the information via mobile devices, video will al-
low the presentation of more complex content and context in 
a mobile friendly manner. In this study, the integration of 
such videos in job advertisements was systematically inves-
tigated. As a result, in particular the following findings can 
be noted: 

 Usage: Applicants generally consider additional vid-
eo content in job ads useful. In the study, however, 
click rates of under 10 percent were identified. 

 Video duration: The length of the videos should be 
less than two minutes. Longer videos lead to signifi-
cantly higher discontinuation rates. 

 Video content: Job-related videos that convey an au-
thentic picture of the advertised vacancy are prefera-

ble to general corporate image videos and content re-
lated to employer branding. 

 Embedding: The videos should be directly referred 
to in the job advertisement, also in order to clearly 
differentiate them from other advertising. Videos 
must be positioned directly in the job advertisement 
to make them easy to find. 

 
Based on the results of this study, we can also assume 

that especially lesser known companies could benefit from 
video integration. While applicants probably already have 
some knowledge of companies with a well-known employer 
brand, lesser known employers can convey this information 
via an appropriate video. 

The generalisability of the findings of the present study is 
limited. Firstly, the fact that the investigation was carried out 
as a case study is significant, as only three different job ads 
could be investigated and interventions in the ads were lim-
ited to the integration of the video. Furthermore, the system 
was not yet able to determine the share of observations di-
rectly attributable to mobile access. Such enhancements in 
the analysis should accordingly be the subject of further re-
search. This could be done, for example, on the basis of 
structured A/B testing. The results of the panel surveys show 
that an integration of the analysis in real job portals is prefer-
able in order to evaluate the attitudes and behaviour of real 
job seekers. In addition, differences in the content reception 
of video content in stationary and mobile contexts should be 
examined in further studies. Important insights could also be 
derived from such studies as to how the design and the con-
tents of recruiting videos can be suitably adapted to mobile 
usage situations. 
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Abstract— Product information is important for companies’ 

employees and customers and thus, for the companies’ overall 

success. There is the need to manage and represent complex 

product information in a way that addresses different user 

capabilities and perspectives because individuals may have 

different information needs and different perspectives on 

product information. This paper describes the idea that 

product information can be represented and managed user-

oriented with the help of semantic technologies. 

Keywords-product information management; user-

orientation; semantic technologies. 

I. INTRODUCTION  

Today, business transactions, including business 

processes and acquisition of data, are almost entirely 

electronic in nature. With regards to product information, 

enterprises are faced with the challenge of how to handle 

more and more information about products [1]. Adding to 

the challenge is customer demand for mass customization. 

This requires the management of even more information 

about relations between product parts and product features. 

Information systems may help to reduce the complexity of 

product information for users, but for this the information 

systems need functions based on specific technologies. 

Accordingly, this paper describes the idea of representing 

and managing product information user-oriented with the 

help of semantic technologies. In Section 2, product 

information management (PIM) as a part of enterprise 

information technology will be described. Section 3 shows 

challenges for companies that want to apply PIM. The idea 

of using semantic technologies for PIM will be discussed in 

Section 4. Finally, Section 5 describes the approach of how 

to develop a solution. 

II. PRODUCT INFORMATION MANAGEMENT 

Internally, information about products is not always 

consistent. Product information is created by specialized 

departments, or its employees, which have different 

perspectives on information [2]. Also, product information 

is created outside of a company, managed, passed on and 

taken over both by other companies, e.g., suppliers, 

manufacturers and by individuals like customers [3]. If a 

company stores and manages the different information about 

products in a central and media neutral way, the expense of 

maintaining, searching for and presenting product 

information can be reduced significantly [4]. Thus, the 

company will also able to reuse product information 

consistently in different departments. Furthermore, 

consistent product information can reduce the number of 

customer requests and wrong orders and deliveries. 

The establishment of electronic business processes 

brought a number of improvements for companies, e.g., 

automatic handling of purchasing and selling products. 

Therefore, data and information about products are almost 

exclusively managed in companies’ information systems 

[5]. That being said, not all information systems have the 

ability to fully encompass the PIM needs of a company. For 

example, Enterprise Resource Planning (ERP) systems are 

set up to represent all business processes of a company in 

order to increase the overall cost-effectiveness [6]. Often, 

ERP systems do not include product marketing descriptions, 

product pictures or complementary technical product data. 

Additionally, there are a number of other types of 

information systems, with which product information can be 

managed, e.g., Content Management Systems or Customer 

Relationship Management Systems. Finally, PIM systems 

provide centralized and media neutral data storage, data 

management, and data output of product information [7]. 

PIM systems offer a number of functions, which enable 

companies to use product information consistently inside 

and outside of the company. For instance, PIM systems can 

assist companies and employees with product classification, 

translation management, media asset management and data 

output to different media (e.g., print catalogue, technical 

data sheets, online shop, or other third-party systems) [4]. 

III. CHALLENGES 

One challenge for managing product information is 

ensuring a consistent description and interpretation of 

product information by users [8]. Therefore, it is necessary 

to implement syntactical, as well as semantical restrictions 

or defaults to avoid redundant statements or wrong 

interpretations. Another challenge is to capture and 

represent complex product information, e.g., relations 

between products or product features. When composing a 

configurable product it has to be taken into account that 

selecting a certain product feature may exclude other 

product features. This information is essential for 
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employees, who are responsible for maintaining product 

information but also for customers, who want to configure a 

product or satisfy their information need. Accordingly, it is 

necessary to capture, manage and present the information in 

a clear and easy to understand manner. PIM systems are 

often advertised as being able to manage a large variety of 

relations between products and product features. Also, they 

should be able to present the products and relations between 

product features in different media easily. This shows that 

there might be alleged solutions already with which product 

information can be gathered and displayed in individual 

formats. However, it is unclear, on which technology and 

approaches the providers are basing their PIM systems. 

Also, it has not yet been analyzed whether existing solutions 

take different user perspectives into account and if they do, 

how satisfying are they. 

IV. SEMANTIC TECHNOLOGIES 

The use of semantic technologies, when creating and 

representing information and relations between concepts, 

can help interpret complex information by identifying the 

corresponding context. Semantic technologies can make it 

easier to understand the meaning and purpose of complex 

concepts as well as share knowledge for humans and 

machines [9]. For PIM, semantic technologies can be based 

on simple approaches like glossaries (lists of words and 

their definitions), taxonomies (hierarchies for terms) and 

thesauri (relations of similarity and synonyms) to avoid 

syntactical and semantic problems when creating and 

interpreting product information. Approaches with more 

semantic richness are topic maps [10][11] and ontologies 

[12]. Besides describing product information these two 

semantic technologies can be utilized to also capture and 

represent the relations and connections to other products, 

product components, product features and further product 

information. With ontologies it is also possible to represent 

rules which are associated with the relations mentioned 

before. Hepp [13] and Brunner et al. [14] are examples for 

describing and linking products and services with the help 

of ontologies. 

Normally, the complex labels and structures of semantic 

technologies are created with complex tools (high range of 

functions, programming skills necessary). It cannot be 

expected that users, who are responsible for maintaining 

product information in a company, are able to easily 

understand and utilize these structures and tools. Even more 

problems can arise when a user has to modify or customize 

the structures of the implemented semantic technologies. 

For example, when a product taxonomy has to be modified, 

because product lines are merged. Thus, a user not only has 

to get to know the tool for modifying but also has to 

understand structures and relations of a product taxonomy. 

Only then will the user be able to make useful modifications 

without causing errors, inconsistencies or contradictions. 

This shows that employees and customers can handle 

complex product information more easily if structures and 

relations of semantic technologies for PIM are represented 

in an understandable and user-oriented way. 

V. APPROACH 

The idea of this paper is to utilize the concept of 

semantic technologies for user-oriented representation and 

management of product information. First step will be a 

literature review to provide an overview of the current 

concepts in research and the research needs in the context of 

user-oriented representation of complex product information 

and semantic technologies. Also, companies using PIM will 

be interviewed for user requirements analysis. Next steps 

will be to develop a method and a software prototype to 

support user-oriented PIM. This method and prototype will 

be evaluated with the help of companies using PIM. 
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