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Forward

The Fourteenth International Conference on Advances in Human-oriented and Personalized
Mechanisms, Technologies, and Services (CENTRIC 2021), held on October 3 - 7, 2021 in Barcelona,
Spain, addressed topics on human-oriented and personalized mechanisms, technologies, and services,
commonly known as I-centric.

There is a cohort of technologies that favored the so called “user-centric” services and
applications. While some of them reached some maturity, others are to prove their economics (WiMax,
IPTV, RFID, etc). The human-oriented and personalized technologies and services rely on a key set of
features, some to be deployed, others getting more mature (personal profiles, preferences, identity,
proximity, personal devices, etc.). Following, advanced applications covering human related activities
benefit from personalized and human-oriented networks and services, especially preventive and
personalized medicine, body networks and devices, or anticipative systems.

The conference provided a forum where researchers were able to present recent research
results and new research problems and directions related to them. The conference sought contributions
presenting novel result and future research in all aspects of user-centric mechanisms, technologies, and
services.

Similar to the previous editions, this event continued to be very competitive in its selection
process and very well perceived by the international community. As such, it attracted excellent
contributions and active participation from all over the world. We were very pleased to receive a large
amount of top quality contributions.

We take here the opportunity to warmly thank all the members of the CENTRIC 2021 technical
program committee as well as the numerous reviewers. The creation of such a broad and high quality
conference program would not have been possible without their involvement. We also kindly thank all
the authors that dedicated much of their time and efforts to contribute to the CENTRIC 2021. We truly
believe that thanks to all these efforts, the final conference program consists of top quality
contributions.

This event could also not have been a reality without the support of many individuals,
organizations and sponsors. We also gratefully thank the members of the CENTRIC 2021 organizing
committee for their help in handling the logistics and for their work that is making this professional
meeting a success.

We hope the CENTRIC 2021 was a successful international forum for the exchange of ideas and
results between academia and industry and to promote further progress in personalization research.
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Abstract—Conversational user interfaces (CUIs) such as 

chatbots and voice assistants are increasingly used to deliver 

services not just in industry but in government. Therefore, it is 

increasingly important for CUIs to provide good experiences 

for constituents with diverse backgrounds and abilities. 

Existing research on CUI personality focuses on engaging 

typical target users. Synthesizing existing literature on CUI 

personalities with principles for inclusive design, we discuss 

how to design CUI personalities that provide good experiences 

for diverse users. Key considerations are to consider the user’s 

unique situation, their expectations and preferences toward 

technology, and their purpose in using the technology. Our 

intent is to identify challenges for future research and to move 

towards a set of guidelines for inclusive CUI design. 

Keywords- chatbot; personality; inclusive design; equitable 

design; cross-cultural design; accessibility. 

I. INTRODUCTION 

Conversational User Interfaces (CUIs) such as text-based 

chatbots and voice-based assistants have become a popular 

solution for commercial services and are increasingly used 

to deliver government services as well. While companies are 

motivated to design CUI personalities that reflect their 

brands and engage target customers, government services 

must be accessible to all constituents. Therefore, in this 

discussion, we go beyond the question of how to craft a CUI 

personality that relates well to users: We focus on how to 

craft a CUI personality that relates well to diverse groups of 

users with disparate needs, wants, and expectations. In other 

words, how does a CUI’s personality include or exclude 

sections of the population, and what research questions 

should be answered to ensure CUIs do not unintentionally 

alienate the people being served? 

Some existing research explores how a CUI’s content and 

interface should account for diverse needs, often by 

adapting existing web content standards to the complexities 

of CUIs [1][2]. These include standards for fonts and colors 

on the screen, reading level for text content, how elements 

can be navigated on a webpage, and how they should be 

labeled and placed. However, existing standards do not 

explicitly address the novel problem space of artificial 

personality. 

In this paper, we bring together research on CUI 

personality with principles for inclusive design and 

introduce topics to consider when designing inclusive CUI 

personalities. Our goal is to take a step towards guidelines 

for CUI personalities that serve all people. 

Section II introduces inclusive design principles and CUI 

personality and describes how the former can be applied to 

the latter. Section III discusses some of the challenges 

involved in designing CUI personalities that satisfy 

inclusive design principles. Section IV offers 

recommendations to help manage those challenges. Section 

V concludes the paper. 

II. BACKGROUND 

A. Inclusive Design 

Inclusive design is an approach seeking to ensure all can 

access and are included in the design and outcome of a 

service or product. This perspective encompasses ability, 

age, gender, culture, ethnology, race, socioeconomics, 

power, and vulnerability, among other characteristics. 

Inclusive design practitioners are expected to investigate 

their own biases, hire diverse teams, and consider “design 

for/with/by” approaches to process. Using design tools, 

frameworks, language, and processes that are accessible and 

inclusive is a key tenet of inclusive design. At the start of a 

project, it is a best practice to define a list of who the 

outcome may exclude, then use that to guide decision-

making. Being mindful of who is included or excluded is a 

key guidepost. 

In service of inclusive design, it is helpful to take a 

“design by” approach, bringing the service consumer into 

the design of outcomes. Hiring for lived experience is a 

tremendous asset to bringing awareness to inclusive 

processes. Design workshops that bring consumers into the 

design and development processes are incredibly valuable in 

ensuring outcomes serve diverse audiences. 

Government services are especially relevant for inclusive 

design due to the range of experiences served. Where else 

does a service have an audience with such diversity in 

geography, culture, economics, ability, etc.? Most 

commercial products are willing to exclude those with low 

incomes, yet those are some of the critical users for whom 

government services may be a matter of life or death. Many 

government agencies already use CUIs to deliver or 

supplement key public services [3]. 
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B. CUI Personality 

Personality for CUIs, in a broad sense, is a topic of 

interest for researchers and industry. Personality shapes a 

CUI’s response content, either by carefully designing each 

piece of content [4] or by training the CUI’s language model 

on a particular data set [5]. Web-based CUIs often have a 

visual component like a headshot that can reflect a particular 

kind of personality. When considering voice-based systems, 

different voice types can similarly reinforce different kinds 

of personalities [6]. Some industry experts offer strategies 

for how to design CUI personalities. These include 

identifying personality traits the CUI should have, which 

can be based on established models of personality [7] or 

brand values [8]; and identifying kinds of people to use as 

models for the CUI’s behavior. Persson et al. [9] refer to 

these two strategies as trait schemas versus social role 

schemas; though it is possible to use both together, for 

instance as recommended by Google [10] when developing 

for Google Assistant. 

C. Application of Inclusive Design to CUI Personality 

Community experts provide six Inclusive Design 

Principles [11]; here, we give examples to illustrate their 

applicability to CUI personality. As we discuss challenges 

in this paper, we will refer to the principles most applicable 

to each. 

1. Provide comparable experience: A CUI should 

use simple straightforward language so that 

people who cannot fluently read the CUI’s 

language can complete tasks with success 

similar to those who can. 

2. Consider situation: A CUI should use empathy 

if users are likely to be under pressure. 

3. Be consistent: A CUI should adhere to familiar 

conversational conventions, such as Grice’s 

maxims (see [12]). 

4. Give control: A CUI should give the user plenty 

of opportunities to steer the conversation. 

5. Offer choice: A CUI should be responsive to 

different language styles and registers. 

6. Prioritize content: A CUI should convey only 

content most relevant to the conversation topic 

so the user can stay focused. 

7. Add value: A CUI should not engage in talk or 

offer conversation paths that do not improve 

user experience or satisfaction. 

 

III. CHALLENGES FOR INCLUSIVE CUI PERSONALITIES 

A. Grace, Respect, Empathy, and Mindful Language 

What sort of personality will best serve the user’s 

purpose and scenario? That is likely to vary depending on 

the individual’s perspective, which may itself vary based on 

culture, gender, age, ability, or any of several factors. To 

bring grace, respect, and empathy to the CUI personality, 

the design team must conduct inclusive research with a 

broad range of human experience to design mindful, 

effective (and possibly affective) conversation. 

Empathy can improve adoption of CUIs and improve 

human mood [13][14]. However, inaccurate empathy such 

as unmerited sympathy can decrease the user’s trust [15]. 

Consider how a person’s background may influence the 

perception of personality, and how that might impact the 

acceptance of a CUI. Taking a casual tone may be perceived 

as disrespectful or create comfort; using dark humor could 

build rapport or offend; over time the bot’s personality 

could adapt to the relationship’s evolution or maintain a 

purely transactional perspective, depending upon the goal of 

the CUI service and user needs.  

Follow the Inclusive Design Principles, “provide 

comparable experience,” “consider situation,” “be 

consistent,” “give control,” “offer choice,” and “add value.” 

B. User’s Self-Identification 

Imagine, if you will, that a CUI refers to you regularly as 

a different gender than you identify as, or refers to abilities 

that you do not have; how would you feel? An individual’s 

identity is a personal statement reflecting their history, 

experience, values, and mission. How might a CUI welcome 

the full range of human identity, which may vary in 

language, lingo, tone, and even code switching? 

When designing a CUI’s personality, the development 

team should be aware of any biases and stereotypes 

informing the design and how this could interact with users’ 

self-identification. For instance, a digital assistant modeled 

after a young female secretary might appeal to certain users 

but offend others [16]. 

Follow the Inclusive Design Principles, “consider 

situation,” “give control,” and “offer choice.” 

C. User’s Situation and Mood 

There are situations that may be particularly stressful for 

people, such as navigating an unfamiliar city. Google Maps 

anticipated this by offering character voices such as Morgan 

Freeman or Santa Claus, which can defuse tension. 

Additionally, conversations between passengers and drivers 

tend to be simple and concise to account for their divided 

attention [17][18]. 

The user’s mood, like situation, affects conversational 

priorities. While an impatient user needs answers quickly, 

other users might appreciate additional content 

acknowledging their emotional state, such as potential 

targets of fraud [19]. 

Follow the Inclusive Design Principles, “consider 

situation,” “be consistent,” and “prioritize content.” 

D. Politeness 

What level of formality and politeness should a CUI 
show its human user? The wrong level of politeness in 
language and behavior can easily offend or annoy, such as 
over-politeness among friends or rudeness among 
acquaintances. 
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Politeness theory distinguishes between positive and 
negative face. Positive face can be thought of as the desire 
for affirmation and acceptance, while negative face can be 
thought of as the desire to maintain personal autonomy. 
Polite language such as “if you don’t mind” appeals to 
negative face, allowing room to politely refuse [20]. 
However, politeness is more than specific phrases. It is 
important to identify the range of face needs for the CUI’s 
intended users. Someone reporting a scam may feel ashamed 
of having been fooled. The CUI can consider the user’s 
positive face by showing empathy and understanding [19]. 
Meanwhile, technological assistants for people with 
disabilities need to consider negative face and assist only as 
needed and requested [21]. 

Humans expect the politeness of an interaction to be 
appropriate to the social relationship between the two parties 
[20]. Therefore, it is important to ask first whether users are 
likely to approach the CUI as a social partner, and if so 
whether the CUI is viewed as a close peer or as a formal 
representative of some organization.  

Follow the Inclusive Design Principles, “consider 
situation,” “give control,” “offer choice,” and “add value.” 

E. Different Interaction Styles and Preferences 

When speaking with CUIs assisting with chronic disease 

management, patients preferred different healthcare 

provider interaction styles, such as paternalistic, 

informative, and deliberative, based on their ages and the 

nature of their disease [22]. In domains like healthcare that 

have clear taxonomies of interaction styles, CUI designers 

need to determine what user attributes will influence their 

preferences, or simply test a range of interaction styles with 

a large representative sample of target users to understand 

which are preferred. 

Follow the Inclusive Design Principles, “consider 

situation,” “give control,” “offer choice,” and “prioritize 

content.” 

IV. RECOMMENDATIONS FOR INCLUSIVE CUI 

PERSONALITIES 

A. Know Your Users, and Be Aware of Who You Are 

Including and Excluding 

When designing a CUI, understand your audience 

through user research, interviews, and contextual inquiry. 

Some teams document a list of those they are willing to 

exclude (for example, users of Internet Explorer 7 since it is 

well-past the sell-by date) and keep the list in mind 

throughout the design and development to guide decision-

making. Providing a text-based chatbot along with any 

audio is a way to be inclusive of those with hearing 

considerations. For Veteran survivors of military sexual 

trauma, future research may reveal that some personality 

features may be too “soft” and make the Veteran feel they 

are not understood. Get to know your audience, and provide 

personalities that suit their needs. 

B. Offer a Range of Personalities for a Range of People 

Offering a selection of personalities is one avenue that 

some interfaces offer. For example, Siri offers a selection of 

voices, as well as languages from a range of countries and 

regions. Each has a slightly different personality, and some 

users select their language from a particular region because 

of the personality they associate with it, such as a U.S. user 

choosing a U.K. accented voice. Microsoft’s Clippy virtual 

assistant evolved to offer alternative avatars with different 

personalities. An important rule of thumb, though, is: “No 

matter what you choose, avatars won't cure bad interactions. 

Just ask Clippy” [23]. In other words, personality choices 

must be targeted and not just for the sake of variety. 

C. Make Sure the Bot’s Personality Enhances Its Purpose 

Understanding the user’s purpose is key in designing 

suitable services. Depending on the audience, the bot may 

need to be formal or casual; humor and even conflict may be 

used to provoke critical thinking, such as with “Bots of 

Conviction” [24]. In this case study, the bot asked the user if 

they would bury their loved ones beneath their bed. Users 

generally were surprised, which allowed the bot to reveal 

that in some ancient cultures they did this to keep their 

loved ones close. The bot’s personality is confidently of 

another culture, eliciting discourse and reflection. In helping 

Veterans ready for life after active duty, a bot may need to 

be both compassionate and challenging, as it reminds users 

to go to training, submit forms, and attend to other tasks. In 

contrast, the Amazon customer service bot is friendly, 

upbeat, and apologetic as it addresses customer service 

issues. If it took a humorous approach, that would likely 

offend some customers already upset about a product issue. 

D. Understand Users’ Tendency to Anthropomorphize 

Some of the challenges mentioned in this paper depend 

on whether users are likely to view the CUI as a social 

partner or a transactional means to an end. Factors affecting 

a user’s tendency to anthropomorphize technology include 

age, gender, computer anxiety, and need for interaction [25]. 

Users likely to anthropomorphize CUIs can be expected to 

appreciate social conventions such as appropriately polite 

and empathic language. 

E. Involve Diverse People in the Development Process 

Because people from different cultures and backgrounds 

have different expectations for conversations, the surest way 

to accommodate a range of people is to involve them in 

product design and testing. Politeness conventions, for 

example, differ between individualistic and collectivistic 

cultures [26]. 

Radar Pace, a virtual coach developed by Oakley and 

Intel, adjusts its personality by locale. In Spanish-speaking 

locales, the coach’s voice is female and gives responses that 

are “firm and authoritative”, while in French-speaking 

locales it has a male voice and is “encouraging and 

cooperative” [8]. Cross-cultural feedback was necessary to 
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create an application that could be taken seriously as a 

coach by a variety of users. 

V. CONCLUSION 

In this paper we presented challenges that should be 
systematically addressed in research to move toward 
inclusive CUI personalities, as well as some overarching 
recommendations or themes to guide development. Studies 
exploring the impacts of empathy and politeness in 
conversational robots and software need to be integrated with 
studies of how diverse users respond to manifestations of 
social cues in technology. CUI development teams should 
take full advantage of user-centered research and design 
tools, such as personas, user stories, and structured 
interviews [27], to understand and anticipate the range of 
needs, attitudes, and expectations of their users. 

Most CUIs take an initially neutral personality and when 

an interaction becomes more complex transfers the 

conversation to a human being. Until a CUI can precisely 

adapt to a user’s preferences, that approach remains among 

the most inclusive. However, ambitious research, synthesis, 

and tool development can bring us closer to CUIs that serve 

all potential users at all times of day. 

 

Approved for public release. Distribution unlimited 20-
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Abstract—For improved acceptance of robots in social spaces, 

it is important to have a strong mental model of what the robot 

can do, what the robot is currently doing, or what the robot is 

about to do. How do social cues help people understand what is 

going on 'under the hood’? Imagine this: a machine perks up if 

someone enters the room. This lets you know it is socially 

aware, awake, and ready to interact. Drawing from a pre-

existing taxonomy of social cues for conversational agents, we 

reviewed 40 papers with instances of robot or software agent 

personality traits influencing observability. This survey led us 

to elaborate on six particular cues, clarify their relationship to 

observability and provide examples, with the intent to advance 

discussion and encourage research on the relationship between 

social cues and observability. 

Keywords-observability; social cues; personality; human-

robot interaction; human-computer interaction; trust; 

predictability 

I.  INTRODUCTION 

How do social cues help people understand what is going 
on “under the hood” of robots? Many fields including 
Human-Computer Interaction (HCI), dance, and animation 
confirm that expressivity can reveal functionality [1][2]. 
However, there is limited research presenting design 
guidelines that link individual social cues with a robot’s 
internal state, i.e., what is happening “under the hood.” 
Observability is defined as appropriate transparency into 
what an automated partner can do and is doing relative to 
task progress [3]. Amy LaViers, a Human-Robot Interaction 
(HRI) researcher who studies movement, describes that in 
the Laban movement community there is an "indivorcibility 
of function and expression" and that "more expressive robots 
are more functional robots" [1]. HRI researchers, studying 
movement and expressivity, divide functional task motions 
(e.g., “grabbing the doorknob”) from expressive motions 
(e.g., “looking around the door handle and scratching its 
head”). While they attempt to separate the two, they write 
“we do not subscribe to the idea that these are completely 
separate concepts” [2]. Similarly, we argue that there is an 
indivorcibility of observability and expressivity. In this 
paper, we contribute an assessment of how an agent's social 
cues [4] can help improve robot observability. Discussion of 
social cues for robots is nothing new, and we aim to advance 
the discussion by clarifying ways to view social cues through 
the lens of observability. 

A. Observability 

Observability and transparency have been used 
synonymously [3]. A transparent system communicates 
feedback about the system reliability and situational factors; 
it can establish appropriate trust and improve team 
performance [5]. Through transparency, teammates generate 
a shared understanding of the task and calibrate trust based 
on the team members' capabilities [6]. It is especially 
important for humans to develop calibrated trust because 
inappropriate trust often leads to misuse or disuse of 
automation [5]. Transparency also gives the human team 
members situational awareness of the task, robot, and 
environment [7][8]. 

The benefits of observability come with challenges. 
Communication among human-machine teams (or teams of 
humans and automated agents) is restricted due to the limited 
ways that automated agents give and receive communication. 
For example, humans use non-verbal communication, and 
can adapt communication to situations outside the nominal 
task [8]. Some of the non-verbal ways that humans 
communicate are via social cues [4], which have been 
implemented on robots, as we will discuss. 

B. Personality and Social Cues 

Human personality is defined as “characteristic sets of 
behaviors, cognitions, and emotional patterns that evolve 
from biological and environmental factors” [9]. While robots 
are not influenced by biological factors, they have software 
and environmental sensors. In designing robots, personality 
can be operationalized by social behaviors and cues that are 
designed to be appropriate for the robot’s role and 
environmental factors. 

A social cue is defined as “a cue that triggers a social 
reaction towards the emitter of the cue” [4][10][11][12]. In 
human-robot interaction, a social cue has been defined as 
“features that `act as channels of social information’” 
[4][13]. 

Which social cues should robots use? In human-
computer interaction, performative behaviors [14] have been 
used to display a machine's reaction to its actions [2], system 
state, or to demonstrate its social standing [15]. For example, 
researchers in collaboration with animators designed a 
slouching behavior for a robot when the robot could not open 
the door [2]. This performative reaction demonstrates to the 
bystanders that it is aware and embarrassed of its failure. 
Slouching after failure is an example of how social cues can 
improve observability, and ultimately the human 
understanding of a robot. 
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Performative behaviors are also used to change the social 
dynamic within a group. For example, Jung et al. used repair 
interventions ("hey, not cool") to achieve an awareness of 
conflict within a human group dynamic to prevent personal 
attacks [15]. Similarly, Sebo et al. found that designing a 
robot to be vulnerable (“Sorry guys, I made the mistake this 
round. I know it may be hard to believe, but robots make 
mistakes too”) can make others more likely to share their 
failure to the group and laugh together [16]. In this case, this 
performative behavior gives the user information about its 
knowledge of failure and displays personality. Here, we see 
performative social cues can help people understand that the 
robot is aware of its mistake by showing shame and 
vulnerability and aware of the social dynamic of the situation 
by reacting to it.  

In this paper, we assess specific social cues and how they 
can make a robot’s internal state more observable. The paper 
has five sections. Section II briefly describes the 
methodology and sources that informed our analysis. Section 
III introduces six social cues and illustrates how they can 
contribute to observability, as summarized in Table I at the 
end of that section. In Section IV we highlight some overall 
themes and open questions. Section V concludes the paper.  

II. METHODS 

We intend to develop a dataset of social cues that are 
useful to designers for improving observability of robots and 
automated agents. Although we primarily refer to robots in 
this paper, the examples and findings are also applicable to 
embodied agents or digital assistants. We draw from the 
paper “A Taxonomy of Social Cues for Conversational 
Agents” by Feine et al. [4], which systematically identifies 
48 social cues from the literature. In parallel, we have 
searched for these social cues in relationship to observability. 
We used a combination of ACM Digital Library and Google 
Scholar searches to learn about the effects of personality on 
observability. Searches for articles included keywords like, 
“observability”, “mental model”, “status”, “common 
ground”, “predictability”, and “machine personality.” These 
search terms originated from literature about observability 
[3]. 

Once we identified research that investigated how these 
social cues could support observability, we narrowed down 
the list of social cues using the following criteria: 

• Cue should display system state dynamically (as 
opposed to static design choices like gender and 
name). 

• Cue can be applied to both physical and virtual 
agents. 

These criteria enabled us to focus on cues that were 
applicable to designers of a wide variety of systems, from 
assistive robots to digital agents in planning applications. 
After reviewing 40 sources, we selected cues with sources 
illustrating their relationship to observability. 

We included cues from three different modality types: 
posture, voice, and dialogue. See Table 1 for the social cues, 
the definition of the cues from Feine et al. [4] and their 
relationship to observability. 

III. ANALYSIS OF SOCIAL CUES 

A. Head Movement 

Head movement refers to a gesture or position of the 
head and can include nodding, shaking, tilting, looking 
towards or looking away from a human. Common 
straightforward cues include nodding to indicate agreement 
and shaking head to indicate disagreement [17]. Pairing a 
nod with an affirmative statement can make an agent’s 
behavior seem consistent and reassure a human observer. 
Conversely, if the head movement is inconsistent with verbal 
statements, such as nodding while denying a request, the 
human may perceive the robot unreliable. 

Poggi [18] presents more nuanced cues that can indicate 
a speaker’s beliefs and goals, such as: nodding head to show 
certainty, looking up to show careful thinking, looking down 
obliquely to indicate trying to remember. A human may have 
an expectation that an agent is able to respond 
instantaneously. If an agent provides a cue that it is thinking, 
either by looking up or looking obliquely down, the human 
can understand that the agent needs time to construct a 
response. The human can adjust his or her expectations and 
be less frustrated by a pause in the dialogue. Humans are 
more likely to be patient if they know that their problem or 
question is being carefully considered. 

Head movement may not occur in isolation, as the only 
non-verbal cue. Often head movement cues are combined 
with facial expression and eye movement to communicate 
beliefs and intentions. An example is a robot that combines a 
fixed stare with raising the inner parts of the eyebrows and a 
bent head to indicate “I implore you.” [18]. 

Takeaway: Head movement can be used for more than 
just agreement (nod), disagreement (shake). Head 
movements can convey that an agent is thinking (looking 
upwards), is certain (nodding) or trying to remember 
(looking obliquely downwards). 

B. Facial Expression 

A facial expression,  a form of nonverbal communication, 

is a movement of the face to communicate internal state like 

surprise, sadness, happiness, anger, etc. Internal state is 

demonstrated through specific facial expressions including a 

nod, smile, shake, frown, tension of the lips, tilt, or raise of 

the eyebrows [19]. 
For example, Cassell designs an avatar to be expressive 

during turn taking; when the agent is letting the person 
speak, it raises its eyebrows and relaxes its hands [20]. 

Bevacqua et al. studied the efficacy of backchanneling (a 
non-interrupting acoustic or visual signal demonstrated by 
the listener during a speaker’s turn) in creating meaning 
through different facial expressions and acoustic cues [17]. 
They tried to learn which cues together could communicate 
interest and understanding. They found that ‘interest’ was 
conveyed by the following combination of cues: a smile and 
a verbal “okay,” a nod and a verbal “okay,” and a nod and a 
verbal “ooh.” Likewise, ‘understanding’ was conveyed by 
nodding as well as the following combinations: raising 
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eyebrows and a verbal “ooh,” nodding and a verbal “ooh,” 
nodding and a verbal “really,” nodding and a verbal “yeah.” 

They note that only cues together could compose 
meaning. In general, it is not possible to select one cue from 
their findings and expect it to communicate interest or 
understanding on its own [17]. 

A risk of using a facial expression could be using the 
wrong expression for the environment or role. For example, 
if a robot is showing a happy facial expression in a serious or 
sad environment, like a funeral, the robot might be deemed 
as socially inappropriate. Conversely, we speculate that a 
more serious facial expression in a librarian role, for 
example, might help make the robot belong in the role and 
context. 

Takeaway: Facial expressions, like raising eyebrows (in 
conjunction with relaxing hands) can show that an agent is 
letting a person speak. Smiling and saying “okay,” can show 
interest. 

C. Voice Tempo 

Voice tempo refers to speech rate and pacing. It can be 
measured as seconds per syllable, for example, or as the 
length of pauses between words when spoken by a 
synthesized voice. 

Speech rate, as well as pauses in speech, can 
communicate confidence level, which is important for 
observability of machines. Research on human speech 
perception has found that a moderately fast speech rate 
(ideally similar to or slightly faster than the listener’s speech 
rate) conveys competence, while slower pacing and pauses 
longer than 5 seconds indicate that the speaker is not sure of 
the content [21]. Therefore, voice tempo could be a valuable 
social cue for machines that need to communicate 
confidence levels and manage the human’s trust in content 
because trust can be calibrated appropriately by altering the 
tempo. 

Abnormally fast speech can be associated with 
nervousness or urgency. Jang has shown that the speed of 
computerized speech does in fact convey urgency of a 
situation in a predictable way [22]. On the other hand, a 
slower speech rate might help humans to remain calm during 
an emergency. For instance, when a semi-automated car 
notices an approaching obstacle, a fast speech rate may be 
needed to communicate urgency, followed by a slower 
speech rate to orient and support the human. 

Speech rates that are too fast or too slow can contribute 
to comprehension problems [23]. When manipulating voice 
tempo, in non-extreme situations, synthetic voices should 
tend away from extremes and toward everyday average 
human speech rates to be appropriate interaction partners. 

Takeaway: Voice tempo can speed up to communicate 
urgency, but in non-emergency situations should be similar 
to a human’s voice tempo for easy understandability. 
Slowness or pauses can be used to communicate lower 
confidence in information. This is valuable because correctly 
communicating uncertainty can improve the human’s overall 
calibrated trust in the machine’s judgments. 

D. Pitch Range 

Pitch range refers to how high and low a synthesized 
voice varies from its average pitch frequency. 

One study found evidence that for both Italians and 
Americans, having a wider pitch range made 
communications for people seem more exciting, interesting, 
and credible [24]. Similarly, a study of consumers’ 
impressions indicated that a wider pitch range contributes to 
more exciting and memorable commercials [25]. These 
findings suggest that an exaggerated pitch variation should 
be used to present important high-confidence information. 

While pitch range increases the perceived competence of 
a message, research on vocal styles has found an inverse 
relationship between competence and benevolence; and there 
is some evidence that exaggerated pitch variation decreases 
perceived benevolence of a speaker, along with respect and 
fairness [26]. Therefore, a wider-than-normal pitch range 
should only be used when needed to draw the user’s 
attention; and should perhaps be avoided especially for 
systems that need to be seen as fair, such as recidivism 
predictors [27]. 

Cowell and Stanney [28] tested the effects of non-verbal 
cues expressed by a conversational digital assistant for 
helping to sort photos into albums. Characters with an 
appropriate pitch variation, a moderately fast speech rate 
(50-70 words per minute), facial expressions, and eye gaze 
were rated as significantly more trustworthy and credible 
than characters without any intelligent management of these 
features. 

Takeaway: Use exaggerated pitch range only to draw 
attention to important or high-confidence information. 
Otherwise, use humanlike pitch range as appropriate to 
convey the trustworthiness and competence of the machine. 

E. Greetings and Farewells 

Greetings and farewells are expressions, or “ritual 
behaviors” [29], marking an agent entering or leaving an 
interaction. These social cues can improve trust [30] and 
have been found to help users to perceive an agent as more 
reliable, competent, and knowledgeable. Examples include 
saying, “Welcome”, “Nice to meet you”, “Hello”, “See you 
later.” 

A greeting demonstrates that the target has entered the 
agent’s realm of activation and is being sensed or tracked. 
We speculate that the timing and manner of an agent 
greeting a person could show awareness of when a person is 
bored or busy. A well-timed farewell is an effective way for 
a person to know that the robot understands that the 
interaction is over. 

Risks of using this social cue could be saying a farewell 
too early in an interaction, which could be perceived as rude 
or socially unaware. This is a challenge, because of the lack 
of social intuition that robots have. It is often difficult for a 
robot to know when to interrupt, which has been explored by 
Semmens et al., in which researchers in a car periodically 
asked, “Is now a good time?” They found that a system can 
access automotive data for knowing when to ask if it is a 
good time [31]. This goes to show that while robots have 
trouble sensing social situations, there is an opportunity to  
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TABLE I.  SOCIAL CUES AND RELATIONSHIP TO OBSERVABILITY 

Social Cue Feine’s Definition [4] Relationship to Observability Source 

Head movement 

[Posture] 

The agent moves its head. (I.e., nodding 

and turning) 

In addition to more obvious indicators of agreement and 

disagreement, head movement can be used to indicate nuanced 
beliefs and goals such as confidence, thinking, and remembering 

[18] 

Facial expression 

[Posture] 

The agent expresses a gesture by 

executing one or more motions with his 
facial muscles (i.e., smile or eyebrow 

raise) 

Facial expressions, like raising eyebrows (in conjunction with 

relaxing hands) can show that an agent is letting a person speak. 

[30] 

Voice Tempo [Voice] The pace of the agent’s voice. The speed of computerized speech conveys urgency of a 
situation in a predictable and systematic way, and speech pacing 

conveys confidence. 

[21][22] 

Pitch Range [Voice] The degree of variation from the 
agent’s average pitch. (I.e., monotone, 

animate voice) 

Exaggerated pitch range can draw attention to important or high-
confidence information. Humanlike pitch range should be 

appropriate to the trustworthiness and competence of the 

machine. 

[25] 

Greetings and 

farewells [Dialogue] 

The agent expresses a word of welcome 

or marks someone's departure. 

Small talk, which include greetings and farewells, can improve 

perception of an agent’s good will and credibility. 

[30] 

Ask to start/ pursue 
dialogue [Dialogue] 

The agent requests the user's 
permission to start, continue, or end the 

conversation 

Asking to start or pursue a dialogue communicates that the 
human is in charge and is in support of the Human-Machine 

Teaming theme of Directability 

[3][32] 

 
leverage other sensors, like proximity sensors or lidar, for 
detecting things like if someone has left the space. 

Takeaway: Greetings and farewells signal awareness of 
the user and that a new interaction is beginning/ending. 

F. Ask to Start / Pursue Dialogue 

Ask to start/pursue dialogue refers to behavior in which 
the agent seeks permission to interact with a human partner. 
This could take the form of initiating a conversation, as in, 
“My name is Indira and I can help plan tourist activities. 
Would you like me to look for available excursions?” It 
could also involve the seeking of approval to continue an 
interaction, such as “Would you like me to keep searching?” 
This social cue is tightly related to the Human-Machine 
Teaming theme of Directability [3], by which humans are 
easily able to direct and redirect an automated partner’s 
resources, activities, and priorities. Asking to start or pursue 
dialogue signals that the human is in control, which is 
important as the human should not be removed from the 
command role [32]. When humans perceive a lack of control, 
they can become frustrated. Letting the human know that 
they can discontinue the agent’s help shows that the agent is 
directable, potentially decreasing frustration and increasing 
user adoption. 

Takeaway: When an agent asks to start or continue 
dialogue, it signals that the human is in control of the 
interaction. Provide multiple choice points in which the 
human can decide whether to continue dialoguing with the 
agent to minimize user frustration. 

IV. DISCUSSION 

In assessing the social cues and their relationship to 
observability, we found that one common risk of using social 
cues is setting wrong expectations. For example, if there are 
moving eyes on a robot, it might be perceived that a robot 
can see. We speculate that if it cannot see, but has eyes, then 
that could lead to a mistrust of an agent, which could be 
worse than not including the social cue at all. The use of 

social cues can increase the “human-ness” of a robot or 
software agent, but if expectations are violated it would be 
better to not include the social cue. Another danger of 
making a robot human-like is that it can enter the “uncanny 
valley” [33], in which robots that look a lot like humans, but 
not quite human, are perceived as creepy and cause 
revulsion. Examples include the characters in the Polar 
Express movie and the version of Sophia from Hanson 
Robotics that debuted at the 2016 South by Southwest 
(SXSW) conference. We posit that the social cues described 
in this article would not by themselves enter the uncanny 
valley. Rather, their use on a highly humanoid (but not 
convincingly human) robot platform could be disconcerting. 

We also noticed that in most research about social cues, 
one social cue alone often does not express one piece of 
information; but instead, it is multiple cues in a row, or 
different modalities demonstrated in parallel, which 
communicate the desired observable behavior. For instance, 
one facial expression will not convey interest, but instead, a 
facial expression in parallel with other gestures will show 
interest. 

Social cues may be sensitive to the cultural context in 
which they are used. Some cues may be universal in humans, 
such as the combination of lowered eyebrows, lips firmly 
pressed, and bulging eyes to convey anger. Other cues could 
be interpreted differently in separate cultures. What is 
perceived as friendly in the United States could be perceived 
as intrusive in other countries. Interpretability of social cues 
should be tested across cultures to ensure the gesture, 
movement, or vocal characteristic conveys the intended 
information. This could lead to the identification robot social 
cues that are universal. 

We recommend that future work focus on the 
combination of social cues to convey information. In human-
to-human encounters, social cues typically occur 
simultaneously and across modalities and are a natural part 
of communication. Mapping combinations of social cues to 

9Copyright (c) IARIA, 2021.     ISBN:  978-1-61208-896-9

CENTRIC 2021 : The Fourteenth International Conference on Advances in Human-oriented and Personalized Mechanisms, Technologies, and Services

                            16 / 53



observability would likewise enhance the richness of robot-
to-human communication. 

V. CONCLUSION 

In this paper, we began with discussing the importance of 
people understanding what is going on “under the hood” of 
machines and the opportunities of social cues to help 
uncover system status for a user. Next, we shared our process 
of finding social cues that have the potential to improve 
observability in both physical and virtual agent design. We 
focused on cues that display system state dynamically and 
had supporting literature. Lastly, we did a deep dive into six 
social cues that met our criteria by including definitions of 
the cue, examples of the cue, the relationship to 
observability, and the associated risks of using the cue 
inappropriately. See table 1 for the cues organized. We found 
that for maximum success at communicating observability, 
the cues should be used in parallel with other cues. 
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Abstract— Nowadays, websites are considered to be responsive 
as a matter of course. Relatable literature focuses on the 
technical implementation of the associated changes and rarely 
addresses the potential negative usability implications. 
Therefore, this article addresses user expectations concerning 
the presentation of a website on different devices. A series of 
experiments focusing on selected visual and functional aspects 
of a website requiring adaptation is presented for this purpose 
and their findings are discussed. 

Keywords-RWD; responsive; webdesign; mental model; user 
tests; usability; user experience; first-click-test. 

I.  INTRODUCTION 
Responsive Web Design (RWD) can enhance user 

experience significantly – but it can also be detrimental. If a 
user knows the presentation of a website from a particular 
presentation environment, then modifying that website to a 
different presentation environment may cause, for instance, a 
loss of orientation [1][2]. A standardized realization of 
responsive behavior could counter such effects to some 
extent. However, responsive behavior may strongly depend 
on application context and device-specific constraints, and 
thus be highly diverse. This might explain why standards 
such as DIN EN ISO1 9241-151 recommend to consider 
contextual aspects for user interface design, but provide few 
hints regarding the realization of responsive behavior. 
Platform-specific user interface guidelines (e.g., [3]) fill this 
gap to some extent, but cannot necessarily be applied to 
manufacturer-independent scenarios. 

The rest of this paper is organized as follows. Section II 
addresses related work. Section III deals with the performed 
usability tests in context of this article. The results and goals 
of these tests are discussed in Section IV. 

II. RELATED WORK  
Human expectations (or behavioral patterns) relate to so-

called “mental models”, a central concept of human-
computer interaction [4]. Such models assume that humans 
compile personal experiences into abstract models, which are 
then used to predict real-world behavior. Based on the stored 
knowledge a quick interpretation and reaction to external and 
internal events is possible [5]. Therefore, a presentation and 
interaction model of a website, which is close to the user’s 
mental model of that site, can support understanding and 
operation [6][7] and may contribute to an anticipatory design 
process [33].  

Acquiring a mental model can be challenging. People do 
not have access to their entire belief structure. Consequently, 
they have no direct conscious access to the mental model 
they have constructed from previous experiences. Thus, an 
interview may result in an incomplete or wrong model [8]. 
Therefore, hints concerning users’ mental model of a 
responsive web page’s behavior must be acquired in a 
different way. To some extent, this is addressed by studies 
investigating the usability of responsive webpages (e.g., a 
webpage for a conference [31] or the tourism domain [32]). 
In order to continue such efforts for a wider application 
focus, the work presented in the following combines research 
concerning current trends in responsive behavior with 
experiments in a given application (a web page concerned 
with job offers) and results from cognitive science. 

III. EXPERIMENTS 
The following experiments share the primary goal of 

improving the understanding of today’s users’ mental model 
of responsive web pages. Derived goals include insights to 
the relevance of device-specific features for the mental 
model and people’s understanding of responsive behavior. 
 
TABLE I: AGE AND GENDER DISTRIBUTION OF THE USABILITY 

TEST PARTICIPANTS 
 

 Survey Preference-
Test 

First-Click-
Test 

Quantity 70 20 50  
18 to 24 17% 20% 31%  
25 to 34 43% 20% 51% 
35 to 44 6% 20% 0% 
45 to 59 23% 20% 10% 
60 and older 11% 20% 8% 
Male 43% 60% 41% 
Female 57% 40% 59% 

 
A. Preparation  

A preparatory study targeted user expectation concerning 
responsive behavior, which are likely due to the widespread 
adoption of responsive design. Based on the 30 most visited 
websites in Germany (category: online shops and news sites) 
[9][10][12], an analysis on the visualization of websites on 
different devices was conducted. Its focus was on position 
and presentation of the main menu. In summary, this analysis 
indicates a wide adoption of changeable menus. In desktop 
format, 80% of the menus are positioned in the upper area, 
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followed by positioning on the left with 40%. The smaller 
the device, the more this distribution changes. On 
smartphones, for example, 63% of the menus are positioned 
on the left. On small displays, 90% of the menus are 
displayed in form of a hamburger icon. The format of the 
menu usually stays consistent and is not affected by how the 
device is held in vertical or horizontal format. 
 
B. Survey  

To get a basic understanding of users themselves in the 
context of RWD, a survey conducted via an online form was 
performed (see Table 1, column “Survey”). 

   
1) General web user capabilities 

All subjects stated they are competent in the German and 
83% also in the English language. The older the participants 
are, the more their ability to understand English terms 
decreases. After the age 45, the English skills drops from 
96% to 58%. To ensure users understand website texts, 
English expressions should be avoided as the age of the 
target group increases. 

Next, the participants were asked, which devices they 
have that can that enable website access. 97% said they own 
a smartphone, followed by a laptop with 79% a tablet with 
64% and desktop computer with 43%. The survey also 
revealed that older subjects are more likely to own a tablet 
device than a laptop. They also prefer to use a combination 
of tablet and smartphone, while the younger generation tends 
to use a smartphone and laptop. The older subjects’ 
preference could be explained with the more intuitive 
human-computer interaction of the tablet compared to 
desktop computers. Especially for people with special needs, 
such as a limited field of vision, this is attractive. This 
includes, among others, the older generation [11]. 

With regard to the operation of the various devices, the 
majority of users rated themselves as confident to very 
confident (e.g., 81% in operating mobile devices). Older test 
persons tended to give a poorer estimate of neutral to 
confident. This can probably be attributed to the time spent 
using websites. While the younger participants stated that 
they spent an average of two to four hours a day on websites, 
the older generation spent just under one hour. In addition, 
the fundamental experience with the digital world plays a 
role here (digital immigrants) [13]. 

2) Web user expectations 
This test showed that good usability and uncomplicated 

navigation were particularly important website features to all 
participants. Furthermore, it showed that a fast-loading time 
is especially relevant for younger test persons. Whereas for 
older participants it is uncomplicated navigation.  

Based on the laptop representation of a website, 
participants were asked to choose one of three given mobile 
variants (see Figure 1). Variant 2 in Figure 1 is visually most 
similar to the initial device, but to match the desktop look, 
the text was shortened. The test persons are therefore mostly 
unaware that a change has been made, because only variant 1 
is unchanged. The majority of the participants chose variant 
3, in which changes were made to both the content and the 
layout. It is assumed this decision is made based on 
experience (mental model) [14]. 
 

3) Comprehension for adaptive behavior 
In general, most participants indicated an understanding 

of website visual customization. When it comes to changes 
in function, the results are different. Here, more than half of 
all subjects had no understanding for adjustments. 
Nevertheless, only 21% said that an understanding of 
website customization is very important to them. In contrast, 
74% stated that reaching their goal for visit the site quickly, 
was very important to them. This suggests that the 
scrutability of a website customization is irrelevant to the 
participants if it helps them reach their destination faster. 

C. Preference test 
A preference test in form of an interview was realized 

[15]. Since a small number of respondents was expected, an 
even distribution of age groups was chosen for the test 
persons (see Table 1, column “Preference-Test”).  

1) Visualizing web users mental model  
Based on a printed screenshot of the desktop version of the 

start page of Hochschuljobbörse [16], participants were 
asked to outline its tablet and smartphone version. Figure 2 
shows sketches of two participants. These sketches reveal 
that younger test persons are aware of the entire website. The 
respondents only adapted the content to the width of the 
device without changing the data itself. For display on a 
smartphone, expectations differed. Some participants 
expected an identical presentation on the smartphone as well 
as on the tablet (see Figure 2 (a)). Other respondents changed 

     V A R I A N T  1                 V A R I A N T  2                 V A R I A N T  3  
 

 
Figure 1. Three different mobile variant options. 

 

 
(a)                                            (b) 

Figure 2. Mobile version sketch of a young (a) and an older participant 
(b). 
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the layout of the website and adapted the content to the 
compressed display size. Although all test persons received 
the same instruction, some participants only focused on 
sketching the big image. The test showed that this behavior 
only occurs among older test persons.  

This observation may relate to human brain evolution. 
An impact on the executive function can be expected with 
increasing age. Part of this is the control of attention, which 
is used to perceive external stimuli. Some stimuli are noticed 
instinctively; others require awareness and attention [17]. 

Due to these findings, we assume that the triggered 
stimulus of the image might be too strong for older 
participants. As a result, they were less aware of the other 
web elements shown. Beyond, these observations suggest 
that a single mental model can hardly represent the 
expectations of all age groups. 

2) Expectations on content and layout 
The participants were presented the desktop version of a 

dummy website and had to choose one of two given mobile 
versions. 65% favored a customized version with shortened 
text, cropped images, and the menu as a hamburger icon. The 
older the respondent was, the stronger the preference was for 
the unchanged version.  

Furthermore, 95% of users want access to all content, 
regardless of what device is used. If this is not realizable 
(e.g., small display) the participants preferred additional 
pages over reduction. An opposite result was obtained for the 
adaption of the layout. When switching the device position, 
35% of the respondents prefer an unchanged layout.  These 
participants called the reason for “being used to” this. Due to 
a changed device orientation, the website layout is not 
adjusted here either. In this Case, 65% preferred a change in 
the data layout for an improved overview.  

Additionally, the participants were asked about the 
presentation of texts and images on different display sizes. 
Their responses indicated that they were generally unwilling 
to read texts on digital devices. For images, the relevant 
elements depicted should be easily recognizable. 
Furthermore, a good overview of the site content should also 
be guaranteed. Beyond, the larger the screen area the more 
images and text should be displayed. However, one test 
participant reported that he prefers reading text on large 
surfaces – but uses a smartphone for reading in the first 
place. The readiness of mobile devices might explain such 
contradictive behavior [18].  

3) Mouseover effects 
Mouseover effects can be used to highlight interactive 

elements. Most of the test persons perceive these effects as 
positive. Mouseovers also frequently display tooltips. This 
additional data cannot be activated on devices without mouse 
input. As mentioned before, web users want access to the 
same information no matter which device they use. By 
applying tooltips, this is not given. In summary, the use of 
this additional information should be applied wisely, or an 
alternative presentation should be considered for other input 
techniques.  

4) Device orientation 
Asked for their preferred device orientation of mobile 

devices, 90% answered they mostly use their smartphone 
vertically. Also among the six typical cell phone holding 
positions, the phone is only horizontal in one [19]. In 
contrast to the smartphone, the participants in this 
preference-test preferred to operate the tablet primarily 
horizontally. Explained can this by the similarity to the 
desktop presentation. Some Internet users already use the 
tablet as a laptop replacement. With the help of magnetic 
keyboards, the tablet can be quickly converted into a mini 
laptop at any time [20]. 

5) Expectations on menu 
According to the test participants, there should be an 

everlasting access to the menu. However, for smaller display 
areas, menu fixation can be counterproductive. Often the 
browser buttons require a lot of screen space. Sticking the 
website menu in place reduce the area for displaying the 
content, this way interactions may become harder to perform. 
For example, scrolling requires a certain space to perform the 
desired gesture. If this area is small, this can become difficult 
[21]. Taken together, this suggests avoiding fixation of 
menus on small displays.  

In addition, the participants were asked to evaluate 
navigation elements that can appear and disappear compared 
to a permanent presentation. With large display areas, all 
participants favor the permanent version. On devices with 
small display, a collapsed menu variant is preferred. In 
relation to a changed device orientation, the menu display 
should remain constant in the opinion of the users, especially 
older participants. Younger users prefer a changed menu 
presentation, when all menu items can be shown directly.  

Furthermore, instead of overwriting menu items, the 
respondents preferred an extension with sub items. They 
explained this with the possibility to compare menu options. 
Jumping back and forth between different subpages will also 
be avoided. Only two users disagree to the addition of menu 
sub items. They stated an overload resulting from the choice 
of elements. This phenomenon is called Paradox of Choice. 
Paradox since a larger selection is intuitively regarded as 
positive. In practice, however, too many options can be 
considered difficult or frustrating [22][23]. 

6) Thumb zone 
Subsequently, the participants should define the menu 

placement they expect on different devices (out of 6 
predefined menu positions). For the laptop and tablet 
(vertical and horizontal), the menu in the upper area received 
most votes, followed by the arrangement left. Similarly, most 
smartphone users prefer the menu at the top and left. A few 
expected the arrangement at the bottom of the screen. One of 
the respondents justified this decision with the phone’s 
handling. He unconsciously refers to the so-called thumb 
zone. The thumb performs most phone interactions. As a 
result, only one third of the screen, the so-called "thumb 
zone", can be reached effortlessly. For frequently used 
interaction elements (which are not limited to menus [21]), it 
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is therefore recommended to place them within reach. For 
smartphones, this means at the bottom of the page.  

In summary, from an ergonomic point of view, placing a 
menu at the bottom can lead to an improvement in usability. 
This additionally makes clear, that the mental model alone 
does not increase the usability of a website.  

D. First-click-test 
As the name suggests, a first-click test analyzes the users’ 

first click on a user interface [24]. The probability of 
successfully completing a task on a website is twice as high 
if the first click was correct [25]. The first-click-test of this 
article (see Table 1, column “First-Click-Test”) was set up in 
the form of the A/B-test concept [26].  

For Original Version A and adapted Version B, the web 
presentation of the Hochschuljobbörse was used again. In the 
context of this article, the focus lies not only on the correct 
click but also on the time needed for it. Consequently, it can 
be identified how far the composition of the website 
corresponds to the mental model of the test person.  

 

 
        Figure 3. Horizontal (a) and vertical (b) smartphone version of the job 

search subpage. 
 

1) Right amount of information 
Different results between the test versions can already be 

seen in the first task. The respondents in the original version 
A found the menu 5 seconds faster on average than the 
respondents in version B. Due the compression in Version B, 
more elements are visible on one display area. As a result, 
the viewer may be flooded with information, which 
influences the information processing.  

With increasing information input, the performance of 
human information processing increases linearly up to a 
threshold value. Above this threshold, however, performance 
degrades dramatically [27]. 

Consequently, more information input does not always 
have a positive effect for the viewer. However, avoiding 

information overload should not result in too less displayed 
information. These negative effects can be shown by looking 
at the results of the mobile representations.  

In the horizontal position (see Figure 3 (a) right), the 
layout of the page has not been adapted to the changed 
device position, instead it has simply been scaled. The 
header image is enlarged to such an extent that the user can 
hardly recognize any further information. Consequently, the 
user lacks an overview of the site. In the modified version B, 
the layout was changed to fit the new device position (see 
Figure 3 (b)). As a result, nearly the same number of 
elements are displayed in both orientations. Thus, the sum of 
the information to be processed does not change or only 
minimally for the viewer. Due to this, respondents in test 
version B find the searched element three times faster than 
participants in group A. 
 

2) Webpage length 
As can be seen in Figure 3 (a), the page length is 

minimized by adjusting the layout. Consequently, 
participants had to perform fewer interactions to retrieve the 
desired data. This may also be a cause for the quick finding 
of the searched element. However, shortening the page 
length does not generally improve the user experience. For 
example, hiding content in order to reduce page load time 
[28] may shorten a webpage. A first-click test showed that 
participants needed 13 seconds longer to find a partially 
hidden section. This time loss is high when compared to the 
desired performance improvement [28]. Collapsing small 
elements should therefore be avoided. 
 

3) Orientation and recognition 
If the user can process the information presented more 

quickly, he or she will also orientate faster on the website 
[27]. The test also showed that the users’ orientation can be 
guided with the help of highlighted elements. By 
highlighting, users found the desired element 5 times faster. 

Additionally, a familiar presentation of interactive 
elements allows the user to recognize these faster. If a click 
is not followed by the expected action, a user may get 
frustrated. This effect can be reduced by following web 
design conventions. For example, buttons should be designed 
as rectangles with a three-dimensional appearance [29]. As a 
result, web users not only recognize interactive elements 
better, but the subjects of this test also clicked more precisely 
on the correct them (Figure 3 (b)).  

The findings of this test further suggest the use of 
“anchor points” that do not or hardly change their position 
and form, regardless of the layout or design of the page. How 
relevant such an anchor can be is shown in the mobile 
version of the job search window. In Figure 4 (b), the light 
blue header represents this anchor with a button to return to 
the previous page. In the original version A (see Figure 4 
(a)), all test subjects wrongly chose the X in the upper left 
corner of the browser window which closes the window 
instead of the correct one in right bottom corner. 
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Figure 4. Vertical smartphone version of the job search formular subpage. 

 
In addition, the test subjects needed an average of 16 

seconds for this incorrect decision. Due to the everlasting 
anchor in the form of the header, the participants of group B 
needed only three seconds to click on the correct button. 

4) Popups 
Pop-up windows offer a way to convey important 

information without losing the context of the current screen 
[30] and to attract the user’s attention. However, this may be 
disadvantageously for the user. For instance, if the user 
wants to search for a job at the Hochschuljobbörse website 
first a window with internships information pops up. Once 
closed, however, the user can no longer access the pop-up 
without reloading the page. 

To avoid such potentially confusing behavior, both test 
groups were asked to assess a modified version of the web 
page, where information about internships is not directly 
visible or overlap with the job search form. Only a field that 
refers to further information is displayed. In both test groups, 
most participants opted for no overlap version. 

5) Menu features 
A mental model can be changed, which is shown by the 

mobile menu presentation of the test. In the original version, 
the menu is presented as a hamburger icon and the position is 
unchanged (in the middle under the header). Based on the 
website analysis, menu icon is predominantly positioned in 
the top left corner. This placement was presented to the 
participants of the modified test variant B. Although the 
original version deviates from the usual arrangement, the 
subjects recognized both menu variants at the same rate. This 
suggests that the participants adjusted their mental model 
based on the desktop variant shown earlier.  

Participants were also asked to choose one of two 
smartphone menu variants (seen in Figure 5). In test group A 
(see Figure 5 (a)), 96% opted for variant 1. The majority in 
group B (see Figure 5 (b)) also voted for version 1, but only 
57%. Reasons for this can be found in the preference-test 
results. Users indicated to prefer the overview of all menu 
items. Since the menu items of test version A, variant 2 do 
not fit on one screen area, the participants presumably opt for 
variant 1. The reasoning is again confirmed by the narrow 
decision of the participants of group B. This is because all 
items are clearly visible on the screen in both versions. The 
fact that most of the participants in group B nevertheless tend 

towards variant 1 can be attributed to the fact that the 
initially collapsed menu items prevent the user from feeling 
overwhelmed. 

In the horizontal representation on the smartphone, the 
participants in test group A were shown a folded-out menu 
variant. Test group B still showed the hamburger icon in the 
upper left corner. It showed that the participants of the 
unchanged variant needed five seconds less to click on the 
menu than in the changed one. Due to the changed menu 
form, the user must first process the newly information, this 
takes time. The fact that older users emphasize with 
consistent menu representations (preference-test) is also 
reflected in this test. Participants between 18 and 34 years of 
age needed on average only 4 seconds longer to recognize 
the menu in the adapted version. For the older test subjects, it 
is 8 seconds more. From an information processing point of 
view, users benefit from a consistent website presentation. 

IV. CONCLUSION 
This article seeks to providing insights to the relation 

between adaption of webpages and human cognition. A 
series of experiments indicated, for instance, that users do 
not notice small adaptations if they lead to a web site that 
looks "the same" on different devices. For fast processing of 
information, the right amount of information should be 
presented on a display surface. Due to the increasing 
perceptual limitations in old age, this turned out to be 
especially relevant for older web users. In general, the test 
results usually differed due to age groups. For example, 
while the older generation prefers a constant website display 
across all devices, younger web users welcome an 
adjustment if it improves the web experience for them. 

These results are limited in the following ways. First, 
only German participants have taken part in the test. Since 
experiences may differ due to cultural background, the 
results in this article should only be used for the German 
region. Second, the results are based on purely visual 
experiments and theoretical questions. Third, responsiveness 
should not be considered as an isolated variable when 
assessing the general user-friendliness of a website, which is 
also affected, e.g., by visual design and content selection. 

 
Figure 5. Mobile menu variants. 

 

16Copyright (c) IARIA, 2021.     ISBN:  978-1-61208-896-9

CENTRIC 2021 : The Fourteenth International Conference on Advances in Human-oriented and Personalized Mechanisms, Technologies, and Services

                            23 / 53



Future work may build on these findings in various ways. 
Beside additional verification of the presented results by 
further studies, users’ changing expectations concerning 
adaptive behavior suggest a continuous repetition of such 
studies – and eventually a representation of derived 
recommendations able to comprise the evolution of user 
expectations. 
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Abstract— Society’s increased reliance on technology has 
simultaneously increased the demand for people who can 
develop and design these new advancements. This has led to an 
influx of students looking to learn how to code and gain the 
technological skill set that is currently among the most 
marketable. Learning to code is challenging; without the right 
tools, resources, and assistance, it can be tough to build the 
foundation needed to understand key computer science 
fundamentals. The existing web platforms focused on assisting 
K-12 learners are competitive from an educational and 
technical perspective. There is a huge lack of virtual 
educational platforms that can deliver resources to students 
with disabilities through innovative accessible features and 
provide guidance to K-12 teachers that are trying to support 
this area. This lack of guidance is especially evident when 
examining resources available to teachers about increasing 
access and engagement of struggling learners including 
students with disabilities. The motivation of this paper is to 
introduce a prototype of a centralized portal, Accessible 
Virtual Learning, that implements user experience strategies 
and accessible usability principles aiming to be accessible to 
any student and also educators who need guidance on finding 
suitable materials. The success of this portal relies heavily on 
its ability to allow teachers and self-directed learners to 
facilitate curriculums effectively while maximizing student 
engagement, ease of learning, and digital assistance for 
students at various ages with different learning abilities, both 
physical and cognitive.  

Keywords-teaching computer science; accessibility; students 
with disabilities; human computer interaction. 

I. INTRODUCTION 

Over the next decade, the U.S. will have to adapt to 
technological advances (AI, Big Data, and Cybersecurity) by 
creating structures and implementing coordination strategies 
that take full advantage of the opportunities they present. 
This situation will only become more urgent: by 2026, 
Science and Engineering (S&E) jobs are predicted to grow 
by 13% compared with 7% growth in the overall U.S. 
workforce [1]. Yet, even as Science Technology Engineering 
and Math (STEM) competencies have become more 

essential, U.S. K-12 mathematics and science scores are well 
below those of many other nations and have stagnated [2].  

Women, underrepresented minorities, and people with 
disabilities remain inadequately represented in S&E relative 
to their proportions in the U.S. population. The rapid growth 
of S&E jobs and demographic changes have outpaced the 
progress that has been made in the participation of these 
groups in S&E. Increasing STEM skills and opportunities for 
all Americans requires local, state, and federal governments, 
public and private educational institutions, community 
organizations, and industry to step up their efforts. Earlier 
intervention is needed to advance STEM education and 
careers [3].  

Society’s increased reliance on technology has 
simultaneously increased the demand for people that can 
develop and design these new advancements. This has led to 
an influx of students looking to learn how to code and gain 
the technological skill set that is currently among the most 
marketable. Learning to code is challenging and without the 
right tools, resources, and assistance, it can be tough to build 
the foundation needed to understand key Computer Science 
(CS) fundamentals.  

In the past decade, there has been increased awareness of 
the importance of teaching CS basics to students prior to 
college. Many high schools now offer the opportunity to at 
least experience the rudimentary principles in developing 
software. This has led to more students being prepared to 
tackle a college curriculum in STEM and being more 
successful in developing the skills necessary to pursue a 
career in computer CS. However, there seems to be a lack of 
resources that allow special needs students to achieve this 
knowledge as efficiently as typical students can [4]. Despite 
the commitment of the CS education field to increasing 
equity within CS education, there is still limited guidance for 
K-12 teachers on how to support a broad range of learners in 
CS education. This lack of guidance is especially evident 
when examining resources available to teachers about 
increasing access and engagement of struggling learners 
including students with disabilities. 

The existing web platforms focused on assisting K-12 
schoolers in their CS endeavors are competitive from an 
educational and technical perspective. The next step is to 
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make these platforms effective for a wide range of learners 
(e.g., students with special needs). This requires compiling 
several accessibility features to cater to both special needs 
and typical students to ensure an equal opportunity to learn 
[5]. In this paper, we: 

1. Evaluate the basic needs of both typical and special 
  needs students 

2. Discuss the design goals for making sure these 
needs are met, and 

3. Explain our development process and how it 
improves CS learning modules for K-12 special 
needs students. 

Learning needs of students differ, and the combination of 
accessibility needs for digital tools and the gap in digital 
literacy across socioeconomic and racial/ethnic lines create 
an inequitable environment in early CS education. These 
challenges are evident in the annual reports from the K-12 
education community declaring the lack of diversity and 
equity in CS classrooms and a call for action [6]. The web 
portal will implement the Universal Design for Learning 
(UDL) framework toward providing a centralized location 
for learning by compiling several common coding platforms 
designed for high schoolers and beginner learners. The 
design of this portal will require the implementation of 
significant accessibility features such as voice navigation 
and other assistive elements to make these resources 
accessible for students with any form of disability or 
condition that could affect their learning.  

The success of this portal relies heavily on its ability to 
allow teachers and self-directed learners to facilitate 
curriculums effectively while maximizing student 
engagement, ease of learning, and digital assistance for 
students at various ages with different learning abilities, both 
physical and cognitive. The development of this website has 
always focused on the user first, before design or 
development. The Accessible Virtual Learning (AVL) portal 
will be able to deliver collections of resources in a visually 
pleasing, accessible, and engaging way.  

In Section II we will discuss related platforms and 
accessibility tools. In Section III we will discuss the study of 
Human-Computer Interaction. In Section IV we will discuss 
the design approach, architecture of the platform, and 
accessibility features. Lastly, In Section V we will discuss 
the conclusion of our work and task moving forward to 
improve the prototype. 

II. BACKGROUND AND RELATED WORK

There are several disabilities that can be a challenge to 
effectively use computers and other technologies. Many 
accessibility features have been introduced since the 
commercialization of the personal computers to help people 
with disabilities use technology more easily.  

Closed captioning is the display of text on a screen from 
the audio portion of a video. This allows a user to read any 
spoken dialogue, music, or even register sound effects and 
has been an instrumental accessibility feature to ensure 
material is available to individuals who are deaf or have 
impaired hearing. Closed captioning differs from subtitles as 

it provides greater accuracy and includes dialogue, an 
explanation of sound effects, and identification for who or 
what is currently speaking.  
 Keyboard shortcuts were introduced as an accessibility 
feature to allow users to access a site in its entirety using 
only typed commands. Many users with disabilities are not 
able to use a mouse or pointer to navigate the interface of a 
computer. Keyboard shortcuts have also become common 
among typical users, who usually only use keyboard 
shortcuts for certain tasks. An ongoing issue with keyboard 
shortcuts is that computer interfaces are normally designed 
to work best with the combination of both a keyboard and 
mouse being used. Navigating a site using the keyboard 
exclusively can easily become more cumbersome than using 
a mouse, seemingly creating an entirely separate user 
experience for users with disabilities. The task of creating a 
system that has seamless integration of navigation 
accessibility features will have to overcome the challenge of 
making sure navigating a site via keyboard exclusively has 
comparable utility as using a mouse and keyboard 
combination. 

In the mid-twentieth century, barrier-free design and 
accessible design terms were introduced to illustrate efforts 
to remove physical barriers to people with disabilities [7]. 
Over the years with the technology advancements, there 
have been many improvements on how information is being 
presented to students with vision-impairment, Screen 
Readers being the dominant mechanism. 

A Screen Reader is a software application that converts 
text and/or images from a screen to the speech format that 
visually impaired people can understand and interact with. 
Many screen readers are also compatible with the websites 
developed under accessibility standards. The main 
disadvantage of Screen Readers is that blind users need to go 
through an abundance of irrelevant content before they find 
what they were looking for [8]. This problem can be resolved 
by using an interactive JavaScript speech recognition library 
that gives the speech control of the application to the user. 
This allows an application to use the device’s microphone 
and receive speech. The speech is then converted to text that 
is subsequently matched against a list of commands that 
would initiate a corresponding action for the user navigating 
the site. 

Text-to-speech is a commonly used feature that 
ultimately allows text from your mobile device or your 
computer to be read to you aloud. Text-to-speech has 
drastically improved the access of information for the 
visually impaired specifically.  An issue with text-to-speech, 
since its introduction as an accessibility feature. has been that 
the text is usually read by a computerized voice that can 
frequently mispronounce or distort the natural phonics of a 
word, making it difficult at times for someone who is using 
the feature to accurately interpret what is being said and 
affecting their overall literacy over time. Over the years, this 
issue has been addressed by developing more natural 
sounding text-to-speech systems that are almost 
indistinguishable from humans.  
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Moodle is a platform that has made it is to be fully 
accessible and be able to accommodate all users regardless 
of what their learning needs may be [18]. Their interface is 
tested with a range of screen reader software and is 
developed to comply with most accessibility standards. 
Totara’s corporate e-learning platform provides the same 
accessible learning modules for business and organizations 
to perform training needs and employee onboarding [19]. E-
learning platforms need to be available to a wide audience; 
and implementing as many accessible tools as possible only 
increases the potential audience that the platform could 
reach. 

III. LITERATURE STUDY METHODOLOGY 

The way technology has revolutionized the world 
socially, economically, and politically has been seismic and 
is clearly only scratching the surface. In a matter of a few 
years, the Internet has become one of the widely used 
technologies that has changed the way we communicate, 
learn, or do business. A 2019 report by Internet World Stats 
shows that the number of internet users has increased by 
almost 1150% since 2000 and 4.39 billion active internet 
users in 2019 [9].   

Human-Computer Interaction (HCI) is a study of design, 
implementation, and evaluation of an interactive computing 
system for human use and for studying the major phenomena 
surrounding them. The accelerating growth of the Internet 
and the technology boom has led a number of schools and 
universities to provide courses and degree programs via 
distance education. HCI research has made it possible for 
students with disabilities to have the necessary 
accommodations for an equal opportunity to gain an 
education online. In most STEM fields, it is imperative for 
students to at least be moderately proficient at math. Students 
with disabilities are often at a disadvantage when it comes to 
understanding complex formulas and interpreting important 
visualizations. As HCI has evolved, students with vision-
impairments have been able to close the gap with MyA+ 
Math, an accessible learning platform that has interactive 
resources to help the visually impaired learn key math 
concepts [17].    With the evolution of HCI, developers have 
also been able to explore new ways to make the interaction 
between humans and computer easier [10].  

Software engineers have very quickly risen to the top of 
the totem pole in job outlook, and technology companies can 
only hope that the supply of skilled developers will one day 
match the demand. Developing software is a strenuous task. 
Learning to develop software is even more difficult and 
compounds the challenge of knowing what code to write on 
top of knowing how exactly to write it. Therefore, it is 
important to identify and alleviate any additional challenges 
that are not inherent in the process of learning CS. Making 
CS easier to learn is not the objective. The objective is to 
ensure we are not making it more difficult to learn than it 
already is. 

When analyzing the challenges presented to students 
learning to code, it is clear the learning curve gets steeper for 
students with special needs. This is simply due to the fact 
that learning resources have not catered their curriculums or 

platforms for this specific demographic and lack even basic 
components necessary to ensure special needs students can 
learn just as efficiently as typical students. Coding is 
extremely visual and intellectual. If there are students with 
visual impairments or cognitive disabilities, it presents 
several obstacles that may make it difficult for these students 
to even begin their learning process.  

Special needs students are frequently provided the 
opportunity for accommodations for face-to-face and 
traditional instruction methods. It is imperative to activate 
the same policies for online learning platforms. The W3C 
Web Content Accessibility Guidelines(WCAG) [11] provide 
a framework for ensuring basic accessibility needs are met; 
and all platforms should be complying with these to meet the 
needs of students and reach a larger demographic of learners 
with their resources. 

IV. DESIGN AND IMPLEMENTATION

We designed the AVL portal with the following 
objectives: 

 Provide a clean and easy to understand user interface 
for the user to create an account and get the wanted 
resources. 

 Adhere to W3C Accessible standards that allows the 
use of Screen Readers and other accessibility tools. 

 Provide a clean color scheme and font sizes that are 
accessible to visual disabilities. 

A. Technology Used 

Accessible Virtual Learning is implemented using 
Hypertext Markup Language 5 (HTML), Cascading Style 
Sheets (CSS), Embedded JavaScript Templates (EJS), and 
JavaScript for the front-end. For the back end, Node.js 
runtime engine [12] along with Express framework is used. 
A MySQL database is used for storing user’s information 
such as name, email, encrypted password, user role such as 
‘educator’ or ‘student’, and foreign keys for module 
ownership. There also exist tables that store module 
information for educator resource allocation. The blog 
portion of AVL uses ghost.io, an online publishing platform 
that makes content administration tasks secure and 
straightforward. It also uses a RSS feed to add articles to the 
AVL blog that are related to our content space, along with 
the articles that our content creators publish. The backend 
also uses the following open-source JavaScript packages and 
middle-wares [13]: 

 Sequelize is a promise-based Node.js object-
relational mapper that is used for the MySQL 
database models and querying.  

 Bcrypt.js is a JavaScript package that allows proper 
password hashing for privacy and security of user 
profiles. 

 Passport.js is a Node.js authentication middleware 
that facilitates the AVL login system. 

 Annyang.js is a JavaScript speech recognition library 
used for voice navigation on web apps. Custom 
voice commands and actions can be created that 
allows AVL to be more accessible to users with 
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visual disabilities. It is especially useful for user 
navigation purposes. 

 Connect-flash is a JavaScript package that is used in 
AVL to create robust user feedback related to form 
interaction. This facilitates all the back-end form 
validation messages to the user. 

 Express-validator is a JavaScript package that assists 
in the back-end form validation and sanitation logic. 

B. AVL Portal Architecture 

The AVL portal follows a model-view-controller 
architecture [14]. There are models that are representations 
of data that are being posted and manipulated by the 
controllers. The program logic and database manipulation 
are done in the controllers that pass on data to the view, in 
the form of EJS templates that serve HTML/CSS/JS pages to 
the user. The architecture is facilitated through Express 
routes that are used for knowing what the user wants to see 
or interact with and calls the appropriate controllers to 
interact with the data, and then sends the appropriate view 
with that data. In the following, we detail the implementation 
of different components implemented in AVL 

1) Dashboard Component 
The dashboard delivers content and functionality to both 

educator and student accounts and is the first thing the user 
sees after logging into AVL. The dashboard features a list of 
resources, called modules, that educators can add – such as 
an article, resource, or course along with an URL to the 
resource. Educators can create, edit, and delete modules. 
Modules are stored in the MySQL database within their own 
table, with a foreign key connecting it to the educator who 
created it. Students can then view and sort through the 
modules that all educators have created. Modules are 
contained by a card user-interface that is in a list that can be 
navigated by keyboard, which is especially important for 
screen readers. Users can also consume modules by the 
author, through the educator page. This is important if a 
student is using the website to get resources specifically from 
their educator. 

2) Blog 
The blog allows educators to create blog posts that 

surround the topics of accessibility and CS education. These 
blog posts are meant to be read by both educators and 
students. Educators can create, edit, and delete blog posts. 
The posts are then displayed in an accessible way. The blog 
also generates content from news feeds on relevant 
technological topics in order to maintain a fresh collection of 
articles to read whenever a user logs in. Students can view 
the entire archive of blog posts and articles but are not 
allowed to post, edit, or delete any content. Blog content is 
strictly informative and should act as an extension of the 
learning modules within AVL to facilitate extracurricular 
learning not directly related to coursework. The blog was 
implemented using ghost.io [14] to facilitate the type of 
content but also the content authors. Since this is a public 
facing portal and ultimately anyone can create an educator 
account, we decided to have the ability to choose which 
educators can create content for the AVL blog.  

3) Resources Component 
The resources page is a collection of resources that the 

site creators collected. These are resources that are notable in 
usability and popularity in the education and computer 
science space. The resources are also displayed with a card 
user interface.  

4) Voice Navigation 
The voice navigation feature allows users to explore the 

different features of the portal non visually. When a user logs 
in, a large voice icon on the bottom right of the screen is 
presented, which will also be accessible to a screen reader. 
This button displays a banner over the whole web app that 
explains how to use the voice navigation. The only purpose 
of this button is to display those instructions. When a user is 
on any given page, they can speak any of the following 
commands to be redirected to the desired page. This 
component was implemented with Annyang.js, where all of 
the voice commands and their desired actions were added. 
With this library, more custom voice commands can be 
added in the future to extend the scope of the portal. The 
voice commands can be seen below in Table 1. 

TABLE I. VOICE COMMANDS

Voice Commands Action 

‘Home’ Redirect to the index page 

‘Dashboard’ Redirect to the dashboard page 

‘Educators’ Redirect to the educators’ page 

‘Blog’ Redirect to the AVL blog 

‘Resources’ Redirect to the resources page 

‘Log out’ Log the user out of the portal 

C. User Interface 

This section will contain screenshots of the pages, 
features, and functionality of the portal that has been 
developed. As this is still a prototype, the look and scope of 
the portal may change in the future. They may be changed 
based on feedback from students and educators. 

The user interface uses a CSS framework, Bootstrap 5, to 
aid in the development of the views. This framework is 
especially helpful when creating mobile first applications. 
The use of Bootstrap 5 components does speed up the 
development process of user interfaces, but developers must 
be careful to add extra html attributes and hidden text, as not 
all bootstraps are natively accessible to W3C standards. 

1) User’s View 
Figure 1, Figure 2, and Figure 3. are screenshots of the 

educators’ page, resources page, and AVL blog. These are 
pages that all users can access, and do not change based on 
the user type.  
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Figure 1. Educators’ page. 

Figure 2. Resources page. 

Figure 3. AVL Blog page. 

2) Student’s View 
Students can interact and explore resource modules but 

cannot create modules. The cards are keyboard focusable 
and navigable. The view also dynamically sizes the card 
based on the width of the viewing screen, the number of 
modules, and the amount of content within each module. 
Figure 4. shows the card user interface for the student’s 
dashboard page. 

Figure 4. Student’s view. 

3) Educator’s View 
Educators can consume the resource modules, but also 

view them as the student would. Figure 5 shows  the card 
interface showing the educators own modules, and  Figure 6 
the form for creating a module. All of the educator’s views 
are accessible in the same way that the student’s views are. 
This is important because it demonstrates the opportunity for 
students with disabilities to become educators with 
disabilities.  

Figure 5. Educators’ view. 

Figure 6. Educators’ form for creating a module. 
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D. Testing and Accessibility 

1) Design for Accessibility 
According to the Web Content Accessibility Standard 2.0 

(WCAG 2.0), the following are important requirements for 
making web apps accessible: 

 Text alternatives that serve equivalent purpose for all 
non-text content 

 Text can be resized up to 200% without losing 
content functionality 

 Users can operate the site using keyboard-based 
navigation options 

 Users can access content with the use of assistive 
tools like screen readers 

 Text to background contrast must be a 4.5:1 ratio at 
a minimum 

An accessible portal that adheres to W3C standards must 
be designed with strong, semantic, and structural HTML 
that closely follows the guidelines. When designing the user 
interfaces, the HTML is the first thing that was focused on, 
as styles can be added after to create a better-looking view. 
Many Accessible Rich Internet Application (ARIA) [15] 
attributes were introduced natively to HTML 5. For 
example, many of the buttons on the site are instead used as 
anchor tags, but with a role attribute of the button. This 
functionality means to screen readers that it is not a link, but 
a button that a user clicks. 

The use of icons is also used heavily on the portal, both 
semantically and decoratively. For decorative icons, the aria 
attribute of aria-hidden should be set to true, so that a screen 
reader will simply skip over the icon tag. Since it does not 
display any meaning, it is not necessary for visually 
impaired users to digest. However, for semantic icons, is it 
extremely important to use accessible html because these 
icons display important meanings for the content that is next 
to, or below them. A span tag must be added after the icon 
that contains the textual meaning of the icon and is hidden 
to visual users, but not to screen readers. This way a visually 
impaired user can have the same experience as a visual user. 
Content images can also enhance visual user experience, but 
they must have appropriate alternative text for visually 
impaired users to receive the same experience. 

Adding native voice navigation to a web portal is a huge 
advantage. Screen readers are advanced enough to make 
navigating a website using auditory and physical sense 
inputs and responses easy but having the ability to navigate 
pages instantly through speech makes it even more 
accessible for these users. With a feature like this, it is 
paramount that the instructions to use the voice navigation 
are easily consumed by the screen reader, or the feature 
itself would be unusable without third party assistance. 
When a student clicks on the voice navigation symbol, 
instructions pop up that also dim the rest of the page. The 
voice navigation feature can be shown below in Figure 7.  

Figure 7. Voice navigation feature. 

Additionally, making sure the web portal was navigable 
by keyboard was an important standard. It should not only 
be navigable by keyboard, but when a user is focused on a 
certain user interface element, the element should show a 
visual cue to let the user know where they are on the 
structure. For example, when a user is on the AVL 
dashboard, and navigates to focus on one of the module 
cards through keyboard action, the card is moved in an 
upright position and a colored border appears. The user can 
then click enter to navigate to the URL of the module they 
are focused on. The unfocused and focused states can be 
seen in Figure 8. The hover effect is also the same as the 
focused effect for users navigating by mouse.  

Figure 8. Unfocused and focused states of modules. 

Forms are also a very important part of accessible web 
apps. They must have clear labels that correspond to each 
input area so that the user knows what each input is for, and 
also so that screen readers can correctly convey the form. 
AVL forms use server-side validation and user notifications 
to display success, warning, and error messages regarding 
the submission of the form. The notification should clearly 
state which label-input field was not sufficient to let the user 
know exactly how to fix it to successfully submit the form. 
Figure 9 shows the user interface of the member registration 
form, and what happens when the password field input is 
not sufficient. It states what label was incorrect, and what 
was incorrect with it. 

23Copyright (c) IARIA, 2021.     ISBN:  978-1-61208-896-9

CENTRIC 2021 : The Fourteenth International Conference on Advances in Human-oriented and Personalized Mechanisms, Technologies, and Services

                            30 / 53



Figure 9. Validation of a member registration form. 

2) Testing for Accessibility 
Testing for accessibility is just as important as designing 

for it. The testing process for the portal includes the 
following main steps: 

1. Code review of the HTML structure and correct 
attributes, alt tags, and hidden ARIA text. 

2. Testing of the live site by interacting with all 
features and assuring expected behavior. 

3. Testing with the Web Accessibility Evaluation Tool 
(WAVE) [16], a chrome extension that displays any 
errors against the W3C guidelines by parsing the 
HTML structure of each page. 

4. Comparing the web portal against the WCAG 2.0 
Web Accessibility Checklist to assure all 
requirements were met. 

 Going through this type of testing is much more robust 
then only doing the first step. It assures that the site is 
indeed accessible, as it is very easy to skip over critical 
accessibility problems.  
 Out of the 47 guidelines that are specified in the WCAG 
2.0 Web Accessibility checklist, all were met except 4. 
These are planned to be fixed in the near future before 
testing with actual student subjects. Specifically, the 
readability of the site can be improved, with alternate text 
for information that is past a lower-secondary reading level. 
These areas will be highlighted with the actual test subjects 
and alternate text will be provided. Additionally, text-based 
help needs to be added for the module functionality. We do 
think it is intuitive enough to be used without discrete 
instruction, but this may prove untrue in subject testing. 
 The test results using WAVE were very promising as we 
used it concurrently throughout the development phase. 
Each page was updated to ensure a result of 0 errors in 
WAVE. It also shows all of the aria attributes and ensures 

color contrast is acceptable. Some results from WAVE can 
be seen below in Figure 10. 

Figure 10. WAVE ARIA attribute results. 

V. CONCLUSION AND FUTURE WORK 

The AVL platform meets the original objectives and 
design goals. As a prototype, it needs to be tested and 
expanded on. In any online platform, accessibility should be 
a requirement, not a design goal. If platforms continue to 
strive to implement key features that allow inclusion for all, 
the online education space will make great progress. We 
hope we made a difference by examining accessibility on 
the web and turning our findings into a working prototype.  
 In the future, we plan on testing the portal with a range 
of different students to ensure that the user interface is easy 
to follow and understand. We would also like to see 
different students using the site with screen readers and 
testing our voice navigation. The input from this type of 
testing would be insightful and lead us to making smart 
changes. Testing would be done by selecting a range of 
students with different disabilities ranging from visual to 
developmental. We would not be allowed to assist the 
student at all with creating an account and interacting with 
learning modules. If a student ever became stuck or 
confused, then we would note the point of frustration and 
acknowledge a change needed for that functionality or 
content. This would ensure that not only is our site 
accessible, but usable by a large range of students and 
educators with different needs.  

Technology continues changing the way we learn. If the 
goal is to maximize the potential that technology has as a 
resource for knowledge, it is imperative to ensure that this 
resource is available to everyone and can be used by any 
demographic to gain new skills, talents, and abilities.  

A different approach to the need of more accessible 
resources for learning platforms relating to students with 
disabilities could have been a tool, rather than a portal. A 
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tool that could be used for multiple purposes might have 
reached more learners, but after the initial research of the 
idea, creating a portal seemed to be a more direct approach. 
One of the biggest challenges for this project was deciding 
what specific needs the leaners would require, and how to 
implement them into our portal through functionality. We 
believe we did a good job of this in respect to the time and 
knowledge of our work, but after subject testing, the portal 
could be vastly improved with more specific accessible 
functionality that scopes past WCAG requirements.   

This virtual learning platform is created to take the first 
step into providing a universal learning experience. As 
technology continues to evolve, the resources available to 
enhance learning will also advance. In the future, the 
following additions could be included to improve the site: 

 Providing new and updated learning material is key 
for maintaining interest in a skill area. We are 
planning to add an RSS feed to the blog portion of 
the site in order to keep a constant flow of new 
content to keep learners attracted. Articles will be 
relevant to learning modules on the platform.  

 The platform will give students the opportunity to 
be content creators on the site’s blog after they 
have displayed a certain level of proficiency in 
their learning. Their content will be moderated by 
their respective educators.  

 The platform will allow students to create a profile 
based on their interests and learning objectives. 
This would then be used to recommend public 
other relevant resources.  

 The current version of the platform uses voice 
navigation and has an established list of commands 
a user is allowed to use. A future version of the site 
will have custom voice commands added to expand 
the utility of this feature and improve the overall 
user experience. 

 The site will be updated once extensive user 
subject testing trials are completed, to ensure 
usability and to make sure the site meets all the 
needs of the target audience.  
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Abstract—While many speech synthesis systems based on deep 

neural networks are thoroughly evaluated and released for free 

use in English, models for languages with far less active speakers 

like German are scarcely trained and most often not published 

for common use. This work covers specific challenges in training 

text to speech models for the German language, including 

dataset selection and data preprocessing, and presents the 

training process for multiple models of an end-to-end text to 

speech system based on a combination of Tacotron 2 and Multi-

Band MelGAN. All model compositions were evaluated against 

the mean opinion score, which revealed comparable results to 

models in literature that are trained and evaluated on English 

datasets. In addition, empirical analyses identified distinct 

aspects influencing the quality of such systems, based on 

subjective user experience. All trained models are released for 

public use. 

Keywords: Text-To-Speech; German; Tacotron 2; Multi-Band 

MelGAN.  

I.  INTRODUCTION 

The quality of speech synthesis or Text To Speech (TTS) 

systems has leaped since deep neural networks are being 

leveraged. Whereas such systems acted as a niche technology 

a few years ago, today every voice assistant and a large 

number of car models are equipped with their own, 

manufacturer-specific, synthetic but increasingly natural-

sounding voices. However, smaller companies interested in 

using TTS in their products or services mostly have to rely 

on large-scale software providers, or alternatively, freely 

available models as investments in in-house solutions would 

often be financially unfeasible. 

Since state-of-the-art models with permissive licenses 

exist almost exclusively for English, several model 

compositions based on Tacotron 2 [1] and Multi-Band 

MelGAN [2] were trained for the German language and 

published for free use. This work describes the processes that 

were carried out to train these neural networks and provides 

a corresponding evaluation based on the Mean Opinion Score 

(MOS), setting an initial benchmark for future systems in 

German. The described models and results are part of the 

development of a smart speaker system. 

The rest of the paper is structured as follows. In Section II, 

state-of-the-art of deep neural networks used for TTS are 

presented and available datasets for German TTS are 

reviewed in section 3. In section 4, key learnings from 

training of selected network models are described further. 

Section 5 describes how the evaluation of synthetic voices 

was implemented and presents the results, which are 

interpreted in a subsequent discussion in section 6 and put 

into perspective by limitations in section 7. Lastly, the work 

is concluded with a summary and an outlook in section 8. 

II. BACKGROUND 

Most state-of-the-art systems for speech synthesis based 

on neural networks consist of two components: an acoustic 

model and a vocoder. The acoustic model generates an 

intermediate representation called mel spectrogram from 

input characters or phonemes, while the vocoder converts this 

representation into a final audio signal. The following 

subsections describe the general principles of operation of 

both components in more detail and presents several 

architectures. An overview of model compositions already 

evaluated in literature is given in TABLE II. 

A. Acoustic Model 

Acoustic modelling defines the task of encoding an input 

sequence of characters to a hidden representation and the 

subsequent prediction of mel spectrogram frames per time 

step. The formerly common models for mel spectrogram 

generation based on Hidden Markov Models (HMMs) [3] 

have been increasingly replaced by approaches based on deep 

learning in recent years. In particular, Tacotron [4] and its 

successor Tacotron 2 [1] have led to a dramatic increase of 

quality in speech synthesis research. While Tacotron still uses 

a Griffin-Lim vocoder as a second stage, only reaching a 

MOS of 3.82, Tacotron 2 succeeds in achieving a MOS value 

of 4.53, which is very close to the value of human speakers 

(4.58), by using a continuous deep learning-based process. 

For the latter, a modified version of WaveNet [5] was used as 

a vocoder. 

While Tacotron is based on Recurrent Neural Networks 

(RNNs), which are commonly used for speech synthesis, 

Transformer TTS [6] successfully applied the transformer 

architecture [7], which became well-known from the domain 

of natural language processing with models such as BERT 

[8], to speech synthesis, achieving similar or slightly better 
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scores than Tacotron 2. Transformer TTS [9] achieves a MOS 

value of 4.39 compared to 4.44 of human speakers and is thus 

on par with Tacotron 2.  

Autoregressive models such as Tacotron 2 and 

Transformer TTS achieve state-of-the-art quality but can 

hardly be parallelized, leading to longer processing times. A 

few minutes of audio quickly take hours to generate [10]. 

Therefore, most of the research in 2019 and 2020 has focused 

on exploring architectures that are significantly faster and 

provide similarly good MOS values, rather than continuing 

to work on even better speech quality. Both Tacotron2 and 

TransformerTTS also incorporate certain attention 

mechanisms, which can lead to word omissions or even 

repetitions in outputs. 

Non-autoregressive models can be further categorized 

into those using knowledge distillation like FastSpeech [10] 

and  others utilizing differing technologies. Flow-TTS [11] 

and Glow-TTS [12] are examples for the latter. Interestingly, 

while many of the more recent publications presenting non-

autoregressive models claim to be better than Tacotron 2 in a 

direct comparison, none of them were able to achieve 

comparably good MOS values close to the ground truth. 

Parallel Tacotron [13], Flow-TTS [11] and Fastpitch [14] are 

closest with MOS values above 4.0 and less than 0.5 worse 

than the ground truth. 

B. Vocoder 

Neural vocoders receive a mel spectrogram and predict 

audio signal frames for each spectrogram frame. A mel 

spectrogram can be generated directly from an audio file, as 

opposed to acoustic models, requiring audio-transcript-pairs. 

Therefore, it is comparably easy to generate training data, 

which results in a broad selection of well performing 

vocoders that can produce high quality audio hardly 

distinguishable from real human voices. The main reference 

is WaveNet [5], which achieved 4.21 on the MOS scale from 

1 to 5 in the original publication [5] and 4.53 MOS in a later 

publication [1]. This is very close to the ground truth of 4.58 

and still the state-of-the-art reference value up until now. 

Since WaveNet is autoregressive, it is both comparably slow 

and requires significant resources. To compensate these weak 

points, several alternatives have been suggested.  

Parallel WaveNet [15] uses knowledge distillation to 

derive a much faster network from WaveNet in a student-

teacher manner. It can generate 20s of audio in 1s (real-time 

factor RTF 0.05), whereas WaveNet requires 1,000s to 

generate 20s of audio (RTF 50).  

WaveGlow [16] is a representative of flow-based 

networks, which can be parallelized well in contrast to auto-

regressive networks like WaveNet. It achieves RTF 0.04 on 

an Nvidia Tesla V100 GPU. It is also commonly 

implemented as acoustic model, i.e., in [12], [17], [18].  

Multi-Band MelGAN [2] is also worth mentioning, 

being based on a different approach. Its architecture utilizes 

a Generative Adversarial Network (GAN) and achieved a 

MOS of 4.34 in empirical analysis. However, this was 

achieved for the Chinese language instead of English and is 

therefore not directly comparable.  

Best results based on the popular LJspeech dataset [19] 

are reported by Hifi-GAN [20] and WaveGrad [21] with 4.36 

and 4.55 respectively. The latter is identical to the ground 

truth MOS value. 

Finally, WaveRNN [22] achieves MOS 4.46 and is 

therefore the closest competitor to WaveNet and WaveGrad. 

III. DATASETS 

The selection of suitable datasets was based on metadata 

from LJSpeech. Strict criteria for the minimum length of 

audio-transcript pairs (>20 hours) and text normalization (no 

leftover digits or symbols) were set. The sampling rate of 

22.05kHz was not considered to be a hard criterion, merely 

regarded preferable, so not to further reduce the scope of the 

already limited number of existing datasets. 

Selected datasets were further processed in preparation of 

the subsequent training processes. 

A. Selection 

Besides the acoustic model and vocoder, the quality and 

quantity of the dataset used for training are the main factors 

influencing the quality of the resulting synthetic voice. The 

following datasets were evaluated regarding their suitability 

and partially selected for subsequent model training. The 

final selection of datasets is presented in TABLE I. 

 

1) M-AILABS 

The M-AILABS speech dataset is based on data from 

LibriVox [23], a platform providing free audio books by 

voluntary, mostly amateur speakers, and consists of five 

single speaker datasets. Their durations range from 19h to 

68h of speech and respective texts. Despite a comparatively 

low sampling rate of 16kHz for each recording, two speakers, 

Karlsson (male, 40h) and Eva K (female, 29h) were chosen 

for model training. Ramona (female, 68h) was discarded due 

to her subjectively unpleasant voice.  

2) Thorsten Voice 

Specifically created for the creation of TTS applications, 

the Thorsten neutral dataset  consists of more than 23 hours 

of audio-transcript pairs from a single male voice, recorded 

with a sampling rate of 22.05kHz [24]. It was first released in 

March 2021 and, to the authors’ knowledge, has not been 

evaluated in any scientific publication yet. 

3) HUI Audio Corpus 

Similar to M-AILABS, the recently released HUI audio 

corpus [25] also consists of freely available audio data from 

LibriVox and transcripts from gutenberg.org [26], but 

provides a much larger quantity of audio-transcript pairs per 

speaker and a higher sampling rate of 22.05kHz. The 

speakers Bernd Ungerer (male, 97h) as well as Hokuspokus 

full (female, 43h) and Hokuspokus clean (female, 27h; subset 

of Hokuspokus full, containing less noise) were chosen for 

model training. 
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TABLE I. DATASETS USED FOR FURTHER PROCESSING. 

Dataset Speaker 
Sampling 

Rate 

Hours 

HUI  

Audio Corpus 

Bernd Ungerer (m) 22 kHz 97 h 

Hokuspokus clean (f) 22 kHz 27 h 

Hokuspokus full (f) 22 kHz 43 h 

Thorsten neutral Thorsten Müller (m) 22 kHz 23 h 

M-AILABS 
Eva K (f) 16 kHz 29 h 

Karlsson (m) 16 kHz 40 h 

 

B. Further Processing 

To reduce the range of phrases and punctuation marks 

acoustic models receive as input, transcript sentences of all 

datasets were filtered and adjusted using several mechanisms. 

Also, since phoneme-based models generally perform better 

than character-based models due to their unambiguousness in 

terms of pronunciation, transcript data was converted to this 

type of representation beforehand. 

1) Text Modification 

Since many punctuation symbols have very similar effects 

on emphasis in German, a subset was defined onto which all 

further symbols were mapped. This resulted in a subset 

consisting only of the characters [“.”, “,”, “?”, “!”], which 

significantly reduced of the vocabulary size. 

Additionally, datasets based on LibriVox mostly consist of 

audio books of which the transcripts were written in the early 

20th century and earlier, as German licensing rights require 

authors to have been deceased for at least 70 years, before 

copyright of their works expires. Transcripts of such ages 

were written according to obsolete orthographic standards, 

but the models to be trained were intended to be used in 

modern contexts. For this reason, a dictionary has been 

created semiautomatically (partly by crawling [27], a website 

providing common mappings between orthographic 

conventions, partly through manual identification of obsolete 

phrasing inside transcript sentences). Utilizing regular 

expressions, the outdated transcripts were adapted to 

currently applicable orthographic principles. 

2) Phonemization 

As no publicly available mapping tools or dictionaries 

seemed to be performing well enough for phonemization in 

German, a custom dictionary was created by crawling 

Wiktionary German [28], a website providing over 640,000 

German word pairs with notations based on character as well 

as the International Phonetic Alphabet (IPA) including nouns 

in multiple grammatical cases and verbs in multiple tenses. 

To convert composites which are not exactly contained 

within the phoneme dictionary into phoneme notation, a 

bidirectional search algorithm was implemented, which splits 

words into substrings if no exact match is found. The longest 

substrings found are individually converted to phoneme 

symbols and merged back together afterwards. 

Since compounds and nominalizations by using different 

suffixes are widely used in the German language, a major 

proportion of the vocabulary can be covered by this approach. 

While this algorithm handles borderline cases, names and 

words from other languages rather poorly, most German 

words as well as composites can be mapped to their 

respective phoneme representation quite efficiently. To 

reduce suboptimal mappings to a minimum, a large fraction 

of unknown words contained in the selected training datasets 

was added manually to the phoneme dictionary. 

IV. MODEL TRAINING 

The following subsections present and justify the final 

selection of model architectures for both stages of a full TTS 

system and describe all conducted training workflows on a 

detailed level. Both acoustic models and vocoders were 

trained independently. 

A. Model Selection 

Since a wide range of architectures exists for both 

acoustic models and vocoders, several test trainings were 

conducted to determine a viable composition. 

Tacotron 2 and TransformerTTS were considered as acoustic 

models due to their excellent evaluations in literature as well 

as their inclusion into the ESPnet [29] framework, a toolkit 

for speech processing, offering simple mechanisms for 

building TTS training pipelines. First trainings showed that 

stop token prediction clearly performed better with Tacotron 

2 than TransformerTTS, thus the final choice was made in 

favor of this architecture. AlignTTS was considered as well, 

but preexisting implementations were badly documented and 

training with reasonable effort was unfeasible. 

For the vocoder stage, it was intended to test several 

architectures in sequence. However, Multi-Band MelGAN, 

as first architecture to be evaluated, already achieved 

subjectively satisfactory results in initial tests and was 

selected as the vocoder architecture for subsequent trainings. 

It was refrained from testing other vocoders, since 

subjectively, the quality of the acoustic model had a larger 

impact on overall output quality. 

B. Tacotron 2 

To optimize the training process, minor adjustments were 

made to the default hyperparameter configuration before the 

training process. In addition, the most suitable decoder 

configuration at inference time was determined through 

manual evaluation. 

1) Training 

The specific model architecture and training configuration 

for Tacotron 2 were derived from the existing recipe for 

LJSpeech incorporated in the ESPnet framework and adapted 

to fit the available hardware in terms of batch size (or number 

of batch bins, as implemented in ESPnet). This recipe differs 

from the original implementation of Tacotron 2 in the usage 

of guided attention loss. While training with datasets based 

on a sampling rate of 16kHz resulted in fast loss convergence, 
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models trained on 22.05kHz audio data quickly reached a 

stage of oscillating loss. This was remedied by the use of 

AMSGrad [30]. All other parameters were maintained. In 

order to utilize ESPnet, the datasets used were converted into 

the Kaldi [31] format. 

All models were trained for 200 epochs. Training processes 

took ~4 days each for 22.05kHz datasets and ~2 days each for 

16kHz datasets respectively on two Nvidia Titan RTX GPUs. 

2) Inferencing 

The decoder configuration can be dynamically adjusted at 

inference time. In order to find the best possible configuration 

for all speakers, several suitable values were defined for each 

adjustable parameter and output audio was generated for each 

combination of parameters. Any of the variables may cause 

word repetition or deletion errors, if misconfigured. 

The following parameters were determined: 

 

• Minimum Length Ratio: 0.08 

• Maximum Length Ratio: 10 

• Backwards Attention Window: 2 

• Forwards Attention Window: 3 

• Stop-Token-Threshold: 0.1 

 

While optimal values varied slightly between all 

speakers, the specified configuration generally yielded good 

results. This rendered the following model evaluations 

independent of speaker-specific decoder configurations. 

C. Mutli-Band MelGAN 

The implementation used was the publicly available 

version by Tomoki Hayashi [30] and the standard 

configuration was retained. Each model was trained 

according to this for 800,000 steps. Training took ~3 days per 

model using the same hardware as for the Tacotron 2 models. 

For the speaker Hokuspokus no separate vocoder with 

the clean subset was trained, instead the vocoder from the full 

dataset was reused. 

V. EMPIRICAL ANALYSIS 

The trained model compositions were evaluated through a 

survey, collecting MOS values for original speakers, full two-

level inferences, and inferences of vocoders based on 

algorithmically generated mel spectrograms of original 

recordings. Additionally, the survey included further 

questions regarding the “best” fully synthetic voice, 

according to individual ratings of the respondents. 

Furthermore, demographic parameters, as well as audio 

output devices used during the survey were queried. 

A. Questionnaire Design 

The core components and structure of the survey are 

described in more detail in the following subsections. 

1) MOS 

Each respondent could listen to three audio files per voice, 

which were to be rated qualitatively on a scale of 1 to 9 

without further instructions. No text labels for the individual 

numbers were provided on purpose, it was merely indicated 

that 9 meant very good and 1 very bad quality. Fully synthetic 

voices (acoustic model + vocoder), ground truths of all voices 

as well as vocoder-only inferences derived from mel 

spectrograms of ground truth data were evaluated in order to 

gain insights into the general performance of the model 

combinations as well as the sole influence of the trained 

vocoders on speech quality. The judgements of the mean 

opinion scores thus included 16 different voices and 48 audio 

recordings with 5-8 seconds length per recording. 

During the evaluation, the rating scale was rescaled to the 

range 1 to 5 (in 0.5 increments) to enable direct comparison 

to the MOS values of other publications. 

To avoid a bias regarding the order of the heard speakers, 

the sequence in which respondents were to rate them was 

randomized. 

2) Detailed “Best” Speaker 

After all MOS values had been filled in, the best-rated, 

fully synthetic voice was automatically determined, its 

corresponding recordings were played again, and more in-

depth questions were asked regarding the characteristics of 

this voice. 

 

• Did you notice any anomalies in pronunciation you found 

annoying? (Very many to None) (Q1) 

• How would you describe the effort needed to understand 

the message? (Nothing understood to Everything 

understood) (Q2) 

• How did you perceive the pace of speech? (Too slow to 

Too fast) (Q3) 

• How did you perceive the naturality of the voice? (Very 

unnatural to Very natural) (Q4) 

• Did you find certain words difficult to understand? (Very 

many to None) (Q5) 

• How would you describe the voice? (Very unpleasant to 

Very pleasant) (Q6) 

• Would you find it easy or difficult to listen to this speaker 

for an extended period of time? (Very easy to Very 

difficult) (Q7) 

 

These questions were intended to provide insight into 

which aspects of the synthetic voices were subjectively 

perceived as suboptimal. The selection of questions was 

based on [32]. Posterior characters represent references to the 

questions in TABLE V. 

3) Demographic Data 

To derive further conclusions from previously collected 

scores, participants were additionally asked regarding their 

native language and age. As described in CrowdMOS [33], 

the audio device used while answering the survey was also 

asked for. 

B. MOS Results 

The survey was conducted over the internet. Invitations 

were sent to students from the University of Applied Sciences 

Hof, the research institute employees, as well as to a network 
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of company partners. It was also circulated on the internet via 

Twitter and Linked.in.  

A total of 193 participants was recorded of which 101 

finished the survey. 94 of this subset were native German 

speakers. Answers and ratings of those were used for further 

analysis. Around half of the leftover respondents used a 

smartphone or PC with built-in speakers. 34 were using 

headphones, 11 dedicated loudspeakers. The age of 

participants was 30.1 years on average with a median of 26 

and a range from 18 to 74 years. 

TABLE III summarizes the results. Synth represents the 

MOS for the synthetic voice, created using both the trained 

acoustic model and vocoder. Vocoder represents the MOS for 

the synthetic voice that was generated based on the mel 

spectrograms derived from the ground truth. GT represents 

the MOS for the human speaker used as training data. Δ GT 

is the difference between the MOS of the ground truth and 

the MOS of the synthetic voice. TABLE IV puts the results and 

training datasets in relation to each other. 

C. Speaker-Specific Analysis 

The more detailed, speaker-specific analysis shown in 

TABLE V presents an overview of the advanced evaluation, 

including certain characteristics of speech, which primarily 

revealed a persistent deficit of naturalness in the voices, 

where no synthetic voice reached an average score over 4.0. 

This is supported by comparable scores for anomalies in 

pronunciation and how pleasant the voice is perceived. 

Comprehensibility of individual words was rated slightly 

better. Pace of speech and effort required to understand the 

message of utterances were rated very positively. Ultimately, 

scores for the difficulty of listening to a speaker over an 

extended period of time were consistently mediocre. Bernd 

Ungerer especially stood out regarding naturalness of the 

synthetic voice, whereas there was no large difference to 

other voices regarding anomalies in pronunciation and ease 

of understanding compared to Thorsten. The pace of speech 

was also similar. 

VI. DISCUSSION 

The empirical survey affirmed the preexisting subjective 

impression that the fully synthetic TTS system trained on data 

from the speaker Bernd Ungerer produced the best results 

among all evaluated model compositions. However, the 

overall scores were lower than expected. This is partly due to 

a large variation in answers with participants voting 2.3 on 

average for all 16 voices and others voting 4.6 (avg: 3.55, 

median: 3.62). With 94 qualified answers, the empirical 

survey is much larger than the ones in other TTS papers that 

frequently use less than two dozen participants.  

Interestingly, the speaker Thorsten Müller achieved best 

results for vocoder only and a similar distance between 

synthetic voice and ground truth as Bernd Ungerer, despite 

having only a quarter of the training data. This indicates that 

data quality is at least equally important, if not more 

important than total size of the dataset. The same conclusion 

can be drawn from the results of Hokuspokus clean and full. 

Although the clean subset contains only 27 hours of voice 

data, the MOS results are slightly better than those of 

networks trained on the full 43 hours of data available. Which 

amount of (qualitatively high) training data would actually be 

needed for a well performing acoustic model remains to be 

determined. Matsubara et al. [34] found that as few as one 

hour of training data is sufficient for achieving MOS values 

of 3.8 with LPCnet and 9 hours for MOS values of 4.06 with 

WaveNet, with a ground truth of only 4.18. However, this 

could not be reproduced using Tacotron 2 and Multi-Band 

MelGAN, which may be caused by the chosen model 

composition. Stop token prediction proved problematic, 

which resulted in additional babbling sounds as part of the 

generated audio files. This mainly occurred with models 

trained on less than 20 hours of audio-transcription pairs. 

The ground truth values of 4.25 and 4.27 for speakers 

Bernd Ungerer and Hokuspokus (both full and clean) are 

similar to the values reported in literature for English 

language, e.g., 4.27 for FastSpeech 2 [35] and 4.31 for 

TalkNet [36]. However, they are significantly worse than the 

4.58 reported in the Tacotron 2 paper [1] or 4.55 for Flow-

TTS [11]. This indicates that there is still potential for 

improvement since neither Bernd Ungerer nor Hokuspokus 

are professional speakers. Accordingly, the recordings were 

not professionally produced and processed, which in 

consequence lead to inconsistent narration styles and noise. 

A delta of 0.5 between ground truth MOS and synthetic voice 

(Bernd Ungerer, Thorsten Müller) is only topped by very few 

of the well-known English TTS results published. It can 

therefore be concluded that the chosen model architectures 

can generally be equally well trained on datasets in German 

as in the English language (or Chinese for Multi-Band 

MelGAN). 

Vocoder MOS values are significantly lower than 

expected for all speakers except Thorsten Müller. A delta of 

0.22 for Thorsten Müller is among the best in published 

English results. However, for Bernd Ungerer (0.50) and 

Hokuspokus (0.66), values are worse than the average 

published in English publications concerning TTS, which is 

around 0.35. For Multi-Band MelGAN, the published results 

are 4.22, which is 0.36 worse than the ground truth on the 

MOS scale. However, these results were gathered in Chinese. 

Switching the vocoder should be investigated for future 

experiments. 

Differently than suggested in literature [37], the female 

voices are not judged better than the male voices, but worse. 

This is especially unexpected for the direct comparison of 

Hokuspokus clean with Thorsten Müller. Hokuspokus has a 

better GT score and slightly more training data in the clean 

dataset (27h vs. 23h). Therefore, a better MOS value for 

Hokuspokus than for Thorsten was expected. There are two 

major differences between the datasets. The Thorsten neutral 

set consists of one (short) sentence per audio sample having 

an average duration of 3.3s with a maximum of 12s and only 

few audio files with more than 5s (see Figure 1), whereas 
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audio-transcripts from Hokuspokus (and other sets from the 

HUI audio corpus) were split based on duration with a 

minimum length of 5s and an average of 9s with some audio 

files at over 20s, regardless of sentence cohesion. 

Utterances in the Thorsten neutral dataset are continuously 

very clearly emphasized as it was specifically generated for 

the creation of TTS systems, while recordings by 

Hokuspokus do not contain any special emphasis, sounding 

generally more natural (which possibly led to comparably 

higher MOS values for ground truth). However, this aspect 

seems to render the Hokuspokus datasets less suitable for 

speech synthesis applications. Additionally, the average 

silence loudness in dB is slightly lower in the Thorsten 

neutral dataset (-58.3 dB) compared to Hokuspokus clean (-

56.6 dB, see Figure 2), indicating less noise. It would be 

interesting to see, whether a further cleansing of Thorsten 

speech samples yield better training results. Due to the 

generally low amount of training data contained in the 

Thorsten neutral dataset, no further investigation was 

conducted. 

 

 
Figure 1. Thorsten (l) and Hokuspokus (r) length of audio in seconds. 

 
Figure 2. Thorsten (l) and Hokuspokus (r) min. silence in dB. 

It is also surprising, that the speaker Karlsson achieved a 

comparably high MOS for the ground truth despite being 

based on a sampling rate of 16 kHz. Also, the vocoder MOS 

is among the best with 3.76, whereas the fully synthetic voice 

merely achieved 2.96 (-0.8 compared to the vocoder).  

Moreover, it is remarkable that the loss in MOS from GT 

to vocoder and full synthetic voice is split relatively equally 

for Thorsten Müller and Hokuspokus, whereas there is nearly 

no loss for the acoustic model for Bernd. In contrast to that, 

Karlsson and Eva have most of the loss in acoustic model and 

a much smaller one for the vocoder. Looking at published 

results for LJspeech, examples of both described 

discrepancies can be found. For an equal split, there is 

AlignTTS, FlowTTS und TalkNet with WaveGlow vocoder, 

as well as TalkNet 2 with Hifi-GAN vocoder. A larger loss 

for the vocoder can be observed for Glow-TTS and 

Fastspeech with WaveGlow vocoder, as well as Reinforce-

Aligner and Diff-TTS with Hifi-GAN vocoder. Finally, 

EFTS-CNN with Hifi-GAN has a higher loss in the acoustic 

model than the vocoder. Therefore, it could be a matter of 

tuning the hyperparameters for the training process that 

makes a difference, but it could also be characteristics of the 

dataset in this case. It is assumed that the acoustic model 

benefits more from large amounts of training data, whereas 

the vocoder benefits more from a high audio quality. 

Furthermore, speaker-specific analysis confirmed that 

basic conditions for natural speech, such as pace and correct 

as well as clear pronunciation of individual words, are 

generally met. However, fully synthetic outputs still contain 

too many irregularities, which reduces the acceptance of 

users to listen over longer periods of time. Additionally, none 

of the recordings contained in the training datasets were made 

by a professional speaker, which is reflected in the mediocre 

scores on how pleasant the different voices were perceived. 

VII. LIMITATIONS 

Audio files, which were used for the empirical analysis 

were specifically chosen to be comparable across all speakers 

as well as comparable with the ground truth. Although 

sentences that proved to be difficult during the training 

process were included, they are still somehow cherry-picked. 

When generating speech from arbitrary texts from news 

websites, some problems with the synthesized voices were 

encountered that are not reflected in the test audio. Negative 

examples can be found on the webpage, presenting results 

([38]). 

Although these cases are seldom, the quality of the 

generated speech output still needs to be double-checked, 

since Tacotron 2 performs in a non-deterministic way, which 

is intended in order to vary stylistic attributes in output mel 

spectrograms. However, this feature sometimes leads to very 

bad output quality.  

Additionally, the choice of vocoder and acoustic model are 

somewhat arbitrary. Although there was a systematic analysis 

of available models, no detailed evaluation with multiple 

candidates was performed. Instead, the first models 

subjectively producing good results were used for the 

empirical study. Finally, the vocoder should have been 

trained with the Hokuspokus clean subset as well, instead of 

reusing the one from the full subset in order to explore the 

full potential of data cleansing. 

VIII. CONCLUSION AND OUTLOOK 

In this work, the training processes of several deep neural 

networks for speech synthesis in the German language was 

reported along with an evaluation based on the MOS. A MOS 

of 3.74 was achieved for the best rated model (using the 

speaker Bernd Ungerer), which is comparable to recently 

published results for speech synthesis systems in English like 

3.79 for FastSpeech 2 [35] or 3.66 for Flowtron [18]. 
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However, they are far away from the best published results 

like 4.53 for Tactron 2 with Wavenet [1] or 4.19 for Flow-

TTS with WaveGlow [11]. On the other hand, Tacotron 2 

also achieves only 3.52 on the MOS scale in the Flow-TTS 

paper. To the best of the authors’ knowledge, results are the 

best published MOS results for German TTS and can serve 

as a benchmark for future publications. In the years before 

neural TTS systems, MaryTTS has been a well-known option 

for German [39] and multi-lingual speech synthesis [40]. 

However, even in explicit quality analysis [41], no MOS 

values are reported.  

In addition, deeper insights were gained regarding distinct 

aspects of different synthetic voices, which suggest actions 

regarding further optimization of future models. At dataset 

level, alignment of audio transcript pairs, recording quality 

and its homogeneity, as well as prosody can be improved. 

Regarding the definition of hyperparameters, values were set 

based on comparisons. A thorough hyperparameter search 

could lead to better results. In addition, the phoneme 

dictionary needs to be extended to include a larger number of 

terms in order to cover as many words as possible. 

All compared models and respective recipes for ESPnet are 

released for public use. 

For further research, it is intended to continue 

experimenting with internal voice datasets of higher quality 

but smaller size, as well as different network architectures. 

Especially for the vocoder, a broader range of alternatives to 

Multi-Band MelGAN will be considered, including Hifi-

GAN [20], WaveGrad [21] and Wave RNN [22], which all 

have published results well over 4.3 MOS in English 

language and differences to ground truth below 0.1.  

Additionally, it needs to be investigated which aspects of 

the training data differentiate a very good from an average 

dataset. A few aspects like good recording conditions and 

trained speaker are well known. However, there is little 

information regarding speaking style, choice of sentences and 

words, diversity of the vocabulary, etc. Those aspects are 

expected to influence dataset quality. Moreover, the 

preexisting processing pipeline for the generation of datasets 

from [25] will be altered to shorten the minimum and 

maximum duration of audio snippets contained in training 

data to a scope 2s minimum, 6s mean and 15s maximum.  

Curriculum learning [42] represents another promising 

method, which would be worth investigating in the context of 

TTS. It is dangerous to draw conclusions from humans to 

DNNs. Despite some similarities, DNNs still work different 

from human brains. Nevertheless, human children usually 

learn to speak short utterances first, as opposed to words like 

“Frühsommer-Meningoenzephalitis” (FSME), a complex 

German word from the medical domain, which is part of an 

internal test dataset. Therefore, it could be also helpful to run 

trainings of model architectures with audio-transcription 

pairs of short sentences or even single words and gradually 

increase the length of labeled audio files. There is already 

evidence that this method increases robustness of TTS 

models for longer input texts during inference [43]. It could 

potentially also improve loss convergence during training as 

well as output speech quality. 
The findings presented in this work will be incorporated 

into the development of an independent smart speaker, 
whereby the performance of TTS systems on edge devices, 
primarily resource requirements and RTF, will be a major 
challenge. 

REFERENCES 

[1] J. Shen et al., “Natural TTS synthesis by conditioning 

wavenet on mel spectrogram predictions,” in 2018 IEEE Int. 

Conf. on Acoustics, Speech and Signal Processing (ICASSP), 

2018, pp. 4779–4783. 

[2] G. Yang, S. Yang, K. Liu, P. Fang, W. Chen, and L. Xie, 

“Multi-band MelGAN: Faster Waveform Generation for 

High-Quality Text-to-Speech,” arXiv preprint 

arXiv:2005.05106, 2020. 

[3] S. Kayte, M. Mundada, and J. Gujrathi, “Hidden Markov 

model based speech synthesis: A review,” International 

Journal of Computer Applications, vol. 130, no. 3, pp. 35–39, 

2015. 

[4] Y. Wang et al., “Tacotron: Towards End-to-End Speech 

Synthesis,” Proc. Interspeech 2017, pp. 4006–4010, 2017. 

[5] A. van den Oord et al., “Wavenet: A generative model for 

raw audio,” arXiv preprint arXiv:1609.03499, 2016. 

[6] N. Li, S. Liu, Y. Liu, S. Zhao, and M. Liu, “Neural speech 

synthesis with transformer network,” in Proceedings of the 

AAAI Conference on Artificial Intelligence, 2019, vol. 33, no. 

01, pp. 6706–6713. 

[7] A. Vaswani et al., “Attention Is All You Need,” 

arXiv:1706.03762 [cs], Dec. 2017, Accessed: Sep. 01, 2021. 

[Online]. Available: http://arxiv.org/abs/1706.03762 

[8] J. Devlin, M.-W. Chang, K. Lee, and K. Toutanova, “Bert: 

Pre-training of deep bidirectional transformers for language 

understanding,” arXiv preprint arXiv:1810.04805, 2018. 

[9] N. Li, S. Liu, Y. Liu, S. Zhao, M. Liu, and M. Zhou, “Neural 

Speech Synthesis with Transformer Network,” 2019. 

[10] Y. Ren et al., “Fastspeech: Fast, robust and controllable text 

to speech,” in Advances in Neural Information Processing 

Systems, 2019, pp. 3171–3180. 

[11] C. Miao, S. Liang, M. Chen, J. Ma, S. Wang, and J. Xiao, 

“Flow-TTS: A Non-Autoregressive Network for Text to 

Speech Based on Flow,” in ICASSP 2020-2020 IEEE 

International Conference on Acoustics, Speech and Signal 

Processing (ICASSP), 2020, pp. 7209–7213. 

[12] J. Kim, S. Kim, J. Kong, and S. Yoon, “Glow-TTS: A 

Generative Flow for Text-to-Speech via Monotonic 

Alignment Search,” arXiv preprint arXiv:2005.11129, 2020. 

[13] I. Elias et al., “Parallel Tacotron: Non-Autoregressive and 

Controllable TTS,” arXiv preprint arXiv:2010.11439, 2020. 

[14] A. Lańcucki, “FastPitch: Parallel Text-to-speech with Pitch 

Prediction,” arXiv preprint arXiv:2006.06873, 2020. 

[15] A. Oord et al., “Parallel wavenet: Fast high-fidelity speech 

synthesis,” in International conference on machine learning, 

2018, pp. 3918–3926. 

[16] R. Prenger, R. Valle, and B. Catanzaro, “Waveglow: A flow-

based generative network for speech synthesis,” in ICASSP 

2019-2019 IEEE International Conference on Acoustics, 

Speech and Signal Processing (ICASSP), 2019, pp. 3617–

3621. 

32Copyright (c) IARIA, 2021.     ISBN:  978-1-61208-896-9

CENTRIC 2021 : The Fourteenth International Conference on Advances in Human-oriented and Personalized Mechanisms, Technologies, and Services

                            39 / 53



[17] Z. Zeng, J. Wang, N. Cheng, T. Xia, and J. Xiao, “Aligntts: 

Efficient feed-forward text-to-speech system without explicit 

alignment,” in ICASSP 2020-2020 IEEE International 

Conference on Acoustics, Speech and Signal Processing 

(ICASSP), 2020, pp. 6714–6718. 

[18] R. Valle, K. Shih, R. Prenger, and B. Catanzaro, “Flowtron: 

an Autoregressive Flow-based Generative Network for Text-

to-Speech Synthesis,” arXiv preprint arXiv:2005.05957, 

2020. 

[19] “The LJ Speech Dataset.” https://keithito.com/LJ-Speech-

Dataset (accessed Sep. 01, 2021). 

[20] J. Kong, J. Kim, and J. Bae, “HiFi-GAN: Generative 

Adversarial Networks for Efficient and High Fidelity Speech 

Synthesis,” Advances in Neural Information Processing 

Systems, vol. 33, n. pag., 2020. 

[21] N. Chen, Y. Zhang, H. Zen, R. J. Weiss, M. Norouzi, and W. 

Chan, “WaveGrad: Estimating gradients for waveform 

generation,” arXiv preprint arXiv:2009.00713, 2020. 

[22] N. Kalchbrenner et al., “Efficient neural audio synthesis,” 

arXiv preprint arXiv:1802.08435, 2018. 

[23] “LibriVox | free public domain audiobooks.” 

https://librivox.org/ (accessed Sep. 01, 2021). 

[24] T. Müller, “Thorsten Open German Voice Dataset”. 

https://github.com/thorstenMueller/deep-learning-german-tts 

(accessed Sep. 01, 2021). 

[25] P. Puchtler, J. Wirth, and R. Peinl, “HUI-Audio-Corpus-

German: A high quality TTS dataset,” Berlin, Germany, Sep. 

2021. 

[26] “Projekt Gutenberg”. https://www.projekt-gutenberg.org/ 

(accessed Sep. 01, 2021). 

[27] J. von Heyl, “korrekturen.de - Portal für Rechtschreibung”. 

https://www.korrekturen.de/ (accessed Sep. 01, 2021). 

[28] “Wiktionary, das freie Wörterbuch”. 

https://de.wiktionary.org/wiki/Wiktionary:Hauptseite 

(accessed Sep. 01, 2021). 

[29] T. Hayashi et al., “Espnet-TTS: Unified, Reproducible, and 

Integratable Open Source End-to-End Text-to-Speech 

Toolkit,” in ICASSP 2020 - 2020 IEEE International 

Conference on Acoustics, Speech and Signal Processing 

(ICASSP), Barcelona, Spain, May 2020, pp. 7654–7658. doi: 

10.1109/ICASSP40776.2020.9053512. 

[30] S. J. Reddi, S. Kale, and S. Kumar, “On the Convergence of 

Adam and Beyond,” arXiv:1904.09237 [cs, math, stat], Apr. 

2019, Accessed: Sep. 01, 2021. [Online]. Available: 

http://arxiv.org/abs/1904.09237 

[31] D. Povey et al., “The Kaldi speech recognition toolkit,” IEEE 

2011 Workshop on Automatic Speech Recognition and 

Understanding, Jan. 2011. 

[32] M. Viswanathan and M. Viswanathan, “Measuring speech 

quality for text-to-speech systems: development and 

assessment of a modified mean opinion score (MOS) scale,” 

Computer Speech & Language, vol. 19, no. 1, pp. 55–83, 

2005, doi: https://doi.org/10.1016/j.csl.2003.12.001. 

[33] F. Protasio Ribeiro, D. Florencio, C. Zhang, and M. Seltzer, 

“CROWDMOS: An Approach for Crowdsourcing Mean 

Opinion Score Studies,” May 2011, Accessed: Sep. 01, 2021, 

ICASSP. [Online]. Available: https://www.microsoft.com/en-

us/research/publication/crowdmos-an-approach-for-

crowdsourcing-mean-opinion-score-studies/ 

[34] K. Matsubara et al., “Investigation of training data size for 

real-time neural vocoders on CPUs,” Acoustical Science and 

Technology, vol. 42, no. 1, pp. 65–68, 2021. 

[35] Y. Ren, C. Hu, T. Qin, S. Zhao, Z. Zhao, and T.-Y. Liu, 

“FastSpeech 2: Fast and High-Quality End-to-End Text-to-

Speech,” arXiv preprint arXiv:2006.04558, 2020. 

[36] S. Beliaev, Y. Rebryk, and B. Ginsburg, “TalkNet: Fully-

Convolutional Non-Autoregressive Speech Synthesis Model,” 

arXiv preprint arXiv:2005.05514, 2020. 

[37] J. Cambre and C. Kulkarni, “One voice fits all? Social 

implications and research challenges of designing voices for 

smart devices,” Proceedings of the ACM on human-computer 

interaction, vol. 3, no. CSCW, pp. 1–19, 2019. 

[38] J. Wirth, “iisys Audio Samples for German Speech Synthesis 

Tacotron 2 + MultiBand MelGAN”. 

http://narvi.sysint.iisys.de/projects/tts/results (accessed Sep. 

01, 2021). 

[39] M. Schröder and J. Trouvain, “The German text-to-speech 

synthesis system MARY: A tool for research, development 

and teaching,” International Journal of Speech Technology, 

vol. 6, no. 4, pp. 365–377, 2003. 

[40] M. Schröder, M. Charfuelan, S. Pammi, and I. Steiner, “Open 

source voice creation toolkit for the MARY TTS Platform,” 

presented at the Twelfth annual conference of the 

international speech communication association, 2011. 

[41] F. Hinterleitner, C. Norrenbrock, S. Möller, and U. Heute, 

“What makes this voice sound so bad? A multidimensional 

analysis of state-of-the-art text-to-speech systems,” in 2012 

IEEE Spoken Language Technology Workshop (SLT), 2012, 

pp. 240–245. 

[42] Y. Bengio, J. Louradour, R. Collobert, and J. Weston, 

“Curriculum learning,” in Proceedings of the 26th annual 

international conference on machine learning, 2009, pp. 41–

48. 

[43] S.-W. Hwang and J.-H. Chang, “Document-Level Neural 

TTS Using Curriculum Learning and Attention Masking,” 

IEEE Access, vol. 9, pp. 8954–8960, 2021. 

 

 

 

 

 

 

 

 

 

 

33Copyright (c) IARIA, 2021.     ISBN:  978-1-61208-896-9

CENTRIC 2021 : The Fourteenth International Conference on Advances in Human-oriented and Personalized Mechanisms, Technologies, and Services

                            40 / 53



TABLE II. MOS OVERVIEW OF COMPARABLE TTS SYSTEMS. 

 Model Vocoder GT Vocoder Synth GT-MOS GT-voc Voc-synth 

Fastspeech  WaveGlow 4.41 4.00 3.84 0.57 0.41 0.16 

AlignTTS  WaveGlow 4.53 4.28 4.05 0.48 0.25 0.23 

Glow-TTS WaveGlow 4.54 4.19 4.01 0.53 0.35 0.18 

Flow-TTS  WaveGlow 4.55 4.35 4.19 0.36 0.20 0.16 

TalkNet  WaveGlow 4.31 4.04 3.74 0.57 0.27 0.3 

TalkNet 2  Hifi-GAN 4.32 4.2 4.08 0.24 0.12 0.12 

 

TABLE III. MOS COMPARISON OF ALL TRAINED SPEAKERS. 

Dataset Speaker Synth Δ GT Vocoder GT 

HUI Audio Corpus 

Bernd Ungerer 3.74 0.51 3.75 4.25 

Hokuspokus clean 2.98 1.29 x 4.27 

Hokuspokus full 2.88 1.39 3.60 4.27 

Thorsten neutral Thorsten Müller 3.49 0.50 3.78 3.99 

M-AILABS 
Eva K 2.13 1.60 3.33 3.72 

Karlsson 2.96 1.18 3.76 4.14 

 

TABLE IV. OVERVIEW OF DATASETS USED FOR MODEL TRAINING AND CORRESPONDING MOS EVALUATIONS. 

Speaker GT 
Δ GT-

synth 

Δ GT-

Vocoder 

Δ Vocoder-

synth 

Amount of data 

(hours) 

Training  

Loss 

(Acoustic 

Model) 

Sampling Rate 

Bernd Ungerer 4.25 0.51 0.50 0.01 97 0.52 22.05 kHz 

Thorsten 
Müller 

3.99 0.50 0.22 0.28 23 0.48 22.05 kHz 

Hokuspokus 

Clean 
4.27 1.29 0.66 0.62 43 0.44 22.05 kHz 

Hokuspokus 

Full 
4.27 1.39 0.66 0.72 27 0.46 22.05 kHz 

Karlsson 4.14 1.18 0.38 0.80 40 0.43 16 kHz 

Eva K. 3.72 1.60 0.39 1.20 29 0.56 16 kHz 

 

TABLE V. SPEAKER-SPECIFIC ANALYSIS (OPTIMAL SCORES IN BRACKETS). 

Speaker Votes Q1 (5.0) Q2 (5.0) Q3 (0.0) Q4 (5.0) Q5 (5.0) Q6 (5.0) Q7 (5.0) 

Bernd Ungerer 54 3.6 4.4 -0.2 4.0 4.1 3.9 3.5 

Thorsten Müller 14 3.7 4.3 -0.2 3.1 4.0 3.5 3.0 

Hokuspokus 

Clean 

3 3.2 4.2 ±0 3.2 4.2 3.3 3.5 

Hokuspokus Full 23 3.0 4.1 -0.3 3.3 3.6 3.6 3.0 

 

• Did you notice any anomalies in pronunciation you found annoying? (Very many to None) (Q1) 

• How would you describe the effort needed to understand the message? (Nothing understood to Everything understood) (Q2) 

• How did you perceive the pace of speech? (Too slow to Too fast) (Q3) 

• How did you perceive the naturality of the voice? (Very unnatural to Very natural) (Q4) 

• Did you find certain words difficult to understand? (Very many to None) (Q5) 

• How would you describe the voice? (Very unpleasant to very pleasant) (Q6) 

• Would you find it easy or difficult to listen to this speaker for an extended period of time? (Very easy to Very difficult) (Q7) 
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Abstract—Email communication and newsletter campaigns
remain a significant concern for companies. The main question
addressed here is how to optimize the form and content of a
newsletter so that it is not interpreted as spam or annoyance by
the recipient. We address this question by analyzing the emotions
and opinions conveyed by emails and evaluating how they affect
their open and click rate performance. We first describe a
new dataset of French newsletters, and then we use emotional
embeddings to analyze the associations between emotions and
email performance. We finally derive clues on how to write
effective email campaigns.

Keywords—Algorithm; Artificial intelligence; Sentiment Analy-
sis; Emotion prediction; Emotion recognition; Email campaign

I. INTRODUCTION

Artificial intelligence is developing in many areas and is
increasingly used to determine and optimize business and mar-
keting strategies. In particular, Natural Language Processing
(NLP) techniques are widely used for the automatic analysis
of human interactions, and we exploit them to optimize email
communication by analyzing the content of newsletters.
More precisely, we focus on how emotions and opinions con-
veyed in an emailing campaign can influence its performance.
To address this question, we first built a dataset of more
than 900 French newsletter campaigns provided by various
companies or associations.
We first proposed vector representations of newsletters that
reflect emotion and sentiment using NLP techniques. We then
statistically analyzed the relationships between the emotions
and opinions conveyed by the newsletters and their perfor-
mance indicators, i.e., click and open rates. Finally, we used
the proposed vectorizations to evaluate the prediction of a
newsletter’s performance based on the emotions and opinions
in its text.

II. RELATED WORK

A. Marketing studies

We first review some hypotheses formulated in marketing
science regarding email marketing optimization and their
potential links to emotions. A study proposed in 2008 by K.
Byron [1] suggests that the lack of face-to-face interaction
due to email communication can lead to misinterpretation of
emotions.

According to the author, the lack of cues that allow the
recipient to determine the intended emotions generally leads
to a neutrality effect. The design of the email may even

increase the likelihood that the recipient will perceive the email
negatively, resulting in a negativity effect. The author argues
that when the email contains few cues about emotions, the
ambiguity of the emotional tone increases the salience of all
negative information. For instance, sarcasm may be perceived
more negatively than in face-to-face interaction because of the
lack of context and tone ambiguity. The study also highlights
the importance of the social context of email communication
and the socio-demographic characteristics of the sender and
recipient (gender, age, relative status in the company, Etc.) in
interpreting emotions. Although the author points out some
positive consequences of the negativity effect, such as "using
less niceties or not "sugarcoating" the message," it should
be noted that the negativity effect can be problematic in the
context of marketing communication in which it is crucial to
elicit positive emotions such as pride [2] in order to expect
better actions from the customer, especially in western culture.

Furthermore, when the sender and recipient do not know
each other, there is even less contextual information to help
the recipient interpret the emotions correctly. Thus, there is
an increased risk of misinterpreting the emotions conveyed
by the email. On the other hand, in a recent study con-
ducted in the French context of the COVID-19 pandemic [3],
commercial communication by email seems to evolve from
purely informative content to more entertaining and emotional
content. Therefore, it is becoming crucial for companies that
the recipients do not misinterpret the emotions contained in
their emails.

B. Email content analysis

As mentioned before, we want to evaluate the impact of
textual content and email subject lines on the performance
of email campaigns by analyzing the emotions and opinions
they convey. This approach was used in [4] with email
subject lines, and their findings validated some hypotheses
on how emotions influence email perception. However, these
results are difficult to transfer to our context for several
reasons, including language. Indeed, the authors investigated
the Enron dataset [5], a large set of emails in English from
150 employees, mainly executives, of the Enron company.
This type of resource does not seem to exist in French, and
many non-English speaking studies have to build their datasets
specifically for their tasks [6], [7].
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Another major difference with the cited study is that we
consider both the subject and the textual content of the email.

C. Emotion Detection

In recent years, emotion detection in text has become
increasingly popular due to its wide range of applications. It
can be viewed as an extension to a more diverse emotional
spectrum of research on sentiment analysis which focuses
on positive and negative emotions. While many studies have
proposed their own approaches [8], one of the most common
is to use word lexicons labeled with categories of emotions.
These categories are often the six basic emotions proposed by
P. Ekman [9]: joy, fear, disgust, sadness, anger, and surprise.

This type of resource exists in French. A. Abadoui et al.
proposed the FEEL lexicon [10], composed of French words
or expressions represented by zero-one vectors of size 7.
Six entries indicate whether the word carries one of the six
basic emotions, and one represents the polarity associated with
the word. This lexicon was constructed automatically, from
the English NRC-Emolex lexicon, by crossing the results of
several automatic translators. A professional translator subse-
quently enriched the lexicon and validated the results. The
final lexicon consists of 14,127 different lemmatized terms,
including 11,979 simple words and 2,148 compound words.
Each lemmatized form gets the emotions contained in all of
its inflected forms.

III. DATASET PRESENTATION

Our dataset is composed of newsletters from various orga-
nizations such as companies and associations. These organiza-
tions use the same customer relationship management (CRM)
system and design their emailing campaigns using the same
framework. The main objective of these organizations is to
inform their subscribers about events or new opportunities.
Our dataset does not include campaigns that target purchase
actions such as online shopping.

A newsletter’s performance can be measured by tracking the
included links, which provide the number of unique opens and
the number of unique clicks generated by the reader for each
newsletter. These are good indicators of the performance of an
email campaign and are commonly used in email analysis [11],
[12]. One can view the open rate as a measure of the email’s
attractiveness and the click rate as the engagement generated
by the newsletter.

After cleaning up the data provided by the CRM servers
and removing test emails and duplicates, we ended up with
973 newsletters, each sent to multiple subscribers, with their
performance information such as click rates and open rates.
The number of emails per customer is not balanced, as
illustrated in Figure 1. While this could represent a bias, we
assume it does not impact our analysis. Indeed, we focus on
features that can be considered independent of the email’s
author.

Fig. 1. Distribution of newsletters per client

IV. DATA ANALYSIS

A. Features extraction

To process the data, we collected descriptive, emotional and
sentiment information about the newsletters. The descriptive
features were obtained directly from the data host and consist
of email subject line length, size of the .eml file sent, and
unique open and click rates.

We used standard NLP techniques to assess the emotion and
sentiment features of the newsletters. First, we segmented the
textual content of each newsletter into sentences from which
we extracted all words, excluding the French stop words.

For emotion analysis, we assigned to each word an emotion
vector according to the FEEL lexicon [10]. If a word is an
inflected form, we consider the vector associated with the
lemma as the aggregation of all emotions contained in its
inflected forms. Then, we computed the emotion vector of
each sentence as the average of the emotion vectors of its
constituent words. These vectors, constructed from the FEEL
lexicon, represent the six basic emotions described by P.
Ekman

For sentiment analysis, we evaluated the subjectivity and
polarity of the newsletters using the free NLP tool Python
TextBlob for Natural Language Processing. The textblob li-
brary, detailled by Klein and Loper [13], uses a built-in model
to compute subjectivity and polarity scores of sentences. A
subjectivity value close to 0 indicates objective text, while a
value close to 1 indicates highly subjective text. Polarity values
range from -1 to 1 and reflect the negativity or positivity of a
sentence, respectively.

At this point, each sentence is represented by a vector with
eight entries: six emotion scores from the FEEL lexicon and
two scores from the textblob analysis. For the full content of
the email, we aggregated the information from all sentences
by taking the average of all sentence vectors.

In addition to analyzing the newsletter content, we were
interested in the emotions conveyed by the email subject line,
its polarity, and subjectivity. We, therefore, performed the
same NLP processing as for the textual content of the email by
considering the subject line as a single sentence. We observed
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that the emotion scores were almost all null, which led us to
consider only the polarity and subjectivity.

In the end, we represent the newsletters by vectors with
ten entries that express the emotions and opinions conveyed
by the content and topic of the email. Other studies [11]
have combined some of the features we consider with non-
emotional features, and we question whether emotion and
sentiment features are as discriminative as non-emotional
features in predicting performance.

B. Statistical results

We explored in our dataset the relationships between the
emotion and sentiment features of the newsletters and their
performance indicators, namely open and click rates.

TABLE I
PEARSON CORRELATIONS BETWEEN THE CHARACTERISTICS OF THE

NEWSLETTERS AND THEIR PERFORMANCE INDICATORS

Features Open rate Click rate
File size (FS) -0.14*** 0.25***

Subject line length (SL) -0.13*** 0.18***
Subject line polarity (SP) -0.07** -0.03ns

Subject line subjectivity (SS) -0.01ns -0.07*
Content Polarity (CP) - 0.09**

Content Subjectivity (CS) - -0.07*
Content Joy (J) - -0.10**

Content Fear (F) - -0.11***
Content Sadness (S) - -0.23***
Content Anger (A) - 0.06ns

Content Surprise (Su) - -0.11***
Content Disgust (D) - -0.07*

∗p-value < .05, ∗∗p-value < .01, ∗∗∗p-value < .001,ns not significant

The results are presented in Table I in terms of Pearson
correlation. It appears that classical descriptors such as subject
line length or file size significantly correlate with performance.
Indeed, longer subject lines or heavier emails are associated
with fewer opens but more clicks if the email is opened.

More interestingly, all emotions conveyed by the email
content are negatively correlated with the click rate, regardless
of the type of emotion. Sadness is the emotion most negatively
associated with the click rate: the more sad the content of
the email, the fewer clicks are measured. On the other hand,
Table II sheds light on the relationships between the features
of the newsletters. One can see that polarity and subjectivity
are positively associated both in the text’s content and in the
email’s subject line. Content polarity is positively associated
with all emotions except fear and disgust. The significance of
the correlations is even greater between content subjectivity
and emotions except for disgust. Finally, subject line subjec-
tivity is positively associated with all emotions except disgust,
while its polarity is only associated with joy.

On the other hand, emotions are, for the most part, posi-
tively associated with each other. If we focus on the highly
significant correlations, in bold in the table, we can see that
surprise is positively correlated with all emotions except joy
and that disgust is associated with rather negative emotions
(fear, sadness, anger, and surprise). It also appears that fear
and sadness are particular emotions by their strong association
and their high correlation with all the emotions.

TABLE II
PEARSON CORRELATIONS BETWEEN THE FEATURES OF THE

NEWSLETTERS

SP SS CP CS J F Sa A Su D
SP 1 0.49*** 0.06ns -0.02ns 0.14*** 0.02ns 0.06ns -0.03ns 0.04ns 0.02ns

SS - 1 0.04* 0.07ns 0.12*** 0.14*** 0.11*** -0.02ns 0.15*** 0.07*
CP - - 1 0.4*** 0.1** 0.02ns 0.12*** 0.1** 0.2*** 0.02ns

CS - - - 1 0.1** 0.14*** 0.21*** 0.12*** 0.2*** -0.03ns

J - - - - 1 0.19*** 0.14*** 0.01ns 0.04ns 0.07*
F - - - - - 1 0.61*** 0.37*** 0.32*** 0.37***
Sa - - - - - - 1 0.21*** 0.25*** 0.34***
A - - - - - - - 1 0.08** 0.27***
Su - - - - - - - - 1 0.17***
D - - - - - - - - - 1
∗p-value < .05, ∗∗p-value < .01, ∗∗∗p-value < .001,ns not significant
SP: subject line polarity, SS: subject line subjectivity, CP: content polarity, CS: content subjectivity
J: joy, F: fear, Sa: sadness, A: anger, SU: surprise, D: Disgust

Emotion and sentiment features may not be the best pre-
dictors of newsletter performance, but we propose to evaluate
their effectiveness in predicting click rate in the following.

V. UNSUPERVISED CLUSTERING

A. Multidimensional representation

We first explored our data graphically to see if there is a
global structure that we could exploit. Since the newsletters
are represented in a 10-dimensional space, we used a dimen-
sionality reduction technique, namely the t-SNE (t-distributed
Stochastic Neighbor Embedding). This method is mainly used
to project high-dimensional data into low-dimensional spaces
(2D or 3D) while preserving local distances between data
points.

Fig. 2. t-SNE projection of our dataset

Figure 2 gives a visualization of our data in a 2D map.
The color associated with the newsletters ranges from blue
for "low-performing or bad" newsletters to red for "high-
performing or good" newsletters. There is no clear separation
between "good" and "bad" newsletters. However, it appears
that the "good" newsletters are more grouped while the "bad"
ones are more scattered across the map.

We investigate this hypothesis in the next section, using
unsupervised clustering.
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B. K-Means approach

K-means clustering is a vector quantization method that
aims at partitioning a dataset into k clusters by assigning each
observation to the cluster with the closest center (or centroid).

The effectiveness of K-means depends highly on the chosen
number of clusters, and we usually do not have prior knowl-
edge of the number of clusters that correspond to the most
relevant clustering. A measure of the effectiveness of a cluster
is the silhouette coefficient as introduced by Kaufman and
Rousseeuw [14]. It measures how similar an object is to its
cluster (cohesion) compared to other clusters (separation). The
value of the silhouette ranges between -1 and 1, where a high
value indicates that the object is well matched to its cluster
and poorly matched to neighboring clusters. We compute the
silhouette coefficients of all points and average them to obtain
a global silhouette score. The clustering configuration with the
best global silhouette score is the most relevant.

For a clustering in k clusters, the cohesion of a data point
i assigned to a cluster Ik is defined as:

a(i) =
1

|Ik| − 1

∑
j∈Ik,j 6=i

d(xi, xj) (1)

where d(xi, xj) stands for the distance between the represen-
tative vectors xi and xj . We chose the cosine distance based
on the angle between vectors for its efficiency in clustering
textual data. The separation of point i is its average distance
to all points in the closest cluster to its cluster Ik:

b(i) = min k′ 6=k

1

|Ik′ | − 1

∑
i′∈Ik′

d(xi, xi′) (2)

The silhouette coefficient of point i is then computed as:

ssilhouette(i) =
b(i)− a(i)

max (a(i), b(i))
if : |Ci| > 1,

ssilhouette(i) = 0 if : |Ci| = 1

(3)

We aim to cluster the newsletters using only their emotion
and sentiment features. However, some of these features are
significantly correlated, as shown in Table II. We then used
PCA to denoise the data and construct a representation free
of redundant information.

We, therefore, had two hyperparameters to determine: the
appropriate number of principal components and the optimal
number of clusters. To this end, we used two criteria: the
ratio of variance explained by the PCA components and the
clustering silhouette score. Table III gives, for each number
of principal components, its explained variance rate, its as-
sociated optimal clustering and the corresponding silhouette
score.

It appears that the partition into two clusters is the best
clustering configuration for most of the PCA representations.

We decided to consider eight principal components in the
subsequent analysis because they account for more than 91%
of the variance in our data set.

TABLE III
OPTIMAL CLUSTERINGS ASSOCIATED WITH DIFFERENT

REPRESENTATIONS OF THE DATA

PCAa Explained variance Number of
clustersb

silhouette score

1 24% 2 0.577
2 40% 2 0.501
3 53% 4 0.411
4 63% 2 0.358
5 72% 2 0.274
6 79% 2 0.269
7 86% 3 0.250
8 91% 2 0.258
9 96% 4 0.392
10 100% 4 0.366

a Number of PCA components
b The optimal number of clusters is chosen to maximize the silhouette score

We compared the performance of the two resulting clusters
in terms of click rates, but the results were not conclusive.
The distributions of the click-through rates in the two clusters
are presented in Figure 3.

Fig. 3. Click rates in the two clusters obtained by k-means with 8 principal
components

As a result, the emotion and sentiment features alone
did not allow us to discriminate between "good" and "bad"
newsletters. Nevertheless, in the next section, we use another
approach based on supervised classification.

VI. CLASSES OF PERFORMANCE PREDICTION

A. Classes of performance

To implement supervised classification, we need to label our
data set. Following the considerations in the previous section,
we decided to create two performance classes around the
median click rate. One class contains the 50% of newsletters
that generate the fewest clicks, and the other class contains the
highest click rates. We refer to them as the "poor or lower-
performing" class and the "good or higher-performing" class.

Figure 4 gives the distribution of data silhouette scores by
performance class. Here, the embeddings cover all emotion
and sentiment features.

We observe that newsletters with lower click rates are more
dispersed around their class center than better performing
newsletters. This trend is even more marked when we do not
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Fig. 4. Distribution of silhouette scores in the "bad" class (red) and the "good"
class (green), with subject line features

take into account the subject line’s subjectivity and polarity,
as shown in Figure 5.

Fig. 5. Distribution of silhouette scores in the "bad" class (red) and the "good"
class (green), without subject line features

B. Supervised classification

We are interested in evaluating the predictive power of
the ten emotion and sentiment features of the newsletters,
categorized into bad and good newsletters as defined above.

For this purpose, we performed classifications of our dataset
with various machine learning methods [15]. Table IV presents
their performance measures estimated with 10-fold cross-
validation procedure.

It appears that the best classifiers are AdaBoost, Neural
Network, and Random Forest. We also notice that the per-
formance scores are very slightly lower without the subject
line information.

To measure the contribution of each feature in the pre-
dictive model, we tested "leave-one-out" and "one-at-once"
procedures with the best classifier, Adaboost. In leave-one-
out experiments, we considered all but one feature, and in
one-at-once experiments, we considered one feature at a time.
The F1-scores presented in Table V are to be compared with
the F1-score of the full model, constructed with all predictors,
which is 0.723 (see Table III).

TABLE IV
PERFORMANCE SCORES OF THE CLASSIFIERS, WITH AND WITHOUT

SUBJECT LINE INFORMATION

Classifier F1 Score Precision Recall
With subject line information

AdaBoost 0.723 0.724 0.724
Neural Network 0.712 0.712 0.712
Random Forest 0.711 0.711 0.711

kNN 0.681 0.688 0.683
Naive Bayes 0.666 0.666 0.666

SVM 0.607 0.617 0.612
Logistic Regression 0.585 0.594 0.590

Constant 0.500 0.500 0.500
Without subject line information

Model F1 Score Precision Recall
AdaBoost 0.722 0.723 0.723

Neural Network 0.714 0.715 0.715
Random Forest 0.710 0.710 0.710

kNN 0.679 0.683 0.680
Naive Bayes 0.666 0.666 0.666

SVM 0.628 0.640 0.633
Logistic Regression 0.621 0.643 0.630

Constant 0.500 0.500 0.500

TABLE V
ADABOOST PERFORMANCE SCORES WITH A SINGLE FEATURE OR ALL BUT

ONE FEATURE

Feature F1-score with a
single feature

F1-score with
all but one

feature
Subject line polarity 0.498 0.720

Subject line subjectivity 0.503 0.721
Content Polarity 0.614 0.719

Content Subjectivity 0.570 0.725
Content Joy 0.624 0.723
Content Fear 0.604 0.722

Content Sadness 0.633 0.711
Content Anger 0.618 0.713

Content Surprise 0.614 0.721
Content Disgust 0.626 0.721

These results confirm the impact of emotions and sentiment
on newsletter click rates, and as observed in Section IV,
sadness is the emotion with the most impact. We can also
see that text content subjectivity has a negative effect on
prediction. We should investigate these observations further
to improve our embeddings in future work.

VII. CONCLUSION

In this paper, we explored to what extent emotion and
sentiment detection can help predict the performance of an
email campaign. Literature in the marketing field suggests that
email communication generally results in a misunderstanding
of the emotions being conveyed and, due to negativity and
neutrality effects, these emotions are often misinterpreted as
neutral or negative by the recipient. When the recipient is a
potential customer or subscriber, this negative effect can lead
to unwanted behavior, measured with objective metrics such
as open rate or click rate.

We presented a dataset composed of French emailing cam-
paigns and represented them with emotion and sentiment
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embeddings. Our study shows that almost all emotions are
negatively correlated with newsletter performance, especially
sadness.These results are consistent with the marketing litera-
ture, which suggests that negative emotions, such as sadness,
are well identified by the recipient, while positive emotions or
opinions in a text (represented by the subjectivity score) are
poorly understood.

In addition, we observed that the best-performing newslet-
ters have more homogeneous emotion and sentiment fea-
tures than the less-performing newsletters. This finding needs
further investigation to build a guide for writing effective
newsletter.

Finally, we used emotion and sentiment embeddings to
predict performance classes of our newsletters. The pre-
sented approach is perfectible, but it already constitutes a
good baseline for our future work on emotion detection in
French emails. Areas of improvement concern, in particular,
the hyper-parameters of the classifiers and the embeddings.
Moreover, we will soon provide the scientific community with
our dataset to enrich the French resources and allow interested
researchers to reproduce and improve our work.
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Abstract—In this paper, we present the findings from a pilot 
survey on attitudes towards incentives for allowing third parties 
to control electricity use in households as part of the change to 
smart, green, and sustainable power grids. The survey was 
aimed at early adopters of smart home technology and shows 
that for this group, there is significant resistance towards 
allowing a third party to control household electricity use, at 
least unless the monetary incentive is high. However, early 
adopters are positive towards using smart home technology to 
lower their electricity bill if they stay in control. 

Keywords-smart grid; user sentiment; adoption; smart home; 
incentives; Smart-MLA. 

I.  INTRODUCTION 
The energy market in Europe is in a state of change. The 

transition from fossil fuels to renewable energy, new 
industries such as hydrogen, electric vehicle batteries, data 
centers, and green shift in existing industries require 
electricity. The change demands an increased focus on 
effectiveness and smart utilization of energy resources and 
the power grid. In 2019 alone, Europe installed 30 GW of 
renewable energy production, cutting emissions by 12% 
compared to the year before [1]. Fighting climate change 
means the matter is becoming more urgent, and the European 
Union has set a target of 55% emissions cuts by 2030 [2], 
which means European energy markets need to speed up their 
work on smart grids, as the transition to renewables means 
less oil and gas and more electricity [1]. 

Smart grids, allowing bidirectional power flow, two-way 
communication, and control functions, are essential to this 
transition to handle the increased need [3]. Smart grids 
provide consumers with the information and tools needed to 
adjust their energy usage and may contribute to savings for 
the consumers and reduced needs for electricity in 
households [4]. However, changing consumers' behavior 
requires action, and there are several possible strategies, such 

as policy change, working to change consumer perceptions 
and attitudes, and material incentives [5].   

The transition to renewable smart grids might increase the 
need for flexibility from consumers, as renewables such as 
wind and solar do not produce the same amount of electricity 
throughout the day. The transition makes grid balancing more 
of a challenge. The solution is either to have backup power 
(battery storage, coal, gas, hydropower) to meet excess 
demand or control demand at peak hours [6]. While Norway 
already produces most of its electricity using renewable 
hydropower, it is still affected through participation in the 
European markets. It can play a role in balancing the grid as 
hydropower can be switched on and off using water as a 
"battery" [1].  

Vrain and Wilson [7] show significant potential for 
energy saving and CO2 cuts through smart home technology. 
Still, Hargreaves and co-authors point out some challenges 
for adoption: Smart home technology is seen as complicated, 
time-consuming, and disruptive [8]. Sanguinetti, Karlin, and 
Ford point out that cost and savings are essential for adopting 
smart home technology [9]. Hence, there is a need for 
research on incentives for the adoption and efficient use of 
smart home technology.  

The main scope of the ERA-NET project Smart-MLA 
(Multi-Layer Aggregator) [10] is to develop cloud-based 
multi-layer aggregator ICT solutions to facilitate optimum 
Demand Response (DR) and grid flexibility to energy 
systems to utilize up to 100% renewable energy. The project 
includes research on smart grid flexibility and possible 
barriers to adoption. 

Thus, the objective of this paper is to examine incentives 
for smart home technology, as seen by early adopters. We 
focus on early adopters because this is the consumer group 
currently purchasing smart home technology [11], and we 
want to hear the opinions of actual users. Further, we are 
focusing on incentives that allow third parties to control 
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household consumption, as this might be necessary at certain 
times to balance a renewable-driven power grid [6] properly.  

The rest of the paper is organized as follows: The 
following section contains a literature review. Section III 
discusses the research approach, followed by Section IV 
presenting the findings. The last section contains the 
conclusion and ideas for further research. 

II. LITERATURE REVIEW 
This section provides a literature review, first on smart 

grids and smart homes, then on adoption, use, and diffusion. 

A. Smart grids and smart homes 
As defined in the introduction, smart grids are about 

control, balance, and increased efficiency through 
communication, allowing users to save energy [4]. Smart 
grids need to respond to varying supply and demand [12] and 
rely on smart meters providing real-time consumption data 
and the possibility to regulate power consumption. Smart 
grids also include communication technologies such as 
4G/5G and smart home protocols (Zigbee, Z-wave, 
Bluetooth, etc.) for data exchange. 

Smart home technology mixes artificial intelligence, 
communication, monitoring, and control of household 
appliances [13]. A smart home consists of the external 
network linking home and grid, a household hub for 
connecting components, and the individual 
smart/controllable devices in the house (sensors, thermostats, 
heating, ventilation, air conditioning, lighting, etc.) [14]. The 
combination of smart homes and grids allows for dynamic 
pricing and load-shifting programs for managing demand and 
supply of electricity [15]. The International Panel on Climate 
Change (IPCC) estimates a 70% decrease in energy demand 
from lighting alone if people optimize lighting at home [16].  

There are also different approaches to control. Some 
vendors leave it up to the user to set up automation, turn 
appliances on and off, etc. In contrast, others apply advanced 
algorithms attempting to optimize power consumption within 
the boundaries set by the user – such as needing a full charge 
on your electric vehicle by 8 am or not allowing the 
temperature to sink below a certain threshold [15]. A third 
option is to allow a third party to control some electricity use, 
or a combination of the above such as outlined by the Smart-
MLA project (see Section I).   
B. Adoption, ease of use, and diffusion 

One challenge with home automation and grid 
optimization lies in this tension between control, what we are 
willing to sacrifice, and use complexity. There is some 
emerging research into this area of home automation 
usability, such as the paper by Stojkoska and Trivodaliec, 
which proposes a framework for smart home management 
[17].  

Other studies point to specific challenges in various user 
contexts. Coughlin and co-authors, for example, have 
examined the older population's user experience with health-

related smart home technology and found that older people 
tend to see the benefits of technology but still find it 
challenging to use. There is no comprehensive or integrated 
market for these things, meaning users have to work with 
many different user interfaces [18]. Yang, Lee, and Zo also 
find challenges for user acceptance related to mobility, 
security, privacy, and trust, suggesting unmet design needs in 
these systems [19]. 

Nikou [20] has researched the adoption of smart home 
technology and found support for an extended technology 
acceptance model: Perceived usefulness and ease of use were 
important determinants for adoption, as were compatibility 
with existing hardware. The cost of systems had a significant 
negative effect, and men and women have different attitudes 
towards smart home technology. Shin, Park, and Lee [10] 
found that the younger age group was more likely to be 
concerned with usability, while those over 40 were slightly 
more concerned with usefulness. Those with higher 
education were, in general, more positive towards smart 
home technology. 

Sanguinetti, Karlin, and Ford applied diffusion of 
innovation theory to examine smart home energy 
management adoption and found four clusters of consumer 
segments: Those unfamiliar with the technology, those who 
were unpersuaded or persuaded, and finally, owners. Those 
who owned or planned to purchase smart home technology 
were, in general, more positive towards and informed about 
technology. They also had higher incomes and were more 
likely to own their own home. Those who were less positive 
pointed to barriers such as the difficulty of setup/use and 
concerns with the cost of purchase [9]. 

III.  RESEARCH APPROACH 
The study was conducted as a pilot survey study [21]. The 

study was conducted in Norway, so respondents replied with 
the Norwegian context in mind, which means high 
consumption due to long and cold winters; users being used 
to low-moderate prices; and seeing electricity as a shared 
social good rather than a market commodity, even though the 
energy sector has been deregulated since the Energy Act of 
June 1990. 

In "The Lean Startup," Ries advocates testing ideas with 
early adopters [22]. The sample is not representative of the 
population but is focused on early adopters only since they 
will provide more valuable responses in the context of this 
paper. 

As we were interested in the attitudes of early adopters, 
we reached out to two online discussion forums (for smart 
home automation and electric vehicle enthusiasts) and four 
Facebook groups (for electric vehicle enthusiasts, two 
different smart home groups, and a group for electricity 
pricing). As participation was by self-selection within these 
groups, we do not claim the findings are representative. 
However, they still present the sentiment potential early 
adopters show towards giving up flexibility to gain 
advantages (rewards or lower bills). The survey was left open 
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for five days, and in this period, we received 209 answers and 
several comments to the post where we invited people to 
participate. 

In the survey, we asked about the demographic 
background, existing smart home technology in use, and 
acceptable incentives for allowing outside control of 
appliances, using a four-point Likert scale. In addition, we 
had an open-ended question where respondents could 
elaborate on their answers, which 52 of the respondents chose 
to do.  

As this is an exploratory pilot survey, we chose not to 
apply a specific model such as the Technology Acceptance 
Model (TAM). However, we did include some questions 
from TAM and related models. At this stage, we are more 
interested in descriptive statistics of the incentives required 
for consumers to allow outside control of their electricity use. 
A more structured model-based survey approach, based on 
this pilot's answers, is the next step in our research.   

IV. FINDINGS  
This section discusses findings related to demographic 

characteristics of respondents and their attitude towards 
technology, and what they think of incentives and motivation 
to provide flexibility. 

A. Demographic characteristics of early adopters 
A vast majority of our respondents were male – 95 %. 

This is perhaps somewhat skewed due to the self-selection of 
respondents, but other studies of adoption show similar 
results. Men are more likely to adopt smart home technology, 
meaning current marketing only reaches half the population. 
Age-wise, our respondents are mainly in the 30-60 age group, 
with equal distribution for each decade. This is not surprising 
as most of them own houses (75%, vs. 12% for apartments 
and 13% for other housing types). Most Norwegians own 
their home and typically buy their first home when they get 
their first job and settle down with a partner in their middle-  
to late twenties or early thirties.  

Further, we see that smart home early adopters are 
relatively affluent, but not extensively so. According to 
Statistics Norway, the median income for all households in 
Norway is € 68,600, for households with no children € 
86,000, and € 117,000 for couples with children aged 0-
17.  In our survey, only 6% have a household income below 
€ 60,000, and 77% earn more than € 100,000. This would put 
most respondents in a comfortable financial position, with 
two adults in the household having well-paid jobs, indicating 
that investment in smart home technology is a surplus 
phenomenon. 

B. Attitudes towards technology, existing smart technology 
Here, we asked respondents about their attitudes towards 

technology and technology adoption to examine if they had 
early adopters' characteristics. Table 1 shows that a vast 
majority of respondents are positive towards technology and 
that friends and family will consult them in technical matters. 

This indicates that we were indeed able to capture the 
sentiment of early adopters.  

TABLE I. ADOPTION OF TECHNOLOGY. RESPONSES IN PERCENT 

"I adopt new 
technology…" 

Fully 
agree 

Somewhat 
agree 

Somewhat 
disagree 

Disagree 

quickly 58.4 38.8 2.4 0.5 
if it is easy to 
use 

59.1 33.2 6.7 1.0 
if it is useful to 
me 

79.9 20.1 0.0 0.0 

if the price is 
right 

71.8 25.4 2.9 0.0 
Friends and 
family ask my 
advice about 
technology 

57.2 36.1 5.3 1.4 

 

We also asked the respondents about their preferred smart 
home setup (Fig. 1). As early adopters, more than 70% prefer 
to tinker with advanced settings or custom build their own 
system.  

 

 
Figure 1. Preferred smart home setup 

In Fig. 2, we show the smart home products owned by 
respondents. We see that the most common are off-the-shelf 
technology such as electric vehicle charging, smart plugs, and 
thermostats. 15.5% have installed solar panels, which is quite 
a bit higher than the national average. 14% report other 
technology such as Heating, Ventilation, Air-Condition 
(HVAC), heat pump, sunscreens, alarm systems, and door 
locks. Two of the respondents have installed battery packs for 
energy storage.  

Only 2.4% report having solar capture technology 
(storing solar energy as warm water), even though solar 
capture makes sense in the cold Norwegian climate.  
C. Incentives and motivation 

Here, we asked specifically about incentives for allowing 
the Distribution System Operator (DSO) or other external 
parties to regulate different areas of people's homes. The 
responses are listed in Table 2. In short, we see that 
significant incentives are needed, and the respondents are 

0 10 20 30 40 50

Buy an off-the-shelf
solution, no setup required

Buy an off-the-shelf
solution, some setup…

Buy an off-the-shelf solution
and do advanced setup

Purchase individual
components and build my…

Preferred smart home setup
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generally negative towards allowing others to control their 
homes' electricity use. 

 

 
Figure 2.  Smart home products owned 

They far prefer being in control themselves and setting up 
automation within the boundaries they find acceptable, such 
as the electric vehicle having a full charge by a specific time, 
lowering temperatures when rooms are not in use, etc. There 
is some interest in allowing outside parties to control electric 
vehicle charging or the house's water heater, but only if the 
savings exceed €150 a/year in each case.  

TABLE II. INCENTIVES FOR ALLOWING CONTROL TO THIRD-
PARTIES 

I am willing to 
let outsiders 

Annual savings 
 

Less 
than 
€30 

€30-
79 

€80-
119 

€120-
149 

€150 
or 
more 

Not 
at all 

Use my EV's 
battery to 
balance the 
grid 

2.9 4.3 10.1 5.3 39.9 37.5 

Control 
charging of 
my EV 

10.6 9.7 14.0 6.3 31.4 28.0 

Control 
heating in 
rarely used 
rooms 

11.1 7.7 13.0 5.3 16.8 46.2 

Control 
heating in 
frequently 
used rooms 

4.8 4.8 7.7 3.8 19.2 59.6 

Control my 
water heater 

12 4.3 16.7 5.3 26.3 35.4 

  
Further, 97% report that good statistics and visualizations 

of energy use and savings are important or somewhat 
important for their motivation to use smart home technology 
(Fig. 3).   

We also asked about other incentives for energy saving in 
general. It seems that while early adopters are reluctant to 
release control to others, they are concerned with societal 
issues. Keeping costs down for everyone via energy-saving 
and better utilization of the national grid and contributing to 

phasing out fossil fuel energy in Europe is seen as important 
or somewhat important for 70 – 90% of the respondents.  
D. Qualitative concerns 

Summing up the findings, we see that while users are 
happy to contribute to a more sustainable future and invest in 
smart home technology to cut costs, monetary incentives 
need to be significant for users to allow outside control of 
their home's energy use. The free text answers supplement 
the survey questions, with 52 of 207 respondents choosing to 
comment. The following categories emerge from the free 
text-answers and are candidates for future research: 
 

 
Figure 3.  The importance of statistics and visualization 

1) The cost of grid access and use is a barrier 
In Norway, electricity customers pay a fixed rate plus a 

certain amount per kWh to access and use the power grid. The 
sums are set via a complex set of regulations and meant for 
grid maintenance and updates. This means that the total 
electricity bill comprises the cost of electricity and the grid 
access tariffs (plus taxes). There are currently proposals to 
change this tariff to save on investments in the grid. Several 
respondents claim that the way this cost is structured, as well 
as suggestions for tariff changes such as paying for delivering 
excess solar power to the grid or raising the tariff based on 
maximum electricity use, take away the monetary incentives 
for investing in smart home equipment:  

"The grid tariff in its current and planned form is the 
major obstacle to a more aggressive approach to cutting 
electricity consumption." 

"I can easily upgrade my home, so I can charge my two 
electric vehicles with a total of 14 kW during the two 
hours at night when the grid is least used, but I have no 
incentives for that [with a tariff based on maximum kWh 
used]." 

"Now we are threatened we might have to pay the DSO 
for the electricity we supply to the grid from our solar 
panels."  
2) Money first, ideology second 

We also see several comments showing that monetary 
incentives and the total cost of electricity weighs heavier than 

0 20 40 60 80

Control of heating/water…
Smart lighting

Smart EV charger
Solar panels with grid…

Solar capture technology
Other electricity…

Smart home products

73 % 

24 % 
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social or ideological reasons for power saving and 
investment, and there are some calls for increased support for 
the installation and upgrade of solar panels, heat pumps to 
replace regular heaters, etc. Several mention home 
installation of solar as an option, but one that is currently too 
expensive. This is in line with findings from other surveys, 
such as the Norwegian electric vehicle user survey [23], 
showing that clean air and fighting climate change are 
important reasons for adoption, but the monetary savings 
from electric vehicles are still the most important reason why 
people buy electric cars.  

"The choices in the survey are way too low. I'd need to 
save a lot more than 150 Euros if I were to release 
control to the DSO." 

"I'd need to save a lot more than what the questions in 
this survey suggest for the investment in smart home 
equipment to pay off." 

"There should be better incentives for a gradual 
replacement of old technology…such as better grid 
tariffs." 

Storage capacity is also mentioned as important: 

"Cheaper solar and maybe battery storage would make 
this a priority, but without the possibility to store 
generated electricity for later use yourself, it is too 
costly… Or maybe the DSO "borrowing" your solar 
energy [when generated in the summer] and delivering it 
back to you for free later [in winter, when needs and 
prices are higher] could work" 

Others point out that that smart home technology is too 
expensive for some (as reflected in the income question in the 
survey):  

"Those with a lot of money can afford to do all kinds of 
things and are rewarded with money for doing it, but 
others can't afford to invest in power-saving technology. 
So this pricing of maximum effect used will hit the poor 
hardest." 

3) Users are happy to invest in power saving smart homes 
but prefer to be in control 

This is by far the topic most commented on, which is not 
surprising given that we asked about incentives for allowing 
others to control the use of electricity in people's homes. The 
conclusion seems quite clear, both from the free text answers 
and the survey: Most users are interested in lowering their 
electricity use and keeping costs down, but they are not 
comfortable allowing the DSO or other parties to control this. 
They list several reasons:   

Lack of trust is a recurring issue. In Norway, cheap 
electricity used to be seen as a common good, where prices 
were kept low so people could stay warm in the cold winter. 
After deregulation in the 90's/00's and the establishment of 
the Nordpool electricity market, however, prices have 
fluctuated a lot more, and the media covers every price raise. 

This seems to have led to a lack of trust in the market and 
Transmission System Operators (TSOs) in particular:  

"Energy companies will never be allowed to control 
anything in my house. They have shown time and time 
again they can't be trusted, with their hidden terms and 
conditions." 

"The DSOs…have neglected investing in the grid for the 
past 25 years while paying out hundreds of millions to 
shareholders. It's time they step up, without shoving the 
[financial] burden on to consumers." 

"I don't trust them. What if something goes wrong?... and 
if the system is able to cut costs, that won't get back to 
consumers." 

Privacy and security issues are also mentioned as reasons for 
not allowing outside control.   

"privacy issues…if something is to be controlled, or data 
stored, who has access and for what purpose? How are 
data kept?" 

"I don't want anything in the cloud or stored on external 
servers. (there is no Cloud - it's just someone else's 
computer)." 

Technology not perceived as mature. Some raise concerns 
that the technology just isn't ready yet, or not stable enough.  

"What happens when the DSO system suddenly crashes, 
and you have no electricity in your car, no hot water, no 
heating?" 

"I have tried to turn control over to a third party but 
found the technology was just not mature yet." 

"I have the hub from [producer name], and while it is ok 
to use, it is a bit complicated. I think regular users with 
little interest in technology would struggle with setting 
up conditions and rules".  

4) Social aspects.  
Finally, we see some comments regarding social and 

societal aspects. One respondent says, "this is mostly for 
people with interest in technology. There's no way I can get 
my family on board with these things" – a statement 
supported by the fact that 95% of the survey respondents are 
male. Others are concerned with sustainability and are 
positive towards efforts that visualize their carbon footprint:  

"It is just as important to inform and visualize the greater 
good, for example, by creating a community for those 
who allow the DSO to take control and show what this 
effort does in terms of energy-saving." 

"I would like to see my carbon footprint and how [smart 
technology] contributes to a more green and sustainable 
consumption of electricity." 
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V. CONCLUSION AND FUTURE RESEARCH 
In this paper, we have reported the findings of a survey 

on incentives for allowing the DSO or other third parties to 
control household electricity use through smart grid/smart 
home technology. The survey was aimed at early adopters of 
technology, as this is the group who so far seems to have 
invested the most in this kind of technology, and also are 
more reflecting on issues related to electricity use.  

The responses show there is a lot of interest in this issue, 
with more than 200 replies in just a few days, and over 50 
free text comments elaborating on the answers, as well as 
comments directly in the forums and Facebook posts used to 
recruit respondents. The main finding is that smart home 
users are interested in saving money by controlling household 
energy use, but they are unwilling to allow third parties to 
take control. Monetary incentives seem to be the most 
important, with most saying they need to save more than € 
150 a/year for each of the categories listed in the survey.  

For practitioners, our survey shows that to make the grid 
smarter and control household consumption in peak hours, 
the consumer needs to be rewarded enough to offset the 
resulting lack of flexibility. Trust seems to be a barrier, so 
there is a need to address this by clearly showing how and 
how much households benefit. Finally, we see a great deal of 
interest in this area. It seems many consumers (at least in the 
demographics who responded to the survey) are willing and 
eager to save on their electricity bills through smart home 
technology.  

For researchers, the free text answers and comments 
reveal some emerging themes, which should be topics of 
future research on smart grids and user acceptance:  
• The cost of grid access, use, and smart home 

technology is a barrier to investment 
• Ideology and sustainability are important, but money 

comes first 
• Users are happy to invest in power-saving smart homes 

but prefer to be in control 
• The technology is not yet perceived as mature.  
• Social aspects, including sustainability and gender 

differences, are important 
The lack of trust and reluctance to surrender control and 

flexibility to the DSO could perhaps be offset by more 
localized initiatives, such as the neighborhood approach 
proposed by the Smart-MLA project, where an aggregator 
acts as a broker between consumers and DSO. Figuring out 
how to organize this is also a topic for future research. 

Finally, the responses are skewed towards males with a 
relatively high income and deliberately aimed at early 
adopters. Future research should aim to examine the views of 
the wider population, including the late majority attitudes 
towards ease of use. While our early adopter sample prefers 
to build their smart home systems or tinker with complex 
settings and adjustments, user research has shown this is not 
the case for most users.  
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