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We also hope the attendees enjoyed the beautiful surroundings of Lisbon, Portugal.
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Abstract - Authorization is an important part of GRID 

security systems with each GRID domain having its own 

policies that may change dynamically. Authorization 

ensures that resources can be accessed only by parties who 

have the appropriate privileges. Many authorization 

frameworks exist, but these are not applicable to our 

GUISET (GRID-based Utility Infrastructure for SMME 

enabled Enterprise Technology) domain. Therefore in this 

research as reported, we have developed and implemented 

a GUISET-driven framework, as a security gatekeeper, 

that satisfies access and privacy requirements for service 
requesters and providers in GUISET environment.   

Keywords - Authorization; Authentication; GUISET; GRID; 
Security; Service. 

I. INTRODUCTION 

As the days goes by, Web Services are being echoed 

as a solution to the next generation enterprise integration. 

A large scale service-oriented computing environment like 

GRID consists of many computers, storage systems and 
other devices distributed over heterogeneous wide area 

networks, but presents unique security problems that are 

not addressed by traditional client-server/distributed 

computing environments. While providing basic security 

requirements like authentication, authorization, 

confidentiality and integrity, the security infrastructure for 

GRID and Web Services must also be able to support 

more advanced security features like dynamic delegation 

of access rights [1]. 

Using personal sensitive information so as to gain 

access to a resource in a distributed environment raises an 

interesting paradox. Firstly, in order to make the services 
and resources accessible to legitimate users, the 

authorization infrastructure requires the users’ attributes. 

Secondly, the users may not be ready to disclose their 

attributes to a remote service provider without 

determining exactly who the provider is and how personal 

attributes will be used [2]. 

GRID refers to the collection of distributed 

(networked) computers that are geographically dispersed, 

pooling resources together in such a way that users may 

utilize processing, storage, software and data resource 

from any of interconnected computers, leading to greater 
resource sharing and higher utilization ratio. Therefore, 

GRID may be viewed as virtual organisations (VO) [3]. 

Thus, a GRID system is a VO comprising several 

independent autonomous domains. The security of the 

GRID system should provide the same protection that 

conventional systems provide, including establishing the 

identity of users or services (authentication), protecting 

communications (encryption/decryption), determining 

who is allowed to perform what actions (authorization), 

and recording the important operations processed by the 

systems (auditing) [4] . GRID can give VO members 

direct access to each other's computers, programs, files,  

 

data, and networks. Therefore, the sharing of resource in 

VO must be controlled, secure, flexible, and usually time-

limited. The need to support the integration and 
management  

of resources within VO introduces challenging   security 

issues in GRID environment [4]. 

Authorization is an important part of GRID system, 

in which every domain may have its own policy and 

may change its policy dynamically. Hence, the 

authorization mechanism of GRID computing platform 

needs to support multiple security policies and need to 

have flexibility to support dynamism in security policies 

[4, 5]. 

Security is becoming increasingly significant 

when integrating services across multiple VOs. The 
different resources in a GRID have different access 

policies, including how they authorize users in 

accessing those resources or services [5]. Many 

authorization mechanisms exist including role-based 

authorization, rule-based authorization, and identity-

based authorization. But these authorization 

mechanisms alone cannot satisfy the access 

requirements of distributed services as the access 

depends on many other factors like privacy 

requirements of the requester, authentication 

requirements of the service, trust relationship with the 
requester, authorization and management policies 

among participating parties, etc. [1]. 

Authorization ensures that resources can be 

accessed only by parties who have the appropriate 

privileges. This makes the resource gatekeeper to 

require that some level of trust be established before 

sensitive information can be released. Service 

requesters are required to submit sufficient 

authorization credentials before access will be granted. 

Wherever people are involved in the exchange of digital 

information, such as credentials, privacy becomes an 
issue of some concern [2]. Authorization in a distributed 

environment should be determined as a result of 

evaluating the request of an authenticated user against 

various policies like privacy policy, trust policy, 

authorization policy. Many authorization mechanisms 

for large scale distributed systems like GRID and Web 

1
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ignore one of the components from privacy, trust and 

policy [1]. 

The significance of small, micro and medium-

sized enterprises SMME in stimulating economic 

growth, generating economic growth, generating 

employment, creating social cohesion, as well as 
regional and local development in Africa is almost 

undisputed. Throughout the continent SMME 

promotion is priority in the policy agenda of most 

African countries as its contribution to poverty 

alleviation and economic development is globally 

recognized [3].  

The GRID-based Utility Infrastructure for 

SMME enabled Technology (GUISET) is an 

infrastructure used to solve barriers experienced by 

SMME in Africa due to the un-affordability of the 

technology to run them. The concept of GUISET is 

based on the idea that there is indeed a technology that 
is affordable for these SMME to use, through the utility 

approach to service delivery [3]. The GUISET 

infrastructure allows these SMME to share information 

by helping them market and sell their products without 

spending much on the technology. The infrastructure 

allows these SMME to subscribe for only needed 

services that are available in the GUISET GRID and 

that can help in the marketing and selling of the 

products online.  This again raises the issue of security 

concerns since during an online transaction or payment, 

sensitive data is being processed, and this then creates a 
need for such data to be properly secured [3]. 

 

II. REQUIREMENT ANALYSIS 

 

In this section, we mainly focus on the analysis of 

requirements that leads to the design of the 

authorization framework and the model of authorization 

as applicable in the GUISET environment. We also 

present a typical usage scenario and some important 

security requirements as well as other vital design 

considerations for the GUISET infrastructure. 

The analysis is based on the requirement analysis 
for GUISET authorization framework and on the 

collection of all relevant and critical information 

pertaining to the framework.  

a) Requirement name: Resource Request 

Description: This feature allows the client to make 

a request for the service that he/she want to access. 

Justification: The framework should evaluate 

client request against the policies before granting 

GUISET services. 

b) Requirement name: Grant/Deny Access      

Description: The framework should ensure that every 
GUISET resource is secured from   being access by 

unauthorized client by using policies. 

 Justification: The framework should allow authorized 

client to have access to the GUISET services that are 

ready available. 

 

 

 

c) Requirement name: Decision 
Description: This feature allows the framework to 

make decision based on the client request for the 

services. 

Justification: The framework should make sure that 

client must conform to service policy in order to have to 
have access to the service. 

 

III. DESIGN METHOD 

A. USE CASE DIAGRAM 

Client

Policy Decision Point

Policy Enforcement Point

Check Decision

Resource Request

Authorization Service

Login

Grant/Deny access

 
Figure1: Use Case Diagram 

 

B. Use Case Descriptions  

Use case descriptions are as follows 

i) Login Details 
 
TABLE I: LOGIN DETAILS 

Use Case 

Name 

Login. 

Participating 

Actor 

Initiated by Client communicating with 

the system. 

Entry 

Condition  

The client login to access information 

on the system. 

Flow of 

Events 

Client enters username and password to 

access information on the system. 

Exit 

Condition 

Opens a new window if the username 

and password is correct. 

 

ii) Resource Request 
 
TABLE II. RESOURCE REQUEST 

Use Case Name Resource Request 

Participating 

Actor 

Initiated by Client. 

Entry Condition Client makes a resource request to the 

system.  

Flow of Events The controller of a resource or service-a 

Policy Enforcement Point (PEP) - checks 

whether the client Authorized to have access 

to the resource or with the service with the 

Policy Decision Point (PDP). 

 The PDP provide authorization service to the 

PEP 

Exit Condition PEP check decision provide by PDP to either 

grant/deny client access.  
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iii) Check Decision 
 
TABLE III. CHECK DECISION 

Use Case Name Check Decision. 

Participating 

Actor 

Initiated by PDP. 

Entry Condition PDP check the message that was pass by 

PEP based on the client request  

Flow of Event The PDP provide authorization service to 

the PEP. 

Exit Condition The PEP check decision if client is 

authorized to have access to the resource. 

 

iv) Deny/Grant Access 

 

TABLE IV. DENY/GRANT ACCESS 
Use Case Name Deny/Grant Access 

Participating Actor Initiated by PEP. 

Entry Condition PEP check the decision that was made by 

PDP based on the client request to the 

service or resource. 

Flow of Event PEP check whether the client is authorized 

to have access to the service or resource 

with the PDP 

Exit Condition PEP check permission of client, if client is 

authorized then PEP grant access, if client 

is not authorized PEP deny access. 

 

C. GUISET Authorization Scenarios 

GUISET Authorization scenario examples are: 

a) GUISET Scenario Name: Accessing new 

products 
Participating Actor: Khulani Ngwenya 

Flow of Events: Khulani as GUISET client submit 

his credential to the BBC Company marking a 

request for accessing new products as a client to the 

company.  

: The BBC Company checks whether Khulani is an 

authorized registered client to the company who 

can access the new products that are available.                                                

: If Khulani have been granted access and proven 

to be an authorized registered client in the company 

then  Khulani can access new product that are in 

the company. 
 

b) GUISET Scenario Name : Search for product 

      Participating Actor: Khulani Ngwenya 

      Flow of Events: Khulani as client of GUISET 

Infrastructure he wants to search for new product in 

BBC Company of his choice. 

 : Khulani as an authorized client in the GUISET 

Infrastructure he can now search for the product of 

his choice as an authorized client.  

 IV. GUISET ARCHITECTURE  

The architecture is 3 tiers consisting of multi-modal 

interfaces, middleware layer and the GRID 

infrastructure layer. Each tier consists of its relevant 

components.  In the GUISET architecture, we pay more 

attention on the GRID Infrastructure Layer as this is 

where services or resources reside and therefore there is 

a great need to ensure that only authorized Client has 

access to these services [4]. 

 

 

 
Figure 2.  GUISET ARCHITECTURE 

                               

V.    MESSAGE BROKER COMPONENT 

This message broker component is the intermediary 

in the access path between the Subject and the web 

service operation or the resource being requested, it 

manages all the interactions related to authorization and 

access control by intercepting all SOAP messages when 

requests to services are being made [6].  
This component not only controls access to web 

service requests but also all interactions related to the 

collection of authorization information. The figure 

below depicts how messages are intercepted before 

access to a resource is granted [6]. 

The UML sequence diagram, Figure 4 shows the 

sequence related to the message broker component, it 

shows the interaction of the various sub-components of 

the message broker for a basic operation [6].  

 

 

Message Broker 

Component

CLIENT

Message 

Interceptor 

Gateway

Message 

Inspector

Service

send 

request

Inspect 

messages

Invoke 

service

Authorization

Engine

Component

Figure 3.  Message Broker component 
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Message Broker Message Inspector ServiceClient

send request

message

intercept and

validate message

perform message

level security operations 

Invoke service

 Figure 4.  UML sequence diagram – Message Broker component 
 

 
       VI.   GUISET AUTHORIZATION FRAMEWORK 

  

Authorization in a distributed environment such as 

GRID needs to be flexible and scalable to support 

multiple security policies [6]; we made use of the 

XACML (eXtensible Access Control Markup 

Language) and SAML (Secure Assertion Markup 

Language), which are the two recognized important 

authorization related standards [1, 6]. 

      As shown in Figure 5, authorizing a request 

from subject is first intercepted by PEP (Policy 

Enforcement Point).PEP constructs an authorization 
decision query and passes it to authorization handler. 

The result of this query determines if the request is to be 

granted/deny access to requested Service/Resource. The 

authorization decision query has details of about the 

identity of the subject, the service requested and the 

purpose for which service is requested [1]. 

Authorization Engine passes this information to 

PDP (Policy Decision Point). The policy is retrieved by 

PDP from PRP (Policy Retrieval Point). If the policy 

information is not available at PRP, it may be retrieved 

from policy store. The policies are written by 
administration using PAP (Policy Administration 

Point). PIP (Policy Information Point) is used by 

authorization engine to retrieve attributes of resources, 

subject and environment. After retrieving this 

information, authorization engine prepares a final result 

and passes it to PEP. If subject conforms to established 

privacy and other policies, PEP grants access of 

service/resource to subject, otherwise the access is 

denied [1].    

 
Figure 5.  Authorization Framework for GUISET 

VII. AUTHORIZATION MODEL  

Authorization Engine Component 

The authorization model must be able to support 

multiple security policies and need to have the 
flexibility to support dynamic changes in security 

policies [4]. The Authorization Engine component is 

responsible for making decision based on the 

authorization policies and access control policies stored 

in the policy repository, these ensure that authorized 

client requesting for services are only granted access to 

services/resources they are only requesting. Every 

Service Provider within a Domain has its own policies 

and he can change them dynamically [1].  

 

 

Client
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(grant, deny)

Authorization

 Query
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 Figure 6. Authorization Engine component 

 

Figure 6 shows a typical application environment 

where a user would want to access a particular service 
or resource, the authorization decision request from the 

Message Broker component is first intercepted by 

Policy Enforcement Point (PEP), this constructs an 

authorization decision query which contains 

information on the acquired token of the service 

requestor and also the details of the service being 

requested. This basically validates a client whether to 

access the resource being requested, and then this query 

is passed onto the Authorization Handler (AH) which 

then passes this information to the Policy Enforcement 
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Point (PDP), which then looks up the security access 

control policies [1].  

The results of this query determine whether access 

to resource/service is granted. The PDP responsibility is 

to retrieve policies from the policy store using a  Policy 

Retrieval Point (PRP) and if the policy is not available 
in the PRP, it may then be retrieved from the Policy 

Store, the Policy Store has capabilities of  

importing/exporting these policies in an XACML form 

and are constructed as a set of rules against the target 

service, i.e., (Client, resource, action) Client refers to 

the requestor, resource refers to the service or resource 

being requested and action refers to the kind of action to 

be performed on the requested service [1]. 

The significance of using XACML is due to the 

fact that it provides both a policy language and an 

access-control decision request/response language to 

meet the security access control requirements. With 
XACML, the PEP forms a query language to ask the 

PDP whether or not a given action should be allowed. 

The Authorization Engine get information from the 

PDP and after that the Authorization Handler prepares 

the final results then passes it to the  Policy 

Enforcement Point which then passes it to the Message 

Broker component, based on these results the Policy 

Enforcement Point then returns a value of either (grant 

or deny) access to the requested resource [1]. 

 

VIII. IMPLEMENTATION 
 

The main focus of this section is to show how 

clients interact with the system and how an authorized 

client accesses the services that are provided in the 

GUISET. We use diagrams to show how client interacts 

with the system before granting a service. 

 

A.  GUISET Authorization 

One may want to ask how a client is granted an 

access for a service. This is easily achieved through the 

following steps: 

a) Receive the data request and authentication tokens 
of the client that is requesting for service. 

b) After receiving data request, make an authorization 

request for the service to the authorization engine. 

 

c) The authorization engine will then return the 

authorization decision, and based on that decision, 

it will then know whether the client is authorized to 

access the services or not.  

The above mentioned steps will now be presented 

through pictorial narration of client user interfaces. 

 

B.  GUISET Main page 

This is the main page of the GUISET and it is the 

entry point to the GUISET Infrastructure. The main 

page of a GUISET has a Login button and register 

button. When a client clicks the login button, a Login 

dialogue appears. 

 

 
Figure 7. GUISET Main page 

 

C. THE RESULT OF IMPLEMENTATION: 

  

Figure 8 shows how authorization takes place in 

GUISET when a client wants to access services that are 

available. 

 
 

 

 

 

Figure 8: Result of Implementation 

IX.  CONCLUSION 
 

Grid computing has become a very useful and 

interesting approach to enhance solution provisioning, 

sharing of resources, data and services in a distributed 

manner.  The provision of large scale distributed 

services requires high level of authentication and 
authorization for access control. Available methods are 

not suitable to our GUISET environment as they seem 

to be dynamic to the environment of operation. 

GUISET with its dynamic nature also, and as part of our 

research focus, requires its framework and 
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implementation for its operation. Consequently, as 

reported in this paper, we have designed and developed 

a framework whose contribution is geared towards 

acting as a gatekeeper for access control in our GUISET 

service provisioning environment.  
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Abstract-In engineering program implementations, there is 
always a need for more computer resources, apart from which, 
many computer resources are still unused. The most common 
resource demanding applications are applications which 
require a lot of processor power or RAM space. Today, 
advancing technology offers processing power in grids, 
clusters, multi-core CPUs, cloud computers, or even graphics 
processing units. Thus, given all this computing power, smart 
and efficient utilization of these systems is needed. All these 
necessities and mentioned facts laid foundation for parallel 
programming. One of the major issues in parallel 
programming is reconfiguring of the existing applications to 
work on a parallel system; not just to work, but to work faster 
and more efficiently. In this paper some of the most common 
parallelizing methods will be presented using MPI on the 
Croatian National Grid Infrastructure (CRO-NGI), as well as 
their advantages in terms of cost-effectiveness and simplicity. 

Keywords: computational grid, load balancing, MPI,  parallel 
computing. 

I.  INTRODUCTION 

The complexity, data requirements and processing in 
scientific researches, such as visualization and modeling in 
various scientific branches continue to increase. Problems in 
medicine, weather prediction, global climate modeling, 
complex stress calculations in mechanics, etc. are good 
examples of computer intensive applications. Historically, 
the computational power of computer resources has not 
been able to keep pace with this increase and for this reason, 
parallel computer systems (PCS) were developed. Not every 
resource intensive problem can be solved in decent time 
manner on simple mainstream computers, as shown in [3] 
and [10]. Single-processor systems and single core 
processor computers by themselves are getting time 
consuming in running these applications, and are causing 
major drawbacks of developing such applications. As 
resource consumption by computers has become a concern 
in recent years, parallel computing has become the dominant 
paradigm in computer architecture, mainly in the form of 
multi-core processors [14]. Today, there are various types of 
parallel computing systems, like clusters, grids, distributed 
systems, multi-core and many-core processors and a recent 
concept – cloud computing systems, all based on spreading 

use of parallel algorithms. Nowadays parallel computers are 
very common in research facilities as well as companies all 
over the world and they are used extensively for complex 
computations. Some of the most powerful supercomputers 
are made with over 10,000 processors, and are capable of 
reaching over 1 petaFLOPS. Careful and effective parallel 
programming is the only way to bridle such enormous 
computing power. Massive migration to parallel systems 
causes that still many applications need to be adjusted for 
the use on these systems by means of two main options: 
recoding or writing the code in parallel from scratch. 
Sometimes, these procedures are not as intuitive as one may 
think, because not all tasks can be parallelized. 

In this paper different parallelizing methods and 
techniques will be mentioned. A couple of experiments will 
be used to support or to undermine these aforementioned 
facts and myths about parallel programming. Finally, 
efficiency of parallel computer systems will be questioned, 
and their advantages and disadvantages will be compared to 
serial systems. Section 2 describes basic aspects of 
parallelization. The concept of automatic parallelization is 
briefly explained in Section 3. Prior to experimental results 
given in Section 5, Section 4 presents formerly known 
benefits of parallel programming in order to experimentally 
confirm or reject them. Section 6 presents planned work, and 
Section 7 brings noted conclusions. 

II. PARALLELIZATION METHOD IN USE 

Many parallelization tools and compilers are already 
available and yet many more are in development. Two basic 
modes of parallelization are automatic parallelization and 
manual parallelization. Automatic parallelization techniques 
are mainly the tools for real-time systems and scientific 
computing industry [1], while manual parallelization allows 
maximum application optimization for parallel execution 
and performances gain. Interesting concepts are 
parallelization compilers, which turn codes parallel and 
make the application parallel at runtime by which they can 
be perceived as automatic parallelization techniques [12]. 
Manual parallelization techniques are issued by 
programmers. The latter techniques are based on speculative 
parallelization [8], parallelization of loops [16], dynamic 
data parallelization [2], load balancing, thread pipelining, 
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data access partitioning [7] and others. Parallel 
programming techniques, parallel platforms and parallel 
programming tools are in constant development. 

The main goal of this paper is to point out some 
problems that appear by optimization of sequentially written 
programs for execution on parallel platforms, and presenting 
various parallelization methods. Various data structures, 
loops and iterations can be parallelized efficiently without 
rewriting the whole program code. Another important issue 
is load balancing, the goal of which is to gain a higher 
throughput, and to reduce the user-perceived latency, 
especially in the case of high network traffic or a high 
request rate causing the network to be bottlenecked, or a 
high computational load, [11]. Load balancing is hardly 
achieved on, for example, cloud computing systems, 
because of the high system heterogeneity, especially 
network. These systems are overwhelmed with 
inconsistency and are prone to many changes in the matter 
of seconds, and that is why these systems have to use 
standalone load balancing appliances or content switches.   

The first step of parallelizing an application is to find the 
most resource/time intensive part of the program 
(algorithm). If this part cannot be made parallel, little can be 
done for speeding up the application. The next step, step 
two, is to determine whereas parallel parts of the code are 
data independent, and remove this dependency if possible. 
Then there comes step three, i.e., determining a method 
which will be used in parallelization of kernels. These steps 
alone comprise several sub-steps, which are chosen 
according to the problem at hand. Several concepts will be 
introduced in this paper for parallelization: data partitioning, 
loop parallelization and functional decomposition, which are 
given in detail in [2] and [9]. Other concepts are briefly 
presented in Table 1. 

Data parallelization (or data decomposition) is based on 
parallelizing data, e.g., dividing large databases, matrices, 
vectors and other data types into small chops often adjusted 
to be processed on the nodes of parallel systems. Data can 
be divided equally or in some other manner (load balancing 
or adaptive parallelization, [11]). A negative impact of 
dividing data in that manner is conspicuous on computer 
grid systems with nodes interconnected with the network, 
because the network is the slowest subsystem in inter-
application communication. Other important issue to be 
confronted with is reducing communication between 
processes. There are three different types of algorithms 
based on communication frequency: coarse-grained, fine-
grained and embarrassingly parallel. There are various 
methods of reducing user perceived latencies, which are 
derived from inter-process communication. Another 
shortcoming can be seen in heterogeneous systems in which 
data should be divided in accordance with available 
computer resources, see [10]. In heterogeneous systems the 
best performance gain would be noticed if there is a system 
monitoring current resource availability and sending 
information about available resources back to the 

application, which in turn sends appropriate portions of data 
to computer nodes, as shown in [10]. These systems exist in 
cloud computing systems, however, with only limited 
functionality. There is a number of possible data 
partitioning, first when portions of data are sent to nodes, 
and second when a copy of the whole data is sent to all 
computer nodes, as in Figure 1, the latter using more 
communication, so it has to be tested thoroughly which 
system benefits from this approach.  Figure 2 shows which 
data are computed by which node. 

 

 
Figure 1. Example of data parallelization 

 
Figure 2. Visual representation of data division amongst parallel nodes 

Dividing data in programming is tightly coupled with loop 
parallelization, because data containers are generally 
accessed by loops, so a condition deciding which data is 
going to which node should be put in the loop initialization 
and termination. Loops are often parallelized by dividing the 
number of iterations equally, if possible, amongst computer 
nodes, as in [3], [9], [13], and [16]. Data division is prone to 
data dependency, and by that care must be taken when 
preparing data for parallel distribution. Loops can be made 
parallel only if iterations are not data dependent. In other 
words, Bernstein’s conditions [4] have to be fulfilled. 

The third concept is based on functional decomposition, 
described in [4] and [9]. This is done by dividing the 
program into functional blocks independent of each other at 
the time of execution, e.g., one does not require data of the 
other. This is explained by the Church-Rosser property [4], 
which holds that the arguments to a pure function can be 
evaluated in any order or in parallel, without changing the 
result. A negative side of functional decomposition can be 
seen if parallel computations differ in the execution time a 
lot, because the slowest one determines the total execution 
time of this parallel part assuming that a computation result 
must be provided before processes move on to the next 

myRank = MPI::COMM_WORLD.Get_rank(); 
nProc = MPI::COMM_WORLD.Get_Size(); 
 
for(i=((CONST/nProc)*myRank);i<(CONST/nProc)+(
(CONST/nProc)*myRank);i++) { 
 for (j=0;j<DIMV;j++) { 
 if ((maxi[11] < optiMatrix[i][j]) && 
(matrix[i][j][16] !=0)) { 
 maxi [0] = I; 
 maxi[3] = j; 
 maxi [11] = optiMatrix [i][j]; 
 } 
 } 
} 

Node A Node B Node C 
 

A B C D E 
F G H I J 
K L M N O 
P Q R S T 
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program block, except in applications with active load 
balancing. If the latter is not the case (computation results 
are processed independently), the algorithm is called 
embarrassingly parallel. Embarrassingly parallel algorithms 
are often used in cloud computing systems. 

 
Main program 

Declarations and initializations 
Common procedures 

Node 1 Node 2 … Node n 
Search the 

DATA for value 
“A” 

Search the DATA 
for value “B” … 

Search the 
DATA for 
value “N” 

Figure 3. Example of a pseudo-code of data parallelization for searching 
for different values in the same data set 

A living example is searching for two or more values in a 
data matrix, then the first node searches for one number and 
the second node searches for the other (if all nodes are 
assumed to have access to all data), as in Figure 3. 

Computer nodes intercommunication is generally done by 
sending some signal in a preconfigured way by using some 
routines. This type of parallel programming is called 
Message Passing. Message passing applications 
communicate over a high speed network in distributed 
computing systems, or over high speed buses in shared 
memory computers, so the program can hold sufficient 
cohesiveness.  

III. AUTOMATIC PARALLELIZATION 

Given the example of [1], [3], [5] and [14], in order to 
remove the burden from a programmer to manually rewrite 
sequential codes for parallel execution, many new methods 
are introduced as an attempt to solve this problem 
automatically. They often comprise compilers which 
“know” how to parallelize a certain program code. A vast 
majority of automatic parallelization compilers are 
developed for FORTRAN, such as the Vienna Fortran 
compiler, the Paradigm compiler, the Polaris compiler, the 
SUIF compiler, and some of the concepts independent of the 
programming language, such as commutativity analysis 
[14]. Automatic parallelization is the ultimate goal for 
parallel programming, as it removes the programmer from 
the parallelizing part in coding the application, thus making 
parallel applications production faster and more efficient. 
Every automatic parallelization concept has been done only 
with limited success. Despite poor progress, automatic 
parallelization has been intensively researched for the past 
few decades, and a lot of work is still dedicated to it.  

An interesting concept for automatic parallelization is 
presented in [14], which is called commutativity analysis. It 
aggregates both data and computation into larger grain units. 
It then analyzes computation at this granularity to discover 
when pieces of computation commute (i.e., generate the 
same result regardless of the order in which they are 
executed). If all of the operations required to perform a given 
computation commute, the compiler can automatically 
generate a parallel code. Some sources also describe various 

hybrid approaches, such as in [9]. Parallelization 
methodologies are expanded in Table 1, which gives 
additional information about other main parallelization 
techniques, advantages and disadvantages. Even with many 
methods for automatic parallelization, fully automatic 
parallelization of sequential programs by compilers remains 
a grand challenge due to its need for a complex program 
analysis and the unknown factors (such as the input data 
range) during compilation. Automatic parallelization 
combined with cloud computing systems in near future will 
probably serve as self-sufficient parallel systems, which will 
bring high performance computing to every computer user 
connected to web.  

IV. BENEFITS OF PARALLEL PROGRAMMING 

It would be expected of parallel programs to have the 
execution time cut in proportion with the number of nodes, 
as opposed to sequential programs. However, if this fact is 
analyzed more thoroughly, there is always some portion of 
code which cannot be parallelized, and that portion must be 
taken into account. This issue was addressed by Amdahl's 
and Gustafson’s law [3]. Some researchers noticed that even 
with Gustafson’s law, which suggests that it is beneficial to 
build a large-scale parallel system as the speedup can grow 
linearly with the system size, there are some physical 
constraints which do not allow many applications to scale 
up and meet the time bound constraint. In practice, that 
constraint is often of physical nature in the form of memory 
limitation. 

To sum it all up, in [15] authors propose a memory 
bounded speedup model. Amdahl’s law is a special case of a 
memory bounded speedup model. This model is greatly 
applicable to multi-core systems and GPU cores, which 
represent home shared memory systems. Embarrassingly 
parallel applications are not affected by Amdahl’s law, at 
least not to such a great extent, and that is why these 
applications can easily be run on clouds. These applications 
often comprise independent tasks, which are then executed 
on different computer nodes, without a need for any type of 
communication, or data dependencies, except at the 
beginning of a code. With all added up, parallel applications 
have many benefits from today’s parallel systems. Most of 
parallelizing methods can be run on almost all existing 
parallel systems. There are limitations, but with constant 
research in this field, the number of limitations decreases. 
For example, cloud computing systems can serve as parallel 
platform only for applications that are easily parallelized. In 
all other cases this is nearly impossible, because cloud 
system is too hard to handle resource-wise, which is caused 
by the high system heterogeneity. With parallel system 
properties in mind, it is easy to classify given parallelizing 
methods from Table 1 in correspondence with these 
platforms. Every existing application can be more or less 
parallelized; it is the question of cost and time-effectiveness, 
a parallel system on which the application is run, time bound 
constraints on application and application environment 
which method will be used.  
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V. EXPERIMENTAL SETUP 

In order to visualize given facts into real appliances 
benefits and speedup, two experiments will be shown. In the 
first experiment, there are two multi-criteria optimization 
algorithms, whose performance will be compared. In the 
second algorithm, a parallel image processing algorithm is 
tested in different environments and with a different setup.  

A. Experiment 1: Multi-criteria optimization algorithms 
(PMCO1 and PMCO2) 

The first algorithm, Parallel Multi-Criteria Optimization 
1 (PMCO1) is an example of computing large data in 
parallel with a small amount of communication between 
processes. It uses the approach described in [10]. The 
system makes a decision based on different preferences 
amongst options in a large data set. There are databases 
containing various system parameters, and prior to program 
execution it is necessary to extract data from these 
databases, which are formed by plain text files. PMCO1 
reads different databases in different computer nodes.  

TABLE I.  PARALLELIZATION MODELS 
COMPARED

 

B. Experiment 1: Multi-criteria optimization algorithms 
(PMCO1 and PMCO2) 

The first algorithm, Parallel Multi-Criteria Optimization 
1 (PMCO1) is an example of computing large data in 
parallel with a small amount of communication between 
processes. It uses the approach described in [10]. The 
system makes a decision based on different preferences 
amongst options in a large data set. There are databases 
containing various system parameters, and prior to program 
execution it is necessary to extract data from these 
databases, which are formed by plain text files. PMCO1 
reads different databases in different computer nodes. This 
parallelism is based on function level parallelism (FLP). The 
second algorithm, Parallel Multi-Criteria Optimization 2 
(PMCO2) is a parallel algorithm which reads all databases 
in every node, and serves the analysis of the computational 
part of the program. PMCO2 is mainly a data parallel 
model, but it uses a hybrid approach, explained in [2], 
comprising FLP and data parallelism, and for the purpose of 
illustration, its execution time is divided into reading data 
and computation. In PMCO2, every node has access to all 
data and there is a significant process communication time, 
but communication takes place rarely. PMCO2 approach 
enables all nodes to read only a portion of data, regardless 
of the fact that they contain the whole database. On the 
other hand, PMCO1 has more frequent communications 
between processes, because nodes contain only a portion of 
data. These small communications can make a great deal if 
the database is very large as in Table 3. In a small data set, 
PMCO1 tends to have better performance (Table 2). 
PMCO2, though, has one more drawback, which is 
memory-wise, considering the fact that every node holds all 
data. So if the data is too large, it would not be possible to 
run the program based on PMCO2, whereas on PMCO1 it 
would be possible but slow. 

C. Experiment 2: Parallel Image Processing Algorithm 
(PIPA) 

The second experiment deals with an image processing 
algorithm, which does some basic pixel manipulation on the 
grayscale satellite images in different sizes. The application 
was run in parallel on the Croatian National GRID 
infrastructure on 4 and 8 nodes, as well as on two different 
CRO-NGI installations (ETFOS, located at the Faculty of 
Electrical Engineering, University of Osijek and SRCE 
(University Computing Center in Zagreb). What can be 
easily seen is the difference in performance, as well as the 
impact of different architectures and operating systems on 
the application execution time. The application was also run 
on a PC with a dual-core processor. In that way it can be 
analyzed whether parallel programming and execution on 
parallel systems can be justified by taking performance into 
main consideration. Figure 4 shows dependency of the 
application execution time on image size by different 
operating systems, numbers of nodes, numbers of processor 
cores and image sizes.  

Parallel 
Program 
Design 

Paralleli- 
zation 
technique 

Positive features Negative features 

Manual 
Paralleli- 
zation 

Shared 
Memory 

No need for 
communication 
between tasks 

Difficult data 
locality management

Threads Fine program 
granularity and 
efficient platform 
utilization 

Not reusable, errors 
affect whole process

Data 
Parallel 
Techni- 
ques 

Large performance 
increase, error on one 
data "chunk" rarely 
affect other data 

No performance 
increase if the data is 
not independent, 
need for task 
communication 

Message 
Passing 

Universality, Data 
locality management, 
Easy debugging 

Programmer 
manages memory 
placement and 
communication 
occurrence 

Hybrid Combination of the 
techniques above 

Combination of two 
or more 
parallelization 
techniques can 
greatly reduce their 
disadvantages 

Automatic 
Paralleli- 
zation i.e. 
paralleli- 
zing 
compilers 
(pre-
processors) 

Fully 
Automatic 

Parallelization 
without programmer, 
fast parallel code 
generation, computer 
aided parallelization 
cost-effectiveness 
analysis 

Can produce wrong 
results, application 
performance can be 
actually degraded, 
much less flexible 
than manual 
techniques, if the 
code is too complex 
parallelization 
cannot occur 

Progra- 
mmer 
Directed 

Usage of compiler 
directives, better 
parallelization 
management 
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TABLE II.  ALGORITHMS PMCO 1 AND 2 PERFORMANCE TEST (A 
SMALL DATA SET) 

 

4 – node 
computer 
grid time 

(s) 

6 – node 
computer 
grid time 

(s) 

PMCO 1 

Data read 1.79 0.78 

Computation 3.77 8.00 

Total 5.56 8.78 

PMCO 2 

Data read 12.24 15.46 

Computation 0.20 0.15 

Total 12.44 15.61 
Program execution time 

difference (s) -6.88 -6.83 

TABLE III.  ALGORITHMS PMCO 1 AND 2 PERFORMANCE TEST (A 
LARGE DATA SET) 

 

4 – node 
computer 
grid time 

(s) 

6 – node 
computer 
grid time 

(s) 

PMCO 1 

Data read 9.89 3.18 

Computation 261.67 206.27 

Total 271.56 209.44 

PMCO 2 

Data read 42.60 55.75 

Computation 24.21 17.23 

Total 66.81 72.98 
Program execution time 

difference (s) 204.75 136.46 

Image size affects performance most, which is expected, 
because image size grows almost exponentially. 

Also, the number of grid nodes and processor cores, 
which can be distinguished in Figures 5 and 6, has a great 
impact on performance. Figure 7 shows that careful multi-
core parallel programming can lead to a significant 
performance boost, which is almost 90% of the increase, 
with doubling the number of cores. Multi-core processors 
show their true strength when loaded with applications 
optimized for multi-core execution. Also, multi-core 
platforms do not have one major drawback which grids and 
clusters have, and that is a relatively large process 
communication time in message passing applications. 
Figure 9 shows a process communication impact on 
application performance. It clarifies what was mentioned 
before; i.e., the grid suffers from great performance loss 
when using too much of communication between processes. 
Furthermore, this is more expressive in public 
computational grids and cloud systems, whose networks are 
always under some load, leading an application expected to 
finish faster to finish slower, waiting for processes to finish 
their communication. On the other hand, there is a 
communication between processes run on multiple cores 
onto one processor, whose process communication time can 

be safely ignored in performance analysis. This issue is a 
problem of its own and part of future work based on 
heterogeneity modeling. But not to be confused, grids offer 
a big advantage compared to multi-core processors. They 
can have much more nodes, which in turn can have multi-
core processors themselves, and modern commercial multi-
core processors can have only up to 8 cores, so it is up to the 
application which platform should be used in its execution. 
Another example are clouds, which are hybrid parallel 
systems and offer various performance advantages. 

More performance boost can be obtained by increasing 
the number of computer nodes executing the application, as 
shown in Figures 4 to 7. Usage of ETFOS installation of 
CRO-NGI lowers process communication a bit (because of 
a lighter network load), and decreases execution time 
significantly. 

VI. FUTURE WORK 

Further work will be based on implementing more parallel 
platforms such as GPGPUs (General-purpose computing on 
graphics processing units) in NVidia CUDA (Compute 
Unified Device Architecture) and ATI Stream [6]. This 
work will tend to put these parallel newcomers into 
performance tables of other parallel systems. Another 
research is covering the role of cloud computing systems as 
parallel systems with great computing power. Image 
processing algorithms will be thoroughly reworked. Due to 
image size limitations, new image processing algorithms 
will be used with support for color images. There are other 
algorithms being developed; each of them will put different 
aspects of parallel systems onto test. There is also an idea to 
provide a mathematical proof for the exact limit of 
parallelization efficiency, and profitability of using parallel 
systems opposed to other parallel and non-parallel systems.  

 
Figure 4. Performance gain 
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Figure 5. Communication impact on the overall performance 

 
Figure 6. Performance with a different number of processor cores 

 
Figure 7. Performance with a different number of computer nodes 

VII. CONCLUSION 

The latest technologies give many opportunities when it 
comes to execution of demanding applications. More recent 
parallel systems such as computational grids, clusters, 
multi-core systems, Massively Parallel Processors systems 
and Graphics Processing Units are platforms that offer much 
more computer resources than standard PCs, and their ideas 
and technologies are slowly making their way to desktop 
computers. The best examples are multi-core computers, 
which share some backbone principles with parallel 
systems. Many existing applications are made sequential, 
but sometimes with just few changes they can be made 
parallel, therefore reducing their executing time and other 

time demands. Parallelizing methods are chosen in 
accordance with the type of parallel systems they are run on. 
Many parallelizing methods are presented today, and their 
ultimate goal is to produce a fully automatic parallelizing 
system, which can be used as any other today’s 
programming language and system. The aforepresented 
experiments prove that parallel programming is the present 
and the future of all scientific research, not only in computer 
science, but in other researches as well. Parallel 
programming brings an enormous performance advantage, 
possibilities such as ability to process larger data and to 
calculate more complex mathematics and statistics. But this 
is only possible if these systems, their potential and their 
drawbacks are understood well. In order to make use of 
squeezing most out of these systems, careful and wise 
resource usage is needed, as well as efficient programming 
and work distribution. There are many other parallelization 
concepts, many of which are still being in their infant phase, 
but there is no doubt that research involved in them will 
produce more efficient, scalable and simple parallel 
applications and mechanisms. Such techniques involve 
function and block level parallelization, automatic 
parallelization, parallelization techniques for heterogeneous 
systems, speculative parallelization models, loop based 
parallelization techniques, and many more. Undoubtedly, 
parallel applications bring more performance, more options, 
and remove barriers for many research branches, bringing 
the overall sky-high progress in computing technology. It is 
obvious that in future, by combining these and similar 
methods, most advanced parallelization techniques will be 
created and parallel computing will be driven into the 
mainstream. 
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Abstract—The growing computerization in modern academic
and industrial sectors is generating huge volumes of electronic
data. Data mining is considered the technology to extract
knowledge from these data. With an ever increasing amount of
data and complexity of modern data mining applications, the
demand for resources is rising tremendously. Grid and Cloud
technologies promise to meet the requirements of heteroge-
neous, large-scale and distributed data mining applications.
The DataMiningGrid system was developed to address some
of these issues and provide high performance and scalability,
sophisticated support for different types of users, flexible
extensibility features, and support of relevant standards. While
the DataMiningGrid, like most of the related grid systems, fo-
cused on compute-intensive applications, Google’s MapReduce
paradigm and Cloud-Computing brought up new solutions
for efficient data analysis. Based on the DataMiningGrid, we
developed the DataMiningGrid-Divide&Conquer system that
combines these important technologies into a general-purpose
data mining system suited for the different aspects of today’s
data analysis challenges. The system forms the core of the Fleet
Data Acquisition Miner for analyzing the data generated by
the Daimler fuel cell vehicle fleet.

Keywords-Data mining, Grid, MapReduce.

I. INTRODUCTION

Increasing data volumes in many industrial and academic
sectors are fueling the need for novel data analysis solutions.
The effective and efficient management and transformation
of these data into information and knowledge is considered
a key requirement for success in knowledge-driven sectors.
Data mining [1] is the key methodology to address these in-
formation needs through automated extraction of potentially
useful information from large volumes of data. In the last
decade there have been multitudes of efforts to scale data
mining algorithms for solving more complex tasks, including
peer-to-peer data mining, distributed data stream mining and
parallel data mining.

Recently, data mining research and development has put
a focus on highly data-intensive applications. Google’s pub-
lications on MapReduce [2][3], a special incarnation of the
Divide&Conquer paradigm, inspired many projects working
on large data sets. MapReduce frameworks like Hadoop
simplify the development and deployment of peta-scale
data mining applications leveraging thousands of machines.

MapReduce frameworks are highly scalable because they
avoid data movement and rather send the algorithms to the
data. In contrast to other data mining environments these
frameworks restrict themselves to a certain programming
model, loosing some of the functionality provided by fully
featured queuing systems.

Another branch of modern distributed data mining is
motivated by the sharing of heterogeneous, geographic dis-
tributed resources from multiple administrative domains to
support global organizations. This field of active research
and development is generally referred to as data mining
in grid computing environments. The DataMiningGrid [4]
project addresses the requirements of modern data mining
application scenarios arising in grid environments, in par-
ticular those which involve sophisticated resource sharing.
The DataMiningGrid system is a service-oriented, scalable,
high performance computing system that supports grid in-
teroperability standards and technology. It meets the needs
of a wide range of users, who may flexibly and easily grid-
enable existing data mining applications and develop new
grip-based approaches. The DataMiningGrid, like most of
the related grid systems, focused on compute-intensive appli-
cations leading to an architecture build on three components:
(1) Specialized storage servers to store data and programs.
(2) Compute clusters composed of multiple compute nodes
for running the algorithms. (3) Grid management servers for
managing the storage and compute resources connected to
them.
In such an environment data is stored on dedicated storage
servers and has to be transferred to the compute nodes
prior to execution. Though different scheduling algorithms
have been proposed to optimize the relation between data
transfer and execution time, for data-intensive applications,
data should not be moved at all [5].

To bring the advantages of the MapReduce paradigm into
worldwide, heterogeneous computing environments we de-
veloped the DataMiningGrid-Divide&Conquer (DMG-DC)
system based on the concepts and services of the DataMin-
ingGrid project. This article is organized as follows:
First, we briefly revise MapReduce frameworks and in-
troduce the more general Divide&Conquer paradigm for
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data-intensive applications. Then we describe the DataMin-
ingGrid and its successor, the DMG-DC system. We also
introduce a real-world data mining application based on the
DMG-DC: The Fleet Data Acquisition Miner (FDA-Miner)
for analyzing the data generated by the Daimler fuel cell
vehicle fleet. Finally, we present system evaluation results
from the FDA-Miner and discuss related technologies.

II. MAPREDUCE AND DIVIDE&CONQUER

The tremendous amount of data generated in modern
science and business applications require new strategies for
storing and analyzing. As the amount of data increases, data
can not be efficiently stored on a single storage server but has
to be distributed to multiple machines. Google’s MapReduce
and its open-source implementations provide frameworks to
mine these distributed data sets.

The name MapReduce refers to the map and reduce func-
tions of functional programming languages. In the context
of a MapReduce framework, all applications consist of a
map and a reduce function [3]. The map function reads a
key/value pair and produces a set of new key/value pairs.
In an intermediate step all pairs are grouped by their key
values. A key and its values are presented to the reduce
function which produces a list of result values.
It can easily be shown, that these functions produce the same
result when applied to the whole data set or to the parts of
the data set.

MapReduce frameworks build an environment for execut-
ing these map and reduce functions on a cluster. Data is split
up into small chunks and stored in a distributed file system
comprised of multiple standard machines acting as storage
and compute nodes [2]. A special manager node keeps
track of all data chunks and their locations in the cluster.
A master process manages the execution and minimizes
data movement by executing the functions on the nodes
containing the data to be mined. The master identifies the
nodes to use for execution by asking the distributed file
system manager for the location of the data chunks. If
multiple copies of a chunk are available the master schedules
the execution to the least used node.

Executing the functions on the nodes that contain the
data is the key to the high performance and scalability of
MapReduce frameworks. As not data, but algorithms are
transferred, MapReduce frameworks are perfectly suited for
Clouds because they do not require information about server
location and network bandwidth as traditional systems need
for data scheduling.

Restricting themselves to only two functions, MapReduce
frameworks are easy to program and simple to set up. How-
ever, not all data-intensive applications can be decomposed
into map and reduce functions. Especially the integration of
existing data mining programs is sometimes impossible.

MapReduce can be viewed as a special form of the
Divide&Conquer paradigm, where a problem is split into

smaller sub problems that are easier to solve. This more
general paradigm does not impose any restrictions on the
functions or the number of processing steps. Applied to data-
intensive applications, Divide&Conquer may be defined as
follows: An arbitrary function f is executed in parallel on
the selected subsets d of the data D:

f : D → R, f(d) = rd, ∀d ∈ D

The results R may be processed by another function g,

g : R×R× ...→ S

generating the results S, which again may be processed by
another function.
A series of such execution steps can be represented by a
direct acyclic graph, where each node is a function and the
vertices symbolize the data flow between the functions.

A data-intensive application based on this
Divide&Conquer definition requires a distributed computer
system providing:
(1) A distributed file system or a data registry to locate the
subsets of the data. (2) A scheduler to execute the functions
on the nodes containing the data subsets. (3) A workflow
manager to coordinate the execution of each function in the
direct acyclic graph.
Due to their specialized approach, the components of
current MapReduce frameworks can not simply be reused
to build a Divide&Conquer system, especially when such a
system should be integrated in an environment comprised
of heterogeneous, geographic distributed resources from
multiple administrative domains. Therefore the flexible
DataMiningGrid system was enhanced to natively support
Divide&Conquer jobs.

III. DATA MINING IN THE GRID: DATAMININGGRID

In general, a grid-enabled data mining system should
support the seamless and efficient sharing of data, data
mining application programs, processing units and storage
devices. As data mining is used by a wide variety of users
and organizations such a system should not only address
the technical issues but also pay attention to the unique
constraints and requirements of data mining users and appli-
cations. In the DataMiningGrid project, use case scenarios
from a wide range of application areas were analyzed to
identify the key requirements of grid-based data mining that
can be summarized as follows:
A grid-based data mining environment should offer benefits
like increased performance, high scalability to serve more
users and more demanding applications, possibilities for
creation of novel data mining applications and improved
exploitation of existing hardware and software resources.
Grid-enabling data mining applications should not require
modification of their source code. The system should not
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be restricted to specific data mining programs, tools, tech-
niques, algorithms or application domains and should sup-
port various types of data sources, including database man-
agement systems (relational and XML) and data sets stored
in flat files and directories.
To support the different user groups, intricate technological
details of the grid should be hidden from domain-oriented
users, but at the same time users with a deep knowledge
of grid and data mining technology should be able to
define, configure and parameterize details of the data mining
application and the grid environment.

In order to address these requirements, the DataMining-
Grid system was designed according to three principles:
services-oriented architecture (SOA), standardization and
open technology. The early adoption of two important dis-
tributed computing standards, the Open Grid Service Archi-
tecture (OGSA) and the Web Services Resource Framework
(WSRF) were essential for succeeding projects, like the
one presented in this article. The OGSA is a distributed
interaction and computing architecture based on the concept
of a grid computing service, assuring interoperability on
heterogeneous systems so that different types of resources
can communicate and share information. The WSRF refers
to a collection of standards which endorse the SOA and
proposes a standard way of associating grid resources with
web services to build stateful web services required by the
OGSA.

Following these principles, the DataMiningGrid project
implemented various components based on existing open
technology: Data management, security mechanisms, exe-
cution management and other services commonly needed in
grid systems are provided by the Globus Toolkit 4 (GT 4)
grid middleware.

Three higher-level components for data, information and
execution management form the core of the DataMiningGrid
system. The data components offer several data transforma-
tion and transportation capabilities to support typical data
operations for data mining applications. The Information
Service collects and manages all information about the data
mining programs available in the system. The Resource
Broker is responsible for matching available resources to
job requests, global scheduling of the matched jobs and
executing, managing and monitoring of jobs, including data
stage in and out operations.

The main user interface is the Triana workflow environ-
ment. In combination with special data mining units, Triana
enables users to build complex grid-based data mining
applications.

The DataMiningGrid Application Description Schema
(ADS) is the link between all the DataMiningGrid com-
ponents. The ADS covers the complete life-cycle of a data
mining program and is used for discovering, configuring and
executing data mining programs.

Although the necessity to address data-intensive applica-
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Figure 1. The DMG-DC architecture

tions was recognized in the DataMiningGrid project, due
to time constraints, the project focused more on compute-
intensive applications. Hence, three functionalities needed
for Divide&Conquer jobs are not available in the DataMin-
ingGrid system:

1) The Resource Broker [6], like other grid resource
brokers, is only able to schedule jobs to whole clusters.
As a consequence, jobs can not be placed directly
on certain machines inside a cluster, as required by
Divide&Conquer jobs.

2) There is no specialized data registry that could be used
for scheduling data-intensive applications.

3) There is no server-side workflow execution component
to coordinate the steps of Divide&Conquer jobs.

The following section describes the changes made to the
DataMiningGrid components and the new features of the
DMG-DC system to support Divide&Conquer jobs in grid
environments.

IV. DMG-DC

The DMG-DC system is designed to support the different
aspects of today’s data analysis challenges. Based on the
DataMiningGrid project, which already implemented many
features needed for grid-based data mining, the DMG-
DC development focused on the functionality to support
extremely data-intensive applications. The flexible and ex-
tendable design of the DataMiningGrid system made it easy
to integrate the missing functionality.

Consequently, the architecture of the DMG-DC, depicted
in Figure 1, does not differ significantly from the DataMin-
ingGrid [4], except for the new and redesigned components:
The Data Registry Service (DRS) and the Workflow Resource
Broker (WRB).
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A. Data Registry Service

A data registry is a central component for executing Di-
vide&Conquer jobs in a grid, as it provides the locations of
all data sets to the Resource Broker. Without this information
the Resource Broker would not be able to schedule jobs to
the nodes containing the data to be mined. The developed
distributed registry consists of a number of WSRF-compliant
Data Registry Services that store user-defined metadata
describing the data sets available in the grid. In contrast
to the distributed file system of a MapReduce framework,
the DRS only stores information about the data, leaving
the actual storage to database management or file systems.
Therefore, the Divide&Conquer mechanism can be applied
to data stored in any storage system and is not limited to a
specific distributed file system.

The DRS stores metadata in user-defined categories,
which specify a list of logical and physical attributes de-
scribing the data. Logical attributes typically hold infor-
mation about the content or creation process of the data
set, whereas physical attributes include storage location,
size or data format information. When a new data set is
registered with a category, a logical and a physical object
is created with unique object names. These objects contain
the logical/physical attributes of that data set and are used
to model replication: A logical object may reference any
number of physical objects.

A single DRS may store the metadata information of all
data sets in the grid. To improve reliability and performance
several DRS may run on different sites in the grid. Multiple
DRS automatically form a peer-to-peer network, forward-
ing client search requests and category information to the
appropriate DRS.

A distinctive feature of the DRS, compared to other grid
data registries like the Globus Toolkit Replica Location
Service, is its advanced search mechanism enabling clients
to search for data using multiple attributes within a single
query.

B. Workflow Resource Broker

The new requirements arising from Divide&Conquer jobs
led to the development of the DMG-DC Workflow Re-
source Broker. The WRB was designed not only to support
Divide&Conquer jobs but also include all features of the
DataMiningGrid Resource Broker [6]. The two main new
features of the WRB are the workflow execution manager
and the advanced job scheduler, able to place jobs on specific
nodes inside a cluster.

As depicted in Figure 2, the WRB consist of 5 components
communicating through well-defined interfaces:
Clients connect to the workflow manager to submit work-
flows, monitor and manage workflow execution. A work-
flow consists of one or more jobs, each described by an
ADS instance, and dependencies between these jobs. The
workflow manager is responsible for executing all jobs as
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Figure 2. The components of the Workflow Resource Broker.

specified in the workflow. To start the execution of a single
job, the workflow manager sends the corresponding ADS
instance to the ADS execution component. The execution
component analyzes the ADS instance and connects to the
data locator to get the locations of all data sets specified
in the ADS instance. The data locator acts as an interface
to different data registries, although currently only DRS
is supported. The execution component combines the data
locations with the ADS definitions and generates a Condor-G
job description. The job description contains all scheduling
information necessary for placing Divide&Conquer jobs on
nodes providing the selected data sets. Condor-G [7] is a
powerful grid task broker providing advanced scheduling,
execution and managing capabilities and an uniform inter-
face to different grid execution management systems. A key
feature of Condor-G is its ClassAd mechanism for describing
and matching of jobs and compute resources. The flexible
Condor-G ClassAd mechanism enables the ADS execution
component to define a scheduling policy, resource and job
parameters, so that Divide&Conquer jobs can be placed on
a specific node in a cluster of the grid. The information
manager collects all resource information necessary for
this scheduling from the Globus Toolkit Monitoring and
Discovery System (MDS4) and delivers it to Condor-G.
When receiving a job, Condor-G matches the job with all
available resources in the grid and submits the job to the
Globus Toolkit execution management service (WS-GRAM)
providing the best match. Divide&Conquer jobs contain a
special element that advises the WS-GRAM to start this job
on the specified node(s), even if they are inside a cluster.

V. FDA-MINER

The presented DMG-DC system forms the basis of the
Fleet Data Acquisition Miner (FDA-Miner) for analyzing
the data generated by the Daimler fuel cell vehicle fleet.
Daimler AG has been involved in fuel cell technology for
more than 15 years and has released the largest fleet of
zero emission fuel cell vehicles in the world with more
than 100 vehicles [8]. The purpose of these operations is
to test these vehicles in the hands of selected customers
in everyday operations under varying climatic conditions,
traffic conditions and driving styles in different locations
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worldwide. In order to gain the most experience for future
fuel cell vehicle development, a fleet data acquisition system
has been developed which continuously records all relevant
parameters of vehicle operation, such as the fuel cell voltage,
current and temperatures. The enormous amount of world-
wide distributed data produced by the fleet - over 4 million
kilometers have been recorded - and the need for compute-
intensive data analysis methods were the key drivers behind
the development of the DMG-DC system [9].

The FDA-Miner provides a user friendly web-based data
analysis application for mining the fuel cell data. In addition
to specialized visualization and reporting features, it offers
a flexible front end to configure customized data mining
tasks. The application uses the services of the DMG-DC
to retrieve information about the available data and analysis
programs. For each user defined task, the application creates
the appropriate ADS instances and workflow definitions and
submits a Divide&Conquer job to the WRB.

The FDA-Miner programming toolbox supports users im-
plementing specialized Divide&Conquer data mining algo-
rithms. The toolbox provides Perl and C modules to read the
fuel cell data sets and templates for parallel data processing
and combination steps.

VI. EVALUATION

The FDA-Miner has been already heavily used in
production and successfully computed thousands of Di-
vide&Conquer and other jobs. The following evaluation
therefore focuses on the advantages of the Divide&Conquer
functionality of the DMG-DC system compared to tradi-
tional grid systems, like the DataMiningGrid, with dedicated
storage servers. The evaluation set-up consisted of 9 dual
quad core machines with direct attached storage connected
over a 1 GBit Ethernet network. To measure the performance
of the DMG-DC Divide&Conquer functionality, a subset
of the fuel cell data was randomly distributed over all 9
machines and each file was placed on at least two machines.
Traditional grid systems were represented by a representative
scenario with 1 storage server serving the data to 8 compute
nodes.
A typical FDA-Miner data analysis job, filtering the data
and computing various statistical properties, was executed on
both set-ups. Figure 3 shows the overall time for performing
this job while varying the number of CPUs and the size of
the data set. The results demonstrate that the DMG-DC (blue
curve), like MapReduce systems, scales well for common
data analysis jobs. Traditional grid systems (orange curve)
on the other hand have to send the data to the compute nodes
first. Depending on the network bandwidth the transfer time
may, for simple data filtering operations, even exceed the
time for data processing. Scaling of these systems is also
limited by the number of concurrent connections the storage
server can handle without dropping network throughput. In
the presented evaluation set-up the storage server can only
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Figure 3. Execution time of a job in Send and Divide&Conquer
mode.

deliver enough throughput to server about 20 CPUs and
therefore does not scale well above that point.

VII. RELATED WORK

Recently, various systems and approaches to grid-based
data mining and MapReduce have been reported in the
literature. Some of those, that are particularly relevant to
the DMG-DC system, are briefly reviewed here.

GridMiner [10] is designed to support data mining and
online-analytical processing in distributed computing en-
vironments. GridMiner implements a number of common
data mining algorithms, some as parallel versions, and
supports various text mining tasks. Two major differences
between GridMiner and DMG-DC are the Divide&Conquer
functionality and that the latter complies with the recent
trend towards WSRF.

Knowledge Grid (K-Grid) [11] is a service-oriented sys-
tem providing grid-based data mining tools and services.
The K- grid system can be used for a wide range of
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data mining and related tasks such as data management
and knowledge representation. The system architecture is
organized into a High-level K-Grid Services and a Core-
level K-Grid Services layer, which are built on top of a Basic
grid Services layer. K-Grid incorporates some interesting
features for distributed data mining but no Divide&Conquer
or similar functionality is available at the moment.

Hadoop [12] is the most well known open source im-
plementation of Google’s MapReduce paradigm. Hadoop’s
MapReduce framework is build on top of the Hadoop
distributed file system (HDFS) containing all data to be
mined. The map and reduce function are typically written in
Java, but even executables can be integrated via a streaming
mechanism. As MapReduce frameworks like Hadoop do not
offer the functionality to execute compute-intensive applica-
tions (MPI, PVM) on the cluster, making them unsuitable for
a general-purpose data mining system. Hadoop On Demand
and Oracle Grid Engine try to overcome these limitations
by running Hadoop on top of a cluster queuing system,
thus adding another layer of complexity. Still, both reserve
the nodes to use for MapReduce exclusively, making them
unusable by other jobs. Hadoop and similar MapReduce
frameworks simplify the development and deployment of
data-intensive applications on local clusters and cloud re-
sources . But, in contrast to the DMG-DC system, these
frameworks are currently not suited for large-scale, het-
erogeneous environments with multiple independent virtual
organizations.

VIII. CONCLUSION

In this article we introduced Divide&Conquer, a general-
ized MapReduce paradigm, for data-intensive applications.
The developed DMG-DC system provides the function-
ality to run diverse data mining applications, including
Divide&Conquer, in a worldwide, heterogeneous grid envi-
ronment. As not data, but algorithms are transferred, Cloud
resources can be used to scale the system on demand. The
FDA-Miner, a real world data analysis application, uses the
distinct features of the DMG-DC to efficiently mine the
data of the Daimler fuel cell vehicle fleet. The FDA-Miner
evaluation results highlight the advantages of the DMG-DC
compared to traditional grid systems.

Future work may include the integration of more powerful
data management systems like the Storage Resource Broker
and a generalized version of the FDA-Miner programming
toolbox.
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gener, M. Röhm, J. Trnkoczy, M. May, J. Franke, A. Schuster,
and W. Dubitzky, “Digging deep into the data mine with
datamininggrid,” IEEE Internet Computing, vol. 12, no. 6,
pp. 69–76, 2008.

[5] K. Ranganathan and I. Foster, “Decoupling computation and
data scheduling in distributed data-intensive applications,”
in HPDC ’02: Proceedings of the 11th IEEE International
Symposium on High Performance Distributed Computing.
IEEE Computer Society, 2002, pp. 352–358.

[6] V. Kravtsov, T. Niessen, V. Stankovski, and A. Schuster,
“Service-based resource brokering for grid-based data min-
ing,” in Proceedings of The 2006 International Conference on
Grid Computing and Applications, Las-Vegas, USA, 2006.

[7] J. Frey, T. Tannenbaum, M. Livny, I. Foster, and S. Tuecke,
“Condor-g: A computation management agent for multi-
institutional grids,” Cluster Computing, vol. 5, no. 3, pp. 237–
246, July 2002.

[8] J. Friedrich, R. Schamm, C. Nitsche, J. Keller, B. Rehfus,
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Abstract—Job-Scheduling behavior of a High Performance 

Computing (HPC) provider is typically defined in the way that 

implicitly corresponds to its business policies. Represented 

mainly by a set of business rules or objectives, business policies 

form means to guide and control the business of HPC service 

provisioning. Because in HPC domain business policies exist 

mostly implicitly, administrators configure schedulers 

intuitively and subjectively. This makes it hard for business 

people to assess whether the actual scheduling behavior 

corresponds to current business policies, as there is no link 

defined between job-scheduling and business policies. The 

question, whether the scheduling behavior is configured 

correctly, cannot be answered without providing relationships 

between business-policies and job-scheduling strategies. Hence, 

more general question is: how much influence does business 

policy actually have on job scheduling? In this paper, we 

present an approach allowing investigating how business-

policies relate to the job-scheduling in HPC domain.  

Keywords—Business-policy, Job-Scheduling, Policy-based 

Management . 

I.  INTRODUCTION 

Job-Scheduling behavior of a High Performance 
Computing (HPC) provider is typically defined in the way 
that implicitly corresponds to its business policies. Thereby, 
business-policies are a type of formal or informal behavioral 
guide prescribing behavior in a company, thus forming 
means to guide and control the business. Business-policies 
are usually formed by a set of business rules, business 
objectives, or in general, statements of control guides for 
delegated (to human or machine) decision making [1]. 
Business policies in the context of HPC affect several 
domains, such as security, accounting, SLAs, contracting, 
and others. They might have direct or indirect influences on 
job-scheduling. For instance, a business policy, such as “all 
jobs of premium customers have to be completed within 12 
hours” has direct influence on scheduling, by determining 
the latest deadline of the job. Business-policies in HPC 
domain exist in most cases not explicitly, i.e., written by 
using domain specific language or natural language, but 
implicitly in the mind of the business people, whereas the 
configuration of job-scheduler is done by administrators.  

The range of existing schedulers used for job scheduling 
in HPC varies from time-based scheduler like Cron [4] to 
advanced policy-based schedulers like Moab [3] or its open-

source variant Maui, which support large array of scheduling 
policies. Scheduling policies define thereby behavior of the 
scheduler by, i.e., assigning priority to a job depending on 
job-size (number of CPUs or cores required), estimated job-
duration, user’s priority and other factors. However, 
schedulers have a big amount of parameters and different 
scheduling policies which need to be selected and adjusted in 
order to meet business policies in different situations.  

A problem occurs when administrators are configuring 
schedulers. The configuration of schedulers is done in most 
cases intuitively and subjectively, because of implicit 
business policies, system administrators unaware of them, or 
in general, because of missing link or mapping between 
business policies and selection and configuration of 
scheduling policies. This makes it hard for business people to 
assess whether the actual scheduling behavior corresponds to 
current business policies, as there is no link between 
scheduling policies and business policies and it requires 
understanding of scheduling configuration parameters. The 
question, whether the scheduling behavior is configured 
correctly, can be answered by providing relationship 
between business-policies and job-scheduling policies. In 
this paper, we describe an approach allowing investigating 
how business-policies relate to job-scheduling in HPC 
domain and present intermediate results. 

This paper is structured as follows. Section II presents 

related work in the area of job scheduling in HPC, policy-

based management, and SLA based scheduling. Section III 

provides background information on job-scheduling in 

HPC. In Section IV we discuss the problem related to 

alignment of scheduling behavior with the business policies, 

showing the need for business-policy-based job-scheduling 

in HPC. Section V presents approach allowing investigating 

how business-policies relate to the job-scheduling in HPC 

and solve the problem described in previous section. Section 

VI provides intermediate analysis results achieved by 

applying proposed approach, identifying key-factors and 

relating them to business policies. Finally, the last section 

summarizes this paper and outlines work in progress.  

II. RELATED WORK 

In the target-area of “business-policy based job-
scheduling in HPC” currently no work is known to the 
author. But, there is a weak relationship between “business 
policy-based job-scheduling” and “SLA (Service Level 
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Agreement) based job-scheduling”, which is outlined below. 
However, there has been much work done in related areas: 
Job-scheduling in HPC, policy-based management, business-
policies and SLA based job-scheduling. 

In the area of job-scheduling in HPC, Iqbal, Gupta, and 
Fang [6] offer an overview about scheduling algorithms used 
for job-scheduling in HPC clusters. In [7], Casavant and 
Kuhl provide taxonomy of scheduling strategies in general-
purpose distributed computing systems. In [8], Yeo and 
Buyya provide taxonomy of market-based resource 
management systems, citing over 79 references. In [9], 
Abawajy describes recent advances in efficient adaptive 
scheduling policies.  

Many solutions in the area of policy-based management 
have been proposed. In [10], Boutaba and Aib provide 
history of policy-based management, referencing over 118 
papers. In IBM’s autonomic computing reference 
architecture [11], the authors drafted the principle on how 
policies on high level might be used to express business 
needs/objectives that govern IT infrastructure operations.  

In the area of SLA-based job-scheduling many papers 
have been published. SLA is part of a service contract where 
the level of services or quality of services (QoS) is formally 
defined and agreed between service providers and customers. 
SLA contains usually rewards, for successful fulfillment of 
SLA, and penalties in case of SLA violations. SLAs are 
contracted in accordance with business-policies. In contrast 
to SLAs, business-policies prescribe, among others, kind of 
services and spectrum of QoS which can be offered 
principally to customers. Hence, SLAs can be considered as 
service level objectives contracted in accordance with the 
business-policies. On the other hand, business-policies are 
more prescriptive than SLAs, as SLA might be violated due 
to various reasons, but the behavior in a company must 
follow provider's business-policy. In [12][13][14][15], QoS 
and SLAs are used to find and allocate desired resources in 
quantity and quality, and determine priority and order of jobs 
for scheduling, among others, based on rewards and 
penalties declared in SLAs. In [13], authors describe how to 
derive IT management policies from SLAs, which in general 
follows autonomic computing approach (management by 
objectives).  

In IBM's Whitepaper [16] authors provide most recent 
definitions of policies and rules in business area, relating 
them to IT. According to that definition, a "business policy" 
is a type of business directive that expresses the course of 
action that the business wants to have happen within a set of 
business conditions [16]. 

In conclusion, related work presented in this section 
outlined achievements needed to accomplish “business 
policy-based job-management in HPC” approach. As there is 
no work currently exist in the area of “business policy-based 
job-scheduling in HPC”, we identified work in related areas. 
Approach in the area of policy-based management outlines 
hierarchical policy refinement process that transforms high-
level policies into low-level policies. Similar methodology is 
used to achieve business-policy based job-management in 
HPC. Thereby, business policies represent high level policies 

that need to be transformed to low-level job-scheduling 
policies.  

The bottom of the “business-policy based job-
management in HPC” approach is formed by a work 
achieved in job-scheduling in HPC. This work presented 
scheduling algorithms and identified performance indicators 
needed to assess scheduling algorithms and policies. The top 
of the approach is formed by business policies, described and 
defined in IBMs’ Whitepaper [16]. SLA-based job-
management methodology applied policy refinement 
approach to SLAs and resource allocation policies in HPC 
domain. SLA-based job management methodology 
demonstrated how to allocate desired resources in quantity 
and quality for particular jobs, and determined, i.e., by 
sorting jobs according to rewards, penalties or deadlines 
stated in SLAs, the order of jobs. However, in contrast to 
SLAs, which are mostly related to fulfillment of the single 
job or set of jobs, business policies are type of business rules 
and directives used to control the whole process of HPC 
provisioning, involving other domains, such as: contracting, 
security, customer management, accounting, and resource 
management; they influence directly or indirectly job-
scheduling behavior. 

III. BACKGROUND 

The cluster infrastructure of computing centers can be 

divided in two classes: high-throughput computing cluster 

and high performance computing cluster [6]. Nodes in high 

throughput computing clusters are usually connected by 

low-end interconnections. In contrast, more powerful nodes 

in high performance computing (HPC) cluster are 

interconnected by faster interconnection with higher 

bandwidth and lower latency. The application profile of 

high-throughput computing clusters includes loosely 

coupled parallel, distributed or embarrassingly parallel 

applications, requiring less communication and 

synchronization between nodes during the calculation. In 

contrast, the application profile of HPC clusters consists 

mainly of tightly coupled parallel applications, with high 

communication and synchronization requirements. 

The computing nodes in cluster are managed by a 

resource management system (RMS), which is responsible 

for resource management, job queuing, job scheduling and 

job execution. Firstly, users who are willing to submit their 

applications or programs to resource management system 

need to express their applications as computational jobs, 

specifying requirements using, i.e., Job Submission 

Description Language (JSDL). Job specification contains 

usually number of nodes/CPUs/cores required, estimated 

maximum job-runtime, target architecture type (i.e., vector 

or scalar), specific I/O requirements (i.e., tools and files 

required for job execution) and other application or platform 

specific parameters. After expressing application as a job, 

user submits the job in batch to queue of the resource 

management system, where it waits in the queue with the 

jobs of other users, until it is scheduled and executed. 

Typically, a resource management system is comprised of a 
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resource manager and a job scheduler [6]. Most resource 

managers have an internal, built-in job scheduler, which can 

be substantiated by external scheduler with enhanced 

capabilities [6], i.e., with support for various scheduling 

policies like Maui [2]. Resource manager provides 

scheduler with information about job-queues, loads on 

compute nodes, and resource availability. Based on that 

information, scheduler decides on how and when to allocate 

resources for job execution. The decision of the scheduler 

follows scheduling policy that determines the order in which 

the competing users’ jobs are executed. The order of jobs 

typically depends on job-size (amount of resources i.e., 

processors/cores required), estimated maximum job-runtime 

(indicated by user), resource access permission (established 

by administrator), resources available, and might depend 

additionally on QoS parameters (i.e., response time) 

expressed in contracts or SLAs. The assessment of 

scheduling behavior is typically done according to the 

following performance indicators [6][8][18]: 

• Wait time: the time a job has to wait before the 

execution of the job starts 

• Response time: how fast the user receives a first 

response from the system after the job is submitted 

• Turnaround time: total time between when the job 

is submitted and when the job is completed. It 

includes wait time and execution time of the job. 

• Resource Utilization: reflects the usage level of the 

cluster system 

• System Throughput: number of jobs completed in 

a period of time 

Typical performance criteria for users who expect 

minimal response time is the mean response time [6]. In 

contrast, administrators are typically trying to achieve 

maximum overall resource utilization, as that maximizes 

return on investment (ROI). Improving overall resource 

utilization and at the same time decreasing response time are 

two conflicting goals, as it requires that shortly submitted 

jobs with higher priority are executed as soon as possible, 

thus reducing the optimization space for efficient resource 

utilization.  

IV. NEED FOR BUSINESS-POLICY-BASED JOB-SCHEDULING 

Business policies are control statements that guide 
behavior in a company and control the business. Business 
policies are defined usually at an overall strategic level and 
can be related to specific areas. In HPC domain, these areas 
are: security, contracts and SLAs, resource management, 
accounting, and others. Business policies, which relate to 
security, contain statements governing the access to HPC 
resources, i.e., prescribing the process of obtaining 
permission to HPC resources, granting, restricting or 
refusing the access. Contract and SLA business policies 
contain statements, which i.e., describe the spectrum of 
performance and capacity capabilities of HPC provisioning 
offered principally. Resource management business policies 
contain statements influencing resource allocation and 

scheduling behavior on high level, i.e., by prescribing the 
preferences between users-groups.  

As already mentioned, scheduling behavior is typically 
defined in the way that it implicitly adheres to business 
policies of HPC providers, while taking users' job 
requirements, available resources, existing SLAs, long term 
contracts and other factors into account. Advanced policy-
based schedulers like Maui [2] have a big amount of 
parameters and different scheduling policies which need to 
be selected and adjusted in order to meet all business policies 
in different situations. As business policies exist mostly 
implicitly in the mind of people, or because administrators 
are not really aware of all of them, they configure schedulers 
intuitively and possibly subjectively. This makes it hard for 
business people to assess whether the actual scheduling 
behavior is correct and corresponds to current business 
policies, as there is no link between business policies and 
scheduling policies defined.  

Additionally, there might be a fast switch required 
between different business policies. For instance, in profit 
oriented organizations, managers try to achieve maximum 
return on investment which often means that they only 
deliver various qualities of services to various users and 
groups [2] to increase system utilization. In contrast, 
nonprofit organizations, like national computing centers, 
have their focus on delivering various qualities of services to 
various (or certain) users and groups, even if this will cause a 
decreasing utilization. For instance, there could be situations 
where the cluster resources need to be exclusively reserved 
to a certain user, although no jobs on reserved resources 
might be executed during the reserved time-period. Some of 
the national computing centers have joint collaboration with 
scientific and industrial partners through common joint 
cooperation company. That means the scheduling behavior 
in clusters of such computing centers needs to be flexible 
enough to be adapted to various business needs, even at the 
same time.  

Furthermore, there are cases where the usual job-
scheduling behavior must be adapted to changing situations 
and requires evaluation of several business policies. For 
example, in case of fall-out of the cluster on which jobs of 
industrial users are executed, these could be shifted to 
another cluster, if allowed. The answer on the question 
whether the jobs of industrial users might be shifted, i.e., to 
research cluster, on which jobs of students or researchers are 
executed, depends thereby on evaluation of several business 
policies and facts. Research and educational clusters are 
typically financed by federal authority, whereas clusters used 
for industrial calculations are financed through common joint 
cooperation company. In case of the business policies, which 
prescribe that (1) industrial partners have higher importance 
than students or researchers, (2) only the owner (who has 
financed it) of the cluster may decide on its usage, and (3) 
current contract between federal land and HPC provider that 
allow usage of maximum 50 % of the cluster per month for 
industrial jobs, then the shifting of industrial jobs to the 
research cluster is allowed only if the 50 % limit is not 
exceeded. 
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As stated, there are many different business policies from 
different areas, which need to be considered when 
configuring schedulers. Furthermore, there might be a fast 
switch between different business policies required, and a 
fast adaptation of the scheduling behavior dependent on 
evaluation of several business policies from different 
domains. Because of implicit existence of business policies 
and missing link between business policies and scheduling 
policies, there is a risk of resulting incorrect scheduling 
behavior. In order to reduce the risk of miss-configuration  
we present an approach enabling to identify the link between 
business policies and scheduling policies, in next section. 

V. APPROACH 

An approach to handle problems described in previous 
section, induced by changing business objectives or altering 
situations, might follow IBM’s autonomic computing 
reference architecture [11]. Autonomic computing is thereby 
defined “as a computing environment with the ability to 
manage itself and dynamically adapt to changes in 
accordance with business policies and objectives” [11]. 
Following this approach, there must be (1) business policies 
defined, capable to express business requirements 
influencing scheduling behavior on high level. Once, there 
are business policies defined, the next step (2) consist then of 
transforming these business policies with other sources (as 
SLA, Contracts, Accounting, etc.) influencing scheduling 
behavior into scheduling policies to configure advanced 
policy-based schedulers like Maui or Moab. In order to 
define business-policies explicitly, there must be HPC 
business policy specification language elaborated, capable to 
express business needs for various situations. 

In order to address this problem, we will follow a 
bottom-up process:  

The first step (1) consists of the analysis of existing 
scheduling policies in HPC in order to identify performance 
indicators (as described in section III) and key-factors like 
priority of user/customer (i.e., dependent on SLAs), 
accounting data, available resources, fairness etc. which 
influence scheduling behavior. In order to assess whether 
analyzed scheduling-policies make sense, there should be 
business-policies identified, which describe analyzed 
scheduling behavior on high level. 

The next step (2) involves the analysis of existing 
business policies of particular high performance computing 
provider, in order to identify relationship to performance 
indicators and key-factors identified in the first step (1). The 
outcome of the second step will be a model, which explains 
relationships between specific business policies of particular 
HPC provider, performance-indicators, key-factors and 
scheduling policies. Especially the relationship between 
existing business policies and scheduling policies will 
provide an overview on how policy refinement process of 
transforming business policies to scheduling policies will 
principally looks like.  

The third step (3) comprises the identification of HPC 
business policy schema, derived from the model developed 
in second step (2), capable to express HPC business policies 
influencing job-scheduling. Elements of the identified 

schema are used in the domain specific language, such as 
TEMPORA [19], to capture and model business policy 
specifications. 

Finally, in order to evaluate results achieved in 
previously steps, the last step consists of the reference 
implementation, enabling mapping of reference business 
policies together with other key factors to scheduling policy 
configuration for advanced schedulers such as Moab [3] or 
Maui [2]. The implementation of the transformation rules, 
needed to translate business policies into scheduling policies, 
may be implemented using prolog engine, such as XSB [20].  

The approach described in this section outlined steps of 
the transformation between business policies and scheduling 
policies. In order to illustrate this approach, we will present 
examples for steps (1) and (2) in the next section of the 
paper. 

VI. FROM JOB-SCHEDULING-POLICIES TO BUSINESS-

POLICIES 

In this section, we present intermediate results achieved 
by applying the first two steps of the described methodology. 
Firstly, we analyze briefly job-scheduling in HPC, presenting 
common scheduling algorithms and policies in subsections A 
and B. In Subsection C, we identify key-factors, influencing 
scheduling behavior from different point of views. In 
Subsection D, we investigate relationships between key-
factors and business policies, illustrating mapping between 
business policies and job-scheduling policies in few 
examples. 

A. Analysis on Job-scheduling in HPC 

Job-Scheduling algorithms or policies can be divided in 
two classes: time-sharing and space-sharing [6]. Time 
sharing algorithms divide time on a processor into several 
slots, each time-slot is assigned to unique job then. In 
contrast, space-sharing algorithms assign requested resources 
to unique job, until job is completed. In all HPC clusters is 
space-sharing approach used mostly, as time-sharing 
approach increases synchronization overhead between nodes 
of the same job. 

The simple space-sharing algorithms are [6] first in first 
out (FIFO), first come first serve (FCFS), shortest time job 
first (STJF), longest time job first (LTJF), largest job first 
(LJF) etc. FIFO and FCFS execute jobs in the order in which 
they enter the queue. In case, there are not sufficient 
resources available to start a job, FCFS waits, until required 
resources are available. STJF periodically sorts the incoming 
jobs in the queue assigning jobs with the shortest estimated 
running time for the execution. LTJF sorts periodically the 
incoming jobs and assigns jobs with the longest estimated 
running time for the execution. LJF sorts incoming jobs 
periodically assigning jobs with the highest number of 
nodes/cores required for the execution. Additionally, there 
might be a priority to each job assigned, with the aim to 
reduce response time, as job with higher priority are 
executed prior lower priority jobs.  

The simple scheduling algorithms might be enhanced by 
combining them with the use of advanced reservation and 
backfill techniques. Advanced reservation algorithms use 
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estimated job-runtime to make reservation on resources for 
particular jobs and create time-schedule for certain time 
period. The problem thereby is that schedule is based on 
estimated job-runtime, which is in most cases much longer 
than the real one. That means the schedule needs to be 
adapted as soon as jobs are completed earlier than expected. 
The backfill strategy improves basic strategies by combining 
them with additional iteration to fill out the gaps. Given 
schedule on high priority jobs i.e., by applying LTJF 
strategy, the scheduler use in second iteration lower priority 
jobs to fill out the gaps (free time slots on unused resources) 
between higher priority jobs. 

B. Policy-based Job-Scheduling 

In order to enable administrator to control and adapt 

scheduling behavior (when, where and how resources are 

allocated to jobs) more fine granular and more quickly to 

different situations and needs, there exist policy based job-

schedulers like Maui [2] and Moab [3]. Policies include in 

particular for Maui [2]: job prioritization, allocation 

policies, fairness policies, fairshare configuration policies, 

and scheduling policies. These are explained in detail in [2]. 

C. Identifying Key-Factors 

Analyzing the scheduling algorithms and policies leads 

to identification of key-factors, characterizing (and 

determining) scheduling behavior from different point of 

view: customer, provider, and administrator of the cluster. 

Customer-centric key-factors are: turnaround-time, 

response-time, meeting deadlines, and exclusive resource 

reservation. 

Provider centric key-factors need to differentiate 

between maximum return on investment (ROI) and 

customer satisfaction. Hence provider centric key-factors 

are: resource-utilization (in case of max ROI) or high job-

throughput, and customer satisfaction (trying to satisfy 

customer centric key-factors). 

Administrator centric key-factors are: achieving 

provider’s goal by configuring job-queue and identifying 

right scheduling policies based on provider’s preferences. 

In addition, there are independent key-factors, which 

form the scheduling situation: available resources (quantity 

and quality of resources), job complexity (quantity and 

quality of resources required for job-execution and job-

execution-time). 

These key-factors are in the next step related to business 

policies, explained in next section. 

D. Key-factors and Business-Policies 

As outlined in the previous section, there is a need for 

business policy specification capable to express business 

needs in order to adapt scheduling behaviour to new 

situations, without need to understand scheduling 

configuration parameters in detail. Considering all those 

key-factors identified in previous section from the business 

point of view, they might be divided in two categories 

decision making and optimization of scheduling behavior. 

Decision making affects principal question on how the 

customers (including what kind of customers/users) are 

supplied with services and what kind (QoS) of services can 

be offered/delivered to customers. Scheduling optimization 

criteria determine the focus of scheduling optimization. A 

possible taxonomy of business policies is outlined below. 
Decision making includes prioritization (between users or 

their jobs), reservation of resources (to certain user), meeting 
deadlines, fairness, preemption. 

Optimization of scheduling behavior comprises: 
optimization criteria (ROI / resource utilization, customer 
satisfaction, energy efficiency, etc.), prioritization between 
criteria and expression to what degree criteria might be not 
fulfilled.  

Typical Business Policies might looks like and mapped 
to scheduling policies as follow:  

Industrial users are preferred against the scientific users 
or students. This will be mapped to scheduling policies as 
follow: jobs submitted by industrial user-group have higher 
priority than the jobs of scientific or student user-group. 

Jobs of GOLD customers must have response time of X 
hours. Jobs for all users of user-group GOLD must be started 
latest after X hours after the job submission. In order to 
fulfill such kind of business policy, there might be a 
dedicated job-queue for GOLD customers created. The 
amount of resources granted to GOLD job-queue depends 
thereby typically on mean job-size and amount of 
customers/users of type GOLD. In critical case there might 
additional resources allocated from other job-queues. 

VII.  SUMARY AND FUTURE WORK 

In this paper, we outlined why business policy-based 
jobs-scheduling is needed, and presented an approach 
allowing to investigate how business policies relate to job-
scheduling in HPC domain. The proposed bottom-up process 
explains identification of relationships between scheduling 
policies and business policies in several steps, including 
scheduling-performance-indicators, and key-factors. The 
process includes also elaboration of business policy 
language, capable to express business policies in HPC. The 
general aim of the proposed approach is to realize 
hierarchical policy refinement, allowing transformation of 
business policies together with other constrains into selection 
and configuration of parameters and policies needed to 
configure policy based schedulers. Intermediate results 
outlined in Section VI showed how identified key-factors, 
characterizing and determining scheduling behavior, might 
relate to business policies.  

The approach and results presented in this paper are part 
of currently ongoing PhD work. The scope of ongoing and 
future work comprises all steps stated in Section V.  
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Abstract—Although there has been tremendous increase in 
PC power and most of it is not fully harnessed, yet certain 
computation intensive application tend to migrate their process 
with the aim of reducing the response time. Cluster computing 
is the area that aims just at this. Clustering provides means to 
improve availability of services, sharing computational 
workload and performing computation intensive application. 
However, these benefits can only be achieved if the computing 
power of cluster is used efficiently and allocated fairly among 
all the available nodes. As is the case with our desktops, it is 
usually seen that clusters also suffer from underutilization. A 
number of approaches proposed in the past share only idle 
CPU cycles and not use the resources of systems when the 
machine has its own local processes to execute. We propose a 
priority-based scheduling approach for run queue and 
multilevel feedback queue scheduling approach for migrated 
tasks that doesn’t degrade the performance of local jobs too. 
Simulation and experimental results have been able to show 
that priority-based run queue management and multilevel 
feedback queue scheduling for migrated tasks can increase 
overall throughput by about 28-33 percent.  
 

Keywords- Cluster;Load Balancing; Scheduling; Priority; 
Multilevel feedback Queue. 

I.  INTRODUCTION &  SURVEY OF RELATED WORK 

Clustering provides a better alternative to High 
Performance Computing (HPC) since the cost of highly 
available machines such as idle workstations and personal 
computers is significantly low in comparison to traditional 
supercomputers [1].  It has potential to improve availability 
of services, sharing computational workload and performing 
computation intensive application through efficient resource 
usage. The computational requirement of various 
applications can be met using cluster technology in an 
effective manner. However, these benefits can only be 
achieved if the computing power of clusters used efficiently 
and allocated fairly among all the available nodes. 

Most of the machines do not use their full CPU capacity 
at any point of time. So, the fundamental policy of each 
machine in computer supported co-operative working 
(CSCW)  is to share idle CPU cycles of these machines with 
any remote process which is demanding for CPU while not 
deteriorating the performance of original machine. But at 
the same time, the proposal has a constraint that the 
resources of systems can’t be shared when the machine has 
its own local processes to execute. This becomes bottleneck 
when real time processes arrives on a machine. These 
remote real time processes begin to starve since they can’t 
be scheduled on machine until unless CPU becomes idle. 

Thus, proper mixing of local and remote processes ensures 
no starvation policy for both.  

Scheduling and interleaving of tasks in an optimal 
manner is mandatory for utilizing full capability of 
computing nodes with reduced completion time. The goal of 
the scheduling is to exploit the true potential of the system. 

Cluster based distributed systems resolves complex 
problems by partitioning the task into sub tasks and then 
scheduling them in such a way so that each machine is 
assigned equal work and thus, balancing the load across the 
cluster with reduced waiting and response time, while 
ensuring little migration overhead.  

The computing environment of nodes depends upon the 
cluster usage pattern that is broadly classified as Network of 
Workstations (NOW) and PMMPP (poor man’s Massively 
Parallel Processors) (Table 1). NOW mode of cluster usage 
pattern is based on using idle cycles of personal computers 
or workstations and this implies an infinitely higher priority 
for workstations owner processes over remote processes 
(migrated processes from other workstations) [8]. MPP 
mode involves dedicated cluster for execution of high 
performance application. 

TABLE I.  CLUSTER USAGE PATTERN 

Mode Type Of 
Workload 

Workstations 
Usage 

 Major 
Projects 

Network of 
Workstations 
(NOW) 

Regular 
Workload  
HPC Workload 

 Idle Cycles CONDOR, 
MOSIX 

MPP 
(Massively 
Parallel 
Processors) 

HPC Workload Dedicated cluster 
for HPC 
application 

Beowulf, RWC 
PC 

Typically, the jobs arrived on various workstations as a 
result of load balancing, contains different processes that 
may be dependent or independent from each other.  

Depending upon these different type of processes, 
scheduling decisions may vary. Basically, scheduling 
choices are based upon two facts; (a) Number of processors 
available, (b) Process type (typically involves 
communication and synchronization pattern of processes). 
Number of processors available is further categorized as 
bounded number of processors or unbounded number of 
processors [3]. 

The author in [7] discusses about minimization of 
migration cost and defines a strategy as to which parts of the 
program should migrate. Many of the researchers [10] have 
tried to resolve issues like longer  freeze  time  that  may  be  
due  to  unavailability of  competing resources but  their  
approach resolves pre-fetching of memory pages for process 
migration. 
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Although various approaches for scheduling tasks in 
clusters have been proposed and implemented by previous 
researchers [6, 9]. We find that each scheduling approach 
has its own assumption; however, for a load balancing 
system, we propose a combined approach, priority-based 
run queue management and multilevel feedback queue 
(MLFQ) scheduling approach for migrated tasks. Authors in 
[11, 12] claim that Multilevel Feedback Queue (MLFQ) 
scheduling proves viable for general purpose systems, 
however in this scheme CPU intensive processes suffers 
from starvation. MLFQ scheduling is chosen because of the 
several advantages as following: 

• MLFQ uses priorities to decide which job should 
run at a given time: a job with higher priority (i.e., 
a job on a higher queue) is the one that will run. 

• MLFQ uses the history of the job to predict its 
future behavior.  

• MLFQ scheduling uses priority boost technique to 
raise the priority of processes to ensure that no 
process starves due to lower priority. 

The proposed scheduling approach tries to resolve 
following issues: 

• To prevent frequent migration of process due to 
unavailability of nodes by ensuring proper mixing 
of local and remote processes in run queue. 

• Identification of critical processes by assigning 
highest priority and scheduling these processes 
immediately on one of the available processors. 

• No starvation policy for any process while 
considering the priority and criticality of process. 

• Scheduling local and remote jobs in run queue with 
same priority in round robin fashion so that neither 
of these processes may starve. 

• Boosting priority of computation intensive remote 
processes in MLFQ to reduce remigration and 
congestion across the network.   

 
The rest of the paper is organized as follows. Section 2 

describes system model. In Section 3, process scheduling 
algorithms investigated in this paper are discussed. The 
performance analysis of algorithms is carried out in Section 
4, followed by conclusion. 

II. SYSTEM MODEL 

A. Base Model 

In our previous work [14], we have proposed that the 
cluster contains group of trusted nodes. A common node 
between two clusters is selected as Process Migration Server 
which we will now referred as Process Management Server 
(PMS). In case, if no node overlaps in two cluster, then a 
least loaded node would be referred as PMS as discussed in 
[13] . In order to reduce the overhead of polling and 
broadcasting periodically, each node of the cluster sends its 
load status information to PMS, when it changes. As node 
sends their load statistics, PMS updates its 

Node_Status_Table (NST) (Fig.1). PMS has several daemon 
processes which handle following functions: 

1. Collecting load statistics from all other nodes and 
maintaining and updating  NST. 

2. Registering each node via registration module and 
maintaining trust among all nodes [4, 5]. 

3. Group multicasting the list of least loaded nodes to 
overloaded nodes. 

 
Figure 1.  Base Model of JMM with MLFQ 

This has been illustrated in Fig.  1 in which trusted 
nodes send their status updates information to PMS. A local 
process scheduler computes various parameters on each 
node like CPU utilization, resource availability including 
input / output resources, network bandwidth and memory 
usage including the number of processes in the process 
queue. CPU utilization refers to the CPU contribution to the 
functioning of a node. It is considered to be high if less 
number of CPU cycles is wasted. Each node also has an 
updated status of resources available in the system.  

B. Local Scheduler 

A local scheduler is responsible for maintaining 
multilevel queues on each node as shown in Fig. 2. The 
objective is to locate a process in the highest priority queue 
and assign the CPU to it. It is invoked, directly or in a lazy 
way, by several kernel routines. The scheduler keeps track 
of what processes are doing and adjusts their priorities 
periodically. When a resource request or migration request 
arrives from some node, the scheduler keeps these 
processes in the highest priority queue and adjusts their 
priority repeatedly and also checks whether the resource 
needed by the process is available; if not, it yields the CPU 
to some other process by invoking scheduler [2].  
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Figure 2. Design of Local Scheduler 

 
The local scheduler must have information about 

available and occupied resources.  There may be some jobs 
in which node status is underloaded while the node is 
suffering from memory unavailability. In this case, the 
process would migrate due to insufficient memory.  

III.  PROCESS SCHEDULING STRATEGIES 

A. Node Selection Strategy 

• Least Busy CPU First (LBCF): On the basis of 
information provided by PMS, an overloaded node 
may choose least busy node for migration.  

• Neighbor CPU First (NCF): PMS maintains a closest 
vector node for each of the node in the state table. 
The criteria may be chosen as minimum number of 
hops from overloaded node to an idle node. 

• Random Selection: An overloaded node can 
randomly choose any idle node for process migration. 
The selection criteria may be the resource 
availability, memory availability, network bandwidth, 
compatibility among system and many other factors. 
This random selection is based upon greedy 
approach. 

B. Scheduling Strategy 

Our proposed scheduling strategy is partitioned into two 
sections. The first section deals with dynamic run queue 
management by appropriately loading processes to main 
memory from process pool while second one deals with run 
queue CPU allocation to processes. CPU scheduler is a 
critical piece of the operating system software that manages 
the CPU resource allocation to tasks. It typically strives for 
maximizing system throughput, minimizing response time, 
and ensuring fairness among the running tasks in the system 
[16]. Our proposed scheduling strategy is based on the 
priority and criticality of the processes. The term critical 
process refers to a process whose execution should not be 
delayed or the process which has strict time constraints. 
Such processes carry highest priority. We propose that if the 
process is critical, its execution should only be suspended if 
the node that receives this process is executing its own 
critical local/remote process. 

1)  Priority-based Run Queue Management 

Based on the above discussion, we have four types of 
processes. The convention for these processes is listed in 
Table 2. 

TABLE II.  PROCESS CONVENTION 

S. No. Process Type Convention 

1 Local Process Li 
2 Remote Process Ri 
3 Local Critical Process C Li 
4 Remote Critical Process CRi 

 
The process scheduler selects the job from the pool 

using one of the following cases: 
[Case A] When an idle node receives a migration 

request of (local or remote) critical process, it is 
immediately chosen for execution. 

[Case B] When a remote process (Ri) gets migrated on 
idle node, it executes on remote machine until unless a 
critical local process arrives.  

If a critical local process arrives on the same machine 
while execution of a remote process, then it preempts the 
remote process to waiting queue. However, if in the mean 
time, local process waits for an I/O resource, the remote 
process dequeues from waiting queue and get chance to 
execute. Linger-Longer approach [8] provides this facility 
for fine-grained idle periods to run foreign jobs with very 
low priority.  

[Case C] An underloaded node has critical local process 
to execute and simultaneously it gets a migration request 
of critical remote process. Then, it simply rejects the 
request.  
[Case D] A local process arrives on an underutilized 
node currently executing an remote process, then both 
processes start their execution in round robin fashion. 
We consider the case where a remote job is being 

executed on an idle node and simultaneously local process 
arrives. Condor [15] uses pre-emption technique to resolve 
this problem while the approach does not consider the case 
of starvation of remote process if the frequency of local 
process is too high. Here, we follow the round robin 
scheduling. This approach scores over previous systems that 
support collaborative working while utilizing resources and 
CPU efficiently with no starvation.  The scenarios discussed 
in CASE A and CASE B can be described by the data 
shown Table 3 which shows different processes with equal 
priority and their arrival time with their execution time. 

TABLE III.  SCHEDULING DATA FOR CASE[A] 

Process Arrival Time  Execution Time 
L1 0 3 
L2 1 1 
L3 4 4 
CR1 5 2 
R1 6 1 

The scheduling policy for above shown processes can be 
described as Fig. 3. Initially, the local process executes as 
per round-robin fashion. However, at time unit 5 when 
Critical remote process (CR1) arrives, scheduler preempts 
the CPU from local process L3 and CR1 starts its execution. 

28

CLOUD COMPUTING 2010 : The First International Conference on Cloud Computing, GRIDs, and Virtualization

Copyright (c) IARIA, 2010               ISBN: 978-1-61208-106-9

                           37 / 194



As CR1 finishes its execution, local process L3 and remote 
process R1 continue their execution in the round robin 
order. 

Let us consider another case with different processes and 
their characteristics as depicted in the table (Table 4) given 
below. Here the initial execution of local and remote 
processes is same as Fig. 4 until remote critical process R1 
arrives. As CL1 arrives, all local and remote processes are 
put  to waiting queue and CL1 starts its execution. Now, if 
at the same time critical remote process (CR1) arrives, the 
request is discarded by scheduler. 

TABLE IV.  SCHEDULING DATA FOR CASE [B]  &  CASE [C] 

Process Arrival T ime Execution Time 
L1 0 3 
L2 1 1 
L3 4 4 
R1 5 2 
CL1 6 3 
CR1 7 1 

Now, consider Table 5.  with different type of processes 
and their priority with their arrival and execution time, 

TABLE V.  SCHEDULING DATA FOR CASE[ D] 

Process Arrival Time  Execution 
Time 

Priori ty 

L1 0 3 1 
L2 1 1 2 
L3 4 4 2 
R1 5 2 3 
CL1 6 3 0 

The scheduling mechanism (Fig. 5) depends upon the 
priority of processes. At time interval 0, L1 starts its 
execution. At time interval 1, L2 arrives.  Since, the priority 
of L1 is greater than from L2, L1 continues its execution 
and L2 waits. At time interval 3, L2 starts its execution and 
then L3. Remote process R1 arrives at 5 unit of time, 
scheduler compares the priority of R1 and L3, since R1 
carries lower priority, it is put in to the waiting queue.  At 
time interval 6, critical local process (CL1) arrives, 
scheduler preempts the CPU from local process L3 and CL1 
starts its execution. As CL1 finishes its execution, local 
process L3 finishes first and then and remote process R1 
continues its execution.  

2) Multilevel Feedback Queue Approach for Migrated 
Tasks 

A remote job aware multilevel feedback queue based 
scheduling for migrated tasks is shown in Fig. 6.  

A multilevel feedback queue consisting of five queues; 
each assigned a different time quantum, the CPU switching 
time and the priority levels are given in the Table 6. 

 
 

 
Figure 6. Multilevel feedback queue Scheduling for Migrated Tasks 
 

TABLE VI.  MLFQ FOR MIGRATED TASK PARAMETES 

Queue CPU switching 
time (ms) 

Priority level  

Q1 16 Highest 
Q2 32 Upper Middle 
Q3 64 Middle 
Q4 128 Lower Middle 
Q5 256 Lowest 

 

IV. PERFORMANCE EVALUATION  

We computed the average waiting time and mean 
response time for local and remote processes. Migration 
overhead is considered negligible in this analysis to simplify 
the model and simulations. 
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Figure 7.  Average Waiting & Turnaround Time Comparison of 

previous approach with proposed new approach for data given in Table3. 
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Figure 8. Average Waiting & Turnaround Time Comparison of previous 
approach with proposed new approach for data given in Table5. 
 

Fig. 7 shows the comparison of average waiting & 
turnaround time of proposed new approach (AWT (n) & 
(ATA(n)) with previous approaches (AWT(p) & ATA(p)). 
We observe from the encircled values in Fig. 7 that 
proposed approach is able to reduce the average waiting and 
turnaround time of local and remote processes by 28-33%.  

The simulation analysis proves that for data set given in 
Table 5, previously proposed approaches didn’t accept any 
remote process when the machine had its own local 
processes to be executed. With our approach, the system is 
able to accommodate remote process along with local 
process with marginal increment in the waiting & 
turnaround time of local processes.  

The values enclosed in square area in Fig. 8 shows that 
using our proposed approach, the average waiting time of 
remote processes is decreased in comparison to others, and 
significantly lowered as compared to local processes. From 
the values encircled in the same, we also observe the 
reduced turn around time of remote process with allowable 
increment in the turnaround time of local processes. 

V. CONCLUSION  

This paper presents an optimized scheduling approach for 
trusted cluster environment that resolves important issues of 
remote process starvation in case of local processes arrival, 
frequent migration of remote processes and selection criteria 
of idle node.   
The experimental results establish that priority-based 
scheduling increases overall throughput by about 28-33 
percent. In some cases, we also find that the proposed 
approach is able to accommodate more number of remote 
processes than the previous approaches with marginal 
increment in waiting and turnaround time of local processes. 
This in turn shall allow more users going the cluster 
computing way without the concern of degraded system 
performance and further investments in scalability and 
redundancy. 
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Figure 3. Proposed Scheduling Mechanism for CASE A 
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Figure 4. Proposed Scheduling Mechanism for CASE B & CASE C 
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Figure 5. Proposed Scheduling mechanism for CASE D 
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Abstract— Virtualization is a technology originally developed 

for mainframe computing. However, recent developments in 

the virtualization makes it a key technology to address the 

problems of modern distributed infrastructure like cloud 

platforms. Perhaps, one of the most important mechanisms 

provided by virtualization is the ability to migrate running 

applications without affecting the end user in a seamless 

manner. So, virtual machine migration is a promising 

approach to realize the objectives of efficient, adaptive and 

dynamic resource manager for virtualized environments. In 

this the paper, we present the state of art migration based 

resource managers for virtualized environments, compare and 

discuss different types of the underlying management 

algorithms from algorithmic issues standpoint. 

Keywords- virtualization; live migration; management 

algorithms; consolidation; orchestration  

I.  INTRODUCTION  

Virtualization has attracted considerable interest in recent 
years, particularly from the datacenters, could platforms and 
cluster computing communities. By defining an intermediate 
layer that decouples the operating systems (that is in direct 
control of the hardware) and the applications, virtualization 
can address the problems of modern distributed 
infrastructures like load balancing, high availability, rapid 
infrastructure deployment and application isolation. Perhaps, 
the biggest advantage of employing virtualization is the 
ability to flexibly control resource allocations. The dynamic 
resource allocation requirements of workload can be satisfied 
by altering the capacity of a virtual machine at runtime. 
While, the ability to power-on/off, archive, migrate 
containers and their workloads enhance the capability of the 
resource manager to work around resource bottlenecks and 
faults. [1] 

Despite virtualization capabilities, a still challenging 
question is how an intelligent infrastructure should optimally 
maps workload and resource requests onto available 
virtualized resources utilizing theses capabilities?  It is 
possible to identify four different trends to realize dynamic 
resource management systems in virtualized environments. 
A large part of the literature is based on request distribution 
policies [2][3][4][5][6]. In this trend, a controller adopts a 

policy that dynamically adjusts requests distribution to share 
resource among the running applications. By using virtual 
machine slicing [7][8], a controller manages resources by 
dynamically change virtual machines allocations (or 
fractions of usage).Then, we have resource management 
using virtual machine replication/instantiation technique [9]. 
Replication/instantiation entails the creation of a local virtual 
machine’s replica (or instantiate a new virtual machine) in 
the target physical server. The load would be shared between 
the two instances, diminishing the stress on the local physical 
server. Finally, we have resource management by virtual 
machine migration.  

The successive developments in the field of virtualization 
technology greatly reduced downtime overhead associated 
with migration.  For example, support for migrating groups 
of processes across OSs was presented in [10], but 
applications had to be suspended and it did not address the 
problem of maintaining open network connections. In [11] 
Virtualization support for commodity operating systems led 
towards techniques for virtual machine migration over long 
time spans, suitable for WAN migration [12]. More recently, 
the most two popular modern virtualization technologies 
products from VMware [13] and Xen [14] have realized the 
notion of live or seamless migration of VMs that involve 
extremely short downtimes ranging from tens of 
milliseconds to a second. Thus, virtual machine migration is 
emerged as a promising technique to be utilized by resource 
management algorithms to rapidly resolve resource 
allocation problems in the virtualized environments. 
However, up to date this approach has received a little 
attention. Thus, we limit the scope of this survey to the 
dynamic resource manager based on the live migration 
technique. The remaining part of this paper is organized as 
the follows. A general live migration based resource 
manager system is presented in Section II. Different types of 
underlying management algorithms is presented and 
discussed in Section III. We conclude the paper and highlight 
possible directions of future research in Section IV. 

II. GENERAL LIVE MIGRATION BASED RESOURCE 

MANAGER 

In this section, architecture is presented that highlights 
the main phases of processing for a general live migration 
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based resource manager. There are different levels of 
virtualization; however, we are care here for operating 
system level virtualization, which supports the scenario 
shown in Figure 1; on each physical machine (PM) there is a 
Virtual Machine Monitor (VMM), also called hypervisor that 
allows for many virtual machines (VMs) to share the 
physical resources. A dynamic resource manager imposes a 
fair resource sharing policy on the competing VMs by 
producing suitable migration orders, which are implemented 
by VMM. The widely testified assumption is that each 
application is represented by a single VM running in a shared 
hosting model. Exceptions are [15], where each application 
can be represented by one or more VMs, [16][17] that 
support the notion of virtual clusters of VMs, while, [18] is 
designed for multi-tier distributed infrastructure. The 
resource manger is usually processed in an iterative manner. 
In each iteration, there are three main phases of processing 
that can be described as follows: 

1. Pre-allocation Phase; the duty of the resource 
manager here is to collect usage data from the 
running nodes within a specific measurement 
interval employing a specific monitoring engine. The 
details of this engine depend largely on the 
employed virtualization technology and the required 
data to be collected. Through these data, the manger 
can keep a general view about the performance level 
in the running nodes. It triggers re-allocation if the 
there is violation(s) for the predefined triggering 
conditions.  

2. Migration Planning phase; this is the most critical 
part of the processing, since it is the duty of the 
resource manager to produce a suitable migration 
plan or orders for a new placement that can eliminate 
or minimally violate the triggering conditions. The 
migration plan usually consists of sender PMs, 
migrated VMs and receiver PMs. 

3. Migration execution phase; it is the duty of the 
VMM to implement the migration plan or orders 
produce by the resource manager. The specifics of 
this phase depend on the employed virtualization 
technology. 

The above mentioned architecture is widely used in the 
literature. It can be described as a single-tier architecture, 
which differs from multi-tier architecture used in [19] or 
arbitrator architecture used in [20][21].   

III. TYPES OF MANAGEMENT ALGORITHMS 

In this section, the underlying algorithms that are used to 
the implement the surveyed live migration based resource 
manager are discussed. In order to classify the different 
algorithms properly, design model was adopted as 
classification criteria from algorithmic issues stand point.  
By design model, we refer to the standard procedure 
followed by an algorithm to solve a given problem. Taking 
design model into consideration, it is possible to broadly 
classify the surveyed algorithms into ordering algorithms, 
Constraint Programming (CP) based algorithms and Genetic 
Algorithms (GAs).  Moreover, we discuss the differences in 
key concepts or techniques that exist among the same class  

Figure 1.  Architecture of a general live migration based resource manager. 

of algorithms.  These key techniques can be described as 
an ad hoc techniques or modifications that are introduced 
into a specific algorithm to enhance its performance against 
the weakness that may exist into the standard procedure to 
solve a given problem. They give a specific algorithm the 
unique features and merits against other algorithms.  On the 
other hand, the existed differences among the surveyed 
algorithms in key techniques do not affect the above 
mentioned classification into three groups, as long as they 
follow the same underlying design model. Therefore, the 
discussion in this section is centered on design model, which 
give us a brief picture about the processing method, and 
algorithms features, which give us an idea about the design 
goals that a specific resource manager is able to satisfy.  In 
addition, experimental results are presented whenever 
possible. Both experimental results and algorithm features 
gives an insight about suitability and the ability of a specific 
resource manager in solving the problems of resource 
allocation in virtualized environments.  

A. Ordering Algorithms 

VMs resource allocation problem is NP hard problem 
that is usually formulated as a generalization of knapsack or 
generalization of its special form of bin packing problem. 
Therefore, the literature is dominated by ordering algorithms, 
which is a popular heuristic approach to address such class of 
problems. The resource manager under such kind of 
algorithms should resort for a specific ordering model to 
answer the questions of; From where to migrate? Which VM 
to migrate? Where to migrate? These questions are the core 
of the migration plan discussed in Section II. The assignment 
of a candidate VM to a candidate PM is done only when 
assignment conditions are met, while, VMM receives 
migration orders when stopping criteria are met.  

The comparison of these algorithms is summarized in 
Table I, while, these algorithms can be discussed as the 
follows. 

Verma et al., in [22], proposed Dynamic Management 
Algorithm (DMA) that it is based on Polynomial-Time 
Approximation Scheme (PTAS) heuristic algorithm. The 
algorithm operates by maintaining two types of ordering lists, 
which are migration cost list (VMs on each PM is arranged 
in non-decreasing order according to their migration cost)  
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TABLE I.  COMPARISION OF ORDERING ALGORITHMS 

 
and residual capacity list (all PMs are arranged in non-
decreasing order according to their residual capacity, which 
reflects the unused portion of resources). One of the features 
of this management algorithm is the ability to minimize the 
migration cost. This is achieved by employing a migration 
cost function that ranks possible new placements. High 
rankings will be given for those placements as close as from 
the current one, while, low rankings will be given for far 
placements or placements that initiates idle PMs. Another 
feature is the ability to minimize power consumption by 
detecting underutilization in the managed system. This 
achieved by using Max-Min thresholds selection model. 
When the resource usage of a running PM violates a 
minimum predefined threshold value, the algorithm tries to 
pack the running VMs as close as possible thus trying to 
minimize the number of running PMs.  

Comparison experiments were held between the 
proposed DMA and an exact or optimal DMA. The optimal 
DMA outperforms the exact one only in the in the optimality 
of solutions, i.e., mapping VMs onto fewer PMs. However, 
the proposed DMA has a better time performance and 
minimum migration cost. In addition, the proposed DMA has 
the ability to adapt the running resources toward workload 
variability, while, optimal DMA lacks this adaptability merit. 
The main limitation of this algorithm is the CPU-memory  
 

 
resource model. Under this model it is not possible to judge 
the performance of the resource manager under network 
intensive applications. 
Tarighi el al in [23] formulate resource allocation problem as 
a multi-criteria decision problem and employed fuzzy 
Decision Making Model (FDM) based on TOPSIS 
techniques. Fuzzy TOPSIS is a technique for ordering 
preference by similarity to an ideal solution. Adopting this 
technique gives the authors the flexibility to include beside 
the usual deterministic information another kind of 
information in the form of linguistic and fuzzy parameters. 
For example, like Sandpiper in [26] the authors used volume 
or ordering function to detect the degree of overloading in 
the running PMs. However, unlike the volume in Sandpiper, 
which usually processes deterministic data of resource usage 
(CPU, memory and network), volume here is able to process 
for example Quality of Service (QoS) as a linguistic 
parameter and temperature of the PM as a fuzzy parameter. 
By including the temperature, the manager becomes able to 
forecast failure for a specific node and takes fault tolerance 
migration actions. This an advantage compared with other 
resource managers. Another point of comparison with 
Sandpiper [26] is VMs ordering functions. Both of them 
using the same kind of function, however, the function here 
is included further data of memory footprint size to arrange 
VMs. That adds flexibility to the performance of the resource 

Resource 

manager 

Design model 

From where to 

migrate 

Which VM  to migrate where to migrate Assignment conditions Stopping criteria 

DMA [22] Max-Min thresholds 
violating PM 

Lowest  utilization VM 
(migration cost) 

Lowest  PM (unused 
portion of resources ) 

Resource constraints 
satisfaction  

Repeat migrations  until 
Overload or underutilization  

elimination  

TOPSIS 

Algorithm [23] 

overloaded  PM 

(threshold breaking 
volume value) 

Best  VM candidate 

(migration cost) 

Lowest PM (volume) Resource constraints 

satisfaction 

Repeat migrations until 

Overload elimination  

Andreolini et 

al., algorithm 
[24] 

Overloaded PMs 

(CUSUM 
algorithm) 

Highest loaded VM 

(Sorting algorithm)  

lowest loaded PM  

(Sorting algorithm) 

Each receiver must 

accept one guest VM in 
a greedy manner  

When all guest VMs are 

assigned to the receivers  

MFR algorithm 

[25] 

 All VMs are sorted in 

descending order 

according to resource 
demand forecast  

Bin packing heuristic 

is used to map VMs 

onto the PMs 

Resource constraints 

satisfaction 

Construct a new placement that 

satisfied assignment condition 

or minimally violated it  

pMapper [20] 

(power 
manager) 

Overloaded PMs 

(SLA violations) 

Lowest  VM (application 

size)  

Bin packing heuristic 

is used  to map VMs 
onto the PMs  

Resource constraints 

satisfaction 

Construct a new placement that 

satisfied SLA requirements  

Sandpiper [26] Overloaded  PM 

(threshold breaking 
volume value) 

Highest VM 

(VSR) 

Lowest PM (volume) Resource constraints 

satisfaction 

Repeat Until overloading  is 

eliminated by  migration or 
swap  

Ruth et al., 

algorithm [16] 

 Heuristic  is used to 

determine over and under 

utilization VMs  

Lowest loaded PM  

in the same domain 

or other domain   

Resource constraints 

satisfaction in same 

domain or other 
domains  

Repeat migrations until 

overloading and 

underutilization is eliminated  

vGreen [19] 

(MPC balance) 

Overloaded PM 

(threshold breaking 
nMPC value) 

Lowest VM (vMPC) lower than 

overloaded PM 
(nMPC)  

Resource constraints 

satisfaction and system 
balance  

Repeat migrations until MPC 

violations are eliminated  

vGreen [19] 

(IPC balance) 

Overloaded PM 

(threshold breaking 

nIPC value) 

Lowest VM  

(vIPC) 

A node that has a 

lower nMPC value 

than the sender one 

Resource constraints 

satisfaction and system 

balance 

Repeat migrations until MPC 

violations are eliminated 
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manager by giving priority to specified VMs during 
migration. 

Experimental investigation validates the performance of 
the system under different critical scenarios. However, the 
results showed that method suffers from the problem of time-
consuming calculations. 

Andreolini et al., in [24], proposed management 
algorithms for cloud computing context. One of interesting 
part of this algorithm is that of using a selective CUSUM 
algorithm to detect the critical nodes instead than the widely 
used threshold violation selection model. An important 
feature of this algorithm is the ability to capturing significant 
changes of running PMs load. Thus, limiting the number of 
sender nodes and avoid needless migrations generated by 
false alarms due to many instantaneous spikes, non-
stationary effects, and unpredictable and rapidly changing 
load. Another part is using a load trend-based sorting 
algorithm to select the candidate VMs for migrations and the 
receiver nodes. An important feature of this algorithm is the 
ability to clearly classify the trend of the running VMs load 
to increasing, decreasing, oscillating or stabilizing, Thus, 
contributes to limiting number of migrated VMs to only few 
critical ones. Finally, the algorithm distribute the migrated 
VMs by assigning each receiver only one VM. Thus, we can 
avoid load imbalance shifting, which is undesirable effect 
that generates frequent fluctuations negatively impact system 
performance and stability. The authors confirmed the 
performance of their system by experiments on traces 
coming from cloud platforms, however, no experimental 
details are provided in this paper. 

Bobroff et al., in [25], proposed a dynamic server 
migration and consolidation algorithm introduced as 
Management-Forecast-Reallocation or MRF algorithm. The 
interesting part of this algorithm is maintaining a gain 
formula that it is used to combine online resource 
measurements with resource demand forecast. This gain 
formula is the core of VMs ordering list. Using of 
forecasting technique gives MFR the ability to adapt the 
available resource to the workload variability in a proactive 
manner, thus providing probabilistic SLA guarantees. In 
addition, it can minimize the number of running PMs at the 
time of decreasing workload behavior thus minimize power 
consumption. However, the downside of forecasting 
technique is the increased sensitivity of MFR performance 
toward remapping interval. For longer remapping intervals, 
the performance of MFR is degraded. This is showed by the 
experimental results. Another feature of this algorithm is the 
ability to deal with the critical scenario of high workload 
utilizations. When it is impossible to totally eliminate 
capacity violations, it generates a placement that minimizes 
violations as much as possible.  

The experimental results were based on workload traces 
across a variety of operating systems, applications, and 
industries. The results were proved that MFR outperforms 
static allocation in term of reducing the physical resource 
consumption for a specific SLA violations rate by 50% and 
reducing SLA violations at a fixed capacity by 20%. On the 
other side, the main limitations is in the resource model 
(CPU only), thus we could not get the full picture of the 

resource manager performance under memory and network 
intensive applications. 

Sandpiper is a resource manager proposed in [26]. An 
interesting feature of Sandpiper is that of using a score 
function or volume to measure the degree of overloading in 
the running PMs. This function is designed to capture 
overloading along three dimensions of CPU, memory and 
network. In addition, another score function or Volume Size 
Ratio (VSR) is designed to order VMs in a descending order 
according to their memory size, thus minimize the migration 
overhead. Moreover, Sandpiper, like [25], is designed to deal 
with critical scenario of high workload utilization but using a 
different approach. Sandpiper first tries to mitigate a hotspot 
by migration. If failed, it tries to swap a high VSR VM in the 
overloaded node with one or more of low VSR VMs in the 
destination node. The experimental results showed that 
migration overhead is less than that of swapping overhead; 
however, swapping increases the chances of mitigating 
hotspots in clusters with high average utilization. Another 
feature is the ability of Sandpiper to address system stability 
by avoiding needless, wasteful and thrashing migrations. 
Sandpiper avoids needless migrations generated by false 
alarms by triggering migrations only if thresholds or SLAs 
are exceeded for sustained time. In case of increasing 
number of hotspots, Sandpiper either implements a partial 
solution or gives up entirely wasteful migrations. However, 
monitoring techniques is the most interesting part of the 
paper. Here, the authors proposed black box and gray box 
monitoring techniques. In the gray box technique, it is 
possible for Sandpiper to relay on some OS level statistics 
beside external usage to infer SLA violations. However, in 
the black box technique, Sandpiper depends only on the 
external usage to infer the SLA violations. This ability to use 
some OS level statistics gives gray box based Sandpiper an 
edge performance over black box one. Experimental results 
showed that gray box based Sandpiper behaves proactively. 
So, it produces fewer swaps, resolve situations faster and 
balance system more quickly compared with black box 
Sandpiper. By comparing with static allocation, Sandpiper 
eliminates all hotspots, while static allocation failed. In 
addition, Sandpiper reduces the number of intervals 
experiencing sustained overload by 61%.  the experiments 
showed that the system overhead has insignificant CPU and 
I/O requirements and has a negligible impact on performance, 
while, the system can scaled up to 500 VMs with 
computational complexity of less than 5 seconds. For very 
large data centers with thousands of VMs, authors proposed 
that computation could be split up across multiple nodes, or 
the center’s servers can be broken up into pools, each 
controlled independently by its own control plane. On the 
other hand, results showed that the quality of Sandpiper 
degrades for long measurements interval. 

Ruth et al., in [16], presented a resource manager for a 
system called Violin, which composed of virtual network of 
VMs. An important feature of this manager is the ability to 
identify and eliminate underutilization by employing max-
min threshold violations detecting heuristic. Thus, reduce 
power consumption. However, the novel part of this paper is 
in the employing two different virtualization techniques of 
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VM slicing and VM migration to resolve resource allocation 
problem. By VM slicing, the manager first performs fine-
grained control over per-host memory and CPU allocation 
utilizing memory ballooning and CPU scheduling techniques 
provided by VMware and Xen technologies. If failed to 
resolve resource allocation problem, it adopts the VM 
migration option. This hybrid approach is an efficient 
method for limiting the number of migrations, thus minimize 
migration cost.  

The experimental study reported a small migration 
overhead and concentrated mainly on validating the 
performance of the system under different critical scenarios. 
However, the main limitation is in the consideration of only 
two dimensions of CPU and memory as a sources model. 

Dhiman et al., in [19], presented vGreen, a multi-tiered 
software system, for energy efficient computing in 
virtualized environments. The innovative part of this system 
is in the using of novel hierarchal parameters processed in a 
novel multi-tier architecture. The authors developed the idea 
of the hierarchal parameters from experiments on 
benchmarks from SPEC-CPU 2000 suite, namely mcf and 
perl. Experiential results showed that co-scheduling of VMs 
with heterogeneous characteristics on the same PM is 
beneficial from both energy efficiency and performance 
point of view. In order to capture these characteristics, 
authors developed two kinds of parameters which are 
memory accesses per cycle (MPC) and instructions per cycle 
(IPC). These parameters are maintained in two hierarchal 
levels of node (nMPC, nIPC) and VM (vMPC,vIPC). On the 
other hand, the multi-tier architecture is shown in Fig. 2. In 
contrast to the single tier architecture that it is shown in Fig. 
1, where the migration planning phase is implemented in a 
single-tier or step, the migration phase in multi-tier 
architecture is implemented in four sequential steps. Both of 
the above mentioned architecture and parameters gives 
vGreen the merit of addressing performance and power 
balancing requirements more accurately compared with other 
systems presented in this survey. Therefore, when the 
manager implements MPC balance tier (Table I), this results 
in a better overall performance and energy efficiency across 
the cluster. While balancing of IPC metric values in the IPC 
balance tier (Table I) results in better balance of power 
consumption across the PMs. The performance goals are 
further checked in the Uitl balance tier which eliminates 
overcommitted nodes from the cluster. Finally, VM 
consolidation tier contributes in the resource adaptation 
ability of the manager by eliminating underutilization from 
the cluster. By comparing vGreen with VM scheduler that 
mimics the Eucalyptus, which is a state of art strategy for 
cloud context, and under heterogamous workload conditions, 
the experimental results showed that vGreen outperforms 
along author`s developed metrics of energy savings, which 
captures energy consumption reduction, Weighted Speedup, 
which captures migration overhead and Reduction in Power 
Imbalance, which captures the power consumption variance 
within the machines of the cluster. An overall performance 
and system level energy savings by 20% and 15% 
improvement were achieved. However, under homogenous 
workload condition both performed the same. On other hand,  

Figure 2.  Multi-tier architecture of vGreen system. 

the limitation of this manager is in the two dimensions 
CPU-memory resource model. 

In [20], Verma et al. propose the power aware application 
placement framework or pMapper as the resource manager. 
The novelty in this resource manager is the architecture 
which consists of arbitrator that issues migration orders 
based on the information communicated by performance, 
power and migration managers. This novel architecture gives 
pMapper the ability to serve many of management objectives 
at the same time. The system operation can be described as 
follows. The performance manager continuously checks the 
performance level in the running nodes against the 
performance targets specified by SLA. The Power manager 
utilized an experimental developed CPU based power model 
in the generation of power-minimizing new placements ( as 
shown in Table I). While, the migration manager utilized an 
experimental developed migration cost model that quantify 
migration cost from the decrease in throughput because of 
live migration and estimate the revenue loss because of the 
decreased performance (as given by SLA). Finally, the 
arbitrator constructs a new placement by picking up the 
optimal migrations that trade-offs power-migration targets 
and achieve SLA goals. 

In [21] the authors modified their pMapper. The core of 
their modifications is proposing a new power models that 
related power consumption to the CPU, memory footprint 
and caches usage characteristics of the application. The 
essence of their new proposal is to sort all applications in 
ascending order by their memory usage. Then, classify them 
to three categories. Category 1 or small applications can be 
packed together respecting memory and CPU limits. Thus, 
avoid performance degrade. Category 2 or large applications 
can be packed only based on the CPU limit. Thus, achieve 
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maximum power savings. Finally, category 3 or medium 
applications can be packed either as category 1 or category 2 
applications. 

The experiments were performed to compare the new 

CPU-Cache based pMapper with the old CPU based 

pMapper. Both algorithms succeed in reducing the number 

of the running nodes from 11 to 4. However, CPU-Cache 

based pMapper outperforms in term of performance 

overhead. Then CPU-Cache based pMapper is compared 

with cache-oblivious strategies. For CPU-Cache based 

pMapper only Category 3 applications have performance 

impact, while for cache-oblivious strategies more than half 

of the applications have performance impact. However, this 

CPU-memory resource model is still limited since it ignores 

the effect of network dimension of the resources. 

B. Constraint Programming  

The main idea of the constraint programming based 
resource manger is to formulate the VM resource allocation 
problem as a constraint stratification problem then applies a 
constraint solver to solve the optimization problem. The 
ability of this solver to find the global optimum is the main 
motivation to adopt this approach. In the literature, we have 
identified two papers. The comparison is presented in Table 
II, while, the discussion can be presented as follows. 
Entropy resource manager [27] utilizes Choco constraint 
solver to achieve the objectives of minimizing the number of 
the running nodes and minimizing migration cost. The 
operation of the algorithm can be described as follows. 
Entropy iteratively checks optimality constrain, i.e., the 
current placement uses minimum number of the running 
nodes. If Entropy at VM packing problem (VMPP) phase 
success in constructing a new optimal placement (uses fewer 
running nodes), it will activate the re-allocation.  In addition, 
Entropy employs a novel experimental developed migration 
cost model that relates memory and CPU usage with 
migration context. High parallelism migration steps reduce 
the cost, while sequential and infeasible migration steps 
increases cost. Using of constraint programming techniques 
facilitate the task of capturing such context. However, 
considering only viable processing nodes (a running node 
can support only a single active VM, while other co-
allocated VMs should be inactive) and CPU-Memory 
resources model are the limitations of Entropy model. 

In order to speed up the computation process that can be 
expensive, authors used many optimization techniques. 
Some of the techniques used in the VMPP phase are used to 
detect and exclude partially constructed solutions as soon as 
possible if they violate the optimality and viability 
constraints. Others used to reduce search space, by limiting 
the search for the promising region near from the optimal 
value by imposing upper and lower bounds. In addition, the 
authors devise a metric of the number of active VMs divided 
by the number of nodes to calculate the lower bound, while 
the upper bound is identified by using First Fit Decreasing 
(FFD) heuristic. Finally, authors devised equivalence classes 
metric (VMs memory size to the CPU states), which is 
exploited to reduce the size of search tree. Moreover,  

TABLE II.  COMPARISION OF CONSTRAINT PROGRAMMING 

ALGORITHMS 

 
Equivalence classes are also exploited as an optimization 
technique in VM replacement problem phase with more 
strict constraints. 

Scalability experimental results showed that the system 
complexity is directly related to the characteristics of running 
VMs and the underlying PMS.   More computation time is 
required for configurations sets that have many VMs 
memory requirements and many CPU states. Moreover, the 
scalability of the system is showed to be related to number of 
VMs per node. Higher the ratio, longer the time required to 
compute a solution. On the other hand, when compared with 
First Fit Decreasing heuristic (FFD), Entropy outperforms in 
term of minimizing the number of unsatisfied VMs and 
producing reconfiguration plan with better cost. In addition, 
Entropy outperforms static allocation by 50% and FFD by 
25% in term of minimizing the number of running nodes 
over a collection of NASGrid benchmarks. 

Van et al., in [15], proposed an architecture and 
management algorithms for cloud computing contexts. The 
management algorithms are based on Entropy resource 
manager [27]. However, the main advantage over Entropy 
resource manager is in the novel architecture that  separate 
the management decisions among a Local Decision Module 
(LDM) associated with each application and a Global 
decision Module (GDM). The ability of the resource 
manager here to combine and automated application 
provisioning problem with resource adaptation problem is 
the outcome of this architecture. Another advantage is in the 
including of operations costs in the migration planning 
model. However, like Entropy the resource model is limited 
to the CPU-memory dimensions. The architecture and the 
algorithms are validated through simulation experiments.  
The attempt is still in the early development phase. 

C. Genetic Algorithms  

GAs are metaheurstics that are inspired by evolutionary 
biology. It starts the evolution process from a population of 
initial solutions and changes them very fast by applying the 
usual selection and recombination operators. The rate of 
change reduces gradually when we reach the optimal 
solution.  This incremental behavior, besides the simplicity 
of implementation and the ability of parallelization makes 
GAs a promising approach for VMs resource allocation 

Resource 

manager 

Design model Constraint Solver phases of 

processing 

Entropy [27] Initialization  Optimality and viability constraints 
violations.   

Processing   VM packing problem  

VM replacement problem  

Stopping 
criteria  

Can be aborted at any time  

Van et al., 
algorithms [15] 

Initialization    GDM receives inputs from LDM  
and monitoring probe 

Processing   GDM  VM Provisioning  

VM Packing  and 
replacement 

Stopping 
criteria   

Can be aborted at any time 
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problem. In the literature, we have identified two papers. 
Table III presents and compare the design model for these 
algorithms, which can be discussed as follows.   

Campegiani in [18] used GA to find the optimal 
allocation of virtual machines in a multi-tier distributed 
environment. The innovative part of this work is the formal 
model that addresses beside the usual quantitative resources 
(CPU, memory and network), qualitative resource like 
physical position awareness. In addition, this model allows 
for multiple-SLA representation for each VM. This scheme 
gives the proposed GA the ability to capture multi-tier 
distributed infrastructure, by a signing a profit for specific 
SLA. Maximize the profit through evolution is translated 
into maximization of physical resources efficiency, while 
accommodating for transient workload surges. However, the 
challenge for GA comes from the infeasible solutions that 
can be appeared as a byproduct of the evolution process. The 
author addressed this challenge by devised penalty function 
that differentiates feasible solutions, while penalize 
unfeasible ones. These infeasible solutions are fixed using a 
repair operator. Simulation Experiments on arbitrary dataset 
were held to validate the algorithm which is still in the early 
development phase. 

Nakada et al., in [17], implemented a prototype Virtual 
Machine packing optimization mechanism on Grivon, which 
is a virtual cluster management system for Hardware as a 
Service (HaaS) cloud system type. The most interesting part 
of this algorithm is the penalty function with the objective of 
packing VMs tightly onto the PMs to minimize the number 
of the running nodes, while attempting to minimize 
migration cost and respecting SLA performance levels at 
same time. Experiments were held to validate the 
performance of the system. According to the authors, 
experimental results showed that the GA based approach is 
flexible and fast enough for VM packing problems and 
represent a promising approach. 

IV. CONCLUSION AND FUTURE RESEARCH 

Virtualization is a re-emerged technology that offers 
powerful resource management mechanisms that can cope 
with the challenges of modern distributed infrastructures like 
datacenters and cloud platforms.  Live migration based 
resource management systems is a promising approach for 
efficiently manage resources and rapidly eliminate hostpots 
in the virtualized environments. In this paper, we surveyed 
state of art resource managers describing them using general 
resource manager architecture and presenting different types 
of the resource management algorithms which classified to 
ordering, constrain programming and genetic algorithms. We 
compared and discussed these algorithms from the design 
model and key concepts and techniques standpoints.  

It is possible to highlight the below mentioned fully 
unexploited recent trends; we believe that they will attract a 
greater attention in the future directions of research by 
developing more formal models, trying alternative 
approaches, devising metrics or performing feasibility 
experiments. 

• Qualitative resources are an important recent trend, 
which gives a resource manager the merit to handle  

TABLE III.  CPMPARISIOON OF GENETIC ALGORITHMS 

The design model of 

GA 

the resource manager 

 Campegiani [18] Nakada et al [17] 

Chromosome  
representation  

Binary representation  Integer sequence  

Initial population  Applying First fit, next 
fit and best fit 
heuristic on the input 
configuration. 

Repeatedly applying 
mutation on the input 
configuration.  

Selection operator  tournament selection 
scheme 

regular normalized 
weighted roulette 
method 

Crossover operator  Uniform crossover  One point cross over 

Mutation operator  Fix rate mutation 
operator  

Mutations will cause 
real change in the 
individual by 
reordering two 
randomly chosen 
numbers.  

Type of fitness 
function  

Penalty function  Penalty function  

Replacement scheme Inject new individual, 
remove lowest fitness 
one.  

 

Special operators  Repair operator   

 
qualitative requirements of resource allocation.  For 
example, physical position awareness, which is 
described as a qualitative resource, is an important 
requirement for multi-site virtual clusters. In the 
survey, we have identified only one paper [18], 
which is still in the early development phase, which 
addresses such theme.  

• Developing a resource manager that has the ability to 
combine on-the-fly (or dynamic) application 
provisioning with dynamic application consolidation 
at the same time is an important recent trend 
especially for cloud contexts. We have identified in 
the survey only one paper [15], which still in the 
early development stage, that address such theme.   

• Developing a hybrid resources manager that uses 
more than one virtualization techniques (like VM 
migration and VM slicing) is an important trend that 
can combine the benefit of both techniques. VM 
slicing can contributes into migration cost limitation 
or minimization. In addition, it is useful to capture 
the structure of modern multi-domain or multi-tier 
infrastructures.  On the other hand, VM migration, 
that finds global solutions for resource allocation 
problems, can enhance the performance of VM 
slicing technique, which is useful in finding local 
solutions for resource allocation problem. We have 
identified in the survey only one paper [16] that 
apply this method for a grid computing platform. 

• According to the survey, ordering and CP 
approaches are suffers from time-consuming 
calculations. It requires innovative techniques and 
complex architectures to overcome this difficulty. 
We believe that the future research developments 
will turn toward more robust and faster metaheuristic 
algorithms. Multi-objective GA is a possible 
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promising candidate algorithm for future cloud 
systems. 

• Hybriding CP and GA approaches can be seen as a 
possible direction of future research. The combined 
approach can benefit from their different aspects. 
From one side, constraint programming is a good 
approach to model complex constraints. On the other 
side, GA can greatly fasten CP expensive processing.  

• Dataset is important for algorithm development. It is 
usually used to test algorithms against it. It have 
been noted from the surveyed papers that many 
researchers resort to the randomized configurations 
for developing their algorithms. This field of 
research lacks suitable dataset that captures 
virtualized infrastructure. Therefore, future 
development in this field will be largely affected by 
the development of suitable dataset by specialized 
community like operational research or integer 
programming.  

• Finally, future development in this field is largely 
related to simulation and experimentation 
procedures. It has been noted from the surveyed 
papers, that there is a need to define standard 
benchmarks applications, standard metrics to 
measure the goodness of the resource managers and 
to perform experimental tests under large 
configurations of VMs and PMs and comparing 
among different states of art resource managers. 
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Abstract—Dynamic binary translator (DBT) is typically
used for software migration or binary code optimization. In
this paper, we describe the design and implementation of a
multi-sources and multi-targets DBT–CrossBit, which aims
at fast migrating existing executable source code from one
platform to another alien target platform with lower cost.
In order to support code translation among multi-sources
and multi-targets better, a new intermediate instruction set–
VInst, which is independent of any specific machine instruc-
tions, has been introduced. Unlike many other existing DBTs
which directly translate the binary code of one instruction
set architecture (ISA) to another ISA, CrossBit first converts
source binary code to VInst specifications, and then trans-
forms them into target platform code, using a granularity of
a basic block (BB) as the unit of translation. Additionally,
to address the performance issue, we adopt several generic
optimization methods to optimize the translated code. Finally,
our experimental result indicates that, for the SPECint2000
benchmarks, CrossBit’s performance is pleasant and can
meet the design requirement.

Keywords-DBT; intermediate instruction; CrossBit; basic
block;

I. INTRODUCTION

Cloud computing, a relatively romantic term, builds on
decades of research in virtualization, distributed comput-
ing, grid computing, utility computing, and so on. For
cloud computing becomes wildly popular and has the
potential to transform a large part of the IT industry, devel-
opers with innovative ideas inevitably take it into account.
As a new evolution of on-demand information technology
services and products, cloud computing has become pop-
ular until IBM and Google announced a collaboration in
this domain in October 2007 [19]. Thus, there are still
lots of obstacles to the growth of cloud computing. One
of them is performance unpredictability, which caused by
the use of virtual machines (VM). Cloud computing moves
data and computing away from desktop and portable PCs
into large data centers. It involves applications based
on different instruction set architectures (ISA), as well
as different hardware platforms. VMs have proved to
be ideally suitable for the needs of the heterogeneous
computing. Not surprisingly, VMs are likely to be common
at multiple levels of the data center or server farm.

Virtualization is a core technology for enabling cloud
resource sharing. To a large extent, cloud computing will
be based on virtualized resources. In the recent 30 years,
the computing machinery technology, both hardware and
software, has been developing at a tremendous pace. On

one hand, the processing speed of processor gets faster,
and accordingly there needs less time to perform each
certain unit task. On the other hand, the framework of
the processor (e.g., x86, MIPS, PowerPC) also becomes
multiplex in order to satisfy various requirements and be
applicable in different scenarios. Different processors usu-
ally base on different ISAs. This leads a problem, one kind
of processor can only support one appointed or specific
operating system (OS) and applications without virtualiza-
tion technology. However, due to historical reasons, some
of these legacy processor architectures (like x86) fail to
comply with classical virtualization criteria or hardware
support. Though it is quite a challenge to migrate existing
OSes or applications running on one platform to another
platform, binary translation overcomes the obstacles and
successfully improves migrating efficiency.

Binary translation technology proposes a transparent
and inexpensive approach to migrate applications or OSes
compiled for one processor to another. Binary translation
can be implemented in either static or dynamic way, more
technical detail can be found in [17]. Binary transla-
tion techniques are still in infancy compared with their
compiler counterparts, plus many binary translators have
been proved that they were handcrafted from scratch. For
example, commercial binary translators are always closely
bound to the underlying machine, or cannot generate code
for more than one source and target machine pair, and
hence it is difficult to reuse. To solve this problem, this
paper proposes a new DBT–CrossBit, which takes “multi-
sources” and “multi-targets” as its design goal. With the
help of CrossBit, the applications compiled for a specific
processor can run on different processors easily, without
bringing too much overhead.

In the academic and commercial fields, many binary
translators have achieved some success. In terms of im-
proving the performance of applications, the original HP
Dynamo system [2] is a dynamic software optimization
system that is capable of transparently improving the
performance of a source instruction stream as it exe-
cutes on the native processor. Microsoft dynamic software
optimization system Mojo [3], is capable of handling
a wide range of programs, including multi-threaded ap-
plications that make use of exception handling. In the
aspect of migrating applications, Digital FX!32 provides
fast transparent execution of 32-bit x86 applications on
Alpha systems running Windows NT [1]. IA-32 Execution
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layer is designed to support IA-32 applications on Itanium-
based systems [16]. The UQBT (University of Queensland
Binary Translator) [4], is a reusable, component-based
binary-translation framework which lets engineers quickly
and inexpensively migrate existing software from one pro-
cessor to the other. Other translators are designed to save
power, like Transmeta’s Code Morphing technology which
is used for unmodified Intel IA-32 binaries to run on the
low-power VLIW Crusoe processor [5]. More discussions
on extensive prior work can be found in Altman et al. [6],
[7].

Different from binary translators mentioned above,
CrossBit doesn’t translate source code into specific target
code directly. Instead, CrossBit dynamically translates one
BB of source code into VInst specifications and then into
a BB of target code each time. A BB refers to a block of
contiguous instructions, starting at the first instructions of
the executable file or the instruction executed immediately
after the end of last block, and ending with a branch
or jump instruction. In particular, it is to be noted that
using intermediate instructions bring many benefits. First,
it becomes easier to add other source ends and target ends.
Second, the workload and complexity of development
can be reduced. For example, to translate n kinds of
different source ISAs to n kinds of different target ISAs,
theoretically, the complexity can be reduced from O(n∗n)
to O(n), as depicted in Figure 1. Third, intermediate
instruction blocks can offer better opportunities for op-
timization and thus make optimization easier.

x86

MIPS

SPARC

ARM

PowerPC

IA 64

x86

MIPS

SPARC

ARM

PowerPC

IA 64

IR

Source code Source codeTarget code Target code

Figure 1. traditional translation model vs. CrossBit’s translation model

In this paper, our aim is to to develop a multi-
sources and multi-targets DBT with reasonable perfor-
mance. Specifically, main technical contributions are as
follows:
• We design a new DBT–CrossBit, which translates

binary code based on different ISAs to other ISAs
conveniently;

• We design a new intermediate instruction set–VInst
for CrossBit, which involves no specific machine
instructions;

• We give a comprehensive experimental evaluation of
CrossBit for translating MIPS to x86, and MIPS to
POWER.

The rest of this paper is organized as follows. Section II
describes the framework of CrossBit and how it works in
detail. Section III focuses on the design of intermediate in-
structions. Section IV discusses some optimization tactics
adopted by CrossBit. Section V discusses the main issues
relevant to our approach to DBT. Section VI presents the
preliminary performance of CrossBit, using SPECint2000

as our benchmarks. Section VII gives the summary of this
paper and the future research on DBT.

II. THE FRAMEWORK OF CROSSBIT

Dynamic binary translation is an attractive technology
for running legacy applications and OSes on the platforms
that the software is not originally compiled for. However,
the dynamic binary translation technology itself is very
complex and difficult to implement. For one thing, devel-
oping a complete application-level translator from scratch
always takes a lot of manpower and material resources, let
alone the development of a system-level translator [18].
Moreover, if one wants to run binary code of one popular
platform (like x86) on a less popular platform (still in
use currently), e.g., SPARC, PowerPC, and MIPS, he has
to develop a translator for each of these platforms. In
contrast, it is appreciated if there is a translator that can
add source ends or target ends easily without repeating the
development work. CrossBit is such a translator, and the
design goal of CrossBit is retargetable and extensible. We
hope that CrossBit will be a promising and reliable basic
research platform for studying application-level DBT in
the future.

We divide the framework of CrossBit roughly into three
parts:
• Front end: loads binary executable code into memory

and transforms the source binary code into VInst
specifications;

• Intermediate layer: forms the VInst specifications to
blocks and realizes optimization;

• Back end: transforms the intermediate blocks to target
instructions and executes them immediately.

Figure 2 shows a high-level view of CrossBit. The
rectangular boxes related to front end and back end, while
the dotted boxes belong to the intermediate layer. We first
give a brief overview of all the main components, and then
explain how they interact with each other.

Memory Image 

Loader

Execution

Engine

VInst

BB Builder

Optimizer

Source Machine 

Decoder

Target Machine 

Encoder

Target Machine 

Block Generator
Translated Code Cache

Figure 2. The framework of CrossBit
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The names and functions of these components are given
as follows:
• Memory Image Loader: loads the source binary code

into the memory of the target platform, and maps the
guest application address space to the host virtual
address space;

• Source Machine Decoder: analyzes and decodes the
source binary code, and converts it to VInst specifi-
cations;

• BB Builder: constructs VInst specification blocks;
• Optimizer: optimizes VInst specification blocks;
• Target Machine Encoder: encodes intermediate in-

struction blocks to target machine instructions;
• Target Machine Block Generator: manages SPC

(Source Program Counter) and TPC (Target Program
Counter) in a hash table and updates their relationship
when necessary, so as to speed up the lookup process
of target blocks;

• Translated Code Cache: caches the translated code
so as to save the time of retranslation;

• Execution Engine: the commander of CrossBit, in
charge of scheduling all components.

The workflow of the entire CrossBit system is as follow:
1) Get the SPC of the first instruction in the next BB,

and check whether its corresponding TPC exists in
hash table;

2) If the TPC exists, indicating that BB has been
already translated and cached, jumps to that TPC
and executes that BB directly; Otherwise, turn to
3);

3) Source Machine Decoder decodes the following
source instructions until the last BB is met, where
the decoded instructions will be the input to BB
Builder;

4) BB Builder constructs intermediate instruction
blocks;

5) Optimizer conducts optimization on the intermediate
instruction blocks, e.g., elimination of redundant
load instructions, BB linking and so on;

6) Target Machine Encode encodes intermediate in-
structions to target machine instructions which are
cached in Translated Code Cache, and then Target
Machine Block Generator updates hash table.

Execute Engine executes 1)∼6) repeatedly until the end
of the program. CrossBit takes one BB at a time, keeps
doing the job of “translate-execute” cycle, as shown in
Figure 3.

III. INTERMEDIATE INSTRUCTION SET

The challenge of designing an intermediate instruction
set is how to provide enough high-level run time infor-
mation about program behavior, as well as be appropriate
as an architecture interface for all external applications,
libraries, and operating systems. There are many virtual
machines using intermediate instructions as a transition
layer, such as JVM and Microsoft’s Common Language
Infrastructure (CLI). However JVM and CLI have some

New
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TBlock

TPC==hash(SPC)?

decode to 
VInst

update TPC to 

hash table

block linking

construct

VInst blocks
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Thin Client

yes
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encode VInst

SPC for next 

block
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Figure 3. The workflow of CrossBit

limitations. Both of them use complex, high-level oper-
ations with large runtime libraries, and they are tailored
for object-oriented languages with a particular inheritance
model and their complex runtime systems require signifi-
cant OS support in practice [15].

An intermediate instruction set can include rich program
information for optimization, and can be independent of
most implementation–specific design choices, but it is
not suitable for a certain hardware implementation. Take
LLVA [15] for example, LLVA is a good intermediate
instruction set for C++ high level language, but LLVA not
suitable for CrossBit to handle low level binary code. Of
course, we know that it’s impossible to design a universal
intermediate instruction set for all conceivable architecture
designs. Instead of designing VInst (Virtual Instruction)
as the intermediate instruction set that is suitable for
DBT to handle low level binary code. VInst must be
designed to be regular and simple, for the reason that
source instructions and target instructions are all low level
machine instructions, and the performance of CrossBit is
sensitive to the cost of translation. In a sense, VInst is a
kind of low-level ISA. It is similar to RISC ISA and has
main characteristics as follows:

• unlimited numbers of 32-bit virtual registers, marked
by Vn, wherein the value of V0 always returns zero;

• “Load-Store” style, that is only ‘load’ or ‘store’
instruction can access the memory;

• base plus displacement is the only addressing mode;
• instructions of VInst only exist in memory;
• every instruction of VInst is orthogonal, in other

words, each instruction can’t be replaced by other
VInst instructions.

The design of VInst affects the quality of generated
target code, and therefor affects the efficiency of CrossBit.
When designing VInst, we seek the balance between the
performance and the cost. On one hand, VInst is kept as
simple as possible so as to reduce the cost of translation.
On the other hand, the sematic of VInst should be rich
enough to support various characteristics of different ISAs.
Thus, by studying the design of some popular ISAs,
we have picked up 27 most commonly used instructions
to compose VInst. The translation effort is in combing
VInst instructions into more complex specific machine
instructions.

VInst comprises six kinds of basic instructions which
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are compatible with most popular ISAs. They include
arithmetic/logical, control transfer, data transfer, memory
access, register state mapping and special instructions.
Every kind of instructions is shown in Table I.

Table I
THE MOST COMMONLY USED IRS

Type Instruction Name
register state mapping GET PUT

memory access LD ST
data transfer MOV LI

arithmetic/logic
ADD SUB AND NOT XOR
OR MUL MULU DIV DIVU

SLL SRL SRA CMP SEXT ZEXT
control transfer JMP BRANCH

special HALT SYSCALL CALL

According to the original version of CrossBit we devel-
oped, CrossBit translates binary code compiled for PISA
(Portable Instruction Set Architecture) into x86. That is,
CrossBit translates binary PISA code into x86 instructions.
CrossBit reads the memory at the address indicated by
SPC to produce intermediate representation objects, where
each intermediate representation object represents one
source instruction, not binary representation actually. The
translation from a source instruction to VInst takes three
steps:
• via GET instruction, mapping source machine regis-

ters which the PISA instruction requires to read to
virtual registers;

• use one or more VInst instructions to implement the
function of each PISA instruction;

• via PUT instruction, mapping the result from virtual
registers to source machine registers.

So far, we have used GCC compiler to generate binary
executable file. A simple “hello world” C++ source pro-
gram leads almost 20 thousands of VInst instructions, the
details are omitted herein for brevity it’s impractical to
present a whole example here. A key issue of translation
is semantic matching. Instruction swelling is inevitable be-
cause the translation policy we adopt here is to be correct
first then better. Thus, there needs later optimization to
offset the cost.

IV. OPTIMIZATION

Binary translation always serves as an alternative way to
execute legacy software. The performance of the translated
code should be competitive with the legacy architecture’s
performance. However, overhead is inevitably lost during
the process of translation, because the legacy software has
the luxury of being produced using an optimizing compi-
lation. In lack of high-level language code, binary trans-
lators cannot perform available optimizations compared
to compilers. In this case, optimization is particularly
important to dynamic binary translation. One common
approach to improving binary translation performance
is profile-guided optimization. Profiling is a process for
dynamically collecting program information (instruction
and data statistics) that is used to guide optimization

during the translation process. As a DBT, CrossBit can
do some optimization at the run-time according to the
profile information. The profile information that CrossBit
collects is the number of executing times of each BB,
which can be used to find out hotspots. A hotspost is a
region of contiguous code which is frequently executed.
In CrossBit, a hotspot is taken as a super block, which
consists of numbers of basic blocks. Because the opti-
mization process itself is time-consuming and potentially
performance degrading, it should be applied to the hot
code (e.g., superblocks) instead of the cold code.

With the profile information, i.e., the number of exe-
cuting times of each BB, a BB is determined to be hot if
its number of times reaches a threshold, like 2000, as in
the case of dynamo [13]. Once a BB becomes hot and it
is not part of some superblocks, a new superblock can be
constructed beginning from that BB. If the BB ends with
a branch instruction, the next BB is chosen to add to the
superblock according to their numbers of executing times,
reversing the branch condition if necessary, like Figure
4 depicts [9]. Otherwise, it is easy to find out the next
BB. This process repeats until the termination condition
is met, e.g., the last instruction of the BB is an indirect
jump. When the next encountered BB belongs to other
superblock, the numbers of BBs reach the maximal value.

BB A

          R3 

          R7 

          R1  R2 + R3

          Br L1 if  R3==0

BB B

          R6  R1 + R6

BB C

L1:    R1  0

Superblock

          R3 

          R7 

          Br L1 if  R3==0

L1:     R1  0

Compensation code

     R1  R2 + R3

BB B

          R6  R1 + R6

Figure 4. Build superblock based on profiling.

Another optimization tactic we adopt is modifying the
direct jump instructions and indirect jump instructions. As
direct jump instructions are executed frequently (nearly
one in seven instructions is the direct jump), the Execution
Engine has to look up into the hash table to find out the
next BB after the execution of each direct jump, which
leads to a bottleneck in the performance of CrossBit.
A simple solution to this problem is to modify the in-
structions to jump directly to the next basic block, for
there is only one target address for each jump. Instead of
transferring the control to the Execution Engine, the modi-
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fied instruction simply jumps to the translated instructions
corresponding to the source machine instructions. This
mechanism is called BB chaining and avoids significant
overhead associated with returning to the Execution En-
gine after every instruction executed.

One of the major sources of overhead in CrossBit
stems from handling indirect jumps. Experimental evi-
dence shows that the effect of methods that handle indirect
jumps depends on the features of the target architecture
such as addressing modes, branch predictors, cache sizes
and the ability to preserve architecture state efficiently. To
tackle indirect jumps in CrossBit efficiently, we take two
methods. One uses hash table to keep the target address
of an indirect jump. The other mechanism is taken when
some indirect jumps have only a few exits for most of the
time. It uses indirect jump inlining, and the TPC of the
next basic block can be obtained by comparing the jump
target address to the inlined target one.

V. OTHER ISSUES

In this section, we discuss the other main issues relevant
to our approach to DBT.

A. Self-Modifying Code

Self-modifying code which refers to those programs
modify parts of their source code during the translation
processes, though it is uncommon. When this happens,
translated target code stored in the code cache would no
longer correspond to the modified source code. The mech-
anism we adopt to handle this problem in the CrossBit
is setting the original source code region write-protected.
That is, any attempt to write a page in the protection
area will be trapped and the delivery of a signal to the
CrossBit. This can be done via a system call made by the
Execution Engine. Consequently, the translated code will
be discarded and the CrossBit invokes retranslation.

B. Address Space

Address space management is an very important aspect
of DBT. In the development of CrossBit, we don’t allow
specific code to be placed on different regions of the
memory space, like Figure 5 depicts. Because CrossBit is
a process VM, it views memory as a logical address space
supported by the target machine’s OS. Where regions of
the source memory address space could map onto regions
of the target memory address space.

VI. PERFORMANCE

In this section, we present preliminary results of Cross-
Bit. Of course, no single benchmark characterizes the per-
formance of a system, we adopt the most common method
of testing, and that is running the SPECint2000 test
benchmarks. Rather than giving the performance results
of all the front ends and back ends we have developed,
we choose two typical pairs, MIPS–x86 and x86–Power,
and make an evaluation of them. The experiment of MIPS–
x86 was taken on Intel R© Pentium R© 4 CPU 2.0GHz with

Figure 5. CrossBit runtime address space layout.

1.5GB PC3700 DDR SDRAM Memory, while the exper-
iment of x86–POWER was performed on POWER R©6 1-
core 4.2GHz CPU with 2 x 512 DRAM 667MHz Memory.
The bottom of the charts is the executing time (sec) that
every benchmark consumes to finish the testing.

Figure 6 and Figure 7 give the test results of
SPECint2000 benchmarks for CrossBit translating MIPS-
x86, and x86-POWER respectively. The rest of the bench-
marks failed to run successfully which might be due to
the lack of complete support for all Linux system calls.
We still deal with these issues now. Meanwhile, in order
to evaluate the performance of CrossBit, we have chosen
QEMU as a reference for comparison. QEMU [12] is
a multi-sources and multi-targets DBT and also using
intermediate instructions. QEMU got its reputation for
multi-function, not performance. QEMU itself didn’t take
much optimization measures.

Figure 6. Performance comparison of the CrossBit with QEMU. The
bars represent the time (sec) consumed by them from translating MIPS-
x86 (shorter is better).

As the figures shown in Figure 6 and Figure 7, we can
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Figure 7. Performance comparison of the CrossBit with QEMU. The
bars represent the time (sec) consumed by them from translating x86-
POWER (shorter is better).

see that performance of CrossBit consistently outperforms
than QEMU for nearly all these benchmarks. When com-
pared with the QEMU, CrossBit performs better, since
QEMU is not famous for its performance. We continue
to optimization issue. Poor performance is due to code
swelling. Take an example where CrossBit translates x86
ISA to POWER ISA, x86 is CISC ISA, with variable-
length instructions. During the translation, from source x86
instructions to VInst, and from VInst to target POWER
instructions, the code swelling is very big, even dozens
of times. After the optimization to VInst blocks is per-
formanced, a striking result shows that the performance
of optimized code efficiency is more than 1 time faster
than the natively translated code (as seen in Figure 8
and Figure 9). As CrossBit has introduced an intermediate
layer to support multi-sources and multi-targets, this result
is acceptable.

Figure 8. Performance comparison of the CrossBit after optimization
(called CrossBit’) with QEMU. The bars represent the time (sec)
consumed by them from translating MIPS-x86 (shorter is better).

Meanwhile, we study the relationship between perfor-
mance improvement and profiling overhead in Figure 10
and Figure 11. Profiling could enhance the performance of
CrossBit, and also brings the extra overhead to the system.

Figure 9. Performance comparison of the CrossBit after optimization
(called CrossBit’) with QEMU. The bars represent the time (sec)
consumed by them from translating x86-POWER (shorter is better).

The final optimization result is obtained by the updating
performance minus the overhead. Sometimes we should
balance the depth of optimization and the performance
of the system. From these figures, we can see that the
profiling process only increases part of overheads for the
CrossBit, but it does improve the quality of translated code
and the execution efficiency of the whole system.

Figure 10. The relationship between performance improvement and
profiling overhead of CrossBit compared with the natively translated code
from MIPS-x86.

VII. CONCLUSION AND FUTURE WORK

Our initial primary goal is to build a DBT platform
that runs the same applications on different architectures
with reasonable performance. The foundation of applica-
tion migration is that instruction set should be translated
correctly first. So far, we have implemented several front
ends and back ends. The front ends included MIPS, x86
and SPARC while the back ends included x86, POWER
and SPARC. Right now, we are focusing on improving the
performance of CrossBit, so as to rival the other popular
binary translators.

Our system is yet still in the absence of exceptions
(traps and interrupts), and some of benchmarks fail to run
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Figure 11. The relationship between performance improvement and
profiling overhead of CrossBit compared with the natively translated code
from x86-POWER.

correctly. In the future, we wish these problems would be
solved.
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ViMo (Virtualization for Mobile) : 

A Virtual Machine Monitor Supporting Full Virtualization 

For ARM Mobile Systems 

Abstract—*This paper proposes ViMo that is a micro virtual 

machine monitor for ARM mobile systems, which enables to 

run multiple OSes on single mobile system at the same time. 

ViMo does not require any modification or compilation of OS, 

so that time and cost developing a virtualized mobile system 

can be reduced. Isolation of each virtual machine is another 

major feature of ViMo and it prevents the other virtual 

machines from the malfunctions of contaminated virtual 

machine. 

Keywords-Full Virtualization; Virtual Machine Monitor; 

ARM; Mobile System; Isolation; 

I.  INTRODUCTION 

Virtualization technology of server systems has been 
used widely due to advantages of increased resource 
utilization, power saving, space saving for servers and others. 
The virtualization technology is about to be used in mobile 
and embedded systems. Mobile system virtualization has 
advantages of security, reduction of mobile phone BOM 
(Bill Of Materials) and legacy software utilization. 

The virtualization technologies can be categorized into 
full virtualization [1] and paravirtualization [1]. In the full 
virtualization, the instruction modifying system status is 
detected in runtime and emulated by a virtual machine 
monitor. This technology has the advantage that it is not 
necessary to modify source code of a guest OS. But it has the 
overhead of scanning and emulating the source code and this 
makes system performance lower. For the paravirtualization, 
the source code of the guest OS is scanned offline and the 
instruction modifying the system status is replaced with 
hypercall to the virtual machine monitor or a sequence of 
codes having same semantic. The advantage of the 
paravirtualization is higher performance than the full 
virtualization. But it has the problem that the source code of 
the guest OS must be modified offline by humans or tools. 

In the server systems, the full virtualization has been used 
popularly because server system CPUs with 3GHz frequency 
and multi-core provide enough performance. Also hardware 
virtualization technologies such as Intel-VT [2] and AMD-V 
[3] accelerate the full virtualization. Representative systems 
supporting the full virtualization are VMware [4], Parallels 

                                                           
*
 This work was supported by the MKE  

[KI002088, Development of Virtualization Technology 

based on Open Source Software] 

[5], Virtualbox of Oracle [6] and KVM [7]. Representative 
paravirtualized virtual machine monitor is Xen [8]. 

A main technology for mobile system virtualization is the 
paravirtualization. The largest obstacle against the mobile 
system virtualization is weaker performance than the server 
systems. The latest CPU of the server systems has 3 GHz 
frequency and multi-core and this provides enough 
performance with the virtualization environment. However, 
the mobile systems have generally 500 ~ 800Mhz CPU with 
single core and doesn’t provide enough performance with the 
virtualization systems. This limitation makes main 
virtualization trend of the mobile systems as the 
paravirtualization. But, the latest mobile systems including 
iPhone 4G of Apple and Galaxy S of Samsung are based on 
1GHz ARM processor. Also the smart phones including 
HTC Desire, HTC HD2 with 1GHz Qualcomm SnapDragon 
are being delivered to the users. Thus the performance issue 
that is the main obstacle of the mobile system virtualization 
is being solved. Also, it is scheduled that new ARM core will 
support a hardware virtualization, and mobile systems with 
multi core will appear soon. Consequently, fundamentals for 
the full virtualization in the mobile systems will be concrete. 

The paravirtualized mobile systems are MVP of VMware 
[9], VLX of VirtualLogix [10] and XenARM [11]. The full 
virtualizated mobile systems are QEMU [12]. 

This paper presents ViMo (Virtualization for Mobile) 
that is a virtual machine monitor based on the full 
virtualization for the mobile systems. ViMo scans binary 
code of OS in runtime and emulates critical instructions. 
Also ViMo allocates physical memory space to each virtual 
machine and provides memory isolation among the virtual 
machines. 

II. VIMO ARCHITECTURE 

ViMo is the virtual machine monitor supporting the full 
virtualization for ARM-based mobile systems and the 
structure of ViMo is shown in Fig. 1. ViMo works on system 
hardware and multiple OSes are mounted on ViMo. ViMo 
creates one virtual machine per each OS and the OS runs on 
the corresponding virtual machine. 

In typical systems, OS and application are located in 
supervisor (SVC) and user (USR) mode of ARM CPU, 
respectively. However, the OS in the ARM’s SVC mode 
must be moved to the ARM’s USR mode because ViMo is 
inserted into the ARM’s SVC mode. In the virtualized 
systems based on ViMo, the USR mode of ARM, in which 
the OS is executed, is called logically as Virtual SVC 

Soo-Cheol Oh, KangHo Kim, KwangWon Koh, and Chang-Won Ahn 
Electronics and Telecommunications Research Institute 

Daejeon, South Korea 
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(VSVC) and the USR mode, in which applications are 
executed, is called Virtual USR (VUSR). The four modes 
used in ViMo are summarized as Table I. 

ViMo

Guest OS

SVC

Mode

USR

Mode

Virtual

SVC

Mode

Virtual

USR

Mode

Guest OS

Application Application

Hardware

CPU Virtualizer

Memory Virtualizer

Scheduler

Virtual Interrupt 

Controller

Code Tracer

Virtual Machine Virtual Machine

 
Figure 1.  ViMo Architecture 

TABLE I.  CPU MODE OF VIMO 

Mode Descriptions 

ASVC (ARM SVC) SVC mode of ARM Hardware 

AUSR (ARM USR) USR mode of ARM Hardware 

VSVC 
Mode in that OS is executed in the ViMo-based 
virtualization system 

VUSR 
Mode in that applications are executed in the 
ViMo-based virtualization system 

 
ViMo has mainly five components that are code tracer, 

CPU virtualizer, memory virtualizer, interrupt controller 
virtualizer and scheduler. The code tracer detects critical 
instructions on the virtual machines in runtime and the CPU 
virtualizer emulates the detected critical instructions. The 
memory virtualizer allocates memory space to the virtual 
machines and isolates the virtual machine from other virtual 
macines. The interrupt controller virtualizer builds a virtual 
interrupt controller for each virtual machine and processes 
interrupt controller accesses from the virtual machine. The 
scheduler switches the virtual machines periodically. 

III. MODE TRANSITIONS 

Typical systems not using ViMo have three modes. Two 
modes of them are ASVC and AUSR explained in table I and 
other mode is AEXCPT handling exceptions. Exception 
modes including interrupt (irq), fast interrupt (fiq), prefetch 
abort, data abort and SWI (software interrupt) can be 
explained as AEXCPT. As shown in Fig. 2-(a), the transition 
from ASVC running OS’ kernel to AUSR running 
applications is performed directly. If AUSR wants to use 
kernel service using system calls, AUSR must be transited to 

ASVC through AEXCPT. Also ASVC or AUSR are 
transited to AEXCPT if exceptions happen, and after 
exception serving is completed, AEXCPT is changed 
directly to ASVC or AUSR. 

In ViMo, VSVC, VUSR and VEXCPT are added instead 
AUSR as shown in Fig. 2-(b). The guest OS is executed in 
the virtual modes including VSVC, VUSR and VEXCPT 
which are located in AUSR. ViMo is executed in ASVC and 
AEXCPT. 

The transitions among VSVC, VUSR and VEXCPT 
cannot be performed directly because these modes are 
located in AUSR. Thus, these mode transitions must be made 
by ASVC and AEXCPT. 

The mode is transited directly to AEXCPT if an 
exception happens when CPU is in VSVC, VUSR or 
VEXCPT. In this situation, there are two processing options. 
If the exception is for the guest OS, this exception is passed 
to the guest OS and mode is transited from AEXCPT to 
VEXCPT. If the exception is for ViMo, the mode is transited 
to ASVC. 

In ASVC, the transition to AEXCEPT is disabled. ViMo 
processes virtual machine management jobs including guest 
OS scheduling, memory management and critical instruction 
emulation, and these jobs have atomic characteristic that they 
must be processed without break. To preserve this 
characteristic, exception generation in ASVC is prohibited. 

 

VUSR

VSVC

VEXCPT

AUSR

AEXCPT

AEXCPT

ASVC

ViMo Guest OS

ASVC

(a) System not using ViMo

(b) System using ViMo

AUSR

 
Figure 2.  Mode Transition of ViMo 
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Figure 3. CPU Virtualization Architecture

IV. CPU VIRTUALIZATION 

This section explains CPU virtualization of ViMo. In 
ViMo, the guest OS is executed in VSVC and VUSR that 
belong to AUSR. VUSR doesn’t make problems because 
both of VUSR and AUSR are user mode. However, the guest 
OS kernel running in VSVC doesn’t generate the same result 
as ASVC because VSVC is located in AUSR. This problem 
must be solved by ViMo. 

There are 148 instructions in ARM architecture v6 [13]. 
In these instructions, instructions related to the virtualization 
can be categorized as privileged, sensitive and critical 
instruction. The privileged instruction must be executed only 
in the privileged mode (ASVC). If this instruction is 
executed in AUSR, an exception is generated and control is 
taken by the privileged mode. The sensitive instruction 
generates different results when the instruction is executed in 
ASVC or AUSR. The critical instruction is the sensitive 
instruction but not the privileged instruction. 

To virtualize a system using the full virtualization, the 
instructions that modify the system status must be executed 
under control of ViMo or be replaced with a sequence of 
instruction having same semantic. The instructions 
modifying system status are the privileged and the critical 
instructions. If the privileged instruction is executed in 
VSVC (AUSR mode), an exception is generated and control 
is taken by ASVC running ViMo. Thus, detection of the 
privileged instruction is performed automatically by ARM 
CPU.  

If the critical instruction is executed in VSVC (AUSR 
mode), CPU makes no error and generates the result for 
AUSR mode that is different from intended result for ASVC 
mode. Thus, this is one of the most important problems to be 
solved in ARM CPU virtualization. 

Table II shows instruction categorization for ARM CPU. 
There are 6 privileged instructions in ARM architecture with 
148 instructions. MCR and MRC that belong to the 
privileged instructions have over 100 operand combinations. 
In detail, MCR and MRC have both characteristics of the 

privileged and sensitive instructions. Some operand 
combinations have the privileged instruction characteristic 
and other operand combinations have the sensitive 
instruction characteristic. Consequently, each operand 
combination of MCR and MRC must be handled as single 
instruction. 

TABLE II.  PRIVILEGED AND CRITICAL INSTRUCTIONS 

Instruction 
# of 

Inst. 
Descriptions 

Privileged 

instruction 
6 

CDP, LDC, MCR, MCRR, MRC, 

MRRC 

Critical 

instruction-1 
14 

CPS, LDM(2), LDM(3), LDRBT, 

LDRT, MRS, MSR, RFE, 

SETEND, SRS, STC, STM(2), 

STRBT, STRT 

Critical 

instruction-2 
13 

ADC, ADD, AND BIC, EOR, 

MOV, MVM, ORR, RSB, RSC, 

SBC, SUB, LDR 

 
The critical instruction consists of the critical instruction-

1 and the critical instruction-2. The critical instruction-2 can 
be critical instruction upon operands. Generally, the critical 
instruction-2 is not the privileged or the critical instruction. 
However, if the critical instruction-2 has S-bit option and PC 
as the destination operand, this instruction becomes the 
critical instruction. This operand combination tells that SPSR 
(Saved Processor Status Register) of current mode is copied 
to CPSR (Current PSR). However, if this operand 
combination is executed in AUSR, the instruction result is 
unpredictable because AUSR mode doesn’t have SPSR. 

Fig. 3 shows structure of the CPU virtualization. Basic 
Block Identifier (BBI) scans a binary image in runtime and 
identifies basic block. A basic block is the code block with 
single entry and single exit point. The exit point may be 
branch or the critical instruction. Suppose that a basic block 
begins at address 10 and a critical instruction is at address 20. 
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0x51FFFFFF 0x51FFFFFF

BBI begins to scan the code at address 10. When BBI meets 
the critical instruction at address 20, it makes a basic block 
and stores this block at basic block cache. The basic block 
cache stores the basic block that is already scanned. When 
the basic block stored at the basic block cache is executed 
again, it is not necessary to scan the block. 

Then BBI calls instruction replacer. The instruction 
replacer stores the critical instruction at Replacement 
Instruction Table (RIT) and replaces the critical instruction 
with single SWI instruction having index to RIT. For 
example, the critical instruction is replaced with “swi 23” if 
the instruction is stored at 23th index of RIT.  

The instruction replacer sets PC register as the entry 
point (address 10 in Fig. 3) of the basic block and executes 
the basic block. Then codes at address 10 to 1C are executed 
and the SWI instruction at address 20 generates an exception 
that delivers control to ViMo located in ASVC. This 
sequence was already explained in Fig. 2-(b). ViMo calls 
instruction emulator. The instruction emulator retrieves 
index to the RIT from the SWI instruction, looks up the RIT 
and loads the original instruction (mrs r0, CPSR) that is 
replaced with the SWI instruction. Then, the original 
instruction is emulated by the instruction emulator. After 
completion of the instruction emulation, ViMo calls BBI and 
continues to find next basic block beginning at address 24. 
BBI skips to find the basic block if the basic block is cached 
in the basic block cache. The sequence explained above is 
repeated until the corresponding virtual machine is shutdown. 

V. MEMORY VIRTUALIZATION 

ViMo virtualizes main memory on system and provides 
memory space with each virtual machine. ViMo also isolates 
virtual machine from each other by preventing accesses to 
memory of other virtual machines without permission of 
ViMo. 

The memory virtualization architecture of ViMo is 
shown in Fig. 4. For example, suppose that a system has a 
main memory with 128MB located at address 0x50000000. 
In ViMo, address space is categorized as three address 
spaces that are virtual address, physical address and machine 
address. The virtual address space is used by the guest OS 

and the physical address space is recognized as real physical 
address by the guest OS. The machine address space is 
maintained by ViMo. 

ViMo allocates a machine address space to each virtual 
machine and this memory space is contiguous physically. 
This address space is not changed until the corresponding 
virtual machine is shutdown. 

Suppose that ViMo allocates 32MB region of the 
machine address space at 0x51000000 ~ 0x52FFFFFF to the 
guest OS 0. In this situation, ViMo provides the illusion, that 
this address is located at 0x50000000 ~ 0x51FFFFFF, with 
the guest OS 0. The guest OS 0 maps the physical address to 
virtual address and uses this address space. 

The same memory allocation is applied to the guest OS 1. 
ViMo allocates the machine address space at 0x53000000 ~ 
0x54FFFFFF to the guest OS 1 and the guest OS 1 thinks 
that it uses the physical address space at 0x50000000 ~ 
0x51FFFFFF. 

ViMo uses shadow page table (SPT) [14] for the memory 
virtualization. The guest OS has its own guest page table 
maintaining the memory mapping from the virtual address to 
the physical address. ViMo knows memory mapping from 
the physical address of each virtual machine to the machine 
address. Thus, ViMo can create the memory mapping from 
the virtual address of each virtual machine to the machine 
address and this memory mapping is maintained by SPT. 

The guest page table is modified continuously by the 
guest OS. ViMo should detect modification of the guest page 
table and update SPT dynamically to reflect this modification. 
To solve this problem, ViMo modifies an attribute of the 
memory region that stores the guest page table from read-
write to read-only. Memory write to the guest page table by 
the guest OS generates an exception and control is taken by 
ViMo. Thus ViMo can capture the page table write and 
maintain SPT. 

VI. INTERRUPT CONTROLLER VIRTUALIZATION 

Fig. 5 shows virtualization architecture of interrupt 
controller in ViMo. ViMo builds a Virtual Interrupt 
Controller (VIC) based on HW Interrupt Controller (HWIC) 
and provides it to the guest OS. ViMo makes one VIC per 
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each guest OS. Thus, the guest OS uses VIC instead of  
HWIC. 

The guest OS controls HWIC by accessing registers in 
HWIC that are mapped to address space of CPU. Thus it is 
necessary to virtualize the registers for HWIC virtualization. 
VIC has same register configuration as HWIC. The access 
controller of VIC handles access from the guest OS and 
maintains consistency between VIC and HWIC. 

 

HW Interrupt 
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Table

ViMo

(1)

ViMo Interrupt 

Handler

(2)

Data abort
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Controller

Register
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Figure 5. Interrupt Handling 

If a HW interrupt is generated, ViMo interrupt handler is 
activated (Fig. 5-(1)) and copies interrupt information from 
HWIC to VIC (Fig. 5-(2)). In this situation, the ViMo 
interrupt handler checks interrupt mask of VIC and doesn’t 
copy the interrupt that is masked on VIC. Then, ViMo calls 
interrupt handler of the guest OS (Fig. 5-(3)). 

The interrupt handler of the guest OS tries to access 
HWIC for getting what kind of interrupt is generated. When 
the guest OS accesses HWIC, ViMo intercepts this access 
(Fig. 5-(4)). HWIC has some internal registers that are 
mapped to address space of CPU and the guest OS tries to 
access HWIC using this registers. ViMo modifies memory 
mapping between the guest OS and HWIC, so that the guest 
OS has no memory mapping for HWIC. In this case, the 
access to HWIC by the guest OS generates a data abort 
exception. If the data abort exception is generated and the 
exception handler of ViMo confirms that this exception is for 
HWIC, the access controller of VIC is activated (Fig. 5-(5)). 
The access controller processes the access request using VIC 
and maintains the consistency between HWIC and the VIC. 
After processing the access from the guest OS, control is 
returned to the guest OS that calls HWIC access (Fig. 5-(6)). 

VII. SCHEDULER 

Scheduler of ViMo switches virtual machines 
periodically. The scheduler stores status of virtual machine 
executed during previous time quantum at main memory and 
loads status of next virtual machine. The used scheduling 
algorithm is round-robin. 

VIII. IMPLEMENTATION 

ViMo proposed in the paper was implemented on an 
ARM11-6410SYS board developed by Huins[15] that is a 
embedded development board based on ARM11. The CPU is 
Samsung S3C6410 using ARM1176JZF-S core and 
frequency is 533MHz. The board has 128MB DDR SDRAM, 
128MB NAND flash and 1MB NOR flash. The Board also 
has 4.3 inch wide color TFT LCD with 480x272 resolution. 
We executed Linux with 2.6.21 kernel and uC/OS-II as the 
guest OS. Binary code size of ViMo is 34KB that is very 
small. 

IX. EXPERIMENTAL RESULTS 

The experiments were performed with three cases that 
are RawLinux, ViMo-Single and ViMo-Dual. RawLinux is a 
case not using ViMo. ViMo-Single and ViMo-Dual are 
ViMo systems with single guest OS and two guest OSes, 
respectively. 

A. DhryStone 

We measured performance of ViMo using DhryStone 
[16]. DhryStone is the benchmark measuring the CPU 
performance developed by Dr. Reinhold P. Weicker. The 
number of run in DhryStone is 10,000,000. 

RawLinux, ViMo-Single and ViMo-Dual show 432, 271, 
and 150 VAX MIPS, respectively. We know that ViMo-
Single is 37% slower than RawLinux and this overhead is 
from ViMo. ViMo-Dual is 44% slower than ViMo-Single 
because ViMo-Dual has two guest OSes. 
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Figure 6. DhryStone Benchmark 

 
Figure 7. Moive Play Capture 
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B. Play Movie 

This experiment is to play a movie in ViMo-Single. The 
profile of the movie is 480x272 resolution and 30 frame/s. 
By using ViMo, the total play time of ViMo-Single increases 
compared to RawLinux. The play time of the movie file is 30 
seconds but the play time in ViMo-Single increases to 40 
seconds. Thus, ViMo produces 33% overhead. 

C. Virtual Machine Isolation 

ViMo provides the isolation of the virtual machines and 
the experiment shows that a malfunction from one virtual 
machine is not propagated to other virtual machines. In 
ViMo-Dual, movie play is executed in the guest OS 0 and a 
kernel module generating kernel panic is loaded in the guest 
OS 1. The kernel modules generates the kernel panic by 
writing memory region that doesn’t belong to the guest OS 1. 
Fig. 8 shows that the guest OS 1 is stopped by the kernel 
panic. However, the movie play in the guest OS 0 still works 
without errors. 

 

Guest OS 0

Guest OS 1 – Kernel Panic

Movie of Guest OS 0

 
Figure 8. Virtual Machine Isolation 

D. Performance Analysis 

The experimental results of section A and B shows that 
ViMo is not acceptable for using real mobile systems 
because of about 33 ~ 37% overhead. The implementation 
presented in this paper is in its initial state and ViMo has 
many performance improvement points.  

We estimate that the most time consuming part of ViMo 
is the critical instruction detection, the instruction emulation 
and related context switches between the guest OS and ViMo. 
ViMo generates many context switches that are from the 
critical instruction emulation, the basic block identification, 
the virtual interrupt controller accessing and the guest OS 
switching. These frequent context switches between the 
guest OS and ViMo make cache of CPU flushed and this 
makes the performance degradation.  

We are improving the critical instruction detection and 
the instruction emulation algorithm to minimize the context 
switches between the guest OS and ViMo. We are also 
improving other components of ViMo including the memory 
virtualization and the interrupt virtualization. Futhermore, we 
are developing ViMo for ARM Cortex-A8. 

Our aim is that the overhead becomes below 10% 
through these improvement works. 

X. CONCLUSIONS AND FUTURE WORKS 

This paper proposed ViMo that is the virtual machine 
monitor using the full virtualization for mobile systems 
based on ARM architecture. ViMo provides the 
virtualization for CPU, memory and interrupt controller. The 
binary image is scanned in runtime and the critical 
instructions are replaced with SWI to ViMo. The replaced 
instructions are emulated in runtime. Also ViMo presents the 
memory virtualization and each virtual machine has its own 
memory space provided by ViMo. A virtual machine cannot 
access the memory space of other virtual machines without 
permission of ViMo and no fault of one virtual machine is 
propagated to other virtual machines. VIC virtualize the HW 
interrupt controller and each virtual machine has its own VIC. 

According to the experimental results, ViMo has 33 ~ 
37% overhead. We are improving all components including 
the critical instruction detection, the instruction emulation 
and the memory virtualization algorithm. Our aim is that the 
overhead becomes below 10% through these improvement 
works. Additionally, we are under designing I/O 
virtualization  
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Abstract—We cast the assignment of virtual machines (VMs) to
physical servers as a variant of the classic bin packing problem.
We then develop a model of VM load that can be used to produce
assignments of VMs to servers. Using this problem formulation
and model, we evaluate heuristic solutions to this problem. We
evaluate the performance of these solutions in stochastic load
environments. We verify the model proposed and show that it
can be adapted to respond well to varying VM loads.

Keywords-Energy optimization; Probabilistic Models

I. INTRODUCTION

One of the major causes of energy inefficiency in data
centers is the idle power wasted when servers run at low
utilization [17]. In 2005, data centers accounted for 0.8% of
all world energy consumption, costing $7.2 billion (US) [9].
Part of the problem is that most servers and desktops are in
use only 5-15% of the time they are powered on, yet most x86
hardware consumes 60-90% of normal workload power even
when idle [20], [4], [5].

Data center costs can be reduced by utilizing virtual ma-
chines (VMs). Using virtualization, multiple operating system
instances can run on the same physical machine, exploiting
hardware capabilities more fully, allowing administrators to
save money on hardware and energy costs. To maximize the
savings, administrators should assign as many VMs as possible
to servers given performance requirements. We refer to this
problem as the Virtual Machine Assignment Problem.

The Virtual Machine Assignment Problem (VMAP) is the
problem of, given probabilistic distributions over the VM load,
find an initial assignment which distributes the load on the
VMs such that all have access to adequate resources and the
number of servers used is minimized.

This type of problem might need to be solved at an e-
commerce web site, which generally have times of lower
hardware utilization. During these times of lower utilization,
the web site acquires very few sales and therefore has more
liberty to move VMs around. Once the day begins however,
traffic will pick up and administrators will be less able to
move VMs around. A good initial assignment means moving
fewer VMs during peak hours of production. VMAP is not
the problem of reassigning load after an initial assignment
has already been made. We address this issue separately.

VMAP can be seen as a type of Bin Packing Problem,
the problem of assigning a set of items into a set of bins,
minimizing the number of bins in use [8]. However, VMAP

is not as simple as the conventional Bin Packing Problem.
VMAP is different in two important ways.

1) Each server has multiple types of constrained resources
which the VMs consume. Each VM adds some amount
of load to each resource type provided by the server, such
as memory, disk space and CPU.

2) Loads that VMs exert on servers are probabilistic and not
completely known ahead of time.

Prior research has partially addressed VMAP [15], [18]. One
thing that prior research has not discussed is what happens
when loads are probabilistically distributed. Specifically, we
wish to investigate how load distributions can be incorporated
into packing virtual machines onto servers. Prior research has
not focused on this specific sub-aspect of VMAP.

This paper presents a novel way of taking expectations
on loads of virtual machines. If system administrators have
knowledge about the loads of virtual machines, expectations
can be taken at different points in the probabilistic load
distribution. The purpose of this paper is to present a way that
this process can be done and to investigate some consequences
of treating loads probabilistically.

We outline the paper here for reference. In Section II, we
describe our background research. In Section III, we describe
the model that we propose in this paper. In Section IV, we
describe the assignment algorithms that we will compare.
In Section V, we discuss the metrics to determine success
in our results. In Section VI, we detail our experimental
setup. Finally, in Section VII, we discuss the results of our
experiments.

II. BACKGROUND RESEARCH

Different aspects of server consolidation have been studied
and modeled [16], [14], [19], [3]. Other literature has focused
on decreasing power use in virtualized environments [12]. In
this section we review background research in three parts.
First, prior research on modeling server load will be discussed.
Second, We will discuss the Bin Packing problem. Third,
we will briefly describe Genetic Algorithms as this is the
foundation for one solution technique.

A. Virtual Machine Assignment

The problem that we identify in this paper as VMAP takes
other names in literature. Stillwell et al. [18] define ResAlloc,
which is a Mixed Integer Linear Program formulation of
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Fig. 1. An inefficient Bin Packing solution.

VMAP. In their problem formulation, they consider maximiz-
ing the yield, which represents the faction of a job’s achievable
compute rate that is achieved, on the server with the minimum
yield. They then identify different solutions and evaluate the
solutions on ResAlloc.

Song et al. [15] created RAINBOW, a prototype to evaluate
a multi-tiered resource scheduling scheme on a workload
scenario reflecting resource demands of services in a real
enterprise environment. They first define resource flowing as
the process in which resources released by some VMs/services
are allocated to others. Their main contributions were a multi-
tiered resource scheduling scheme for a VM-based data center,
a model for resource flowing using optimization theory, and a
global resource flowing algorithm.

Something that has not been investigated well in prior
research is the fact that virtual machines are probabilistically
distributed. We investigate what happens when we know
something about the probabilistic nature of loads on virtual
machines. This paper will give system administrators knowl-
edge on what they should do, given that they have prior
knowledge of how their virtual machines are distributed.

B. Conventional Bin Packing

In this paper we build a model that, given a set of VMs,
each with a distribution of resource utilizations, decides how
VMs should be assigned to servers. We present our model as
a variant of the Conventional Bin Packing Problem. The Bin
Packing Problem is the problem of finding the assignment of
items to bins under which the number of bins is minimized.

Definition 1. The Bin Packing Problem is formulated as
follows. Given a finite set of n items I = {1, 2, . . . , n} with
corresponding weights W = {w1, w2, . . . , wn} and a set of
identical bins each with capacity C, find the minimum number
of bins into which the items can be placed without exceeding
the bin capacity C of any bin. A solution to the Bin Packing
Problem is of the form B = {b1, b2, . . . , bm}, where each bi
is the set of items assigned to bin i, and is subject to the
following constraints:

1) ∀i ∃! j such that i ∈ bj (Every item belongs to one unique
bin.)

2) ∀j
∑
n∈bj

wn ≤ C (The sum of the weights of items
inside any bin cannot be greater than the bin capacity.)

3
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Fig. 2. An efficient Bin Packing solution.

In the Bin Packing Problem, the objective is to assign the set
of items into a set of bins, minimizing the number of bins used.
This idea is illustrated in Figures 1 and 2. Figure 2 shows an
assignment that uses the same items as the assignment shown
in Figure 1, but packs them in fewer bins.

Doing an initial placement of VMs onto servers can be seen
as a type of Bin Packing Problem. In the Bin Packing Problem,
a set of items are placed into bins, minimizing the number
of bins. In the problem of placing VMs onto servers, VMs
are assigned to servers, minimizing the number of servers,
while assuring that some performance criteria is met. Because
these two problems are similar in this way, we will model the
problem of making an initial assignment of items to servers
as a type of Bin Packing Problem.

The Bin Packing Problem has been shown to be NP
Hard [2]. We solve the problem that Bin Packing is inherently
intractable by using approximation algorithms to solve the
problem in our experiments.

One reason why the conventional Bin Packing Problem
itself cannot be used to model the VM Assignment Problem is
that there is no way in the conventional Bin Packing Problem
to model multiple resources on one server. For that reason,
we defer to prior research and model this problem using the
Multi-Capacity Bin Packing Problem [21]. We will describe
this problem in more detail in Section II-C.

C. Multi-Capacity Bin Packing Problem

Definition 2. The Multi-Capacity Bin Packing Problem or
Vector Packing Problem is similar to the conventional Bin
Packing Problem that was given in Definition 1, but not
identical. In the Multi-Capacity Bin Packing Problem, the
capacity is a d-dimensional vector C = 〈C1, C2, . . . , Cd〉
where d is the number of resource types. The weights are
redefined so that the weight of item i is a d-dimensional vector
~wi = 〈wi1 , wi2 , . . . , wid〉 [18], [10].

1) ∀i ∃! j such that i ∈ bj (Every item has to belong to some
unique bin.)

2) ∀j ∀k
∑
nk∈bj

wnk
≤ Ck (The sum of all the weights

for any capacity for any bin must be less than the
corresponding capacity for that bin.)

Note that in the Multi-Capacity Bin Packing Problem the
resources consumed by each VM accumulate, up to some
maximum. Items are placed on each corner to show that
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Fig. 4. An efficient Multi-Capacity Bin Packing solution.

the sum of the weights for any one type has to be less
than the corresponding bin capacity. The weights on items
in the same bin are additive. For all resources, the sum of all
weights on items of that particular resource must be less than
the corresponding resource capacity on the server.In VMAP,
resources used by one VM can not be used by any VM on the
same physical hardware.

As with the conventional Bin Packing Problem, the ob-
jective is to minimize the number of bins. Figures 3 and 4
illustrate this principle. Figure 4 packs the exact same items
as are found in Figure 3 in three bins instead of four. This
means one fewer server drawing power.

The Multi-Capacity Bin Packing Problem lends itself better
to the problem of assigning VMs onto servers than the
conventional Bin Packing Problem. In the conventional Bin
Packing Problem, there is no way to model the multiple
different resources that are available on a server, such as
CPU, RAM and disk bandwidth. Because the Multi-Capacity
Bin Packing Problem lends itself well to modeling the many
different resources of a server, we use this problem formulation
in our optimization techniques.

D. Genetic Algorithms

Bin Packing Problems have been solved with Genetic Al-
gorithms (GAs). There is no rigorous definition for GAs [11];
they derive much of their inspiration from Darwinian bi-

ological processes. In GAs, individuals represent candidate
solutions to the problem. These candidate solutions explore
the solution space by undergoing processes similar to those of
biological organisms. The simplest form of genetic algorithm
involves three types of operators:
• Selection–Individuals in the population are selected for

crossover with other individuals. Usually, selection is
based on elitism, where the more fit individuals are
selected more often than less fit individuals.

• Crossover–Two individuals in the population exchange
subsections of their candidate solution with each other to
create new offspring.

• Mutation–After crossover, each individual has a proba-
bility of having their candidate solution modified slightly.

III. DESCRIPTION OF MODEL

As described in Section II, we model VMAP by using the
Bin Packing Problem. However, there are a few differences
between the Bin Packing Problem and VMAP which were
identified in Section I. The model that we will use for
VMAP is based on the Multi-Capacity Bin Packing Problem,
as discussed in Section II-C, and it also uses probabilistic
estimates of loads, which we will discuss here.

A. Probabilistic Estimates

The second way that VMAP is different from the conven-
tional Bin Packing Problem is that the loads VMs exhibit on
servers are not known completely when initial assignments
are made. Even though these loads are not completely known
ahead of time, probabilistic estimates can be made for loads
on VMs. Therefore, we treat loads as probabilistic. There are
at least two ways in which system administrators can derive
probabilistic estimates for loads on VMs.

1) If the system administrators have reason to believe that
VM loads can be characterized as a type of known proba-
bilistic distribution, this problem becomes the problem of
parameter estimation. Using data, it is possible to estimate
the parameters of a parametric probabilistic model using
known methods such at methods of moment or maximum
likelihood estimation.

2) If system administrators do not know the probabilis-
tic distribution which describes the load on VMs, a
nonparametric model can be used. We will describe
nonparametric distributions in more detail in Section VI.

We assume that the probabilistic distribution on the future
load for each resource for each VM is to the algorithm
ahead of time. Recall as well that in the Multi-Capacity Bin
Packing Problem, weights are deterministic and known instead
of probabilistic and unknown. This means that if the Multi-
Capacity Bin Packing Problem is to be used as a model,
some estimate or expectation of the probabilistic distribution
must be given to the algorithm solving VMAP. In this section,
we will explore how to make this estimate from probabilistic
distributions of the load.

Recall that the probability density function (pdf) f(X) of
a random variable X describes the relative likelihood of X
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Fig. 5. The pdf, cdf and icdf for the normal distribution with mean µ = 0
and variance σ2 = 1.

to occur at a given point in the observation space. Recall,
also, that the cumulative distribution function (cdf) F (X) of
a random variable X is defined for a number χ by:

F (χ) = P (X ≤ χ) =
∫ χ

−∞
f(s)ds (1)

where f(s) is the likelihood associated with the random
variable X obtained from the pdf f at s. The pdf for the
normal distribution with mean µ = 0 and variance σ2 = 1 is
shown in Figure 5.

The cdf of the normal distribution the same distribution with
mean µ = 0 and variance σ2 = 1 is also shown in Figure 5.
The cdf P (X ≤ χ) is the probability that X is less than or
equal to χ. It answers the question of “What is the likelihood
of getting any load less than a specified load for a particular
resource for a VM?” However, even though this metric may be
useful, a better question to ask may be in the opposite order.
“What is the maximum load y for a given likelihood z, such
that F (y) ≤ z?” This question can be answered by using the
inverse cumulative distribution function.

The inverse cumulative distribution function (icdf) or quan-
tile function returns the value below which random draws from
the given cumulative distribution function would fall, p ∗ 100
percent of the time. That is, it returns the value of χ such that

F (χ) = Pr(X ≤ χ) = p (2)

for a given probability 0 < p < 1.
Using the icdf, we can specify a percentile value and obtain

a corresponding load which can be passed to the assignment
algorithm. Using the value from a high percentile will result
in a high load being passed to the assignment algorithm, and
tend to make the assignment more robust to random variation.
Lower percentiles result in assignments more likely to become
over loaded. Using the quantile function to decide which load
to use means that the algorithm designer can incorporate any
level of robustness or aggressiveness into the algorithm. Figure
5 shows the inverse cumulative distribution function for the
normal distribution with mean µ = 0 and variance σ2 = 1.
We call the load derived from the icdf value the derived load.

The derived load is the load used by the bin packing algrorithm
when a concrete value must be used.

IV. INITIAL ASSIGNMENT ALGORITHMS

Many companies and organizations do not use a structured
approach to the initial placement of VMs onto servers. Even
though a system administrator may view a summarization of
the load for each VM, and place VMs onto servers using
that summarization, we have not found any formalization of
a model for VMAP, nor any algorithm meant to make an
initial placement of VMs to servers. Because this is a new
model, and the model derives its roots in the Bin Packing
Problem, we present some well-known algorithms that solve
the Bin Packing Problem for consideration. We will describe
and compare four assignment algorithms in this paper–Worst
Fit, First Fit, Permutation Pack [10] and Reordering Grouping
Genetic Algorithm [21].

A. Worst Fit

The worst fit algorithm for bin packing considers each item
in order. For each item, first, it considers only bins that already
have at least one item placed in them. It places the item in
the bin into which it fits which has the most amount of free
space. If the item does not fit in any of the bins considered,
it is placed into a new bin.

The worst fit algorithm is considered in this paper because
of its tendency to leave a bit of space in every bin that it uses.
This extra space may be helpful when observed loads on VMs
exceed what the assignment algorithm expected.

Finding the emptiest bin is easy to do in the conventional
Bin Packing Problem as each item only has one weight. The
sum of the weights of all the items in any one bin can be used
to give a number describing the fullness of a bin. However,
finding the emptiest server in VMAP is not as obvious because
each VM has multiple loads which it exerts on the server. In
order to compare the emptiness of one server to another’s,
there must be a way to combine the different loads. We use
a Euclidean distance metric to compare the amount of free
space in two different bins.

B. First Fit

The first fit algorithm for bin packing is a way to place an
initial set of VMs on servers. In the first fit packing algorithm,
items are arranged in order (often decreasing order). Bins are
also arranged in a list. Each item is then considered in order
and placed into the first bin into which it fits.

C. Permutation Pack

Permutation Pack (PP) attempts to find items in which the
largest w components are exactly ordered with respect to the
ordering of the corresponding smallest elements in the current
bin [10]. Let Ri denote the remaining space in the ith capacity
of a particular bin. If d = 2 and R1 < R2, then we look for
an item n such that wn1 < wn2 . If no item is found, the
requirements are continually relaxed until one is found. One
of the weaknesses of Permutation Pack is the running time. If
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all permutations are considered, it runs in O(d!n2) where d
is the number of resource types and n is the number of items
to be packed. We refer the reader to Leinberger et al. [10] for
further description of the algorithm.

D. Reordering Grouping Genetic Algorithm

Reordering Grouping Genetic Algorithm (RGGA) is a ge-
netic algorithm that was developed for the Multi-Capacity Bin
Packing Problem [21]. RGGA has been shown to solve the
Multi-Capacity Bin Packing Problem quickly, developing good
solutions. RGGA represents an instance of the bin packing
problem not only as an assignment of items to bins, but also as
a list of items to be first fit packed. RGGA’s crossover operator
is an exon shuffling crossover as defined by Rohlfshagen et
al [13]. RGGA uses a mutation operator that swaps two items
in the first fit list 1

3 of the time, moves an item from one spot
to another in the first fit list 1

3 of the time, and eliminates a
bin, reinserting the contents 1

3 of the time. This last idea is
the mutation operator used by Faulkenauer in his Grouping
Genetic Algorithm [7].

RGGA was shown to find optimal solutions to the bin
packing algorithm in fewer iterations than the leading genetic
algorithms in literature. As well, RGGA was shown to generate
very good solutions to even large problem sizes of the Multi-
Capacity Bin Packing Problem.

V. METRICS TO DETERMINE SUCCESS

In this section, we investigate two different metrics to
determine the level of success of an initial VM assignment.
These two metrics are total number of servers used and the
proportion of servers over capacity.

A. Number of Servers Used

The total number of servers used is defined as the number
of servers upon which VMs are placed. This metric is useful
in determining the tightness of a particular assignment. An
assignment which places its VMs on fewer servers will likely
save energy in the long run. Aggressive assignment algorithms
often maximize this metric.

B. Proportion of Server Resources Over Capacity

A server resource is over capacity if VMs on the server
request more of that resource than is available on the server.
For example, if the sum of the total amount of RAM requested
by all the VMs on a particular server is greater than the amount
available on the server, then the RAM on the server would be
considered over capacity. In order to calculate the proportion
of server resources over capacity, we divide the sum of all
total server resources over capacity by the sum of all total
server resources. The algorithm for calculating the proportion
of servers over capacity is shown in Equation 3.∑

bi∈B
∑
j∈bi

F (
∑
wjk
∈~wk

wjk , Ck)∑
bi∈B

∑
j∈bi

1
(3)

where F (X,Y ) returns 1 if X is greater than Y and 0
otherwise.

Conservative VM assignment algorithms perform worse
with regard to this metric, because they, on average, have less
allocated resources per server. If a particular VM uses more
server resources than was allotted to it, the server might not
be over capacity if the algorithm chose to leave extra room.
Algorithms that are more conservative when assigning VMs
also yield solutions with a greater total number of servers.

VI. EXPERIMENTAL SETUP

Because the contribution of this paper is the model proposed
for VMAP, we wish to validate this model in our results by
showing that the modifications we made to the conventional
Bin Packing Problem are indeed helpful in modeling VMAP.

In our experiments, we did exactly what we expect real
system administrators to do with our work. We deployed
various VMs to a cluster of computers, gathered data on
resource utilization of these VMs, generated an assignment
for these VMs to servers, and carried out that assignment with
virtualization software. The VMs that we created were of the
form such that 8-12 of them would fit on a physical server.
Because deployments in real data centers normally have 8-
12 VMs per physical server [6], we expect our results to
generalize well to other clusters.

We use the data itself as a nonparametric statistical distribu-
tion. The mean of this distribution can be computed by finding
the mean of the data. The variance of the distribution can be
found by finding the variance of the data. This distribution can
be sampled by picking a data point with uniform probability.
The icdf of this distribution can be found for any percentile by
sorting the data, multiplying the percentile used by the number
of data points, and returning that particular data point.

With this nonparametric distribution for the load on each
VM, we were able to generate new assignments of VMs to
servers. We ran each assignment algorithm for varying icdf
values. We show the predicted performance for varying icdf
values in our results. After simulating the assignment of VMs
to servers, we predicted the number of servers and proportion
of servers over capacityfor the case if we actually carried out
the assignment. In order to obtain our simulated metrics, we
sampled from the load distribution for each VM and assigned
loads to VMs from their distributions. Using this data, we
obtained predicted results for what a assignment would be
like if we carried out the assigning on the servers [1].

After obtaining predicted results for assigning VMs to
servers, we then reassigned VMs to servers, averaged the
results and analyzed how closely our model showed what
happened in real life. We show the results of these new
assignments in our results. We used the Kernel-Based Virtual
Machine (KVM) kernel virtualization infrastructure, the qemu
processor emulator, and the libvirt virtualization management
tool. In our data set, we used VMs with varying CPU and
RAM loads. We kept track of the loads on the VMs and
recorded the observed CPU and RAM utilization on host
servers.

Because it is an option that the system administrator can
tweak, we also show the predicted performance for different
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algorithms for varying icdf values. As mentioned in Section
IV, raising the icdf value makes an assignment algorithm more
conservative and lowering the icdf value makes an assignment
algorithm more aggressive.

In our simulated experiments, we performed these steps:
1) The packing algorithm receives some type of distribution

over the load for each virtual machine it needs to pack.
2) The packing algorithm derives a specific load using the

distribution from step 1 and the icdf value used.
3) The packing algorithm develops an assignment of virtual

machines to servers.
4) One specific load for each virtual machine is sampled

from the load distribution for that virtual machine. This
load is assigned to that virtual machine.

5) Metrics are gathered.
6) Steps 1-4 are repeated as many times as needed to achieve

statistical significance for the test.
When we implemented RGGA, we used a maximum func-

tion evaluation count of 7500, a crossover rate of 0.8, and a
mutation rate of 0.1. In the event that two individuals do not
crossover, one of them is picked randomly and added directly
to the next population. If an individual is not mutated, it is
simply added as is to the next generation.

VII. RESULTS

In our results, we wish to validate the probabilistic model
proposed in Section III and the algorithms we proposed in
Section IV. We will divide presentation of results in three
parts. First, we will show how system administrators can
use assignment algorithms with varying icdf values. We then
analyze and present graphs that show in a practical standpoint
number of servers used and the proportion of servers over
capacity. Lastly, we analyze how closely our predictive model
resembles what happens on real hardware by repacking VMs
to servers.

Even though we do not directly incorporate probabilistic
loads into any assignment algorithm proposed in this paper,
we show results that help system administrators to indirectly
incorporate probabilistic results into the assignment algorithm
picked by applying the ideas presented in Section III-A.
We systematically increased the icdf value and subsequently
the derived load from the icdf value. Increasing this value
increases the derived loads on VMs which the algorithm
uses. As discussed earlier, lower values of percentile yield
more conservative assignment algorithms and higher value of
percentile yield more aggressive assignment algorithms.

Figure 6 shows the proportion of servers over capacity while
Figure 7 shows the number of servers found by the different
algorithms. The independent variable in both graphs is the icdf
value used. Even though we present both figures separately,
they must be interpretted together. One shows the number of
servers used, while the other shows the proportion of servers
over capacity. Algorithms which tend to use fewer bins will
tend to look better in Figure 7, but look worse in Figure 6.

The icdf value is merely a parameter used to determine
both the number of servers used and the proportion of servers
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Fig. 6. A comparison of the proportion of servers over capacity.
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Fig. 7. A comparison of the the number of servers found.

over capacity. The icdf value used is really irrelevant because
the icdf value picked by system administrators is a function
of the number of servers used and the proportion of servers
over capacity. Instead of showing this graph, we wish to
combine Figures 6 and 7 so that we can see this type of
interaction between the proportion of servers over capacity
and the number of servers used.

In order to simplify our analysis, we joined the proportion
of servers over capacity with the number of servers found
using the percentile values to produce a joint graph. Using this
graph, Figure 8, a system administrator can choose how many
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number of servers found.
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our algorithm predicted and also the measured proportion of solutions over
capacity when deploying real VMs to servers for the 80th cdf percentile.

servers on average will be in utilization or what proportion
over capacity they are willing to tolerate in order to get the
other parameter. This graph shows that for this particular
configuration, RGGA

A. Repacking to Servers

Lastly, in order to validate the model we generated, we used
the assignments generated to make assignments of real VMs
to servers. We measured the proportion of server resources
over capacity for all three assignment algorithms at the 80th
cdf percentile. We show our results in Figure 9. The predicted
proportion of server resources over capacity all algorithms is
very close to the actual proportion of server resources over
capacity measured when deploying VMs to servers. This gives
validity to the model we suggest in this paper.

VIII. CONCLUSION

A novel model for Virtual Machine Assignment Problem
is proposed. This model uses ideas from the conventional
Bin Packing Problem, where servers are bins and VMs are
items, with two variations. First, it allows multiple weights
for each item and multiple capacities for each bin. The sum
of all the weight of any one type in any bin must be less than
that corresponding capacity in that bin. Second, our model
proposes that VMs have probabilistic loads. The probabilistic
loads should be incorporated into the assignment algorithm
for best results. We, show the feasibility of using probabilis-
tic loads with the assignment algorithm by modifying three
known packing algorithms.

Adding probability theory helps system administrators to
pick the correct percentile value representing the spot on the
inverse cumulative distribution function representing the load
of a resource. Small values for the icdf value yield more
conservative assignment algorithms while larger values for the
icdf value yield more aggressive assignment algorithms.

For the problems which we investigated, it seems that
optimization algorithms like RGGA perform well.
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Abstract— Cloud computing allows shared computer and 
storage facilities to be used by a multitude of clients. While 
cloud management is centralized, the information resides in 
the cloud and information sharing can be implemented via off-
the-shelf techniques for multiuser databases. Users, however, 
are very diffident for not having full control over  their 
sensitive data. Untrusted database-as-a-server techniques are 
neither readily extendable to the cloud environment nor easily 
understandable by non-technical users. To solve this problem, 
we present an approach where agents share reserved data in a 
secure manner by the use of simple grant and revoke 
permissions on shared data. 

Keywords - Information sharing; privacy; distributed data; 
cloud computing; multi-agent systems. 

I.  INTRODUCTION 

Cloud computing is the commercial evolution of grid 
computing [21]; it provides users with readily available, pay-
as-you-go computing and storage power, allowing them to 
dynamically adapt their IT (Information Technology) costs 
to their needs. In this fashion, users need neither costly 
competence in IT system management or huge investments 
in the start-up phase in preparation for future growth.  

While the cloud computing concept is drawing much 
interest, several obstacles remain to its widespread adoption 
including:  

• Current limits of ICT infrastructure: availability, 
reliability and quality of service; 

• Different paradigm of development of web 
applications with respect to those used for desktop  
applications; 

• Privacy risks for confidential information residing in 
the cloud.  

Hopefully, the first obstacle will diminish over time, 
thanks to the increasingly widespread availability of the 
network; the second will progressively disappear by training 
new developers and retraining the older; the third issue 
however, is far from being solved and may impair very 
seriously the real prospects of cloud computing. 

In this paper, we illustrate some techniques for providing 
data protection and confidentiality in outsourced databases 
(Section II) and then we analyze some possible pitfalls of 
these techniques in Cloud Computing (Section III), which 
bring us to propose a new solution based on multi-agent 
systems (Section IV). 

II. THE PROBLEM OF PRIVACY 

The cloud infrastructure can be accessible to public users 
(Public Cloud) or only to those operating within an 
organization (Private Cloud) [1]. Generally speaking, 
external access to shared data held by the cloud goes through 
the usual authentication authorization and communication 
phases. The access control problem is well-known in the 
database literature and available solutions guarantee a high 
degree of confidence.  

However, the requirement that outsourced data cannot be 
accessed or altered by the maintainer of the datastore is not 
met as easily, especially on public clouds like Google App 
Engine for Business, Microsoft Azure Platform or Amazon 
EC2 platform. 

Indeed, existing techniques for managing the outsourcing 
of data on untrusted database servers [11] [12] cannot be 
straightforwardly applied to public clouds, due to several 
reasons:  

• The physical structure of the cloud is, by definition, 
undetectable from the outside: who is really storing 
the data?  

• The user often has no control over data replication, 
i.e., how many copies exist (including backups) and 
how are they managed?  

• The lack of information on the geographical location 
of data (or its variation over time) may lead to 
jurisdiction conflicts when different national laws 
apply. 

In the next section, we will briefly summarize the 
available techniques for data protection on untrusted servers, 
and show how they are affected by the problems outlined 
above. 

A. Data Protection  

To ensure data protection in outsourcing, the literature 
reports three main techniques [4]:  

• Data encryption [13]; 
• Data fragmentation and encryption [14]; 

o non-communicating servers [15][16]; 
o unlinkable fragments [17]; 

• Data fragmentation with owner involvement [18]. 
1) Data encryption  
To prevent unauthorized access by the datastore manager 

(DM) managing the outsourced RDBMS (Relational Data 
Base Management Systems), the data is stored encrypted. 
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Obviously, the encryption keys are not known to the DM and 
they are stored apart from the data. The RDBMS receives an 
encrypted database and it works on meaningless bit-streams 
that only the clients, who hold the decryption keys, can 
interpret correctly.  

Note that decryption keys are generated and distributed 
to trusted clients by the data owner or by a trusted delegate. 

Encryption can occur with different levels of granularity: 
field, record, table, db. For efficiency reasons, normally, the 
level adopted is the record (tuple in relational databases).  

Of course, because the data is encrypted, the DBMS 
cannot index it based on plaintext and therefore it cannot 
resolve all queries. Available proposals tackle this problem 
by providing, for each (encrypted) field to be indexed, an 
additional indexable field, obtained by applying a non-
injective transformation f to plaintext values (e.g., a hashing 
of the field's content). This way, queries can be performed 
easily and with equality constraints, although with a 
precision < 1 (to prevent statistical data mining). The trusted 
client, after receiving the encrypted result set for the query, 
will decrypt and exclude spurious tuples. In this setting, 
however, it is difficult to answer range queries, since f in 
general will not preserve the order relations of the original 
plaintext data.  Specifically, it will be impossible for the 
outsourced RDBMS to answer range queries that cannot be 
reduced to multiple equality conditions (e.g., 1<=x<=3 can 
be translated into x=1 or x=2 or x=3). In literature, there are 
several proposals for f, including:  

1. Domain partitioning [22]: the domain is partitioned 
into equivalence classes, each corresponding to a single 
value in the codomain of f; 

2. Secure hashing [11]: secure one-way hash function, 
which takes as input the clear values of an attribute and 
returns the corresponding index values. f must be 
deterministic and non-injective.  

To handle range queries, a solution, among others, is to 
use an encrypted version of a B ± tree to store plaintext 
values, and maintain the values order. Because the values 
have to be encrypted, the tree is managed at the Client side 
and it is read-only in the Server side. 

2) Data fragmentation  
Normally, of all the outsourced data, only some columns 

and/or some relations are confidential, so it is possible to 
split the outsourced information in two parts, one for 
confidential and one for public data. Its aim is to minimize 
the computational load of encryption/decryption.  

a) Non-communicating servers  
In this technique, two split databases are stored, each in a 

different untrusted server (called, say, S1 and S2). The two 
untrusted servers have to be independent and non-
communicating, so they cannot ally themselves to 
reconstruct the complete information. In such situation, the 
information may be stored in plaintext in each server.  

With this approach, each Client query need be 
decomposed in two subqueries: one for S1 and one for S2. 
The resulting sets have to be related and filtered, later, at 
Client level.  

 

b) Unlinkable fragments  
In reality, it is not easy to ensure that split servers do not 

communicate; therefore the previous technique may be 
inapplicable. A possible remedy is to divide information in 
two or more fragments. Each fragment contains all the fields 
of original information, but some are in clear while the 
others are encrypted. To protect encrypted values from 
frequency attacks, a suitable salt is applied to each 
encryption. Fragments are guaranteed to be unlinkable (i.e., 
it is impossible to reconstruct the original relation and to 
determine the sensitive values and associations without the 
decrypting key). These fragments may be stored in one or 
more servers.  

Each query is then decomposed in two subqueries:  
• The first, on the Server, chooses a fragment (all 

fragments contain the entire information) and selects 
tuples from it according to clear values and returns a 
result set where some fields are encrypted;  

• The second, on Client (only if encrypted fields are 
involved in the query), decrypts the information and 
removes the spurious tuples according to encrypted 
values.  

3) Data fragmentation with owner involvement  
Another adaptation of non-communicating servers 

consists of storing locally the sensitive data and relations, 
while outsourcing the storage of the generic data. So, each 
tuple is split in a server part and in a local part, with the 
primary key in common. The query is then resolved as 
shown above.  

B. Selective access  

In many scenarios, access to data is selective, with 
different users enjoying different views over the data. Access 
can discriminate between read and write of a single record or 
only a part of it.  

An intuitive way to handle this problem is to encrypt 
different portions of data with different keys that are then 
distributed to users according to their access privileges. To 
minimize overhead we want that:  

• No more than one key is released to each user; 
• Each resource is encrypted not more than once.  
To achieve these objectives, we can use a hierarchical 

organization of keys. Basically, users with the same access 
privileges are grouped and each resource is encrypted with 
the key associated with the set of users that can access it. In 
this way, a single key can be possibly used to encrypt more 
than one resource.  

1) Dynamic rights management  
Should the user’s rights change over time (e.g., the user 

changes department) it is necessary to remove that user from 
a group/role as follows:  

• Encrypt data by a new key; 
• Remove the original encrypted data; 
• Send the new key to the rest of the group.  
Note that these operations must be performed by data 

owner because the untrusted DBMS has no access to the 
keys. This active role of the data owner goes somewhat 
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against the reasons for choosing to outsource data in the first 
place. 

a) Temporal key management  
An important issue, common to many access control 

policies, concerns time-dependent constraints of access 
permissions. In many real situations, it is likely that a user 
may be assigned to a certain role or class for only a certain 
period of time. In such case, users need a different key for 
each time period. A time-bound hierarchical key assignment 
scheme is a method to assign time-dependent encryption 
keys and private information to each class in the hierarchy in 
such a way that key derivation also depends on temporal 
constraints. Once a time period expires, users in a class 
should not be able to access any subsequent keys if not 
authorized to do so [7].  

b) Database replica  
In [5], the authors, exploiting the never ending lower 

price-per-byte, propose to replicate n times the source 
database, where n is the number of different roles having 
access to the database. Each database replica is a view, 
entirely encrypted using the key created for the 
corresponding role. Each time that a role is created, the 
corresponding view is generated and encrypted with a new 
key expressly generated for the newly created role. Users do 
not own the real key, but receive a token that allows them to 
address a cipher demand to a set KS of key servers on the 
cloud.  

C. A document base sample: Crypstore  

An example of data protection implementation by data 
encryption is Crypstore. It is a non-transactional architecture 
for the distribution of confidential data. The Storage Server 
contains data in encrypted form, so it cannot read them. User 
who wants to access data is authenticated at the Key Servers 
with the certificate issued by the Data Administrator and 
requires the decryption key. The Key Servers are N and, to 
ensure that none of them knows the whole decryption key, 
each of them contains only a part of the encryption key. To 
rebuild the key, only M (<N) parts of key are needed; 
redundancy provides greater robustness to failures and 
attacks (e.g., Denial of Service attacks).  

In practice, it is an application of the time-honored 
"divide and conquer" technique, where data is separated 
from decryption keys.  

Here the privacy is not entirely guaranteed because, 
theoretically at least, the owner of Key Servers and the 
Storage Server may agree to overcome the limitations of the 
system. The only way to exclude the (remote) possibility is 
to have trusted Key Servers, but if so, it would be useless to 
distinguish the two structures and we could take data 
directly, as plaintext, to a trusted storage. Such criticism 
applies however only in theory because, in practice, the 
probability of such an agreement decreases with the number 
of players involved.  

III.  PRIVACY WITHIN THE CLOUD  

All techniques discussed above are based on data 
encryption and/or data fragmentation using full separation of 

roles and of execution environments between the user and 
the datastore (and possibly the keystore) used to manage the 
outsourced data.  

Let us now compare the assumptions behind such 
techniques with two of the basic tenets of current cloud 
computing architectures: data and applications being on the 
“same side of the wall”, and data being managed via 
semantic datastores rather than by a conventional RDBMS.  

A. On the same side of the wall  

Ubiquitous access is a major feature of cloud computing 
architectures. It guarantees that cloud application users will 
be unrestrained by their physical location (with internet 
access) and unrestrained by the physical device they use to 
access the cloud. 

To satisfy the above requirements (in particular the 
second), we normally use thin clients, which run cloud 
applications remotely via a web user interface.  

The three main suppliers of Public Cloud Infrastructure 
(Google App Engine for Business, Amazon Elastic Compute 
Cloud and Windows Azure Platform) all include a datastore, 
and an environment for remote execution summarized in 
Tables I and II:  

TABLE I.  DATASTORE SOLUTIONS USED BY PUBLIC CLOUDS 

Environment Datastore 
Google  Bigtable  
Amazon  IBM DB2  

IBM Informix Dynamic Server  
Microsoft SQLServer Standard 2005  
MySQL Enterprise  
Oracle Database 11g  
Others installed by users 

Microsoft  Microsoft SQL Azure  

TABLE II.  EXECUTION ENVIRONMENTS USED BY PUBLIC CLOUDS 

Environment Execution environment 
Google  J2EE (Tomcat + GWT)  

Python  
Amazon  J2EE (IBM WAS, Oracle WebLogic Server) 

and others installed by users 
Microsoft  .Net  

 

In all practical scenarios, public cloud suppliers handle 
both data and application management.  

 

 
Figure 1.  The wall 
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If the cloud supplier is untrustworthy, she can intercept 
communications, modify executable software components 
(e.g., using aspect programming), monitor the user 
application memory, etc. 

Hence, available techniques for safely outsourcing data 
to untrusted DBMS no longer guarantees the confidentiality 
of data outsourced to the cloud.  

The essential point consists in having the data and the 
user interface application logic on the same side of the wall. 
This is a major difference w.r.t. the outsourced database 
scenarios, where presentation was handled by trusted clients. 
In the end, the data must be presented to the user in an 
intelligible and clear form; that is the moment when a 
malicious agent operating in the cloud has more 
opportunities to intercept the data. To prevent unwanted 
access to the data at presentation time, it would be 
appropriate moving the presentation logics off the cloud to a 
trusted environment that may be an intranet or, at the bottom 
level, a personal computer. 

However, separating data (which would stay in the 
cloud) from the presentation logics may enable the creation 
of local copies of data, and lead to an inefficient cooperation 
between the two parts.   

B. Semantic datastore  

Cloud computing solutions largely rely on semantic 
(non-relational) DBMS. These systems do not store data in 
tabular format, but following the natural structure of objects. 
After more than twenty years of experimentation (see, for 
instance, [8] for the Galileo system developed at the 
University of Pisa), today, the lower performance of these 
systems is no longer a problem. In the field of cloud 
computing, there is a particular attention to Google Bigtable.  

"Bigtable is a distributed storage system for managing 
structured data that is designed to scale to a very large size: 
petabytes of data across thousands of commodity servers. In 
many ways, Bigtable resembles a database: it shares many 
implementation strategies with databases." [9] 

With a semantic datastore like Bigtable, there is a more 
strict integration between in-memory data and stored-data; 
they are almost indistinguishable from programmer 
viewpoint. There are not distinct phases when the program 
loads data from disk into main memory or, in the opposite 
direction, when program serialize data on disk. Applications 
do not even know where data is stored, as it is scattered over 
the cloud.  

In such a situation, the data outsourcing techniques 
discussed before cannot be applied directly, because they 
were designed for untrusted RDBMS. 

IV. OUR APPROACH  

We are now ready to discuss our new approach to the 
problem of cloud data privacy. We build over the notion 
introduced in [5] of defining a view for every user 
group/role, but we prevent performance degradation by 
keeping all data views in the user environment.  

 Specifically, we atomize the couple 
application/database, providing a copy per user. Every 

instance runs locally, and maintains only authorized data that 
is replicated and synchronized among all authorized users.  

In the following subsections we will analyze our solution 
in detail.  

A. Information sharing by multi-agent system  

We will consider a system composed of:  
1. Local agents distributed at client side; 
2. A central synchronization point.  

1) The model  
In the following, we will use the term dossier to indicate 

a set of correlated information. Our data model may be 
informally represented by the diagram in Figure 4. 

   
Figure 2.  The model  

In the model, each node represents a local, single-user 
application/database dedicated to an individual user (un). The 
node stores only the dossiers that un owns. Shared dossiers 
(in this example, d1) are replicated on each node. When a 
node modifies a shared dossier, it must synchronize, also 
using heuristics and learning algorithms, with the other 
nodes that hold a copy of it.  Below we give a simple SWOT 
analysis of this idea. 

2) Strength/Opportunities  
• Unrestrained individual nodes, that can also work 

offline (with deferred synchronization);  
• Simplicity of data management (single user);  
• Completeness of local information.  
To understand the last point, suppose that the user un 

wants to know the number of the dossier she is treating. In a 
classic intranet solution, where dossiers would reside on their 
owners' servers, in addition to its database, un should 
examine the data stores of all other collaborating users. With 
our solution, instead, un can simply perform a local query 
because the dossiers are replicated at each client. 

3) Weaknesses/Threats  
• Complexity of deferred synchronization schemes 

[19];  
• Necessity to implement a mechanism for 

grant/revoke and access control permissions. 
This last point is particularly important and it deserves 

further discussion: 
• As each user (except the data owner) may have 

partial access to a dossier, each node contains only 
the allowed portion of the information; 
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• Authorization, i.e., granting to a user uj access to a 
dossier dk, can be achieved by the data owner simply 
by transmitting to the corresponding node only the 
data it is allowed to access; 

• The inverse operation will be made in the case of a 
(partial or complete) revocation of access rights. An 
obvious difficulty lies in ensuring that data, once 
revoked, is no longer available to the revoked node. 
This is indeed a moot point, as it is impossible – 
whatever the approach - to prevent trusted users 
from creating local copies of data while they are 
authorized and use them after revocation. 

B. Proposed solution  

We are now ready to analyze in detail our solution. To 
simplify the discussion, we introduce the following 
assumptions:  

• Each dossier has only one owner; 
• Only the dossier's owner can change it. 
Those assumptions allow the use of an elementary 

cascade synchronization in which the owner will submit the 
changes to the receivers.  

   
Figure 3.  Deployment diagram of multi-agent system  

Our solution consists of two parts: a trusted client agent 
and a remote untrusted synchronizer.  

The client maintains local data storage where:  
• The dossiers whom he owns are (or at least can be) 

stored as plaintext; 
• The others, instead, are encrypted, each with a 

different key.  
The Synchronizer stores the keys to decrypt the shared 

dossiers owned by the local client and the modified dossiers 
to synchronize.  

When another client needs to decrypt a dossier, he must 
connect to the Synchronizer and obtain the corresponding 
decryption key.  

The data and the keys are stored in two separate entities 
and therefore none can access information without the 
collaboration of the other part.  

1) Structure  
From the architectural point of view, we divide our 

components into two packages, a local (client agent), which 

contains the dossier and additional information such as 
access lists, and a remote (global synchronizer), which 
contains the list of dossiers to synchronize, their decryption 
keys and the public keys of clients.  

 
Figure 4.  Class view 

2) Grant  
An owner willing to grant rights on a dossier must follow 

the following sequence:  

 
Figure 5.  Grant sequence 

Namely, for each receiver, the owner:  
• generates the decryption key  
• encrypts it with the public key of the receiver to 

ensure that others cannot read it 
• signs it with its private key to ensure its origin  
• sends it to the Synchronizer, which verifies the 

origin and adds it to the storage of the decoding 
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keys. The key is still encrypted with the public key 
of the receiver, so only the receiver can read it.  

3) Send  
When an owner modifies a dossier, she sends it to the 

Synchronizer following this sequence:  
  

 
Figure 6.  Send sequence 

For each receiver, the owner:  
• generates a "pending dossier" by removing 

information that the receiver should not have access 
to;  

• encrypts it with the public key of the receiver to 
ensure that others cannot read it; 

• signs with his own private key to certificate its 
origin; 

• sends it to the Synchronizer, which verifies the 
origin and adds it to the storage of "pending 
dossiers”. Again, the dossier is still encrypted with 
the public key of the receiver, so only the receiver 
can read it.  

4) Receive  
Periodically, each client updates un-owned dossiers by 

following this sequence:  
  

 
Figure 7.  Receive sequence 

Each client: 
• requests the Synchronizer the "pending dossiers"; 
• modifies the local storage; 
• removes from the Synchronizer the received 

dossiers. 
5) Use  
When a client needs to use an unowned (encrypted) 

dossier, the following sequence is used:  
  

 
Figure 8.  Use sequence 

The client:  
• asks the Synchronizer for the decryption key (that is 

encrypted by his public key); 
• decrypts it with its private key;  
• decrypts the dossier by the resulting decryption key. 
If the decryption key does not exist, two options are 

available:  
• the record is deleted from the local datastore because 

a revoke happened; 
• the record remains cached (encrypted) into the local 

datastore because the access rights could be restored. 
6) Revoke  
To revoke access to a receiver, it is sufficient to delete 

the corresponding decryption key from the Synchronizer:  

 
Figure 9.  Revoke sequence 

7) Implementation  
We are currently implementing the proposed solution 

using an IMDB (in-memory database), such HyperSql 
(www.hsqldb.org). An in-memory database (IMDB also 
known as main memory database system or MMDB) is a 
database management system that primarily relies on main 
memory for computer data storage.  

A HyperSql db consists of a text file containing sql 
instructions to:  

• create structure (tables, indexes, etc.); 
• populate tables. 
At DBMS startup, this file is read and HyperSql creates a 

data model of the db into memory. At closing, the data 
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model is serialized on the disk (actually also intermediate 
writes in a log file occur, to minimize the risk of data loss for 
sudden failure). The implementation of our solution, 
therefore, will consist in rewriting the load and save 
operations. The load function need implement the above-
mentioned sequence.  

8) Future work 
In the next future, we must deepen the synchronization 

algorithm [23], benchmark the performance in a system 
under stress and use a cache of decoding time-bounded keys 
[6] to allow users to work offline.  

V. CONCLUSIONS AND OUTLOOK 

In this paper, we discussed the applicability of 
outsourced DBMS solutions to the cloud and provided the 
outline of a simple yet complete solution for managing 
confidential data in public clouds.   

We are fully aware that a number of problems remain to 
be solved. A major weakness of any data outsourcing 
scheme is the creation of local copies of data after it has been 
decrypted. If a malicious client decrypts data and then it 
stores the resulting plaintext data in a private location, the 
protection is broken, as the client will be available to access 
its local copy after being revoked. In [20], obfuscated web 
presentation logic is introduced to prevent client from 
harvesting data. This technique, however, exposes plaintext 
data to cloud provider.  The manager of plaintext data is 
always the weak link in the chain and any solution must 
choose whether to trust the client-side or the server-side. 

Another issue concerns the degree of trustworthiness of 
the participants. Indeed, untrusted Synchronizer never holds 
plaintext data; therefore it does not introduce an additional 
Trusted Third Party (TTP) with respect to the solutions 
described at the beginning of the paper. However, we need to 
trust the Synchronizer to execute correctly the protocols 
explained in the paper. This is a determining factor that our 
technique shares with competing solutions and, although an 
interesting topic, it lies beyond the scope of this paper. 
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Abstract—MapReduce is arguably the most successful par-
allelization framework especially for processing large data sets
in datacenters comprising commodity computers. However,
difficulties are observed in porting sophisticated applications
to MapReduce, albeit the existence of numerous parallelization
opportunities. Intrinsically, the MapReduce design allows a
program to scale up to handle extremely large data sets, but
constrains a program’s ability to process smaller data items and
exploit variable-degrees of parallelization opportunities which
are likely to be the common case in general application. In this
paper, we analyze the limitations of MapReduce and present the
design and implementation of a new lightweight parallelization
framework, MRlite. MRlite can efficiently process moderate-
size data with dependences among numerous computational
steps. In the mean time, the parallelization on each step
emulates the MapReduce model. Hence, the MRlite framework
can also scale up for large data sets if massive parallelism with
minimal dependence exists. MRlite can significantly improve
the flexibility and parallel execution performance for a number
of typical programs. Our evaluation shows that MRlite is one
order of magnitude faster than Hadoop on problems that
MapReduce has difficulty in handling.

Keywords-Distributed computing; Parallel architectures

I. INTRODUCTION

MapReduce [1] is arguably the most successful paral-
lelization framework used in datacenters comprising com-
modity computers [2]. The open-source variant of MapRe-
duce, Hadoop [3], has seen active development activities and
increasing adoption. Many cloud computing services provide
MapReduce functions [4], and the research community uses
MapReduce and Hadoop to solve data-intensive problems
in bioinformatics, computational finance, chemistry, and
environmental science [5][6][7][8].

On the other hand, the MapReduce model has its discon-
tents. DeWitt et al. argues that MapReduce is much less so-
phisticated or efficient than parallel database query systems
[9]. It is pointed out that the MapReduce model imposes too
strong assumptions on the dependence relation among data,
and the correctness often depends on the commutativity,
associativity, and other properties of the operations [10].
Others point out that the unreliable communication model
and retry mechanisms are far from being satisfactory, and the
master node can easily become a single point of failure. The
performance study on MapReduce-based algorithms exhibits
mixed results [5]. Finally, the recently granted MapReduce

patent raises question on the long-term viability of using this
parallelization mechanism in open environments [11].

We argue, however, that the facts and observations
above do not reveal the real limitation of the MapReduce
technology–they are either not significant enough to taint
the technical merits of MapReduce, or not technical issues
at all. In addition to the capability of exploring massive
parallelism, the MapReduce framework has its generality to
make it attractive to a wide class of analytics applications.
Otherwise, it would not have been used for many years as
a fundamental piece of software in the Google architecture,
which is a complex system solving many challenging prob-
lems [2].

The intrinsic limitation of MapReduce is, in fact, the
“one-way scalability” of its design. The design allows a
program to scale up to process very large data sets, but
constrains a program’s ability to process smaller data items.
The one-way scalable design reflects assumptions made in
a design context where large data sets were the dominating
challenges, and affects several important design choices in
the MapReduce framework.

While the one-way scalability was a legitimate choice
when MapReduce was initially designed, it introduces severe
difficulty in extending this programming framework to more
general computation. It has become imperative to design a
new parallelization framework that is not only scalable but
also flexible and generally applicable as cloud computing
evolves to cover more dynamic, interactive, and semantic-
rich applications, such as multiple-user collaborative appli-
cations [12], scientific computing, development tools, and
commercial applications [13].

In this paper, we use a specific case to probe the limitation
of MapReduce, and design a new lightweight parallelization
framework to mitigate the one-way scalability problem and
improve the system performance. The probing case is a
distributed compilation tool, and the new parallelization
framework is called “MRlite”, which can efficiently scale
down to process moderate-size data. Our evaluations on
MRlite show that it is more than 12 times faster than Hadoop
in the distributed compiling workload.

The rest of this paper is organized as follows. Section II
discusses related work. Section III describes the probing case
and our evaluation on it. Section IV presents the design of
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Figure 1. The architecture of mrcc

MRlite. Section V describes the prototype and the evaluation
result of MRlite. We give a brieve conclusion in Section VI.

II. RELATED WORK

MapReduce is initially designed and implemented by
Google for processing and generating large data sets [1].
Solutions to a wide class of real world problems can
be expressed in this model. MRlite subsumes the parallel
execution capability of MapReduce so that the problems
handled by MapReduce can also be solved by MRlite. In
addition, MRlite can handle workloads that MapReduce
cnanot efficiently process.

The open-source variant of MapReduce, Hadoop [3], as
well as its underlying data persistency layer, HDFS [14],
which is loosely modelled after GFS [15], has seen active
development and increasing adoption. Hadoop also has the
“one-way scalability” limitation in its design. Different
design choices are made in MRlite, which mitigate the “one-
way scalability” problem.

Dryad is another distributed execution engine which al-
lows an application to specify an arbitrary “communication
DAG (directed acyclic graph)” [16]. Dryad also allows one
vertex in the graph to consume multiple inputs and generate
multiple outputs. DryadLINQ compiles the LINQ (a set of
.NET constructs for queries) [17] programs into a distributed
Dryad execution plan which can be executed directly on
Dryad [10]. MRlite does not use the DAG based approach.

The limitation of MapReduce is also manifested in prob-
lems with large data sets. Chen et al. points out that it
is tricky to achieve high performance for programs us-
ing Mapreduce, although implementing a MapReduce pro-
gram is easy [18]. MRlite’s programming interface and
lightweight design help developers explore more potential
parallelization opportunities in solving a wider range of
problems.

III. A CASE STUDY

To probe the limitation of the MapReduce framework,
we design mrcc [19], a distributed compilation system,
and examine its performance and overhead. MapReduce is
not designed for the compilation workload which contains
moderate-size data with complex dependency. We choose the
compilation workload to probe the limitation of MapReduce.

Meanwhile, a large class of applications share the features
of compilation workload, such as variable-size data and de-
pendency among them, and variable degree of parallelization
at different algorithmic steps.

mrcc consists of one master node that controls the compi-
lation job and many slave nodes that handle the compilation
tasks as shown in Figure 1.

When one project is compiled on the master node, make
builds the dependency tree for this project, and invokes
multiple mrcc program instances to compile multiple source
files in parallel. Hence, the parallelization are leveraged by
make invoking multiple concurrent mrcc instances. Each
mrcc instance runs one compilation task on a slave node.
A slave node is one of the worker machines that receive
map/reduce tasks from MapReduce master.

When conducting remote compilation on a slave node,
mrcc preprocesses the source file, places a batch of prepro-
cessed source files into a network file system used by the
framework, then starts a compilation job on MapReduce.
The map operation of this MapReduce job is done by a
program called “mrcc-map”. Running on the slave node,
mrcc-map first retrieves the source file from the network file
system, then calls the compiler locally to process the source
file on the slave. After the compilation finishes, mrcc-map
places the object file which is the result of the compilation
back into the network file system. After the mrcc-map task
is finished, mrcc on the master node retrieves the object
file from the network file system and places it into the
master node’s local file system. After one batch of files
are compiled, make continues to release more files to be
compiled that depend on the completed ones.

A. Implementation

The mrcc compilation system consists of two core parts:
the main program mrcc which runs on the master node
and mrcc-map which runs on the slave nodes. mrcc is an
open-source project under the GNU General Public License,
version 2. The source files of mrcc can be downloaded from
[19]. The work flow of the mrcc program is shown in Figure
2.

mrcc forks the preprocessor process after scanning the
compiler arguments. The preprocessor inserts the header
file(s) into the source file so that the remote nodes can
assume a much simpler execution environment. mrcc then
places the preprocessed file into a network file system
and conducts remote compilation. When running mrcc on
Hadoop, we use Hadoop Streaming [20] which can run
MapReduce jobs with any executable or script to perform the
map or reduce operation. mrcc submits the job to Hadoop
and mrcc-map on the slave node is invoked by Hadoop to
perform the map operation.

mrcc-map is implemented as a program residing in local
directories of all the slave nodes because the mrcc-map
program does not change during the process of compiling
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Figure 2. The work flow of mrcc

Table I
NODE CONFIGURATION

CPU Memory (GB) Number

mrcc master 4 2 1
Slaves 2 2 10
Hadoop or MRlite
master 2 2 1
NFS server 2 14 1

one project. This also makes it “easier” for the MapReduce
framework to handle the compilation tasks, and, hence, the
performance penalty we observe shall reflect more accu-
rately the intrinsic limitations of the methodology.

mrcc-map first parses its arguments to obtain the source
file name on the network file system and the compilation
arguments. mrcc-map then retrieve the preprocessed file
from the network file system. After that, mrcc-map calls the
local gcc compiler and passes the compilation arguments to
it. When gcc exits with a successful return value, mrcc-map
places the object file into the network file system and returns
immediately.

Upon the completion of all mrcc-map tasks, the Hadoop
Streaming job returns. mrcc obtains the object files from the
network file system and returns.

B. Performance of mrcc on Hadoop

We set up an experiment platform that consists of Xen
virtual machines. We isolate these virtual machines by
assigning each virtual machine except the mrcc master a
physical CPU core which contains two CPUs. The configu-
ration of the slave nodes are identical. Details of the node
configuration are listed in Table I. The Hadoop master node
and three slave nodes reside on one physical machine while
the other seven slave nodes is on top of another physical
machine. The mrcc master node is on top of the third
physical machine. The physical machines are connected by
a Netgear JG5516 1Gbps switch. The bandwidth between
two virtual machines on top of one physical machine is also

Table II
TIME FOR COMPILING PROJECTS USING GCC ON ONE NODE AND MRCC

ON HADOOP

Project Time for gcc Time for mrcc/Hadoop

Linux 48m56.2s 150m44.4s
ImageMagick 5m12.1s 10m52.7s
Xen tools 2m7.6s 23m38.9s

1Gbps.
We use mrcc to compile the Linux kernel 2.6.31.6,

ImageMagick 6.6.3-8, and Xen tools 4.0.0 on Hadoop to
examine the performance of Hadoop when it processes jobs
in which complex dependencies exist between tasks while
the input data files are also dynamically generated. The
Hadoop version is 0.20.2 [3].

Table II shows the performance data. The compilation
time using mrcc on 10 nodes is at least twice as long as
that on one node (sequential compilation). Further investi-
gation reveals that Hadoop takes more than thirty seconds
to complete one compilation task. We also measures that
Hadoop takes more than 20 seconds to finish one “null”
job even though the job does not do any work. Storing or
retrieving one file on the network file system takes at least 2
seconds while compiling one file on one node usually takes
less than 2 seconds. While such overheads are acceptable
in the special class of applications where relatively simple
processing logic is applied to a large number of independent
data, the prohibitive tasking and data transportation cost lim-
its the applicability of MapReduce/Hadoop in more general
workloads.

IV. DESIGN

The experimental results in Section III-B show that the
current design and implementation of the MapReduce frame-
work cannot provide the flexibility and efficiency required by
programs with numerous parallelizable steps, instead of one
massive parallelizable step. Hence, the current MapReduce
framework does not work effectively for a large class of
applications with not only sizable data but also non-trivial
application logic. Representing the “common” case in scien-
tific and business computing, such applications require the
programming framework to efficiently handle variable-size
data, support data dependence, and harness variable degrees
of parallelization with controlled latency.

To overcome the limitation of MapReduce, we have
designed and implemented MRlite, a lightweight paral-
lelization framework that optimizes for not only massive
parallelism, but also low latency to provide a more general
and flexible parallel execution capability in cloud computing
environments. The data in a complex computing system
are often dynamically generated, thus introducing depen-
dence among data. In fact, “data with dependence” shall be
considered the common case in general applications. Such
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Figure 3. The architecture of MRlite

dependence naturally divides the processing into numerous
steps to be taken in order, but each step may have sufficient
parallelism to be exploited. The key is, consequently, to
significantly reduce the overhead in data transportation and
task management so that most of the parallelizable steps can
invoke the parallelization mechanism, with the performance
gain from parallel execution outweighing the latency induced
by the overheads.

A. Architecture

The MRlite system consists of four parts as shown in
Figure 3: the MRlite master, MRlite slaves, the NFS server
in memory, and the MRlite client.

The MRlite master controls the parallel execution of tasks.
It accepts jobs from the MRlite client, and distributes the
tasks of the jobs to MRlite slaves. The MRlite slaves accept
and execute the tasks from the MRlite master. The MRlite
client is a library that can be linked to ther user application.
The MRlite client accepts the application’s parallelization
requests, and submits the job to the MRlite master. MRlite
includes an NFS server whose files are stored in one partic-
ipating node’s memory to profide a file system abstraction.
The NFS file system is mounted on the MRlite master node,
all the MRlite slave nodes, and the node on top of which
the user application runs.

B. Latency optimization

The MRlite master cooperates with the MRlite client to
minimize overhead and perform low-latency operations. In
addition, the MRlite framework includes a timing control
feature in its design as part of the low-latency execution
mechanism. The application can estimate a timeout limit
for the job and provide the timeout limit when it sends
parallelization request for one job to the MRlite client.
According to the timeout limit for the whole job, the MRlite
master provides a suggested timeout value for the tasks to
be executed on the slaves. In the current design, the timeout

value is specified by the programmer. In the future work,
we will extend this to a more flexible mechanism. After
receiving the task command from the master, the slave tries
its best to complete the task during the time slot specified by
the timeout value. The timing enforcement also take care of
reliability through retries. If one task times out, the master
treats it as a failed one and may retry that task on another
slave or just report the failure to the master. Similarly, a
timed-out job may be treated as a failed one by the MRlite
client, and the client may retry the job for a certain number
of times or report the failure to the application according
to that job’s configuration. The application logic ultimately
decides how to proceed when a job fails.

Besides the execution time enforcement, the MRlite mas-
ter submits tasks to slaves without sophisticated queueing
to maximize the possibility of finishing the job within the
timeout limit. As there are dependences between jobs and
among map and reduce tasks, the master submits the tasks
as soon as the dependence is resolved.

The latency caused by the run-time overhead in each
step may become critical when processing moderate data
sets though it may not be a concern for processing a huge
amount of data. Unlike the Hadoop design, MRlite uses a
run-time daemon and thread pools to support the operations
of the master and the slaves. This design reduces the cost of
creating a process every time a job request or task request
is issued. As the multi-thread and multi-core technology is
widely available in modern computing platforms, we believe
it is a pleasantly acceptable cost to dedicate one thread for
each task on a slave and one thread for managing a job on
the master.

Data transportation is an important aspect in distributed
computing. In our lightweight parallelization framework, it
is convenient to provide a distributed file system to store
data, but we only store intermediate data files and the run-
time data in the network file system. The design choice on
the network file system implementation must balance the
performance and usability. MRlite includes an NFS server,
which runs on one participating node, to provide a file
system abstraction, and mount the NFS file system on the
MRlite master, all MRlite slaves, and the MRlite clients.
The NFS server rides on a tmpfs file system [21], a virtual
memory file system in Linux, so that the I/O speed of the
NFS directory is as fast as operations in memory. This
design choice reflects the observation that modern gigabit
and 10 gigabit NICs provide comparable throughput bewteen
networked computers to the I/O bandwidth between memory
and hard drives. To maximize the I/O speed of the network
file system, we do not duplicate the intermediate files as
some distributed file systems do [15].

In the current design of MRlite, data persistency is sup-
posed to be provided by a separate layer of data storage. The
software based reliability through multiple-way replication
is not included in MRlite since these are not the focus
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of this work, and solutions that provide these features
already exist [14][15]. Replication can potentially increase
the serving bandwith of read operations, at the cost of
first increasing the cost of writing operations. Both GFS
and HDFS employs 3-way replication [14][15] to improve
concurrency and reliability. In our experiments, it has not
been observed that the lack of 3-way serving bandwidth
limits the parallelization capability or the overall application-
level performance when the network bandwidth is sufficient.
Nevertheless, the MRlite architecture does not prohibit the
addition of a replicated data storage, given that intermediate
data files are still stored on and served from the low-latency
network file system.

C. Programming interface

The MRlite client is designed as a library that can be
compiled and linked to the user application. It provides a
simple API so that the application developers can use the
parallel computing capacity by simply calling a function.
The developer can define the map program, the reduce
program, how many map tasks and reduce tasks should
be invoked, the input data directory/file, the output data
directory/file and the time out value for the job. The MRlite
client parses the application’s parallelization requests, and
submits the job to the MRlite master with the options
specified in the API.

V. PROTOTYPE AND EVALUATION

We have prototyped the MRlite parallelization service,
and implemented mrcc on MRlite. In this section, we
discuss the implementation details of MRlite, and report the
evaluation results of mrcc on MRlite.

A. Implementation

The MRlite jobs are represented as sets of native Linux
applications written in any programming language of choice.
After each job is split into numerous tasks, each task is
executed as a Linux program by one of the MRlite slaves.

At each parallelizable step, the MRlite framework dis-
patches a group of concurrent tasks, emulating the MapRe-
duce model inspired by list primitives in Lisp. The tasks
executed on MRlite slaves are defined as map and reduce
tasks, with reduce tasks aggregating the intermediate results
generated by the map tasks. It worths noting that we do not
restrict map and reduce tasks to use key/value pairs. The
MRlite slaves monitor the tasks’ execution and report the
execution’s status and return values to the MRlite master.

There are 7 steps during the process of executing one job
as shown in Figure 3:

1) The application places input data files to the input NFS
directory.

2) The application submits the MapReduce job to the
MRlite client.

Table III
COMPARISON OF SPEEDUPS OF MRCC ON HADOOP AND MRLITE

Speedup Speedup MRlite
on Hadoop on MRlite vs. Hadoop

Linux 0.32 5.8 17.9
ImageMagick 0.48 6.2 13.0
Xen tools 0.09 2.0 22.0

Figure 4. Execution time for compiling projects

3) MRlite client accepts the job, and submits it to the
MRlite master.

4) The MRlite master submits tasks of the job to slaves
(4.1), and waits for slaves to respond (4.2). Perform
steps 4.1 and 4.2 for all tasks.

5) The MRlite master sends a success or fail message
back to MRlite client.

6) MRlite client returns to the application with a return
value that represents the result.

7) The application retrieves the output data files from the
output NFS directory.

B. Evaluation

Because MRlite is a general parallelization framework,
we can port the mrcc program to MRlite, and compare
the performance with mrcc on Hadoop using the workloads
as described in Section III-B with complex dependencies
existing among tasks and some input data files dynamically
generated. This evaluation examine MRlite’s ability to scale
“down” to handle moderate-size data, mixed sequential and
parallel work flow, and latency-aware tasks.

Most of the components in the mrcc/MRlite implementa-
tion are identical to those in the Hadoop based implemen-
tation except the parts invoking programming interface. The
configurations of the nodes and the client nodes are listed
in Table I. The MRlite platform has the same number and
hardware configuration of slave nodes as Hadoop in Section
III-B.

Figure 4 shows the evaluation results. The compilation
of the three projects using mrcc on MRlite is much faster
than compilation on one node, with a speedup of at least 2
and the best speedup reaches 6. Table III lists the speedup
mrcc achieves on Hadoop and MRlite, and shows that the
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average speedup of MRlite is more than 12 times better
than that of Hadoop. This comparison shows that the MR-
lite is more effective than MapReduce for workloads with
numerous computational steps where each step may have
parallelization opportunities. From the result we also find
that a project that is easier (a higher speedup) for mrcc
on Hadoop to compile is easier for mrcc on MRlite. When
compiling the “easier” project such as ImageMagick, mrcc
on MRlite can achieve better speedup than mrcc on Hadoop.

The evaluation shows that MRlite is one order of mag-
nitude faster than Hadoop on problems that MapReduce
has difficulty in handling. The MRlite framework can still
handle the massive parallelism with simple dependency as
MapReduce does. MRlite shows that we can implement
a flexible and efficient parallelization framework which
programs can easily invoke to handle both large and small
data sets.

VI. CONCLUSION

In this paper, we use the distributed compilation case to
probe the limitation of MapReduce. The probing case shows
that the overhead of Hadoop is too high for mrcc and the
performance of mrcc on Hadoop is far from satisfactory.

We design MRlite, a new lightweight parallelization
framework, to mitigate the one-way scalability problem
and improve the system performance. The evaluation result
shows that MRlite can efficiently process moderate-size data
and handle data dependence. The MRlite framework can
still handle the massive parallelism with simple dependency.
The design significantly improves the parallel execution
performance for general applications.
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Abstract—The traditional service model of cloud storage is 
that the service providers supply both the storage capacities 
and data storage services through the Internet to the clients. 
The obvious disadvantage of this model is that the data of the 
same customer stored in multiple cloud storage providers can 
not interact with each other. This paper adds a new layer to 
this model. The new model consists of StaS (Storage as a 
Service) User, StaS Provider and Cloud Storage Provider, 
which can solve the above problem. It also possesses some 
other advantages, such as Cloud Storage Providers need not 
care about the market and how customers use their services, 
different customers can use the cloud storage services in 
different security levels as they need. This paper also discusses 
the functions of different modules at StaS Provider layer and 
analyzes two architectures of cloud storage at Cloud Storage 
Provider layer.  

Keywords-cloud storage; StaS; business model 

I.  INTRODUCTION  
Nowadays the growth of data is just like flood 

overflowing. Enterprises, governments, the non-profit 
organizations and consumers are facing more and more stern 
challenges, such as data storage, data management, data 
protection, data excavation and so on (especially in the data 
storage). The traditional storage devices and storage 
methods have no ability to deal with such a huge data 
quantity. The birth of cloud storage can alleviate the 
pressure of the storage of mass data. 

We can say that the birth of cloud computing have made 
cloud storage. Cloud storage develops very quickly on the 
basis of cloud computing. We all know that cloud 
computing is provided and researched by some well-known 
companies. So the technology of cloud storage mainly take 
some cloud storage products of some well-known 
companies as representative, such as Amazon’s S3 (Simple 
Storage Service), Nirvanix’s SDN, EMC’s Atmos, IBM’s 
Blue Cloud and Microsoft’s Live Mesh [1-3]. 

These cloud storage products have their own advantages 
and disadvantages. Customers can choose different cloud 
storage products according to their needs. With the 
appearance of various cloud storage products, a serious 
problem occurred. Customers can not use multiple cloud 
storage services provided by different cloud storage 
providers because of different pricing standards, different 
access interfaces and different storage forms of data at the 
same time. SNIA has found this problem, so it began to do 
something on the relevant standard of cloud storage in 2009 
[4]. SNIA presents a standard about Cloud Data 
Management Interface (CDMI) in September 2009 [4]. The 

version 1.0 of CDMI was released in 2010. The main 
content of this standard is the data access mode, data 
organization and management, classification and metadata 
management and data security in the cloud storage system. 
This standard has an undoubtedly huge promotion on the 
development of cloud storage and the compatibility of 
different cloud storage products. 

As enterprises have an enthusiasm to cloud storage, more 
and more researchers do academic research on cloud storage. 
The main research content is as follows: the management of 
data in cloud [5-7], the architecture of cloud storage [8-10], 
the security of cloud storage [11], the migration of data in 
cloud system [12] and so on.  

The rest of the paper is arranged as follows. Section 2 
simply introduces the business model of cloud storage and 
its advantages. Section 3 introduces the details of StaS 
Providers Layer and the function of each module. Section 4 
compares two architectures of Cloud Storage Providers, P2P 
architecture and Master-Slave architecture, in control way, 
fault tolerant and load balancing. Section 5 makes a 
conclusion.  

II. BUSINESS MODEL OF CLOUD STORAGE 
Patterson has provided the Business Model of Cloud 

Computing [13], which consists of SaaS User, SaaS 
Provider and Cloud Provider as follows: 
 
 

 
 
 
 
 
 
 
 
 

 

 
Figure 1. The Business Model of Cloud Computing [13] 

So SaaS (Software as a Service) Provider can provide 
cloud computing service without any expensive hardware 
storage devices, and they only try their best to exploit the 
parallel software, whereas Cloud Provider only needs to 
manage their own cloud computing system and try their best 
to enable the cloud storage system to be more reliable,  
available, secure and effective. The advantages of this model 
are that Cloud Provider has no need to take care about 
market and customers. So cloud computing will develop 
more quickly and spread more widely. 

In fact, the business model of cloud computing can be 
also applied to cloud storage, which consists of StaS User, 
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StaS Provider and Cloud Storage Provider; nevertheless, the 
StaS here is Storage as a service (for distinguishing from 
Software as a Service, note that all StaS of this paper behind 
is referred to Storage as a Service.) and the Figure is as 
follows: 
 
 

 
 
 
 
 
 
 
 
 

 
In this Business Model of Cloud Storage, Cloud Storage 

Provider only needs to manage the cloud storage system 
effectively, such as the deployment, the architecture, fault-
tolerant and the interface which is provided to StaS Provider, 
etc. StaS Provider needs not to own enormous storage 
devices. However, it owns infinite storage capacity which 
can be assigned to StaS User. StaS Provider should have the 
functions as follows: managing the information of StaS User, 
purchasing storage space from different cloud storage 
providers, mapping this physical space to a logical space for 
StaS User through Virtual technology, providing different 
customers with different security levels. 

The advantages of this business model of cloud storage 
include the following: 

1. StaS User can interact with their data which is stored 
in multiple cloud storage systems provided by different 
cloud storage companies through promoting data 
interoperability to the StaS Provider layer. Because StaS 
Provider can call the corresponding interfaces functions of 
the cloud storage system, multiple physical spaces of 
different cloud storage providers can be added to a StaS 
User’s logic space, which is just like mounting multiple 
disks. 

2. StaS Provider can provide different StaS Users with 
different security levels. The higher security level is, the 
higher the price is. The reason why the previous cloud 
storage can not occupy the market is that cloud storage can 
only provide high security and the price is expensive. Many 
customers, such as general customers, do not need such a 
high security level. So they lose a lot of customers.  

3. Owing to StaS Providers can concentrate storage 
space belonged to multiple Cloud Storage Providers, StaS 
Providers can own as much storage capacity as they want. 

4. It is not necessary for Cloud Storage Providers to pay 
much attention to market and customers. Cloud Storage 
Provider in the traditional model maybe have to care about 
one million customers, whereas in this model   maybe only 
care about one or several customers who are StaS Providers. 
They only need to pay all their attention to the design and 
management of cloud storage system (such as the 
arrangement, the architecture, the secure mechanism and so 
on). 

III. STAS PROVIDER 
The details of this business cloud storage model are as 

follows:  
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

From Figure 3 we can see that StaS Provider Layer own 
many modules. The functions of each module are as follows: 

Figure 3.   The Detail Business Cloud storage Model 

 
Figure 2.   The Business Model of Cloud Storage 

Interface and Information Management(IIM):This 
module provides interface for StaS User and manages the 
information of customers. Also it should monitor the risk of 
customers’ application. Only in the none-risk case, the 
system will allow customers to apply for space. The last 
function of this module is the management of the logical 
store space. 

Accounting:This module manage the status of 
customers` login. After a customer logs in, he/she should get 
the information data from the module of Interface and 
Information Management and then Accounting will make a 
map between customer’s login and the information of his 
data (the information of data is equivalent to the customer’s 
logical storage space). 

Virtual Management(VM):This module manages and 
monitors the below logical storage space. When StaS 
Provider apply for storage space from Cloud Storage 
Provider through the module of Space Apply and Release, 
VM need to map the newly applied physical space to the  
logical space and manage it. When StaS User applies for 
some storage spaces, VM need to maintain available spaces 
for each customer. Of course, there is an assumption that 
Cloud Storage Provider can provide high availability (Even 
if there are server crashed in Cloud Storage Provider layer, 
there should be corresponding alternative server and the map 
with Virtual Mapping Mechanism can not change). 

Security Control(SC):Different customers have different 
requirements for the security of their data. For example an 
enterprise demands a very high security level, whereas 
common customer does not need such a high security level. 
So StaS Provider can provide different security levels for 
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different customers through SC. When a customer logs in 
StaS Provider, he/she should choose the security level 
through SC. 

Price:This module is used to calculate the cost of 
customers. The traditional model of cloud storage do not 
own the layer of StaS Provider, so customers can not interact 
with their data stored in multiple cloud storage providers 
because of the different pricing standards and the different 
access interfaces. But customers can do this in this model. 
Because this module can calculate the cost of customers 
according to corresponding cloud storage manufacturer’s 
charging standard. So customers can use storage space of 
different manufacturers, which is just like mounting disk. 

Read and Write Control(RWC):This module can let 
customers use multiple storage services provided by 
different cloud storage manufacturers. We all know that 
there are different interfaces and storage forms (such as file, 
database, block and so on) among different cloud storage 
services. RWC can shield these differences. When 
customers access their data, they only need to send the 
access demand, the logical space of data, and the 
corresponding manufacturer’s name to RWC. Then RWC 
will call corresponding access interface. 

Space Application and Release(SAR):This module is 
used to apply for or release space from the layer of Cloud 
Storage Provider. When applying to the new space, it should 
finish the additional logical space mapping with the above 
VM. When releasing the space, it should cut the logical 
space with VM. 

Virtual Mapping Mechanism(VMM):This module only 
map physical space to logical space and the above VM take 
charge of the management of this logical space. If we do not 
care about other modules, we can abstract the system as 
Figure 4. We can see that the space of all physical storage 
devices is mapped to a huge logical storage space and 
customers apply for logical space from StaS Provider.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Now suppose that the total logical capacity is 1024TB 
and the average size of each customer purchase is 1 TB. So 
the number of customers StaS Provider can hold is 1024 at 
most. If there are any more new customers who want to 
purchase logical storage space, StaS Provider have to 
purchase more physical storage space from Cloud Storage 

Provider. Are there any methods which can tolerate that 
some customers continue to buy logical space from StaS 
Provider and by which StaS Provider have no need to 
purchase physical space from Cloud Storage Provider? 
Meanwhile we promise that each online customer’s storage 
space is the same size as they have purchased. 

In fact, there are two important statuses. Firstly, the 
possibility that all the customers are online is very small, or 
we can say that the number of online customers is just a 
certain amount of total customers. Secondly, the storage 
space that customers purchased will not be used up 
completely. For these two reasons, we can solve the above 
problems. We can recycle the unused storage space of the 
offline customers (Note: we just recycle it temporarily. If 
customers are online again, we will assign the space of the 
same size to them from other unused space) and allow 
online customers or new customers to purchase this space. If 
we do this, the system of the above example can hold more 
than 1024 customers.  

For example, suppose that the average online rate is two-
thirds and the average use rate of customers` space is two-
thirds, then we can hold at least 110 customers to buy 
storage space of 1TB practically, according to  

.78.113)3
21(*)3

21(*1024 =−−  
We just simply suppose the average online rate and the 

average use rate of space. If we want to do further research 
in this aspect, we can analyze the discipline of the customers 
(the average online rate or offline rate) and how much the 
average use rate of space is, we can hold the largest number 
of customers. Of course, we should pay attention to the 
number of spare capacity of the system and the present risks. 
We can create an optimization model with these parameters. 
 

 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 

 
If we take this mechanism, StaS Provider back up a 

certain space for emergency (the total space that online 
customers purchased is larger than the total space that StaS 
Provider can assign).The details are as shown above. 

Figure 5.  The Space Recycling Mechanism 
    

Figure 4.  Abstract of  Virtual Mapping 

We can add the size of this emergency backup space to 
the above optimization model. But this mechanism has a 
high demand for the virtual technology and the management 
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of space is a little complex. Of course, this is a very good 
mechanism. 

IV. CLOUD STORAGE PROVIDER 
As the real physical storage devices provider, Cloud 

Storage Provider should provide StaS Provider layer with 
high availability of services. It not only provides reading and 
writing interfaces, but also needs to ensure the security of 
data and the availability. As it should try to improve the 
efficiency, there would involve a lot of technologies. Now 
we will discuss Cloud Storage Provider as follows: model, 
architecture and instance. 

A. Model 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Compared with traditional storage systems, cloud storage 

is a complex system. It includes not only the hardware, but 
also the network equipment, the storage equipment, servers, 
applications, public access interfaces, access networks and 
so on. It provides data storage and business access services 
through the application software. Cloud Storage can be 
divided into two Layers: Basic Management Layer and 
Storage Layer. 

1) Storage Layer 
Storage Layer is the most basic part of the Cloud Storage 

Structure. Storage devices can be FC storage devices, also 
can be IP storage devices, such as NAS and iSCSI. Storage 
devices in the Cloud Storage Network are often located in 
different regions, and even different countries. The nodes 
can be linked together through the storage network and the 
storage network can be SAN, NAS, FC-SAN, etc. 

Storage Device Management System is on the top of 
storage devices. It can mask the differences between various 
physical storage devices. So it can achieve storage devices 
logical, management virtualization, multi-link redundancy 
management, and hardware status monitoring and 
troubleshooting. 

2) Basic Management Layer  
This layer is the key part of the cloud storage system and 

is also difficult to realize. Basic Management Layer make 
multiple storage devices to work together, the external 

provision of service and provide better data access 
performance through the cluster, the distributed file system 
and the grid computing technologies. 

Data encryption stored in the cloud will not allow 
unauthorized user access, while a variety of data backup and 
disaster recovery technology can guarantee that the data in 
the cloud storage will not be lost and the data will be safe 
and stable. 

B. Architecture 
 Cloud storage network provides data backup, data 

migration and other operations through the internal network, 
and cloud storage services through the external network. 
Cloud storage system is a new storage system. In order to 
deal with immense data generated everyday. Generally 
speaking, when we build a cloud storage system, we should 
consider several aspects as follows: 

 

Figure 6.  Cloud Storage Model 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 7.  Cloud Storage Architecture 

 
Expand the capacity: When increasing the capacity of 

the cloud storage system, we should be able to provide 
services continually, add the new storage nodes to the 
original storage pool automatically, and do not need too 
much duplication and complex configuration. 

Reliability and Availability: Storage node failure is 
normal, not abnormal. When the storage node fails, ensure 
that we can provide cloud storage services continually, and 
the data in the cloud storage is not lost. 

Management: Cloud storage networks include thousands 
of storage nodes, how to manage so many nodes effectively 
will become a key to how to build architecture successfully. 

Costs: Because the cloud storage system has the same 
service interface with the tradition network storage system,   
it can be integrated into the existing storage system 
conveniently and do not require any structural change in the 
existing system. It can greatly reduce the cost of the 
deployment of the cloud storage system. 

C. Cloud storage architecture instance 
At present, there are two forms of typical cloud storage 

architecture, Master-Slave architecture and P2P architecture. 
Each company can select a model according to their 
characteristics. Each architecture has its own advantages and 
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disadvantages, we will discuss control way, fault tolerance 
and load balancing as follows. 

1) Master-Slave architecture 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

a) Control way 
This structure consists of a master server and many 

storage nodes; data storage format is a multi-dimensional 
map of the sparse structure.  Data (including the index, log, 
and record data) is ultimately stored in the distributed file 
system.  Data is assigned to each node by master server, 
which monitors the status of every storage node and storage 
load balancing between nodes. The client read the index file 
stored in the master server by the pre-reading and cache 
technology. This Master-Slave model has an obvious 
disadvantage. There is a single point of failure. In order to 
avoid the master became the bottleneck of system 
performance and reliability. We need remote backup for 
master. However, there is an obvious advantage of this 
architecture. The system can be easily controlled, easily 
maintained, easily added a host to it, and there are no data 
consistency problems. 

b) Fault-tolerant 
 As the data is stored in many normal PC, the machine 

failure is normal, not abnormal. Usually, the data will have 
more than one copy. The copies are stored in different 
machines, different racks, and even different data centers. 
When one machine failed, the system can provide data 
service continually to ensure high availability. 

If a data need N copies, of course, N can be configured 
by the user .Generally speaking, N=3. When the data is 
written to the storage node, according to relative algorithm, 
the system will write N-1 copies to other N-1 designated 
storage nodes. So it can ensure that every data has multiple 
copies stored in cloud storage system. The location 
information of the data and copies will be saved in the 
master server. When the clients accesse their data, at first, 
they need visit metadata stored in master server to get 
location information. Then according to the location 
information, the client can access the corresponding data 
storage nodes to read their data. So when the individual 
storage node fails, the system can still guarantee the integrity 

of the data, and client can still read their data. In addition, in 
order to recover data, when a machine fails, the master 
server gets the copy from other normal machine and 
transport the copy to the abnormal machine. 

Since location information of all kind of data are stored 
in the master server. In order to ensure the high availability 
of data, there will be a metadata backup. 

 
Figure 8.  Master-Slave Architecture 

c) Load balancing 
According to the load information migrate data, master 

server monitor the load information of every storage node. 
2) P2P Architecture 

 
 
 
 

 
 
 

 
 
 
 
 
 
 
 
 

 
a) Control way 

 
Figure 9.   P2P Architecture 

This architecture uses an improved DHT as its basic 
storage structure. The most important characteristic of this 
architecture is that the data are distributed on every storage 
node uniformly. Each storage node can communicate with 
each other .The data can be transported among the various 
nodes and detected if the data is in fault status. The   
advantage of this storage structure is that it has no single 
point of failure, and no master node control, but has self-
management ability. The disadvantage is that there is data 
consistency problems, and inconvenient when adding the 
host to this system. 

b) Fault-tolerant 
The data stored in this structure uses redundant storage 

strategy as well as in the Master-Slave structure. We can use 
Dynamo’s [14] strategy of redundant copies for reading and 
writing. It defines three parameters N, R, W.  N represents 
the number of copies that each records. W represents the 
number of copies for each process of writing. R represents 
the number of copies for each reading. As long as R+W>N, 
we can read the latest copies. The number of R and W can 
be configured by us. We can update the lower version of 
data while we read the higher version of data. Thus we can 
handle the data consistency problem easily and adjust the 
demand of the high reading and high writing flexibly. 

In addition, we can use Cassandra's [15] fault detection 
and recovery strategies, which determine the survival state 
of every storage node not by a BOOL value. Instead the 
failure detection module emits a value which represents a 
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suspicion level for each of monitored nodes. This value is 
defined as Φ [16]. According to the size of this value, the 
system detects mal functions. The performances of Accrual 
failure detector in accuracy and speed are very good; they 
can be adjusted to different network environment and server 
load environment. 

c) Load balancing 
Because the structure of DHT uses a way that the data is 

distributed evenly across the different nodes, there are no hot 
issues. Access pressure of every storage node is balanced. 
We can also use virtual node like Dynamo. When the 
machine has high performances, it can be configured with 
more virtual nodes. While the machine has low 
performances, it can be configured with less virtual nodes. 
The number of virtual node configured in each machine is 
determined by the machine’s performance.  Heterogeneous 
machines can be easily managed, and the load of each 
machine is also more balanced. The number of virtual nodes 
should be far greater than the number of physical machine. 
Many virtual nodes correspond to a physical machine. When 
we add a new machine to the system, we need not re-HASH, 
but just need to move some virtual nodes to this new 
machine. So it significantly reduces the amount of data 
moved. 

V. CONCLUSION AND FUTURE WORK 
This paper adds the StaS Provider layer to the business 

model of cloud storage. This model can solve the problem 
that customers can not interact with their data stored in 
multiple cloud storage providers because of the different 
pricing standards and the different access interfaces.  The 
key research contributions of this work include: 

 
• We add the StaS Provider layer to the traditional 

model of cloud storage. So the new model of cloud 
storage is consisted of StaS User, StaS Provider and 
Cloud Storage Provider and Advantages of this 
model is discussed.  

 
• The functions of the different modules at StaS 

Provider layer (such as virtual management. security 
control and so on) are discussed and a virtual 
mechanism which can hold more capacity for 
customers by recovering the unused space of the 
offline customers is provided. 

 
• The model of the Cloud Storage Provider layer is 

provided and some relevant functions which should 
be provided by it are discussed. Two practical 
architectures are provided, one kind is the 
architecture of Master-Slave, and another kind is the 
architecture of P2P. We have compared them in the 
following three aspects: control mode, fault-tolerant 
and load balancing. 

 
The prototype system of the business model of cloud 

storage mentioned above has been building. Our next work 

is to test and analyze the performance of the system, 
practically and theoretically 
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Abstract—We propose an activity service as a component
in cloud computing with the particular novelty that we base
this service on the well-defined and proven semantics of Active
Database Management Systems (Active DBMS). In addition, we
utilize well-known principles of service oriented architectures.
Furthermore we aim to provide an integration with a cloud
service mediation component to automatically react to changes
occurring in the cloud environment and in this way to imple-
ment agility and self management of cloud applications. As
contribution of this paper we provide the high-level design of
this activity service. This includes architecture, core interfaces
and a semantically well-defined rule and execution model,
based on extended Active DBMS semantics.

Keywords-Active Database Management System (Active
DBMS); Activity Service; Event Condition Action (ECA) Rules;
Cloud Computing.

I. INTRODUCTION
Cloud computing [1] is a ’trendy new kid on the block’ as

many recent activities in research and industry show. Com-
panies and open source players almost constantly announce
new features for their cloud platforms.

Event-based active mechanisms are an important feature
for the cloud, be it just in form of messaging or in more
elaborated event- or rule-driven behavior [2]. Although the
necessity of supporting active behavior is clear, the open
issue is the lack of a well-defined semantic.

The overcome of this drawback is the contribution of our
work. We propose an activity service for cloud computing
that adopts its semantic from the well-proven and clearly
defined semantic of Active Database Management System
(Active DBMS) style [3], [4] event-condition-action (ECA)
rules and extend them for the cloud. Moreover, the design
of the activity service is going to be based on proven
principles and patterns from service oriented architectures
(SOA, [5], [6]). Eventually, we will deliver an activity
service with a precisely defined Active DBMS style ECA
rule and execution model for the cloud.

The remainder of this article is organized as follows: The
next Section will discuss related work. Afterward, Section

III introduces Active DBMS style ECA rule processing. This
is followed by an introduction of relevant cloud comput-
ing concepts. Section V joins both concepts to eventually
provide an Active DBMS style ECA rule activity service
for the cloud. We contribute the high-level design of this
activity service, including architecture, core interfaces, and
a semantically well-defined Active DBMS style rule and
execution model, that is extended into the cloud.

II. RELATED WORK

Work, which is related to ours, occurs in different areas.
Distributed event monitoring, which is an important part of
our system, is an excellent instrument for (distributed) moni-
toring systems, see [7], [8] for overviews, and can contribute
general monitoring principles to our work. However, these
systems mainly concentrate on primitive event sources. Our
work deals with event sources that are typically found in
quite heterogeneous cloud computing environments. Event
modeling aspects and semantics often lack precision [8]
when compared to systems such as Active DBMS. Never-
theless, general work on the design of monitoring services
for distributed systems is valuable for transfer into a cloud-
based environment. Some event monitoring and propagation
within the cloud in conjunction with complex event pro-
cessing (CEP, [9]) is discussed in [10]. However, ECA rule
processing with precisely defined semantics is not its focus.

The precise semantical foundation of our work is based
on proven research work from the area of Active DBMS
[3], [4]. In particular, we can utilize the Active DBMS
manifesto [11]. This manifesto provides a proven ECA rule
and execution model with a well-defined, clear semantic.
Active DBMS style ECA rule processing will be discussed
further in Section III and utilized in Section V.

One step beyond the work in Active DBMS go approaches
concerning ECA rule processing in distributed environments.
In [12], active functionality was extended into an ECA
rule service for CORBA-based distributed, environments.
Actually, this approach is one initial step in our direction.
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A first step into ECA rule processing within cloud com-
puting is done in [13]. At least some combination of event
driven and service-oriented architecture for the cloud is
discussed there. However, the work remains quite high-level
and in particular focuses on policy-driven event processing
for the cloud. It does not really address an activity service
for the cloud at all, in particular not with well-defined Active
DBMS style semantics.

Web services development standards such as the business
process execution language WSBPEL [14], usually operate
on a higher level than our approach. However, they are an
excellent example for Web Services-based systems, that can
generate events such as ’process’ or ’activity’ started/ended
etc. In our approach, we have to deal with events across
the heterogeneous cloud services and we must monitor and
handle events generated by Web Services-based systems.

III. AN ACTIVE DBMS STYLE ACTIVITY
SERVICE

The semantic foundation of our work is based on well-
established earlier work from Active DBMS [3], [4], [11].
An Active DBMS is a standard ’passive’ DBMS that has the
capability to react to events based on event- condition-action
(ECA) rules. The Active DBMS monitors the relevant events
and notifies the component responsible for executing the
corresponding rules (event signaling), which triggers these
rules into execution. Rule execution incorporates condition
evaluation as a first step and, if successful, action execution
as the second step. A variety of execution models exist for
the coupling of the transactions that raise events, evaluate
conditions and execute actions.

An Active DBMS provides a rule definition language as
a mean to specify event types, conditions, actions, and their
assembly into ECA-rules. Execution constraints determine
the coupling of events, condition evaluation and action ex-
ecution within and across transactions. Binding information
determines the granularity of the data items with which
an event is associated. Information on event consumption
determines how component events contribute to composite
events and how event parameters enter into the computation
of the composite event parameters. The rule base of an
Active DBMS contains meta information on defined ECA-
rules.

Our present work, in particular, follows the Active DBMS
manifesto [11], which provides an established ECA rule
and execution model with a well-defined semantic. Certainly
however, this model requires extensions to take a cloud-
based, distributed environment into account. However, the
model already includes parameters such as event granularity
information or event consumption policies, specifies differ-
ent coupling modes etc. Such parameters can be summarized
as ECA semantic parameters.

For traditional Active DBMS the mentioned functionality
is usually closely tied to the DBMS. This is due to the

usually monolithic system architecture of Active DBMS.
Therefore it is quite hard to use their active functionality
standalone in other contexts. For this reason, the active
functionality was unbundled from Active DBMS to be usable
as an activity service in other contexts [15]. It provides
connectors for event detection, condition evaluation, action
execution and an activity service exposes this as an overall
functionality for active ECA rule processing. Now this
unbundled active functionality is going to form a solid
starting point for our present work as well.

IV. CLOUD COMPUTING CONCEPTS

Cloud computing has emerged as a technology becoming
quite popular among companies and business. Computing
resources like infrastructure, middleware or database func-
tionality but also applications are provided over the Internet
rapidly to users according to actual demands. The delivered
resources are governable to ensure requirements like high
availability, security, and quality. The key factor is that they
are rapidly scalable up- and downwards, therefore the right
amount of needed resources can be provided to the users.

Cloud Computing is a new paradigm, a new model based
on known technologies like virtualization. What’s new is
the fast development and deployment of cloud applications.
This is the contribution of the cloud computing to agility
(fast response/reaction to new requirements, changes in the
customer environment). The central element is the predictive
management of the whole life cycle of a cloud environment,
which is also the challenge. This subsumes all tasks like
configuration, scale up/down and charge back.

We consider our work on the activity service as an
important contribution towards the support of the predictive
management of the cloud environment. For this, we propose
a cloud broker or cloud mediator supporting functionality
as reported in [16]. In [17], we discuss the extension of the
functionality of a cloud broker, which has the intelligence
to react to the changes of the business processes or their
environment in order to change the cloud configuration (to
scale up and down or to choose a new provider). The
basis for the implementation of this functionality is the
activity service we present in this paper, which could be, for
example, used to monitor the utilization of the used services
by evaluating corresponding business events. Based on the
monitoring results the activity service could inform the cloud
mediator that a service is at its capacity limits. In turn the
cloud mediator could decide to switch to another service
provider to increase the capacity.

V. AN ACTIVE DBMS STYLE ACTIVITY SERVICE
FOR THE CLOUD

The aim of our work is to adapt the notion of an Active
DBMS like activity service to the cloud. Therefore, we
propose to place the required components for active mecha-
nisms in the cloud and to thereby provide the mechanisms of
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an Active DBMS style activity service in this environment
(Figure 1).

In order to achieve a high flexibility, the active mecha-
nisms follow the unbundling approach mentioned in Section
III. They are thus separated into different components.
Each of the components provides one or more well-defined
interfaces with clear semantics. Thereby the concrete imple-
mentation of the different components is interchangeable.

The communication between the components is realized
based on the concept of a service oriented architecture
(SOA). An Enterprise Service Bus provides means for the
communication between the components in the cloud.

In our approach the event producers and consumers are
not limited to the components in the cloud where the activity
service is located. It can also gather information from other
environments like from components in a private cloud of a
company or from other clouds provided by other vendors.

Possible application areas for the activity service include
the processing of vast amounts of events, which occur, for
example, in logistics or finance applications. As mentioned
the activity service can also be used for cloud monitoring
purposes like for example for the automatic monitoring and
scaling of a cloud application where the monitoring would
be based on the evaluation of events from the different
application parts.

A. The Components of the Activity Service

Figure 2 illustrates the different components of the ac-
tivity service and their interactions. Their functionality is
explained in the following subsections.

Figure 2. The Components of the Activity Service

1) The Event Service: The event service component im-
plements all activities necessary for the cooperation between
event producers and event consumers. It provides a service
with the following interface, which can be used by event
producers to send their events to the event service:

interface EventService{
void sendEvent (Event)

}

For each incoming event, the event service determines if
there are event consumers that are interested in this particular
event and delivers the event to them. In addition, the
incoming events are stored into an event history to support
the monitoring of complex/composite events. A complex
event detector (CED) evaluates the events and derives new
complex events (see below), which are fed back into the
processing mechanism. Consequently they are handled again
as if they where incoming events.

To receive events from the event service an event con-
sumer has to implement an appropriate event handler ser-
vice, which needs to be published to the service registry. The
event service discovers those services through the service
registry. To inform the event service about the events a
handler service is interested in, a filtering criteria has to
be added to the WSDL description, which will be extracted
by the event service.

Detection of Complex Events: Much work has been
done in Active DBMS research regarding the detection of
so called complex events ([8], [18]). Complex events are
expressions of an event algebra, which are formulated over
primitive or complex event types by means of algebraic
operators. Say E1 and E2 are event instances. Complex
events are then for example:

• disjunction (E1 ∨ E2), thus E1 or E2 occurred;
• conjunction (E1 ∧ E2): E1 and E2 occurred, indepen-

dent of their sequence;
• sequence (E1, E2): First came E1 then E2 occurred.

To detect complex events, basically, two techniques can
be distinguished [18]:

• Backward discovery. In this technique upon arrival of
a new primitive every event in the history of currently
available events are checked, whether they together
with the new event form a new complex event.
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Figure 3. Complex event detection with a finite state automate

• Forward discovery: For forward discovery of complex
events a sub-detector exists for every admissible com-
plex event. Complex events are – without going back to
the event history – detected in stages. The sub-detectors
each have discovery status of ’their’ complex event. The
arrival of a primitive event leads to another step or a
state change within individual sub-detectors. A complex
event is detected, whenever a sub-detector reaches its
final state.

In Active DBMS, a number of technologies for the
discovery of complex events are used, such as finite state
automates, Petri nets and event trees. As an illustrative
example, Figure 3 shows a finite state automate. It detects a
complex event: sequence E = (e1, e2) with start state S and
final state E.

We currently aim to integrate backward discovery into the
Event Service. A decision on the concrete technology for a
prototypic implementation is yet to be made. However, the
complex event detection process is hidden from the service
consumers and can thus easily be changed to a forward
discovery based approach if required.

2) The Rule Execution Service: The rule execution ser-
vice receives events from the event service to evaluate them
against sophisticated ECA rules. Therefore it acts as an event
consumer of the event service by registering an event handler
service. The rules result in the execution of action handlers.
Such an action handler needs to be implemented by each of
the components that are intended to be called from within
rules. The rule can also provide the action handler with
parameters, which can be derived from the rule execution.

The rules that are evaluated are stored in a rule base,
which can be managed by a special rule management
service. Using the rule base, the rules are implemented by
the rule execution service.

3) Event Monitors: Normally, not all components are
build for active notification by the event service. For
other components a monitor capsule mechanism is possible.
Therefore a small application that acts as a capsule around
the actual event source can be realized that obtains the event
from the source and transfers it to the event service. In
addition, the conversion between different event types can
be realized by the capsule.

To further illustrate the event monitoring, a concrete
example for a particular kind of event source will now be

monitoring-system

Pipe

Oracle

Table 1

Message 1
Event E1:
Insert table1 ....
Attribute 1....
Attribute n ....

Message 2
Event E2:
Insert table1 ....
Attribute 1....
Attribute n ....

Trigger T

Receive 
messages
from pipe

Figure 4. Monitoring using Triggers and Pipes

given. In particular, we utilize earlier work from us [19] to
take a look at the monitoring of an ’active’ event source,
here the Oracle 10 relational DBMS (Figure 4).

The system allows for communication between Oracle
sessions by means of so called Oracle Pipes. A pipe is
a data structure into which messages may be placed and
from where they may be retrieved in FIFO order. If the
pipe is empty, a recipient is blocked until a new message is
available.

Note that a message in a pipe becomes immediately
visible independent of the status of the transaction that
placed it there. Even if the transaction that produced the
event is aborted, the event may is already passed onto further
processing.

A pipe is a communication structure, which naturally fits
into cloud computing. In particular larger cloud providers,
e.g., Amazon’s EC2/S3 or Microsoft’s Azure provide cloud
messaging queues. Our event monitor thus would read
the events from Oracle pipes and place them into Cloud
messaging queues, which are connected to the ESB from
our activity service, for further processing.

Now suppose that an event type is defined for the source,
say insertion of a tuple into some relation. Our monitor
capsule internally declares a corresponding Oracle trigger
which, when fired, places a message with all relevant infor-
mation into the pipe. The capsule thread then acts as the
recipient and hands the event over to the activity service.

The call-back mechanism has the advantage of event
detection without delay and incurs negligible overhead be-
cause no query processing is needed in contrast to several
other mechanisms, which are discussed in [19]. A significant
drawback though, is the lack of standardization for the call-
back mechanism and, hence, its limited availability.

Looking at the Active DBMS style ECA semantic pa-
rameters (see below), the natural coupling mode for this
type of event sources is ’immediate decoupled’ due to the
independence of pipes from transactions.

All other modes require some additional effort. For ex-
ample, to support the ’immediate coupled’ mode, a second
pipe must be installed, which receives the event signaling
completion of the sub-transaction. A trigger is defined as
the recipient and takes the appropriate action for the main
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transaction. In order to support the ’deferred decoupled’
mode, a wrapper thread must observe a second structure
in which the DBMS must make note of the completion
of the transaction. Unfortunately, this solution entails some
overhead due to the need for polling.

B. The Rule and Execution Model

Since our work follows the Active DBMS style rule and
execution model from the Active DBMS manifesto we plan
to investigate the semantic parameters for their suitability for
cloud environments. It is expected that some modifications
need to be made. For example, we can only provide certain
transaction coupling modes, since we can’t assume all cloud
event sources to be able, to participate in 2-phase-commit
transactions. Similarly, some event sources might only be
able to send events as a whole rather than individually, so the
event (sending) granularity might be event source dependent.

Beside evaluating, which ECA semantic parameters still
fit for the cloud, we are going to investigate extensions
of those parameters, to fit even better into cloud comput-
ing. Additional parameters include for example: Options to
execute ECA rules across different rule processors within
the cloud, configurable reactions to deferred events due to
network issues, options to deal with not responding event or
data sources and several more like cost parameters, which
allow to choose for example an especially cheap activity
service or an especially good one, etc.

VI. CONCLUSION

With this work, we aim to create a complete and ver-
satile concept, which reaches from the event monitoring
over the preprocessing to the evaluation of sophisticated
rules and as a reaction the execution of actions on cloud
components. Furthermore our whole concept is based on
the well-defined and proven semantics of Active DBMS
style ECA rule processing, which other event processing
approaches lack (cf. Section II). To provide a maximum of
flexibility we utilize the well-known principles of service
oriented architectures and provide the different function-
alities in different interchangeable components with well-
defined interfaces and clear semantics and aim to support
heterogeneous event sources by the concept of monitoring
capsules. Furthermore we intent to provide an integration
of the activity service with a cloud mediator so that the
mediator can utilize event information to react immediately
to changes in an applications environment.

Our next steps will be the detailed specification of the
components, their interactions and interfaces and especially
the adoption of the proven, semantically rich Active DBMS
style rule and execution model to the new world of cloud
computing. Moreover we will work on the specification of
an appropriate rule and event definition language. Finally we
will provide implementations of the different components of

the activity service and evaluate their potential in real world
application scenarios.
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Abstract—This paper presents a solution for RESTful cloud
storage in a dynamic identity federation. With dynamic federa-
tions, Cloud Service Providers are able to find Identity Providers
autonomously in the cloud in order to make services flexible,
scalable and interoperable. By combining a Representational
State Transfer architecture with SAML-based identity federation,
a distributed and decentralized cloud storage is provided which
allows users to access files via the Internet seamlessly and
transparently.

Keywords-Dynamic Identity Federation; REST; Cloud Com-
puting; Storage; SAML

I. INTRODUCTION

Cloud computing is a modern way to provide IT services as
a kind of commodity to customers via the Internet. In storage
clouds, which are a specialization of cloud computing, files
can be kept at different sites, and the user is able to mount his
virtual storage from any computer connected to the Internet
independently of which site actually hosts the data. This is
called transparent and seamless file access and it is usually
accomplished by offering a web interface to the user.

This paper introduces a new solution for authentication
and authorization (AA) for storage clouds which employ
dynamic identity federation. Its focus lies on contemporary
storage clouds such as Amazon S3 [1] and Google Storage
[2]. Both clouds are decentralized, web-based and use the
Representational State Transfer architecture (REST) [3] as
a communication framework between the server(s) of the
storage cloud and the users. Though having commonalities,
S3 and Google Storage are incompatible with each other. In
the following, a model for dynamic federation is described
that simultaneously supports multiple cloud service providers
(CSPs) by augmenting “RESTful“ storage clouds. Here REST-
ful means that the clouds have to be compatible with protocol
definitions and constraints according to REST. However, dif-
ferent storage cloud providers normally do not federate their
services, thus user files stored on a given provider will not
be accessible from another provider. The model which we
present here has the advantage that a user will be presented
with a single means of access which spans CSPs. Furthermore
the user has more flexibility and can change CSPs completely
or switch between CSPs temporarily at will. However, more
flexibility for the user also requires a faster establishment

of trust between user and CSP. Establishing, measuring and
predicting trust in an automatic manner is one of the targets
of our model. Please note that this model is not intended to act
as an identity management system, and that it is not limited
to storage clouds only.

Since decentralized AA, as used in identity federations,
offers a unified means of authentication and authorization
across different storage cloud providers, both S3 and Google
Storage can be accessed in a uniform manner. Here, it is
necessary to focus on web browser clients and on RESTful
file access together with virtual file systems as described by
the Storage Cloud Initiative of SNIA (Storage Networking
Industry Association) [4]. Our model follows this industry
standard and implements a unified AA for cloud-based storage
solutions.

A. State-of-the-Art

In recent years, RESTful web services have gained pop-
ularity and may be a potential alternative to SOAP solu-
tions [5][6]. Compared to SOAP, REST directly uses HTTP
methods to transfer data between client and server without
much protocol overhead. REST is less complex and thus
less resource-intensive than SOAP which is the reason why
it has gained interest over SOAP. REST data structures can
be encoded in HTML or XML, and RESTful web services
are easily understandable and human-readable since they are
reduced to a minimum and in plain text. S3, for example,
uses HTTP PUT, GET and DELETE methods in a RESTful
style to read, write and manage files via so-called buckets [1].
Access control, i.e., file access authorization is accomplished
by extra protocol data called authorization header that contains
all user credentials. This header and the REST-based file
access structure of S3 is shown in Figure 1 as an example.
Other cloud storage providers such as Ubuntu One [7] use
the same technique or even extend the REST functionality
by using WebDAV [8]. Regarding the prevalence of RESTful
applications in contemporary storage clouds, REST could
become a basis also for future clouds which is why our AA
system uses this technology. However, the RESTful approach
in S3 has two major drawbacks: First, the user needs a
special client or middleware that is able to create and send
the proprietary authorization header to the CSP. As a result,
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Client

(1) requesting to store file a.jpg in bucket1

CSP

PUT /a.jpg HTTP/1.1
Host: bucket1.www.example.com
Authorization: AWS 123456789A...:eXaMPle=
Content-Type: image/jpeg
Content-Length: 10000
Expect: 100-continue
[object data]

HTTP/1.1 100 Continue
HTTP/1.1 200 OK
x-amz-id-2: eXaMPle
x-amz-request-id: 012345678ABC
Content-Length: 0
Connection: close
Server: AmazonS3

bucket1

a.jpg

(2) acknowledging successful file transfer

Web / Cloud

Figure 1. Basic access structure of Amazon S3

the interoperability between different CSPs is low. Second,
the user needs multiple credentials, one for every CSP he uses.
While the interoperability problem is being addressed by SNIA
in their CDMI standard [4], the multiple credential problem
still limits the simultaneous usage of different storage clouds.
Furthermore, if all users of a storage cloud are not under the
umbrella of the same scientific or commercial organization,
difficulties to authenticate and authorize them arise and the
following two problems have to be solved: How to authenticate
an individual user accessing the service anonymously from
the Internet? How to manage AA of thousands of users that
belong to different organizations which are all different cloud
customers? As a solution to these problems, an extension
to existing AA infrastructures is proposed that is based on
identity federation.

In an identity federation, a CSP does not have to care about
the user’s identity by itself. Instead, it delegates this task to a
so-called identity provider (IdP) which is responsible for the
user, and who acts as a user proxy. The idea is to augment the
identity management system of a CSP by the AA concept of
an identity federation. For this purpose, we suggest a “trust
estimation system” (TES) as a key stone of our model to
quickly establish and estimate the quality of the trust relation-
ship between CSP and user that computes numerical quantities
for the representation of trust and reputation. Our TES uses
SAML [9] for communication and can be easily incorporated
into a Shibboleth [10] IdP or SP. SAML was chosen because
it is widely supported by major service providers as their de-
facto AA standard.

The remainder of the paper is organized as follows: in Sec-
tion 2, related work is presented. In Section 3, the requirements
for identity federations that hold in storage clouds are defined.
Section 4 describes the set-up of the proposed dynamic identity
itself. Section 5 presents the TES and its implementation. In
Section 6, conclusion and future work are given.

II. RELATED WORK

There are efforts to combine the advantages of REST and
SAML. A US patent [11], for instance, describes a method
to securely invoke a REST API-call by means of a SAML

security token. With this method, a client obtains a security
token from an authentication server beforehand. When a user
sends a request to an application server to invoke a REST API-
call, authentication is performed by means of an HTTP-digest.
After successful authentication, the client computes a token
digest by using the security token it has received from the
authentication server, together with a NONCE (number used
once) and a time stamp from the application server. Finally, the
client sends this token digest back to the application server.
This method is considered good but not appropriate for the
environment of CSPs.

There are a few open source projects that are focusing to
provide cloud-based virtual file systems, for example iRods
and GridFS from mongoDB [12], beside the large com-
mercially available clouds Amazon S3 and Google Storage.
Furthermore, SAML-based solutions for identity federation
such as Shibboleth have been used already in several re-
search projects in order to provide federated AA to users of
iRods [13]. However, such AA is based on statically-federated
Shibboleth-implementations only, and the cloud storage is also
not RESTful in these projects.

III. REQUIREMENTS FOR IDENTITY FEDERATIONS IN
STORAGE CLOUDS

Large scientific and commercial communities typically have
a spatially distributed structure. The information and commu-
nication equipment may be disjoint and in part even incom-
patible between organizational branches. Different hardware,
operating systems and middleware may be in use, as well as
different storage techniques, either on the record level or the
file system level. Furthermore, different qualities in trust and
reputation may exist for users and user communities, as a result
of how they have behaved in the past. Regarding this situation,
there are several requirements for AA in storage clouds:

• AA should serve for multiple storage clouds simultane-
ously, and the designated AA mechanism should support
multiple users in each identity federation.

• There should be no central AA instance because this
would be not scalable and a single-point of failure as
well. A distributed AAI is needed instead.

• There shall be a mechanism for adding and removing
users dynamically for short-term projects which is similar
to virtual organizations (VOs) known from grid comput-
ing.

• Each home institute or subsidiary may use a different
AA system. For all institutes that are not willing to use
SAML, a backdoor solution should be available by means
of an AA gateway that translates local AA tokens into
SAML.

• AA should also work together with CSPs that do not
support entering the home organization of a user in the
CSP’s web form. As a consequence, direct file access
without a web form is needed. This means that the
global verification of locally known user names and
passwords must work under all circumstances. Therefore,
a mechanism is sought to automatically detect the user’s
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home organization, instead of requesting him to select
manually his home organization in a web form as is
common in current practice.

• A trust estimation service (TES) is required which can
ensure that identity assertions truly come from an IdP as
a user proxy rather than from an intruder. The TES must
be resistant against several types of attacks.

• Users must be able to apply the same credentials they
gained from their home institute or subsidiary for access-
ing different CSPs (i.e., single sign-on).

• User credentials must not be transmitted beyond an
organizational border in non-encrypted form in order to
protect privacy. Furthermore, to make the communication
secure, data transfer between identity providers (IdPs)
and cloud service providers (CSPs) must be encrypted
to prevent user name and password phishing.

• Access to user files should be based on existing de facto
standards of storage clouds. Furthermore, AA should be
compatible with existing file system and file-backup tools.

In our opinion, these requirements lead to a need for a dynamic
federation model, where values for trust and reputation are
calculated quickly and automatically for each user and IdP.
More information about the means of calculating the trust and
reputation values can be found in Xiang et al. [14].

IV. IDENTITY FEDERATIONS

The following two subsections illustrate the advantages of
dynamic federations, as presented in this paper, over existing
static federation solutions.

A. Static Identity Federation

There are different types of static identity federations with
respect to the underlying software technologies. For example,
OpenID and Windows Card Space belong to the user-centric
category, while Shibboleth is an institution-centric system.
However, both categories exhibit the same problems which
are listed as follows:

1) There is substantial manual operator effort to maintain
existing identity federations which lies in the order of
O(n2), resulting from the fact that trust relationships
between every pair of CSPs and user must be defined.

2) Trust relationships are expressed by static values only.
This limits the cloud’s scalability since increasing the
number of users becomes very time-consuming.

3) It is difficult or impossible to dynamically connect
independent federations to form a confederation because
an entity from one federation does not know and hence
does not trust entities from the other federations.

4) If a major customer of a CSP wants to resell the service
he obtains from his CSP to his own sub-customers, then
the CSP has to add all sub-customers to its trusted IdP
list. No hierarchic linking is possible.

5) The costs of adding customers into an identity federation
increases substantially if customers join and leave the
cloud at a high rate. This is a hindrance for clouds to
sell storage as a commodity.

B. Dynamic Identity Federations

In a dynamic identity federation, a CSP does not need to
know an IdP beforehand. A trust relationship is created on
demand, and a corresponding trust value will be determined
on-the-fly. This is beneficial to those CSPs who want to
provide identity as a service (IDaaS) as a new business model
in cloud computing. CSPs which are specialized on IDaaS
act as an identity provider for other CSPs that want to sell
more elaborated services such as infrastructure as a service
(IaaS), platform as a service (PaaS), or software as a service
(SaaS). This means, CSPs for IDaaS bridge the gap between
end-customers and other CSPs that are specialized in IaaS,
PaaS or SaaS. As a result, a new business model may be
established since CSPs for IaaS, PaaS and SaaS can simply
delegate AA to an IDaaS provider. Hence, the 1:n relationship
of an existing static federation is reduced to a 1:1 relationship
in a dynamic federation as shown in Figure 2 . In Figure 3, the

CSP for IaaS,

PaaS or SaaS

CSP for IDaaS

tru
sts

truststrusts

trusts

IdP

IdP

IdP

Figure 2. CSP for IDaaS acts as an identity store for other CSPs
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for Storage
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for Storage

...

TES TES TES

TES

SPIdP 1

User 1.2 User 1.m

...

User n.1

Organization nTES

SPIdP n

User n.2 User n.m

...

...

Figure 3. AA for storage clouds serving multiple identity federations

dynamic identity federation and the TES for storage clouds are
illustrated. It supports AA for multiple storage clouds that in
turn serve multiple organizations or institutions which form a
dynamic federation. AA inside an organization or institution is
accomplished via local IdPs which are responsible for subsets
of users. The TES performs the communication between IdPs
and CSPs and computes trust values. in Figure 4, an arbitrary
organization i and a random user j inside of i are chosen as an
example scenario in order to explain the function of the TES.
In this figure, the individual protocol steps between user, IdP
and CSP are as follows:

1) User i.j shall be a customer of CSP k which has
electronically signed a contract with IdP i that all users
from organization i are allowed to access the storage
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Figure 4. AA protocol inside an identity federation with TES

service of CSP k. Now, user i.j is requesting access to
a file at CSP k.

2) Then, CSP k determines that IdP i is responsible for user
i.j by means of a dynamic discovery service (DDS) -
that is part of our TES - and asks IdP i for authentication,
instead of authenticating i.j by itself.

3) IdP i requests user i.j to enter his user name and
password.

4) User i.j supplies his username and password to IdP i.
5) After the IdP i has successfully authenticated user i.j

it will send a positive response back to CSP k. CSP k
may then request more attributes of user i.j from IdP i
for subsequent authorization.

6) Finally, the file access is executed by CSP k and the
operation is acknowledged positively or negatively to
user i.j.

After the first successful AA procedure, user i.j can access
his files without reentering his user name and password as
long as the HTTP session with the IdP persists. With identity
federation, CSPs and IdPs trust all entities in that federation
more or less, varying on their trust value. The trust value the
user’s IdP i has with respect to the user’s CSP k is estimated
by the TES.

V. IMPLEMENTATION OF DYNAMIC IDENTITY
FEDERATIONS WITH TES FOR RESTFUL CLOUD STORAGE

In the next two subsections, the structure of the TES will
be presented.

A. Extending Shibboleth with a TES

For our TES prototype, Shibboleth was chosen as a basis
because it is widespread and functional. Shibboleth is a
SAML-based framework for static identity federations and
consists of two parts, an IdP which is written in Java, and
a SP which is implemented in C++. It can be used as an
authentication module for Apache web servers. In Shibboleth,
the trust relationship between entities is established with static
meta data containing one or more X.509-certificates. To make
Shibboleth dynamic by exchanging meta data on demand and

in real time, Shibboleth is extended by a TES as shown in
Figure 5. The data flow of the new functionality is as follows:

User

TESSPCSP SPIdPTES

Trust
table

https://idp1.sam
ple.com/SSO

https://sp.sampl
e.com/sp

Entity-ID Trust value Location

0.5

1.0

...

...

https://idp1.sam
ple.com/SSO

https://sp.sampl
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...

...
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5
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9
DNS
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2
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Figure 5. TES as a Shibboleth extension

1) When an end user accesses a CSP, he will be redirected
to a dynamic discovery service (DDS) which is a part
of our TES. He can then input his e-mail address (steps
1 and 2 in Figure 5).

2) After step 1, DDS/TES sends a query to the domain
name system of the Internet to obtain the Entity-ID of
the user’s home IdP (steps 3 and 4 in Figure 5).

3) The obtained Entity-ID of the user’s home IdP is used
as a search criterion in a table of the local TES, and
the local TES looks-up the corresponding end-location
of the home IdP (steps 5 and 6). Every end-location
is an Internet URL. For each IdP, which has already
been queried, an entry will exist. Beside the IdP’s end-
location, each entry contains a trust estimation value for
the IdP.

4) If the IdP can not be found in the trust table of the local
TES, or if its trust value is lower than a configurable
minimum, then the IdP is treated as not trustworthy, and
the local TES issues an error message to the end user. If
the IdP is found in the trust table, and if its trust value
is above the minimum level, then the IdP is treated as
trustworthy. Subsequently, the local TES sends a request
to the IdP’s TES in order to retrieve the IdP’s meta data
(steps 7 and 8).

5) Finally, the local TES forwards the IdP’s meta data to
the CSP (step 9).

The content of the trust table is propagated among the TESs by
using a self-developed protocol [14], which is similar to OSPF.
In doing this, the IdP’s meta data is retrieved and updated
dynamically by TES.

B. Using DNS NAPTR Record for Discovery Service

As described in the previous section, the Internet DNS is
used to resolve the Entity-IDs of IdPs which are URLs. Since
DNS is a distributed system, it matches the decentralized
nature of the dynamic identity federations proposed here.
In decentralized federations, each institution or organization
maintains the Entity-IDs of its IdPs in local name server(s).
That information is disseminated over the Internet to other
entities. When a user requests a CSP service, then he enters his
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email address via a dedicated user client or a web browser, and
the DDS asks its local name server to resolve the Entity-ID of
the user’s home IdP. Although there is an existing approach for
this described procedure [15] using DNS SRV records accord-
ing to RFC 2782 [16], we chose another solution because DNS
SRV records are limited in their capability to map a service
onto a fully qualified URL. For example, DNS SRV records
cannot contain paths like “http://idp.aai.mpg.de/idp/”. Since
most Entity-IDs have URLs with paths included, we opted
for DNS NAPTR records instead, according to RFC 3403
and RFC 3404 [17]. Also OASIS [18] recommends NAPTR
records for resolving meta data via DNS.

A DNS query by means of NAPTR records is employed
to map pairs of URNs, URLs onto DNS domain names. The
DNS query in turn returns a record that has the following
data elements: a) Order, b) Preference, c) Flags, d) Services,
e) Regexp and f) Replacement. The elements of this list have
the subsequent meaning:

• Order field: A 16-bit unsigned integer specifying the or-
der in which a set of NAPTR records must be processed.

• Preference field: A 16-bit unsigned integer specifying the
order in which NAPTR records with equal order fields
should be processed. Records with a lower value in the
preference field should be processed before records with
a higher value.

• Flag field: A <character-string> containing control bits
for the rewriting and interpretation of the subsequent
fields following the flag field.

• Service field: A <character-string> that specifies the pa-
rameters for this service, including the delegation path.
The semantics of this field are service-specific.

• Regexp field: A <character-string> that contains a regular
expression which substitutes the original input string
obtained from the client to construct the proper domain
name for address resolving.

• Replacement field: Contains the next domain name to be
queried. Depends on the flags field.

An example of the NAPTR record is as follows:

$ORIGIN example . com .
IN NAPTR 100 10 " u " " a a i + i d p "
" ! ^ . ∗ $ ! h t t p : / / a a i . mpg . de / i d p / ! " .

This record has an order value of 100 and a preference of 10.
The flag “u” is a terminal symbol and indicates that the output
of the regular expression is a URI. The next field “aai+idp”
indicates that this is an AA service and that the record deals
with an IdP instead of a SP. The replacement field means that
a domain name such as “mpg.de” has to be replaced by the
full URL “http://aai.mpg.de/idp/”.

C. Implementation of a RESTful Storage Client

The TES is designed as an extension to Shibboleth which
requires a fully-featured web browser and interaction with the
end user. In the sign-on process, the Shibboleth SP uses a
so-called SAML HTTP POST profile [19] that needs support
from JavaScript on the client side to automatically return the

web form back to the IdP in order to get the user authentication
data. The same JavaScript functionality is used to transmit the
SAML assertion with one or more authentication statements
back to the SP [20]. This works fine with all current web
browsers that have JavaScript enabled. However, for some
RESTful API-calls, manual user interaction via a browser are
not possible. One solution to this problem is the enhanced
client and proxy (ECP) profile defined in SAML [19], but
ECP is currently offered only as an experimental extension
to Shibboleth, and it is limited to SOAP. Another solution
for transmitting the assertion back is an immediate URL-
encoding in a HTTP redirect request, but this is not supported
by Shibboleth [21]. Therefore, another method that does not
need JavaScript was chosen. Here, the HTTP-Response with
the SAML assertion is interpreted directly by the REST-client
without JavaScript functionality. The client extracts the content
of the web form using XPATH and forwards the assertion to
the SP. The entire data flow between client, IdP and the CSP
is depicted in Figure 6.

client
Shib Service Provider (SP)

Cloud Service Provider (CSP)

(1) requesting access to a storage resource

Home Organization
Identity Provider (IdP)

TES no

(2) redirect

(6) transfer of the assertion

and attributes

(authentication)

(authorization)

(4) redirect client to the discovered IdP

(3) send
IdP location

(5) HTTPS
Basic Auth

access
granted?

existing
session?

yes

yes

file access

GET /pics/a.jpg HTTP/1.1
Host: www.example.com
Authorization: dXNlcjpwYXNz

Figure 6. Data flow of federated access to cloud based storage solutions

As in Amazon S3, a base64-encoded authorization header
is included in the HTTP request from the client to the CSP.
The whole data flow comprises 6 steps which are described
below:

1) In step 1, the client transmits an access request for file
“a.jpg“, for example, via a RESTful HTTP message. Its
authorization header is compliant with the basic HTTP
authentication process described in [22] and therefore
uses HTTPS.

2) On the CSP side, first a check to determine if a session
exists is performed. If none exists then the HTTP request
is redirected to the TES. If a session already exists file
access is granted.

3) If there is no session then the user name contained in the
HTTP header (e.g., user@institute-a.mpg.de) is checked
by the TES to discover the user’s home organization and
his home IdP. After having found the user’s IdP, the TES
sends the IdP’s location to the CSP.

4) Subsequently, the client is redirected to the discovered
IdP.

5) If the client was not previously authenticated at the IdP
(no existing session at the IdP), the authorization header
is used to authenticate the client.
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6) After a successful authentication, the IdP transmits a
response which contains the SAML assertion as a hidden
HTML input field (SAML HTTP POST profile). Since
our RESTful storage client may work independently
of a web browser, the value of the hidden input field
is extracted by using XPATH and forwarded to the
CSP with a POST request. If the authentication was
successful, the client is redirected again to the resource
“a.jpg“ which was requested by the end user, and the
data flow cycle is completed.

The delegation of AA to the IdP has an important advantage:
if a client accesses multiple cloud storage providers, within the
same session, the client does not need to authenticate again.
Hence, a single sign-on solution (SSO) is achieved. The same
holds for private clouds, as well as for services beside storage,
thus allowing for a flexible and comfortable exploitation of the
cloud paradigm.

VI. CONCLUSION AND FUTURE WORK

This paper describes the usage of dynamic identity federa-
tions together with a trust estimation system as an extension to
Shibboleth. Furthermore, the integration of dynamic federation
into a RESTful cloud storage environment is presented. A
dynamic federation model allows for the discovery of the
users’ home IdPs by means of DNS NAPTR queries. In a
distributed storage cloud, files are kept at different sites, and
it is necessary to enhance the user client for proper handling
SAML assertions. In our model, these assertions are contained
in the HTTP-response and do not require web browsers
which have JavaScript enabled. Furthermore, the model can
be used in private clouds and we are currently evaluating a
private storage cloud based on Eucalyptus Walrus [23] which
is Amazon S3-compatible. Our next goal is to modify the
existing client software and tools of Walrus to support fed-
erated authentication. Finally, because our proposed solution
is not yet able to provide virtual file systems for common
operating systems, future work is needed to adapt WebDAV
clients to virtualize the access to dynamically federated cloud
storage. Existing WebDAV clients support redirections without
problems, but the extraction of assertions and the handling
of the subsequent HTTP POST has still to be implemented.
Last but not least, authorization issues beyond the available
access control scheme of Shibboleth are not addressed yet. To
implement fine-grained access control lists on the file level,
e.g., according to the user attributes, it is necessary to integrate
dynamically federated storage clouds more closely with the
underlying operating systems.

REFERENCES

[1] “Amazon Simple Storage Service (Amazon S3).” [Online]. Available:
http://aws.amazon.com/de/s3/ [2010.06.05]

[2] “Google Storage for Developers - Developer’s Guide.” [Online].
Available: http://code.google.com/intl/en/apis/storage/docs/developer-
guide.html [2010.06.16]

[3] R. T. Fielding, “Architectural styles and the design of network-based
software architectures,” Ph.D. dissertation, University of California,
Irvine, 2000.

[4] “Cloud data management interface,” SNIA Web Site, December 2010.
[Online]. Available: http://cdmi.sniacloud. com/ [2010.06.16]

[5] F. AlShahwan and K. Moessner, “Providing SOAP Web Services and
RESTful Web Services from Mobile Hosts,” in 2010 Fifth International
Conference on Internet and Web Applications and Services. IEEE,
2010, pp. 174–179.

[6] C. Pautasso, “REST vs. SOAP: Making the Right Architectural Deci-
sion,” in SOA Symposium, 2008, pp. 2009–01.

[7] “Ubuntu one.” [Online]. Available: https://one.ubuntu.com/ [2010.06.22]
[8] L. Dusseault, “RFC 4918: HTTP Extensions for Web Distributed Au-

thoring and Versioning (WebDAV),” RFC, IETF, June 2007., Tech. Rep.
[9] S. Cantor, J. Kemp, R. Philpott, and E. Maler, “Assertions and protocols

for the oasis security assertion markup language (saml) v2. 0,” 2005.
[10] “Shibboleth System.” [Online]. Available: http://shibboleth. internet2.

edu/ [2010.06.16]
[11] R. Lai and K. Chan, “METHOD AND APPARATUS FOR SECURELY

INVOKING A REST API,” Patent, Mar. 12, 2008, uS Patent App.
12/046,579.

[12] “Mongodb gridfs specification.” [Online]. Avail-
able: http://www.mongodb.org/display/DOCS/GridFS+Specification
[2010.06.15]

[13] “ASPiS: Architecture for a Shibboleth-Protected iRODS System.”
[Online]. Available: http://mykcl.com/iss/cerch/ projects/complet-
ed/aspis.html [2010.06.18]

[14] Y. Xiang, J. Kennedy, H. Richter, and M. Egger, “Network and Trust
Model for Dynamic Federation,” The Fourth International Conference
on Advanced Engineering Computing and Applications in Sciences.
IARIA, 2010.

[15] S. Rieger and T. Hindermann, “Dezentrales Identity Management für
Web- und Desktop-Anwendungen,” in Proc. 1. DFN-Forum Kommu-
nikationstechnologien, Kaiserslautern 2008. Gesellschaft für Informatik,
Bonn, 2008; S. 107-116.

[16] A. Gulbrandsen, P. Vixie, and L. Esibov, “RFC2782: A DNS RR for
specifying the location of services (DNS SRV),” RFC Editor United
States, 2000.

[17] M. Mealling, “RFC3403: Dynamic Delegation Discovery System
(DDDS) Part Three: The Domain Name System (DNS) Database,” RFC
Editor United States, 2002.

[18] S. Cantor, I. Moreh, S. Philpott, and E. Maler, “Metadata for the OASIS
Security Assertion Markup Language (SAML) V2. 0,” 2005.

[19] S. Cantor, J. Hughes, J. Hodges, F. Hirsh, P. Mishra, R. Philpott, and
E. Maler, “Profiles for the oasis security assertion markup language
(saml) v2. 0,” 2005.

[20] “SWITCH AAI Expert Demo.” [Online]. Available:
http://www.switch.ch/aai/demo/2/expert.html [2010.06.22]

[21] “Shibboleth Native SP Assertion Consumer Service.” [Online]. Avail-
able: https://spaces.internet2.edu/ display/SHIB2/NativeSPAssertion
ConsumerService [2010.06.22]

[22] J. Franks, P. Hallam-Baker, J. Hostetler, S. Lawrence, P. Leach, A. Luo-
tonen, and L. Stewart, “RFC2617: HTTP authentication: basic and digest
access authentication,” Internet RFCs, 1999.

[23] “Walrus Storage Service.” [Online]. Available: http://open.
eucalyptus.com/wiki/EucalyptusStorage_v1.4 [2010.06.22]

91

CLOUD COMPUTING 2010 : The First International Conference on Cloud Computing, GRIDs, and Virtualization

Copyright (c) IARIA, 2010               ISBN: 978-1-61208-106-9

                         100 / 194



Open Architecture for Developing Multitenant Software-as-a-Service Applications 

Javier Espadas, David Concha 
 

Tecnológico de Monterrey, Campus Monterrey 
Monterrey, México 

{mijail.espadas,david.concha}@itesm.mx 

David Romero, Arturo Molina  
 

Tecnológico de Monterrey, Campus Ciudad de México 
City, México 

david.romero.diaz@gmail.com, armolina@itesm.mx 
 
 

Abstract. As cloud computing infrastructures are growing, in 
terms of usage, its requirements about software design, 
management and deployment are increasing as well. Software-
as-a-Service (SaaS) platforms play a key role within this cloud 
environment. SaaS, as a part of the cloud offer, allows to                   
the software providers to deploy and manage their own 
applications in the clouds in a subscription basis. The problem 
with the current SaaS offers is the lack of openness of in their 
platforms and the need for learning a whole new paradigm 
when trying to initiate in the SaaS market. Big players,                
such as: Amazon, Google or Microsoft, offer their proprietary 
SaaS solutions. Another consideration is the amount of current 
Web applications that need to be re-engineered into this              
cloud paradigm. This research work aims to reduce the effort 
required to enter into the SaaS market by presenting an 
architecture based on open source components for developing, 
deploying and managing SaaS applications.  

Keywords - cloud computing; software-as-a-service; software 
architecture; open source. 

I.  INTRODUCTION 

Software-as-a-Service (SaaS) has become the new               
buzz-word around software industry. From a successful 
business such as Salesforce.com towards new SaaS software 
architectures with legacy solutions [3], SaaS solutions have 
been converted into state-of-the-art technology. In spite of                  
the growth of this industry, there is a lack of established 
software architectures that enable the delivery of business 
applications as services. Big players (e.g., Microsoft, Google, 
Amazon) have developed their own SaaS infrastructure in 
order to deliver their next-generation software applications. 
As the number and scale of cloud-computing systems 
continues to grow, significant research is required to 
determine the strategy towards the goal for making future 
cloud computing platforms successful. Currently, most 
cloud-computing offerings are either proprietary or depend 
on software that is not amenable to experimentation or 
instrumentation [1][3][4]. 

 
New Internet-enabled platforms have appeared, thus 

enabling open collaboration and creation. These platforms 
represent a new way of delivering software applications 
[2][3]. While the practice of outsourcing business functions 
such as payroll has been around for decades, its realization as 
an online software service has until recently became popular. 
In the online service model, the provider develops an 
application and also operates the servers that host it. 

Customers access the application over the Internet using 
industry-standard browsers or Web Services clients [4][6]. 
Online software delivery is now conceived and defined as 
Software-as-Service (SaaS). SaaS has become a well 
established phenomenon in some areas of enterprise IT.                   
It is growing into a mainstream option for software-based 
solutions and this will impact most of the enterprise IT 
departments over the next three years [9]. Chou [5] declares 
that SaaS is the next step in the software industry, not 
because it is a “cool idea”, but because it fundamentally 
alters the economics of software.  

 
A wide range of online applications, including e-mail, 

human resources, business analytics, customer relationship 
and enterprise planning, are available [6]. According to 
Gartner [8], the SaaS market will be growing in the next 
years, by 2009 100% of tier 1 consulting firms will have a 
SaaS practice and by 2011, 25% of new business software 
will be delivered as SaaS. Also, IDC estimates customers 
spending on SaaS solutions will increase to $14.8 billion by 
2011 [11]; two out of three businesses are either buying or 
considering buying software via the subscription model [10] 
and McKinsey reports that the proportion of CIOs 
considering adoption of SaaS applications in the coming year 
has grown from 38% a year to 61% [7]. With previous 
business facts, is possible to realize the importance and 
quantity of software that will be delivered throughout SaaS 
environments. 

 
Unfortunately, several SaaS providers offer their own 

architecture and their own implementation requirements. 
Salesforce.com, for example, provides the Force.com 
development platform and it uses a proprietary development 
model (custom classes and user interfaces) for building SaaS 
applications. Furthermore, transition from current Web 
applications or Application Service Providers (ASPs) 
solutions to this development model is not a trivial task. 
Concha, et al. [3] and Espadas, et al. [4] identify a number of 
steps about transitioning from an ASP solution to a SaaS 
implementation: 

 Current ASPs define a single static revenue models 
(e.g., embedded & hard-coded within the application 
implementation). When the dynamic nature of 
markets asks ASPs to modify their revenue model, 
ASPs are not able to change it in a cost-effective 
way, mainly because the revenue model is hard- 
coded into the application. 
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 Traditional ASPs provide a portal mechanism                   
for accessing their applications. The current 
implementation of ASP only supports the notion of 
one service provider. This is the host platform it-self. 
The benefits of shifting to a multi-provider approach 
include an easy integration with associates that 
complement the platform administrator. Migrating   
to a multiple provider with multiple e-services               
also provides the ability to deploy and manage 
independent sets of applications. 

 Presently, ASP services are designed, developed and 
deployed as Web applications. They are managed by 
the platform through a Web container and there is no 
other support for them (such as: billing, monitoring, 
customization, etc.). In other words, we could see 
SaaS applications as desktop applications running 
within an operating system. 

 
This research work addresses these issues, by proposing 

an open architecture for achieving an implementation 
capable of deploying applications over the Internet on                
the service premise. This paper is structured as follows: 
Section II describes the software architecture and core 
technologies of the SaaS platform; Section III outlines a set 
of business services that support SaaS applications; Section 
IV defines a SaaS application and its components; Section V 
explains the SaaS core application that is used to access to                           
the platform and Sections VI and VII describe multitenant 
implementation of applications and subscriptions. 

II. SAAS ARCHITECTURE 

The architecture bases the communication layer on a 
Service Oriented Architecture (SOA) that supports 
techniques for constructing reliable services on cloud 
computing infrastructures [15].  

 

 
Figure 1. SaaS architecture 

The SaaS platform is composed of several components 
that allow the deployment of applications as services                 
(Fig. 1). Each component is integrated in an Apache            
Tomcat container as a Web application (.war), a packaged 
library (.jar) or a business services (Web application +                
Web Services). A ‘service application’ is defined as                 

the application that will be delivered as a service to                     
the customers. Each service application is deployed as a 
common Web application within the Tomcat container and     
it manages its own resources, such as data sources, libraries, 
and views. The main difference with common Web 
deployments is about how the SaaS components manage and 
interact with these Web applications. The main interaction 
point of the service application with the platform is done 
through a SaaS Application Programming Interface (API). 
The SaaS API provides the common libraries that are used 
by the applications to access the basic SaaS services, such as: 
authentication, account information, public resources and            
so on. In the view layer, the platform offers components 
(SaaS Tag Libraries) for an easy integration with the SaaS 
context (such as: public/private menus, templates, layouts). 
The Deployment Manager is a listener component that 
configures each application according to its configuration 
file (appService.xml). Every time a Web application is 
deployed within the Tomcat container, the Deployment 
Manager reads the configuration file and analyzes                      
the application code for detect updated or new modules, 
security roles or deployment changes. The access point to the 
SaaS platform is the SaaS Core Web Application (SCWA). 
This component is a Web application that is used to access to 
all other applications and components. SCWA is in charge of 
loading common resources and views, such as security 
context, authenticated user, view filters, etc. 

TABLE I.  OPEN SAAS PLATFORM TECHNOLOGIES 

Requirement Technology 

Language Platform J2EE (Java 1.6) 

Web Container Apache Tomcat 6 

Web Framework Struts 2 

Web Services Apache Axis2 

Dependency Injection Spring 2 

Dependency Injection + Web Services 
integration 

WSO2 

Multi-tenancy Layer  JoSQL + Java Annotations 

Persistence Layer Hibernate 3 and Java 
Persistence API (JPA) 

Database Management MySQL 5 

 
As Table I outlines, the core technologies of the SaaS 

implementation are open source projects. In Figure 1 it is 
possible to find a set of business services that are consumed 
through a platform. These business services were designed, 
developed and deployed by following a Service Oriented 
Architecture (SOA) design in order to be completely 
decoupled to the SaaS platform. Each business component 
exposes a set of Web Services that can be consumed through 
the platform (or even others platforms) as a client. But this 
schema can be bidirectional; a business component can be a 
client of the platform as well. The implementation of these 
business services will be explained in a further section. 
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III. BUSINESS SERVICES 

A set of support business services is available for service 
applications. As such, the SaaS applications do not 
implement code for these mechanisms as they are provided 
by the platform. The implemented services are: 

 Metering & monitoring. SaaS platform provides 
automatic and non-intrusive support for metering 
applications and tenant-based monitoring. 

 Mailing. A component for sending/managing 
electronic mail within applications without complex 
configuration and programming. 

 Application customization. The customization 
component allows the subscriber to customize their 
own data by adding fields to their business objects 
(e.g., contact, lead, bill, etc.). By adding custom 
fields to business object it is possible to generate 
personalized capture and search forms and to create 
filters for these custom properties. 

 
Each business component is developed as a Web 

application, but it exposes a set of Web services through 
WSO2 framework [16], which integrates web services 
deployed through Apache Axis2 and dependency injection 
with Spring 2. Each business component application 
implements its own Web services and they are referenced in 
the applicationContext.xml Spring file. In this way, any 
application in the platform can expose its own Web services 
through simple classes, without having to implement 
complex mechanism to generate WSDL documents. Same 
implementations were followed for other business services 
(e.g., metering, subscriptions, customization). Though,               
the business services implement other functionalities for 
their own management and configuration. For example,  
Mail Service application offers the possibility for configure 
manage their mail queue and the providers'  mail accounts. 

IV. SAAS DEVELOPMENT & DEPLOYMENT 

A SaaS application is a Web application deployed within               
the SaaS platform with a particular configuration. A service 
application is a set of Web components that can be seen as a 
whole software application.  It provides a set of functions 
separated by modules that can be deployed on demand into a 
SaaS platform. In a simple way a service application only 
has: 

 Views. All the screens and forms that the user can 
interact with. 

 Business Logic. Code for actions, business logic and 
data source accesses. 

 Configuration files. XML or properties files. 
 Database. Storage for application data; logically 

separated for each subscriber. 
 

That is, the SaaS application must not implement code 
for authentication and authorization, application metering, 
customization, etc, because they must be provided by                
the SaaS platform (as described in Section III). In the SaaS 
platform, the applications’ services are developed and 

deployed as common Web applications but with specific 
features and configurations that are interpreted by                      
the platform in order to create a SaaS execution environment. 
The common frameworks and libraries used to develop            
SaaS applications in the platform are the same as outlined in 
Table 1. As stated, each application manages its own data 
sources (e.g., databases, Web services, etc.). The SaaS 
platform automatically detects configuration such as: 
business modules, roles, menus, permissions, etc. Once the 
Web application is deployed and configured, it can be 
offered as a SaaS solution to multiple customers through a 
subscription basis. The principal configuration file for 
deploying a Web application as a SaaS application is                  
the appService.xml file. It defines the principal information 
of a SaaS application.  

 
<?xml version="1.0" encoding="UTF-8"?> 
<appService> 
 <name>Contact Manager</name> 
 <label>menu.contactapp</label> 
 <version>1.0</version> 
 <description>...</description> 
 <defaultProvider>TGHEWFS</defaultProvider> 
<Role name="manager" description="..."> 
<Menu> 
<MenuItem label="Contacts" path="/contacts/view.action"/> 
<MenuItem label="Configure" path="/config/view.action"/> 
</Menu> 
</Role> 
<Role name="user" description="..."> 
<Menu> 
<MenuItem label="Contacts" path="/contacts/view.action"/> 
</Menu> 
</Role> 
</appService> 

 
In the last snippet, the XML tag appService encloses a set 

of attributes for the application, such as name, label, 
description and the default provider which owns the 
application. The Role tag specifies available roles for the 
application permissions. These roles are updated in the 
platform database when the platform is initialized in the 
application server. Within these role tags it is possible to 
specify application's menus that are presented when the 
authenticated user has such role. A SaaS application is 
packaged as a .war Java component.  

 

 
  

Figure 2. Folder structure of a SaaS application 
 
Figure 2 shows the structure followed by any Web 

application that is deployed as a SaaS application.                     
This structure shows the location of appService.xml file in 
order to be recognized as a SaaS application by the platform. 

service‐app.war

/ (root folder) 
‐WEB‐INF/

appService.xml
web.xml
applicationContext.xml
axis2Config.xml
classes

‐ pages
‐ images
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The following steps are performed during each SaaS 
application initialization: 

1. A platform component called Deployment Manager 
reads the appService.xml file. This component retrieves 
information from the service, such as name, version, etc.               
It inserts or updates the application information in the 
platform database. 

2.  Deployment Manager reads the appService.xml to 
create or update the application roles. 

3.  Deployment Manager inspects the application code 
for Action classes. This inspection looks up all Java 
packages that end with '.actions' and the classes whose name 
ends with 'Action'. For example: 

 com.myapplication.actions.ContactsAction 
 com.myotherapplication.actions.SomeOtherAction 
These action classes will be inserted or updated in the 

platform database as modules. 
4. Platform inspects each method of a Action class 

(module). With the use of the @SaaSFunction Java 
annotation it is possible to define functions for each module. 
This function declaration allows having a method-level 
granularity about restricted access for each application role. 

5.  Both modules and functions are synchronized with     
the platform database. 

V. SAAS CORE WEB APPLICATION 

The access point for the whole SaaS platform and its 
deployed applications is known as SaaS Core Web App 
(SCWA). This component is a Web application with specific 
characteristics for managing tenant-based authentication, 
security and control access lists. Each user belongs to one or 
more subscriber or tenant (these terms will be used 
indistinctly). Once the user has been authenticated through 
an email and password, SCWA links the user to its 
subscriber ID. If the user belongs to two or more subscribers, 
a selection screen is displayed to select which to work with. 
After that, SCWA searches for the user within an Access 
Control List (ACL) to retrieve its permissions for that 
subscriber and for the SaaS applications that the subscriber 
has contracted. Then SCWA forms a session cookie with all 
this information and stores it within the user session. In this 
way, each user is linked to this tenant-based information and 
all subsequent requests are identified by this session cookie. 
However, it is necessary to retrieve this information from 
several service applications, even when deployed in different 
machines over a cluster. In order to achieve this, all Web 
applications should have access to the SCWA and should 
retrieve the cookies from it. The tenant-based information               
is stored in the SCWA context session and the rest of the 
applications can access it through the following mechanism: 

 
public static UserVO getAuthenticatedUser() throws 
NotAuthenticatedUserException {   
 HttpServletRequest request = 
ServletActionContext.getRequest(); 
 String SAASADMIN_SESSIONID = 
getCookieValue(request,AuthConstants.SIDEL_SESSION_ID); 
 ServletContext contextAuth = 
request.getSession().getServletContext(); 

 UserVO authUser = 
getUserFromAdminContext(contextAuth,SAASADMIN_SESSIONID
); 
if (authUser==null){throw new NotAuthenticatedUserException();} 
 return authUser; } 
private static UserVO getUserFromAdminContext(ServletContext 
context, String ssosessionid) {   
 ServletContext sidelcontext = 
context.getContext(SAAS_CORE_APP );      
     Hashtable<String, UserVO> shareddata = 
(Hashtable<String, UserVO>)sidelcontext.getAttribute( 
AuthConstants.SAAS_USERS ); 
if (shareddata!=null && ssosessionid!=null) { 
         // get the right User using the sessionid 
         return (UserVO)shareddata.get(ssosessionid);} 
    else  return null; 
} 

The static method getAuthenticatedUser() can be called 
from any application and it retrieves the session cookie of    
the authenticated user from the SCWA context (represented 
by SAAS_CORE_APP variable). UserVO is the value               
object that holds information about the subscriber and                  
the authenticated user. 

VI. PERSISTENCE MULTITENANT IMPLEMENTATION 

There are different mechanisms for supporting multi-
tenancy. The applications services deployed within our SaaS 
platform implements a Shared Database - Shared Schemas 
mechanism [12][13][14], by separating (logically) the data 
corresponding to each tenant with a subscriber ID field in           
the database's tables. This shared schema approach has               
the lowest hardware and backup costs, because it allows  
serving the largest number of tenants per database server 
[14]. As described, each service application implements its 
own database, separating the multitenant information with a 
subscriber ID key. An example of a multitenant data model 
is showed in Figure 3: 

 

 
Figure 3. Shared schema for a SaaS application 

 
In Figure 3, It is depicted a shared database scheme for               

a Contact Manager SaaS application. The core entity is            
the Contact and each subscriber manages its own set of 
contacts. As Figure 3 shows, this table has the 'subscriberId' 
field; it means that Contact is a tenant-based object. When 
users log in to the SaaS platform and access to the Contact 
Manager application, they are allowed to access only to              
the contacts of their subscribers. As described in the previous 
section, this subscriber identifier can be retrieved from                
the SCWA context by any other service application, in this 
case the Contact Manager. Within the business logic of                
the application it is possible to retrieve this subscriber ID              

Contact

«column»
*PK id:  BIGINT
* subscriberId:  BIGINT
*FK industryTypeId:  BIGINT
 firstName:  VARCHAR(100)
 lastName:  VARCHAR(100)

«FK»
+ FK_Contact_IndustryType(BIGINT)

«PK»
+ PK_Contact(BIGINT)

«unique»
+ UQ_Contact_id()

IndustryType

«column»
*PK id:  BIGINT
 name:  VARCHAR(100)

«PK»
+ PK_IndustryType(BIGINT)

0..*

(industryTypeId = id)

«FK» 1
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and filter the contacts in the persistence layer. The SaaS 
platform uses an object-oriented mechanism for multi-
tenancy which is implemented in the application side and               
it is called Multi-Tenant Persistence layer. This layer uses 
JoSQL [17], a LINQ-like [18] technology for perform SQL-
like queries over collections and the ability of Struts2 to 
create Aspect-Oriented interceptors that allows to separate in 
a logical way the information of each subscriber, supposing 
the need to retrieve the contacts from a given subscriber.     
The persistent layer is based on Object Relational Mapping 
technologies (JPA + Hibernate). We can use a simple object-
oriented query to do that:  

 
// JPA query in the persistence layer 
String sql = "SELECT contact FROM Contact contact" 
Query query =  em.createQuery(sql); 
return query.getResultList(); 
 
Simple as is, it is important to notice that there is no filter 

by subscriber in the query sentence. The persistence layer 
will return a set of ‘Contact’ objects.  By using the 
interceptor feature of Struts2 is possible to pre-process these 
results before they can be accessed by the presentation layer. 
Within a Struts2 action we can declare an annotated 
property: 

 
@Multitenant(attribute=”subscriberId”) 
List<Contact> contacts = //get contacts from persistence layer 
 
The previous code declares that this particular list of 

objects will be filtered before they are accessible from 
another component of the application (a Java Server Page 
view for example). This pre-processing implementation is 
achieved by setting a Struts2 interceptor in the call stack. 
This interceptor can access to the invocation action: 

 
Object action = invocation.getProxy().getAction(); 
//getting the subscriber ID from the authentication context 
long subscriberId = Auth.getSubscriberId(); 
for (Field field : clazz.getDeclaredFields() ){ 
 if (field.isAnnotationPresent(Multitenant.class)){ 
 Multitenant filter = 
(Multitenant)field.getAnnotation(Multitenant.class); 
String attribute = filter.getAttribute(); 
String property = field.getName() ; 
Object objList = BeanUtils.getProperty(action, property); String 
className = getClassName( objList );   
Query q = new Query ();// create and perform a query over the  list 
q.parse("SELECT * FROM "+className+" WHERE "+attribute+" 
= "+subscriberId); 
QueryResults qr = q.execute (list); 
List newList = qr.getResults(); 
//setting back the filtered list by tenant 
BeanUtils.setProperty(action,property,newList); 
}} 

In the example, the ‘Contacts’ list will be reduced to only 
the objects which their “subscriberId” property matches with 
the authenticated subscriber. With this mechanism it is 
possible to create multi-tenant pre-processing behavior 
within the SaaS applications. In fact, it is feasible to create a 
transparent support for multi-tenant persistence without 
affecting the on-premise applications. 

VII. MULTITENANT SUBSCRIPTIONS 

Basically, the subscription service is a Web application.  
It uses the same open technologies as the SaaS platform (see 
Table 1). Its architecture defines a set of components for the 
subscription management. The storage layer is composed             
of the multi-tenant database and the logical persistence 
separation. Different types of subscriptions are handled by            
a component called Subscription Type Management. As each 
provider can define its resources for their applications,                
the Restriction Management is in charge of managing               
these resources and linked them to a Restriction definition. 
The Resource Management Remote layer performs access             
to distributed resource managers from different and 
heterogeneous sources. This is an important concept of                 
the subscription component because it has the ability to 
manage distributed resources in different scenarios, either for 
on-premise ASPs applications or SaaS solutions. As such, 
the subscription component uses a distributed architecture 
based on SOA in order to be adaptable to several scenarios. 
Each entity can define its own resource managers as Web 
services and these can be consumed for the subscription 
component dynamically. With this approach it is not only 
possible to have applications using the subscription 
component as well as entire platforms consuming the web 
services. These resources can be any type of accountable and 
billable resources such as persistent rows (e.g., contacts, 
leads, bills, surveys, etc.) or hardware (e.g., CPU cycles, 
bandwidth, storage, etc.). A Resource Manager interface 
defines a set of methods to be implemented by SaaS services. 
It defines methods that can be called externally due to                  
the fact that each resource manager implementation is 
exposed as a Web Service in order to be consumed for                
the subscription service. This approach allows the dynamic 
integration of heterogeneous providers. Resource Manager 
registration is performed when a provider (e.g., a subscriber 
per se) defines a Restriction for each resource. Therefore,               
a Restriction (in the Subscription component side) will 
access its Resource Manager (in the application side). 
External providers can define their restrictions by using             
the Subscription Web Application front-end and this is done 
through the Restriction Management internal component. 
Internal applications of the SaaS platform are automatically 
analyzed by discovering their Resource Managers. The Web 
Services implementation in the SaaS platform is done             
with Apache Axis2, Spring2 and the integration library 
between them called WSO2 [16]. Each SaaS application 
implements its own resource manager, which is referenced     
in the applicationContext.xml Spring file. The subscription 
service implements multi-tenancy subscriptions with logical 
separations in its database, by using a subscriber ID field, in 
order to manage multiple subscribers and subscriptions. A 
subscriber can be any entity that has resources to bill or to 
consume. A subscription is a tree-relationship entity 
composed by two subscribers (client and provider) and a 
SaaS application. Therefore, we can say that “subscriber A is 
subscribed to the Contact Manager SaaS application 
provided by subscriber B through the subscription number 
1234”, as depicted in Figure 4:  
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Figure 4. Subscription object model 

 
Each provider can deploy a set of applications and their 

corresponding subscription types. Subscription Types are   
the billable plans belonging to a specific SaaS application 
and they are applicable to a subscription. Packages are used 
to combine two or more subscription types. As Figure 4 
shows, the Contact Manager service defines three 
subscription types, depending on the contact generation            
rate. The subscription '1234' defines the ‘Contact Basic’ 
subscription type. As such, the 'Contact Basic' plan is going 
to charge 2 currency units for every active contact with a 
monthly fee basis. Then, an ‘Active Contacts’ is defined as a 
resource to be billed. In order to manage these resources,               
a subscription type has a Restriction, which is a condition             
to be monitored by the subscription component and it allows 
managing the resources’ accountability. In the previous 
example, the ‘Active Contacts’ resource is defined in                   
the Restriction table, and it defines the source of this 
resource (as a WSDL end-point). Subscription service 
implements a Resource Lookup and Invoice Generation 
mechanisms which use the WSDL end-points in order                  
to gather specific information about billed resources status.  

VIII. CONCLUSION 

A Software-as-a-Service (SaaS) platform has been described 
and its implementation on open source technologies. This 
platform implements a set of business services and 
components to deploy Web applications and manage them as 
SaaS solutions. These SaaS applications   use shared 
database schema in order to implement multi-tenancy 
mechanisms by logically separating their data for each 
subscriber. The authors’ SaaS platform provides an easy 
transition from traditional ASP applications with single 
provider approach to more complex scenarios for the next 
generation of Internet-based services. As such, this platform 
and its business services are currently used for deploying 
industry-class SaaS solutions in real production 
environments. 
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Abstract — Open source cloud computing solutions are still not 

mature enough to handle data-intensive applications, e.g., 

scientific simulations. Thus, it is crucial to propose appropriate 

algorithms and approaches to the data management problem 

in order to adjust cloud-based infrastructures to scientific 

community requirements. This paper presents an approach 

inspired by observation of the cloud user behaviour: the 

intensity of data access operations, their nature, etc. We also 

describe how the proposed approach influences the 

architecture of a typical cloud solution and how it can be 

implemented based on the Eucalyptus system which is a 

successful open source cloud solution.  

Keywords- cloud computing; data management; monitoring. 

I.  INTRODUCTION  

Cloud computing is arguably the most popular buzzword 
in the tech world today. It promises to reduce the total cost of 
maintenance of an IT infrastructure with providing better 
scalability and reliability at the same time. Apart from 
“unlimited” computational power, the Cloud provides also 
"unlimited" storage capacity which can be accessed from 
every device which is connected to the Internet. Therefore, 
this is not a surprise that many commercial companies along 
with academic facilities are very interested in this paradigm. 
As with other paradigms, various research centers test it in a 
variety of ways in order to unveil its strengths and 
weaknesses. What makes the Cloud computing special in 
comparison to other, more academic-related approaches to 
distributed computing, e.g., Grid computing, is the support 
and investment made by the largest IT companies, e.g., 
Google, IBM, Microsoft and many others. These million 
dollars investments can be treated as a good omen that Cloud 
computing can be widely adopted and will not disappear 
 after few years. 

 
Today, cloud computing solutions, especially the open 

source ones, are not mature enough in terms of storage 
capabilities to handle data-intensive applications which 
would like to store results in the cloud-based storage. One of 
the issue is lack of adaptation of data management strategy, 
e.g., to changing user requirements or location from where 
the user access the cloud storage. Each of these aspects can 
imply the access time to data especially when considering 
geographically distributed resources which constitute a 
single cloud installation. Therefore, we propose a novel 
approach, based on autonomic systems (similar to situation-
aware systems - [1]) and behaviour observation whose main 

goal is to adapt data location to the user needs which will 
result in decreasing access time and higher utilization factor 
of resources. We introduce a “Usage profile” concept which 
describes a piece of data stored in the cloud storage. The 
usage profile contains information how the described data is 
used by cloud clients. To create such a profile, operations 
related to data storage performed by cloud users are 
monitored and analyzed. The approach is designed to be an 
additional element of the cloud installation rather than being 
mandatory, which is invisible from the user point of view but 
can positively influence the storage performance. 

The commercial clouds, e.g., Amazon Elastic Compute 
Cloud (EC2) [2] which it is an Infrastructure-as-a-Service 
system, which means it allows to manage a computational 
environment consisted of virtual machines, cannot be easily 
studied due to closed source code, thus in this paper they will 
not be taken into consideration. The rest of the paper is 
organized as follows: 

 in Section II, a number of the existing cloud 
solutions are presented, 

 Section III describes the data management 
algorithm which is based on the behaviour 
analysis, 

 parameters of the usage profile along with 
behaviour which is analyzed in order to create 
the usage profiles are described in Section IV, 

 a prototype implementation of the algorithm is 
presented in Section V, 

 conclusions along with the future directions of 
the research are provided in Section VI. 

II. EXISTING OPEN-SOURCE CLOUD ENVIRONMENT 

Cloud computing has been already widely adopted by 
various commercial companies and academic centers. While 
many commercial companies develop their own solutions, 
e.g., Amazon EC2, Microsoft Azure [3] or Google 
AppEngine [4], others use and invest in open source 
solutions which are especially well suited for situations 
where the environment has to be adapted to some specific 
requirements. This feature is very important for scientific 
community which would like to implement new concepts 
and approaches to optimize access time or other parameters. 
Thus in the presented research only open source solutions 
were taken into consideration. In this section, we describe 
three well known “Infrastructure as a Service” environments: 
Eucalyptus, Nimbus and OpenNebula. 
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A. Eucalyptus 

Eucalyptus system [5] is an example of an open source 
project which became very popular outside the scientific 
community and is exploited by many commercial companies 
to create their own private clouds. It was started as a research 
project in the Computer Science Department at the 
University of California, Santa Barbara in 2007 and today is 
often treated as a model solution for providing infrastructure 
as a service. Eucalyptus aims at providing an open source 
counterpart of the Amazon EC2 cloud in terms of interface 
and available functionality. 

Each Eucalyptus installation consists of a few loosely 
coupled components each of which can run on a separate 
physical machine to increase scalability. The frontend of 
such a cloud is “Cloud controller” element which is an 
access point to the virtual machines related features. While 
“Cloud controller” is responsible for computation, the 
“Walrus” component is responsible for data storage. It 
allows storing virtual machine images along with any other 
files which are divided into a hierarchy of buckets and can be 
treated as the Amazon Simple Storage Service (S3) 
counterpart in the Eucalyptus system. Amazon S3 is a Cloud 
storage service which allows storing any type of data in form 
of files in a number of buckets (each with a unique name 
within a bucket) using a simple API, i.e., put, get, list, del 
operations are supported. Each virtual machine is run on a 
physical host which is controlled by the “Node controller” 
element. A group of nodes can be gathered into a cluster 
which exposes a single access point, namely “Cluster 
controller” from the virtual machine management side and 
“Storage controller” from the virtual machine images 
repository side. 

Eucalyptus is based on the Java technology stack and its 
source code is freely accessible and can be modified as 
necessary. To mention a few, the current implementation 
uses web services (Apache Axis [6]) to expose the provided 
functionality to the external clients, and exposes a web-based 
user interface developed with the Google Web Toolkit 
(GWT) [7]. It also supports the Xen [8] and KVM [9] 
hypervisors to run virtual machines on the supervised 
resources. 

The open version of the Eucalyptus system stores data 
into a single directory on the host on which the Walrus 
component is installed. Therefore, the only way to distribute 
the data is to exploit a distributed file system, e.g., Lustre 
[10], which will be mounted to the directory used by the 
Eucalyptus installation. This can be unfortunately not 
enough especially when the application is running. 

B. Nimbus 

Nimbus [11] is a toolkit for turning a cluster into an IaaS 
cloud computing solution. It is developed by the Globus 
Alliance [12]. A Nimbus client can lease remote resources 
by deploying virtual machines on these resources and 
configure them to fulfil the user requirements. What makes it 
attractive is the support of a communication interface known 
from the Grid computing, namely Web Services Resource 
Framework [13]. As in other popular solutions, Nimbus 
provides an Amazon EC2 compatible interface for cloud 

clients, which is de facto a standard of IaaS environment due 
to its wide adoption in a number of solutions.  

A Nimbus installation consists of a number of loosely 
coupled elements. The center point of the Nimbus 
architecture is the “Workspace service” component which is 
a coordinator of the whole installation. It is invoked through 
different remote protocol frontends, e.g., WSRF or EC2 – 
compatible services. Another important component is 
“Workspace resource manager” which runs on each host 
within the Cloud and is responsible for controlling a 
hypervisor on the host machine. The current version fully 
supports Xen hypervisor and most of the operations on the 
KVM hypervisor. It is also worth of mentioning that Nimbus 
installation can be easily connected to a public commercial 
cloud, e.g., Amazon EC2 in order to achieve even greater 
computer power when the in-house infrastructure is not 
enough. 

In terms of data management, the Nimbus project is 
limited to the virtual machine image repository. There is no 
component which would provide functionality similar to the 
Amazon S3. The user can only upload virtual machine 
images to the Nimbus cloud and store data stemming from 
computation on storage devices connected directly to a 
virtual machine. 

The Nimbus project is based on open source tools and 
frameworks, e.g., Apache Axis, the Spring framework [14] 
or JavaDB [15]. Therefore, everyone can download its 
sources from a public repository and modify its functionality 
as desired. 

C. OpenNebula 

OpenNebula [16] is a Virtual Infrastructure Manager for 

building cloud infrastructures based on Xen, KVM and 

VMWare virtualization platforms [17]. It was designed and 

developed as part of the EU project RESERVOIR [18], 

whose main goal is to provide open source technologies to 

enable deployment and management of complete IT services 

across different administrative domains. OpenNebula aims 

to overcome shortcomings of existing virtual infrastructure 

solutions, e.g., inability to scale to external clouds, a limited 

choice of interfaces with the existing storage and network 

management solutions, few preconfigured placement 

policies or lack of support for scheduling, deploying and 

configuring groups of virtual machines (apart from the 

VMWare vApp solution [19]). Like other of the presented 

solutions, OpenNebula is fully open source and its source 

code can freely be checkout from a public repository.  

OpenNebula architecture was designed with modularity 

feature in mind. Therefore, it can be extended to seamlessly 

support a new virtualization platform e.g., in terms of virtual 

image or service managers. For instance, a procedure of 

setting up a VM disk image consists of well-defined hooks 

whose implementation can be easily replaced to interface 

with the third-party software. To manage an OpenNebula 

installation, the user can use a simple, dedicated command 

line interface or Amazon EC2 query interface. Therefore, it 

can be accessed with the tools originally developed to work 

with the Amazon EC2 cloud. 
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In terms of storage mechanisms, it is limited to repository 
of VM images only. The repository can be shared between 
available nodes with the Network File System (NFS) [20]. It 
is also possible to take advantage of block devices, e.g., 
LVM to create snapshots of images in order to decrease time 
needed to run a new instance of image. 

III. BEHAVIOUR-INSPIRED APPROACH TO DATA 

MANAGEMENT 

The most important aspect of the presented approach is 
its orientation towards each user requirements rather than 
some global optimization such as equal data distribution 
among available resources. Our approach treats each user 
separately by monitoring his/her behaviour related to data 
storage. The monitoring process is necessary in order to 
discover the nature of the data automatically, e.g., whether it 
is read-only or often modified data. With this knowledge, the 
data can be managed appropriately, i.e., with requirements 
such as high availability taken into account. Another 
important feature of the approach which can be deducted 
from the previous one is its transparency from the user point 
of view. Thus, it can be applied to any existing solution 
without any modification required to the user-side code.  

 
Figure 1: Data management loop. 

 
The structure of the described algorithm is depicted in 

Figure 1. There are 3 phases included:  

 The observation phase where the information about 
the user behaviours are aggregated. It is a start point 
of the management iteration. Each operation related 
to the storage, e.g., uploading or downloading files 
are recorded along with information about the user 
who performed the operation and a time-stamp.   

 The profile construction phase is the one where the 
gathered information about behaviour is analyzed. 
For each user, a profile which describes how the 
user accesses each piece of data is created, thus the 
profile also contains information how each piece of 
data should be treated.  

 The data management phase is responsible for 
modifying the data storage, i.e., applying a 
dedicated strategy which corresponds to a user 
profile. Such a strategy can e.g., create many 
replicas of a piece of data which is read by many 

users but hardly any one modifies it or it can move 
the data closer to  the user to decrease its access 
time.  

An important feature of the algorithm is the fact that it 
never ends. There is no stop condition because such a 
management process may last as long as the cloud is 
running. Each iteration of the loop results in tuning the 
storage strategy to the observed user behaviour. However, 
the historical data is taken into account as well and can 
influence the storage strategy rather than just be omitted. In 
fact, its importance to the new strategy is one of the 
parameters of the algorithm.  

Another important aspect of the approach is its influence 
on the architecture of a cloud solution. The overview of 
architecture is schematically depicted in Figure 2. To 
underline the most important components, some 
simplifications were introduced, e.g., the cloud solution is 
represented only by "Cloud manager" which is an access 
point to the cloud infrastructure. "Storage elements" 
represent physical resources where the data is actually 
stored. New components are as follows:  

 Monitoring system is responsible for gathering 
information about user actions. The most important 
operations are those related to data storage, e.g., 
uploading a file or accessing a file by the user. 
Information about these actions have to be remotely 
accessible by an external cloud client in a 
programming language independent way. 

 Behaviour data manager is the main element of this 
new approach. It performs the analysis of the user 
behaviours and creates their profiles. Then, it 
performs all the necessary actions to adjust the 
storage strategy to the actual profile. In most cases, 
these actions will be related to either moving data 
between storage elements with different physical 
parameters or managing data replication, e.g., 
creating new replicas. By combining these two 
types of operations, we can improve the Quality of 
Service (QoS) of the cloud storage, e.g., decrease 
the data access time. It is also possible to apply 
more sophisticated algorithms for data management 
as the ones described in [21] and [22]. The 
communication between “Behaviour data manager” 
and “Storage elements” is optional. If “Cloud 
manager” exposes an interface to manage the actual 
data location, there is no need for “Behaviour data 
manager” to interact with “Storage elements” 
directly. 

 Profile knowledge base is a repository where the 
historical profile for each piece of data is stored 
along with record of each performed action. Thus, it 
can be used by the "Behaviour data manager" to 
take into account not only the most recent 
information but also the previous actions.  

As we can see the approach can be easily integrated with 
any cloud solution which can be monitored, i.e., each 
performed operation related to the storage is registered, and 
the stored data can be moved between available physical 
resources, either indirectly with an exposed programming 
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interface or directly with accessing storage elements and 
moving raw data. These requirements are rather easy to meet 
and in the next section we are presenting an example 
implementation based on a popular open-source cloud 
solution. It is also worth mentioning that the original source 
code of such a cloud solution stays untouched. 

IV. USAGE PROFILE 

The presented approach highly exploits usage profiles 

which are based on the observation of the user actions. From 

the performed actions, only those related to the data storage 

(e.g., uploading or downloading files) are important. In the 

system a set of profile types is defined along with the 

actions which are recommended for each of these types. A 

profile type and an actual profile (which will be described 

later in this section) correspond to a piece of data, e.g., a 

single file. Thus, it can be treated as a metadata for the 

actual data stored in a cloud storage.  

Such a profile type contains information which describes 

how the described data is used. So far a few parameters 

were defined: 

 Category of access frequency which describes 

whether the object is frequently accessed 

 Percentage of the queries relating to read/write 

operations 

 Category number of clients for read/write operations 

 Category connection points (e.g., IP addresses) for 

read/write operations 

Based on these parameters a set of a predefined profile 

types can be created. They should correspond to the well 

known storage management patterns, e.g., if an object is 

always read, it should be replicated to multiple physical 

locations in order to lower the access time. 

On the other side, we observed user actions which can be 

grouped by an object they are related to. As a result, we 

have got a behaviour profile which contains the following 

information: 

 Frequency of access to an object, e.g., per hour or 

per iteration of the algorithm loop. 

 Number of read/write operations 

 Number of different users accessing to the object 

(separately for read/write operations) 

 Number of different places (e.g., IP addresses) 

from which the object was accessed (separately for 

read/write operations) 

Such a profile is created for each piece of data in the 

cloud storage (e.g., file) after the first iteration of the 

algorithm and updated on each subsequent iteration. In 

each “Data management” phase, for each profile a 

similarity function to each defined profile type is 

calculated. Then, the actions related to the most similar 

profile type are performed. 

Therefore, the approach can be easily extended in terms 

of recognized behaviour, simply by defining new profile 

types along with related actions. 

 
Figure 2: Architecture overview of a cloud solution with “Behaviour data 

manager” applied. 

V. IMPLEMENTATION NOTES 

To present a sample implementation of the approach, we 
chose the Eucalyptus system as a basis. This choice was 
motivated by a large popularity of Eucalyptus and its 
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functionality in terms of storage which is very similar to the 
Amazon S3 offer, a de facto standard in the cloud industry.  

The Eucalyptus architecture contains a component called 
"Walrus" which is responsible for the -storage-related 
functionality. "Walrus" exposes an API (Application 
Programming Interface) which consists of methods which 
create, update, and remove objects and buckets from the 
cloud storage.  

The open version of the Eucalyptus implements the cloud 
storage as a designated directory on the local filesystem. It is 
rather a minimalistic solution of the cloud storage, due to 
very limited ways of data distribution. The possible way is to 
mount a distributed file system at the designated directory 
which will transparently distribute data among a number of 
storage elements. Unfortunately such a solution does not 
allow  to control data manipulation which cannot be accepted 
in our situation. Therefore, we extended the storage system 
in Eucalyptus with an ability to store data in several 
directories instead of one only, each of which can point to a 
different physical location, e.g., via Network File System 
(NFS). With this extension, the location of the data can be 
easily controlled, simply by moving files between 
directories.  

As mentioned above there are a few components to add 
to the Eucalyptus architecture in order to implement the 
approach under discussion. Such an extended architecture is 
depicted in Figure 3. There is the "Walrus" component which 

exposes an API to external users for storing data in the cloud. 
Apart from storing custom data, e.g., results coming from a 
running simulation, "Walrus" stores two other types of 
objects. The first one is a VM image which is uploaded by 
the user and then is run on the Eucalyptus infrastructure. 
Although, the user communicates with other component, 
called "Cloud controller", the images are actually stored with 
"Walrus". The second type of objects is the "Block storage" 
object. It is used as a mountable partition to store data during 
a VM run, similarly to a local file system. Moreover, a 
"Block storage" object can store data between two 
subsequent runs of a VM and in opposite to a VM virtual 
disk, the data is not erased after a VM shutdown. Such a 
partition is stored within the cloud storage with "Walrus". 
All these three types of objects are stored with "Walrus" on 
the same rules and thus can be uniformly managed with our 
system.  

The first of the additional elements added to the 
architecture is a dedicated “Monitoring system”. It consists 
of “Log analyzer” which periodically reads the Walrus log 
where each operation related to the storage is recorded and a 
relational database where information who and which  

 

Figure 3: Eucalyptus system architecture extended with “Behaviour Data 
Manager”, “Profile KnowledgeBase”, “Monitoring system”, and 

“Distributed storage component”. 
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operation performed. Thus all the necessary data for profile 
creation is prepared in a technology neutral form. The second 
element is "Behaviour Data manager" which is responsible 
for analysing data written to “Monitoring Database (DB)”. 
The behaviour of each user related to each stored object is 
categorized to one of the defined groups, which describes 
how the object should be treated, e.g., if it is written mostly 
often by a single user or if it is read by multiple users who 
are geographically distributed but which is not modified 
often. This information in form of a “Usage profile” is then 
stored in "Profile KnowledgeBase" along with its update 
timestamp. After the categorization phase is over, 
"Behaviour Data manager" performs actions which are 
suitable for an assigned usage profile. An action can be as 
simple as moving an object between directories on the 
Walrus machine, each of which represents a different type of 
storage elements, or as complicated as creating many 
replicas and moving them as close to users as possible. The 
historical data is taken into account with a weight set in the 
system configuration.  

The whole algorithm is performed periodically in order 
to adapt the storage strategy to the dynamic environment. 
The presented implementation is currently in the prototype 
phase. The monitoring system is finished and tested but the 
implementation of "Data manager" is still in progress. 

VI. CONCLUSIONS AND FUTURE WORK 

Although, there are several open-source cloud solutions 
available today, none of them provides a storage system 
which would be able to adapt to the user needs 
automatically. Instead, only basic functionality, e.g., storing 
VM images or custom objects is supported. The presented 
approach aims at providing a sophisticated data management 
which would be flexible enough to be applicable to different 
cloud solutions and which would manage data according to 
the user behaviour. The article describes the main 
assumptions of the approach along with phases of the 
management process. As an example of its implementation a 
prototype version of the system based on Eucalyptus is 
described. Due to the limited functionality of the Eucalyptus 
system, an extension which provides a real distributed data 
storage to multiple locations has been implemented.  

Since the implementation of the approach is in progress, 
there is work to be done. The "Data manager" and "Profile 
database" components are not yet finished. From the 
conceptual point of view, the approach lacks a well-defined 
set of behaviour categories along with related actions. 
However, these categories will be crystallized during real-
life tests when the behaviour of the real users will be 
observed and analyzed. Until then, some preliminary 
categories will be be defined.  
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Abstract—One of the most important issues for Service
Providers in Cloud Computing is delivering a good quality of
service. This is achieved by means of the adaptation to a chang-
ing environment where different failures can occur during the
execution of different services and tasks. Some of these failures
can be predicted taking into account the information obtained
from previous executions. The results of these predictions will
help the schedulers to improve the allocation of resources to the
different tasks. In this paper, we present a framework which
uses semantically enhanced historical data for predicting the
behavior of tasks and resources in the system, and allocating
the resources according to these predictions.

Keywords-multi-agent, semantics, scheduling, resource al-
location, historical data, predictions, grid computing, cloud
computing, distributed systems.

I. INTRODUCTION

The Service-Oriented Computing (SOC) paradigm [1].
relies on the composition of services to build distributed
applications by using basic services offered by third par-
ties. Those services are offered by service providers that
create their description and their implementation. From the
business point of view, the service provider agrees with its
customers the Quality of Service (QoS) and level of service
through a Service Level Agreement (SLA). The fulfillment
or violation of the SLAs indicate the grade of satisfaction of
customers with the Service Provider (SP), affecting directly
or indirectly to the benefit of these provider. One of the most
common SLA violation happens when unexpected events
such as failures appear and the system is not able to adapt
to this change.

Service adaptation is a current research topic, addressing
the automatic reactions to unanticipated events. Adaptation
mechanisms usually get active when something already went
wrong. However, adaptation can be used also when we
anticipate a problem to occur. Prediction mechanisms can
help to warn about statistically probable unwanted situations,
or we can just calculate the likelihood of certain service
parameters. The simple aim is to learn from the past, in order
to project events happened in the past to the future. There
are several software toolkits supporting similar calculations
in the area of data mining, etc.

In this paper, we introduce a generic framework for
prediction and adaptation, and describe its application in

a specific scenario (Cloud resource scheduling). The basic
requirements for such an environment are:

• to provide generic capability of collecting log data
about internal events,

• to unify the collected data so that global coherence can
be revealed,

• to provide customizable methods for getting predictions
based on the collected data,

• to feedback predictions into the realization of the
scheduling and adaptation mechanisms.

This framework combines prediction techniques with seman-
tic technologies, which introduces semantic knowledge to
the data evaluated by predictors, and multi-agent systems,
which introduce the pro-activity and distributed problem
solving for increasing scalability, adaptability and self-
management of the system. Predictions extracted from the
semantic historical data are taken into account by a group
of agents for allocating different customer’s jobs in the most
reliable resources.

The paper is organized as follows: Section II gives an
overview of the architecture of our solution; Section III
is focused on the implementation of job predictions and
their usage in the resource allocation process; Section IV
evaluates the framework; Section V compares our proposal
with the related work; and Section VI concludes the paper.

II. ARCHITECTURE

Figure 1 shows the architecture of our proposed frame-
work. It depicts a resource allocator distributed across mul-
tiple agents based on the Multi-Agent Resource Allocation
(MARA) approach [2] whose decision are based on predic-
tions based on historical data. There are two differentiated
parts in the architecture: the part which is related to the man-
agement of jobs and the part which is in charge of resource
provisioning. The job management part allows the customers
to make all the actions related to their jobs (submit, cancel,
etc), while the resource provisioning part allows the system
administrator to add and remove resources.

Both parts are built on top of a JADE agent platform
[3]. The platform can be distributed across multiple loca-
tions deploying containers on each of them. Moreover, it
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Figure 1. Semantic Resource Allocation with predictions

implements a messaging system, which allows the commu-
nication between agents located on different containers. The
distributed configuration of the agent platform can improve
the scalability of the system because the different parts can
be processed in parallel on multiple hosts.

Customers jobs and resources are represented in the
system by software agents. Job Agents are in charge of
managing the customers jobs and Resource Agents are in
charge of managing the providers resources. Moreover, the
scheduling of the jobs in the different resources is made
by an agreement reached from a negotiation between a Job
Agent and different Resource Agents.

Apart from the job management and resource provisioning
parts, the system architecture contains a Semantic Metadata
Repository (SMR), which contains the semantic resource
description registered in the system, and the Historical Data
Repository (HDR), which contains semantically annotated
logs from system events such as job executions, failures
and other monitoring data, which is important to make
predictions for current jobs. All the data stored in those
semantic repositories is described according to a shared
ontology providing a common framework for semantic data.
The following paragraphs are focused on the most important
part of the architecture.

A. Scenario Ontology

One of the most important issues about semantic technolo-
gies is the ontology, which models a common understanding
of the concepts used on a scenario of study. In this case,
we require an ontology for modeling the system entities
such as customers, service providers, jobs and resources and
other important data such as resource allocation data for job
scheduling and historical data for making predictions.

The Grid Resource Ontology (GRO) [4] provides a model
where the most important concepts and entities are de-
scribed. This ontology provides a definition of the customer
jobs and resources but it lacks concepts for describing
resource allocation and historical data. Therefore, the GRO
has been extended in the scope of the BREIN project [5] in
order to cover the mentioned gaps.

The gap of resource allocation data in ontologies was
studied in our previous work [6]. Resource requirements

have been introduced in the GRO as a set of required abstract
GRO Resources in the GRO Task definition, which models
an abstract job. This definition has been also extended with
time constraints such as expected duration, deadline, earliest
possible start, etc. The scheduling result (assigned resources
and time slot) has been introduced on the GRO Process,
which incarnates the GRO Task. Required resources are
linked to the task definition as resource sets. A resource
set is typically a host, a container of more detailed resource
descriptions (disk, CPU, etc.) with resource properties (e.g.
size of disk). Furthermore, tasks are also linked to their
representing agents and to related business information (such
as customer data, service provider, agreed SLA) via the
BREIN Business Ontology. These extensions provide the
possibility for multi-scope description of job executions
merging data about technical capabilities, schedules and
business aspects into a single model. It is future work to
fully exploit the new capabilities provided by this model. In
this paper we provide the first steps in this direction.

GRO Process and Task descriptions are also useful for
historical data. When a job has ended, the GRO Process
description contains the result of this job (start time, end
time, final status, ...) and the GRO Task (abstract job)
contains the requested resources, the expected duration and
the scheduled start and end times described. The GRO
extension for describing historical data also contains classes
for describing resources used by each task and resource
downtimes. The comparison and evaluation of this data can
be used for making predictions about how different types of
jobs will run on different resources.

B. System Agents

Our system contains two types of system agents for
managing jobs and resources. These agents have been imple-
mented using a Belief-Desire-Intention (BDI) model [7]. For
each type of agent, a set of data (Beliefs), goals (Desires)
and plans (Intentions) are defined to model the behavior
of the agent. Depending on the values of the data, events
and the active goals on each moment, the BDI engine
decides which plans has to execute the agent for reaching
its goals. Our BDI agents have been developed with the
Jadex framework [8] used on top of the JADE platform.
The following paragraphs give more details about the job
and resource agent functionalities and how the BDI model
is applied for implementing them.

1) Job Agent (JA): The JA has the main goal of executing
jobs in the resources of the system. This execution has
different states, some of them indicate that the execution
is running correctly and other ones indicate problems in
the execution. Depending on the state of the job execution,
the JA has to act in a different way. For this reason, the
main goal of the JAs has been separated in several subgoals,
which will be activated depending on the job status. The
activation of subgoals triggers the execution of the plans

105

CLOUD COMPUTING 2010 : The First International Conference on Cloud Computing, GRIDs, and Virtualization

Copyright (c) IARIA, 2010               ISBN: 978-1-61208-106-9

                         114 / 194



to achieve them. For instance, when a new job execution is
requested, the JA activates the goal for negotiating a resource
allocation. In the running state, the JA activates the goal
for monitoring the job execution evaluating if the required
performance is fulfilled. Finally, if the job is finished the JA
execute plans for deallocating the resource.

The JA has also to recover itself from status, which can
alter the normal execution of the job (stopped, suspended,
non scheduled). In those situations, the JA will execute plans
to resubmit the job or to look for new resources.

2) Resource Agent (RA): The main goal of a RA is the
management of resource capabilites for executing the jobs
requested by the customer according to resource capabilities
and the status and number of jobs assigned to the resources
controlled by the agent (jobs scheduled and running). To
provide this main feature, a set of subgoals and plans have
been defined to negotiate resource allocations with JAs.

Apart from the negotiation subgoal, RAs contain two
subgoals for monitoring the scheduled jobs and running jobs
assigned to their resources. These subgoals are in charge of
initiating the job execution depending on the planned start
time or canceling a job if the deadline has been reached and
new jobs are waiting for execution.

Additionally, the RA is also prepared to react to resource
failures. The plan for recovering a failure sends a stopped
notification message to JAs whose jobs were scheduled at
the failed resources. Similarly, it also sends a suspended no-
tification message to JAs whose jobs were already running.
JAs treat these notifications according to the plans explained
in the JA part.

C. The Historical Data Repository (HDR)

The HDR is a flexible, generic component implemented
by SZTAKI to provide facilities for log data collection
and on-demand predictions. The HDR is implemented in
Java and can be embedded into Java code or can be run
as a separate Web Service. In both cases, other software
components can send their log data to the HDR, either by
our customizable client APIs or via direct calls. Incoming
information must be in the format of RDF [9], based
on the core ontologies available to all components. The
conversion to RDF can be implemented in client APIs if
necessary. Thus, in our scenario, the service collects and
stores information about past events (i.e., job executions and
resource usage), and provides mining and searching for these
mentioned past events.

The collected status information is stored as RDF inside
the HDR. The repository can then be used for extracting
statistics- and knowledge-based information or predictions.
In its simple form, the repository can answer SPARQL
queries to provide historic information. Clients can use the
extended SPARQL provided by Jena ARQ interface [10],
and ask for various aggregations of data, such as average,
maximum, minimum. Additionally, Pellet [11] or the Jena

Figure 2. Historical Data Repository overview

built-in reasoner can be applied on the data for simple
inferencing. For example, the use of subclasses can help
to flexibly select a range of resource types for querying.

For application-specific querying purposes a general plug-
in mechanism has been developed. Predictors can be in-
stalled as plug-ins for HDR to answer specific questions.
Within HDR, the RDF storage is coupled with the Weka
data mining software [12]. In this way, a predictor can use
both semantic querying and statistical methods. For example,
a predictor can build a classification model on top of the
results of a semantic query. The classifier can then be used
to provide predictions based on the past.

In our specific scenario, the HDR is loaded with the
description of the executed jobs, their resource usage and the
resource downtimes. This data is used to train the classifier
in order to provide estimations on the probabilities of delays
in the schedule and problems with the job completion and
estimations on the reliability of the used resources. As the
statistical model is periodically updated, the provided values
dynamically reflect the experiences of the recently finished
executions.

D. Semantic Resource Allocation Process

The resource allocation for a particular job is decided
between the JA and a set of RAs using the Contract Net
Protocol (CNP) [13]. Figure 3 shows the message exchange
between these agents for coordinating the job scheduling.
When a JA has activated a goal for allocating resources to
a job, it sends a query to the SMR to get the RAs whose
resources match with the job requirements (1). Afterwards,
the JA initiates a negotiation sending to the selected RAs a
call for scheduling proposals (2). Each RA makes its own
proposal and returns it to the JA (3). The JA evaluates all
proposals, accepts the best for its interest and rejects the rest
(4).

The RA proposals and the JA evaluations are done using
an agent scheduler module. It is based on a rule engine
evaluating a set of scheduling rules over semantic metadata
bound to the GRO ontology (Section II-A). Despite of both
agents using the same module, they behaves in a different
way because they are loaded with different information and
rules. The RA makes the scheduling proposals evaluating
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Figure 3. Distributed Semantic Scheduling

scheduling rules over the resource and assigned job de-
scriptions, while the JA evaluates the scheduling proposal
according to the customer rules and job description.

Once the RA has obtained a scheduling for a job in a
resource, the RA consults the HDR to obtain predictions
for this resource allocation (3.1). Resource allocation pre-
dictions are attached to the scheduling solution inferred by
the scheduler to create a scheduling proposal, which will
be evaluated by the JA. The following section gives more
details about this process.

III. JOB PREDICTION IN RESOURCE ALLOCATION
PROCESS

In order to learn from past experiences, agents use the
HDR as a service. In our HPC scenario, a separate HDR web
service is applied for each Service Provider. This ensures
that private internal data (such as log of execution details)
remain within the boundaries of the provider, but also creates
a merged knowledge base across various HPC clusters of the
provider. A new plug-in was developed for the HDR, which
is responsible for providing statistics and predictions for the
scheduling agents. This predictor plug-in works on the basis
of the common GRO explained in Section II-A containing
the descriptions of hosts, software, host capabilities and QoS
metrics.

When a new job is submitted to the system, it is described
semantically indicating time constraints and the collection
of resource requirements. During resource allocation pro-
cess (described in Section II-D), the job is scheduled in
the available resource and the results of this process are
attached to the job description. During job execution, the
JA monitors the execution introducing the relevant data in
the job description (completion status, start time, end time
and resource usage). Once the job has finished, the JA sends
the job execution results to the HDR component using the
HDR API client (Fig. 3, step 7). An example of this job
execution report is shown in the following lines.
<rdf:Description rdf:about="gro:job-0">
<gro:hasActionState rdf:resource="tech:done"/>
<gro:hasResourceSet rdf:resource="gro:requirement_job-0"/>

<rdf:type rdf:resource="gro:Execute_Task"/>
<tech:hasDeadline>2010-06-14T19:41:07</tech:hasDeadline>
<tech:expectedDuration>20</tech:expectedDuration>
<gro:isExecutedAt rdf:resource="tech:host_1"/>
<gro:incarnatedToProcess rdf:resource="gro:Incarnated_job-0"/>

</rdf:Description>

<rdf:Description rdf:about="gro:Incarnated_job-0">
<rdf:type rdf:resource="gro:ProcessInstance"/>
<tech:hasPlannedStart>2010-06-14T19:21:07</tech:hasPlannedStart>
<tech:hasPlannedEnd>2010-06-14T19:41:07</tech:hasPlannedEnd>
<gro:usesResource rdf:resource="tech:host_1"/>
<gro:incarnatedFromTask rdf:resource="gro:job-0"/>
<tech:hasActualStart>2010-06-14T19:21:07</tech:hasActualStart>
<tech:hasActualEnd>2010-06-14T19:39:07</tech:hasActualEnd>

</rdf:Description>

<rdf:Description rdf:about="tech:usage_host_1_job-0">
<tech:hasMeanMemoryUsage>25696.0</tech:hasMeanMemoryUsage>
<tech:hasMeanCPUUsage>41720.0</tech:hasMeanCPUUsage>
<tech:hasEnd>2010-06-14T19:39:07</tech:hasEnd>
<tech:hasStart>2010-06-14T19:21:07</tech:hasStart>
<tech:hasResource rdf:resource="tech:host_1"/>
<tech:hasJob rdf:resource="gro:job-0"/>
<rdf:type rdf:resource="tech:Usage"/>

</rdf:Description>

On the other hand, RAs report to the HDR about resource
downtimes (Fig. 3, step 8). Job execution and resource
downtime reports build up an extended log of actions
inside the SP, which will be used as a knowledge base for
generating the job predictions.
<rdf:Description rdf:about="tech:Downtime_host_1_1">
<tech:hasEnd>2010-06-13T19:52:05</tech:hasEnd>
<tech:isCausedBy rdf:resource="tech:powerOut"/>
<tech:hasStart>2010-06-13T19:44:05</tech:hasStart>
<tech:hasResource rdf:resource="tech:host_1"/>
<rdf:type rdf:resource="tech:DownTime"/>

</rdf:Description>

Based on these data, a statistical classifier is trained,
which can provide estimations on the probability of delays in
the schedule, probability of problems with the job comple-
tion and on the reliability of the used resources. The relevant
data for creating the statistical model is obtained from the
HDR RDF store by means of SPARQL queries. For instance,
we get the number of resource failures for the different
types of resources and jobs from making the predictions
of resource reliability and the job failure probability. The
planned start and end times can be compared with the real
start and end time for calculating delays on the scheduling
and job duration. The statistical model is periodically up-
dated with the historical data of recent execution. In this
way, predictions dynamically reflect the experiences of past
executions in the defined time window. The mechanism
demonstrates the coupling of semantic data processing with
data mining, as a promising novel combination.

Predictions are queried by the RA during the resource
allocation process in order to make its scheduling proposal.
The HDR provides the probability of delays in the job
schedule (assigned host and time slot) inferred by the RA,
the probability of problems during execution based on past
executions with similar descriptions on similar hosts, and the
reliability of the assigned host. The RA introduces these job
predictions in the scheduling proposals and sends them to the
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JA in order to be analyzed according to customer rules. In
this case, the JA calculates reliability cost for the proposed
scheduling based on a pondered mean of the predictions
provided by the HDR. Once the job reliability cost for each
proposal is analyzed, the JA will select the most reliable
host, which fullfills the job constraints.

IV. EVALUATION

In our experiments, we used the data from HPC resources
of Barcelona Supercomputing Center (BSC). The test envi-
ronment contained 8 hosts running 2 types of software. A
HDR plug-in was implemented for the specific prediction
tasks of the experiments. The plug-in at start-up extracts the
necessary data using a SPARQL query:
SELECT ?task ?plannedStart ?plannedEnd ?start ?end
?resource ?status ?mem ?cpu WHERE{
?proc rdf:type gro:ProcessInstance .
?proc gro:usesResource ?resource .
?proc gro:incarnatedFromTask ?task .
?task gro:hasActionState ?status .
?proc tech:hasActualStart ?start .
?proc tech:hasActualEnd ?end .
?proc tech:hasPlannedStart ?plannedStart .
?proc tech:hasPlannedEnd ?plannedEnd .
?usage tech:hasJob ?task;
?usage tech:hasMeanMemoryUsage ?mem;
?usage tech:hasMeanCPUUsage ?cpu .
FILTER (?start > "2010-01-01T00:00:00")

}

The data selected for this case includes the scheduled start
and end for the job, the actual start and end times, the host
where the job was run, the status of job completion and
the mean memory and CPU usage of the job. Then, the
necessary Weka data structure is built, and the classifiers are
configured and run. Further data arriving during the predictor
is in use can be added incrementally to the plug-in.

The expected duration to complete the job was calculated
using various classifiers built into Weka. The best results
were achieved by the M5P regression tree and the KStar
instance-based classifier. The mean absolute error for the
predicted value was 43 and 74 seconds respectively, where
the actual value range was between 240 and 2400 seconds
(i.e. the mean error is 3% of the mean predicted value).

Similarly, the status field can be used to predict the
probability of failure. In this respect, Bayes-style, decision
tree and decision rules algorithms were equally good at
classifying the job completion status correctly for 85% of
the job executions.

Furthermore, agents could assess the reliability of hosts
by asking their availability metric from the plug-in. The
availability is calculated based on the list of downtimes for
the host. This function is supported directly by SPARQL
queries, without using prediction mechanisms.

The time to load the predictor in the experiments can be
broken up to the time needed for fetching the necessary data
from the semantic log store (SPARQL query), and the time
for building the prediction model with Weka. The first action
required 1-2 seconds of time, while the second action could

be accomplished in about 90 ms for 500 rows of data up
to 141 ms for 5000 rows of data. As it was expected, the
prediction time was independent of the number of data rows,
yielding the result in approximately 15 ms.

We performed further testing of the prediction algo-
rithms with log data available from two public archives: the
Parallel Workloads Archive [14], and the Grid Workloads
Archive [15]. The mean absolute error of the predictions
in this case could be forced below 7% of the mean of the
predicted value by careful preprocessing of the data. The
comparison with our own data revealed that more details
about job execution can yield better predictions in general.
In contrast to regression used in cited related work (Section
V), we preferred the instance-based learning algorithms,
which relate similar job executions with each other for
prediction purposes, and thus provided better predictions on
job properties.

V. RELATED WORK

Foster et al raised the benefit of integrating the results
from agents and grids research areas in [16]. Agents could
improve the autonomy, flexibility and scalabity of current
grid systems. Regarding the area of resource allocation and
job scheduling, the multi-agent system researchers have been
already focusing on this problem. Several solutions have
been proposed, such as the ones based on market-control
where each agent tries to maximize its benefit function and
the market controls them, the social wellfare where the
multi-agent system tries to maximize a collective benefit and
other proposals like game and decision theory. In the market-
based solutions, we would like to highlight proposals like
Challenger [17], Tycoon [18], other studies more focused
on grids such as TRACE [19] or ARAM [20] and also
projects such as CatNets [21] or SORMA [22]. The work
on wellfare engineering and game theory for multiagents
resource allocation has been compiled in [23] and [24]
respectively.

All of these solutions implement specific allocation poli-
cies for solving a problem with their advantatges and draw-
backs, but they are static and cannot be changed easily. In
our paper we do not try to offer a new solution for the
allocation algorithms, but we have introduced the multi-
agent solution in the Semantic Resource Allocation process
leaving users the availability of extending or changing
the policies. In our system, customers and providers can
describe the scheduling rules that are the most convenient
for their interests. Those policies will be combined during
the negotiation, trying to get a solution which satisfies all
the policies.

In this case we have also introduced the capability of
taking into account predictions based on semantic historical
data about how similar jobs have been executed on the
different resources. It allows the user taking into account
in their policies the information provided by themselves as
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well as information about how the job execution is predicted
by the system.

Predictions have been used also in other systems. The
work in [25] describes an approach for predicting SLA
values during the execution of WS-BPEL processes. At
given points in the process, the collected QoS data are
fed into a prediction engine, which provides predictions for
numerical SLO values using neural networks. Predictions are
presented on a graphical user interface and open facilities
for manual interaction in the executing process. In [26], the
authors present an architecture for event-based collection of
historical data, and performing prediction on QoS data in
a SOA environment. This approach does not use semantics
and its focus on QoS is different than current paper.

VI. CONCLUSION

The paper emphasizes on the importance of using histori-
cal data by service and cloud providers. We present a generic
approach and a re-usable solution for the collection and
exploitation of historical log data produced by services. The
heterogeneity of log data arriving from various resources
calls for a semantic data representation, which can facilitate
the unification of these data and a query mechanism sup-
ported by inference. Our approach demonstrates the coupling
of semantic data processing with data mining as a promising
novel combination.
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Abstract—Storage performance of a single virtual machine
in a cloud computing environment may be affected by other
machines using the same physical storage. At the same time,
user requirements concerning quality of service continue to
increase, which brings new challenges for virtualized environ-
ments. In this paper we present the results of our research
concerning data storage QoS. We discuss the quality aspects
of storage services and propose a method for ensuring storage
QoS by using monitoring and performance prediction based
on heuristics. We also propose several heuristic policies,which
can be implemented in a data transfer scheduler. Finally, we
discuss test results obtained in a virtualized environment.

Keywords-Quality of Service; Service Level Agreement; Stor-
age Cloud; virtualization.

I. I NTRODUCTION

Virtualization technologies are becoming extremely pop-
ular. One of the reasons behind this evolution is the in-
creased flexibility in creating new computing environments
for research, development or production. Another reason is
that virtualization supports green computing by allowing
for more efficient use of physical resources – this, in turn,
reduces the need for electrical energy.

Since virtual machines share physical resources, the per-
formance of a single machine may be affected by other
machines running on the same host. It should also be noted
that user requirements concerning QoS (Quality of Service)
continue to increase, bringing new challenges for virtualized
environments.

In the case of scientific applications (such as simula-
tions, experiments in high energy physics or out-of-core
computations) where the application needs to access huge
amounts of data, as well as in the scope of backup and
archiving services (for example storage clouds), proper
management of data (or files), supporting QoS with efficient
storage performance utilization, remains essential. Taking
into account the dynamic nature of virtualized environments
and the diversity/heterogeneity of storage systems (such as
Hierarchical Storage Management – HSM and disk arrays),
monitoring is required to cope with the problem of delivering
data with appropriate QoS. Relevant policies for controlling
and distributing data transfer requests are necessary for
achieving QoS.

This paper presents the results of our research concerning
storage QoS delivery. We discuss quality aspects of data
storage services and propose a method of achieving storage
QoS by using monitoring and performance prediction based
on heuristics. We also present several heuristic policies,
which can be implemented in a data transfer scheduler and
discuss test results obtained in a virtualized environment.

The presented research forms part of a more general
project called OntoStor [1], which deals with data access
optimization. As a result of the project, an object-based
mass storage model for HSM systems and disk arrays,
called CMSSM (Common Mass Storage System Model) [2]
has been proposed. A CIM (Common Information Model)
version of CMSSM is also available. Implementation of
monitoring sensors basing on the proposed model allows us
to create data access estimators required to ensure storage
QoS via proper management of storage resources.

This paper is organized as follows. The following section
presents the state of the art. Subsequently, methods for
achieving storage QoS are described. Section 4 describes
test results, while the final section summarizes our research
contributions.

II. STATE OF THE ART

As virtualization technologies are becoming more mature,
a Cloud computing paradigm has evolved [3]. In terms of
data storage, we can distinguish two types of clouds: the
Storage Cloud (providing services for file-based or block-
based access to data) and the Data Cloud (providing services
for database-oriented access).

Examples of storage clouds include the Hadoop dis-
tributed file system [4], Amazon’s S3 storage cloud [5],
Google file system [6], Sector [7], and Chelonia [8].

Some studies on storage clouds involve high-performance
data access, which is correlated with our research. Storage
clouds, as well as data clouds, can be used as a data access
layer for cloud computing. In [7], an implementation of the
Sector data cloud is presented. Sector is a high-performance
data cloud, which can operate on geographically-distributed
data shared between data centers.
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A study concerning data access prediction has been pre-
sented in [9]. The authors define five elements of the I/O
path essential for end-to-end storage performance prediction,
from device I/O scheduling through the cache and network
layers, to client-side buffering. The aim of this research is
to reduce the complexity of prediction. For example, in [10]
and [11], the SAN (Storage Area Network) is addressed. The
former paper [10] shows how performance management can
be approached in IBM TotalStorage products and how it has
evolved. In the latter one [11], SAN configuration middle-
ware is introduced. The middleware aids the management
of heterogeneous SAN deployments to meet customer SLA
Service Level Agreement).

There are some papers concerning storage QoS. In [12],
an I/O scheduling algorithm for managing the performance
of an underlying storage device is presented. Scheduling is
performed in such a way as to enable multiple users (or
applications) to obtain the requested transfer-rate QoS.

In [13], a two-level framework for I/O scheduling, using
monitoring and queuing theories, is presented. The proposed
scheduler maintains QoS in terms of latency and transfer
rates. Monitoring of underlying storage devices is used to
provide feedback to the I/O scheduling algorithm.

In [14], a method for optimizing the workload distribution
in storage area networks in order to meet SLA is presented.
The method is static in the sense that the result of optimiza-
tion is a concrete SAN configuration, not subject to frequent
changes.

In [15], a method for storage performance insulation of
services sharing common storage servers is proposed. The
system automatically configures prefetching, write-back and
cache partitioning to achieve storage performance for a given
service, which is independent from the I/O activity of other
services sharing the same storage.

In [16], the Chameleon framework capable of providing
predictable performance for multiple clients sharing a com-
mon storage infrastructure is introduced. It bases on a black-
box approach for capturing the behavior of the underlying
storage system.

The presented studies show that the problem of achieving
QoS in distributed storage environments is not a trivial
task. Given the changing state of the environment, relevant
monitoring is required. In our previous studies we have
proposed a Common Mass Storage System Model for HSM
systems [17], disk arrays and local disks. The aim of this
paper is to present a unified monitoring layer, which can
be used by estimation services for prediction of data access
to mass storage systems [18][19]. The proposed model has
been used in the NDS (National Data Storage) [18] and
Platon [20] projects as well as in the PL-Grid project [21].

III. PROBLEM SOLUTION DESCRIPTION

We assume that the data needed by applications running
in the Cloud is stored in a distributed storage system where

it can be replicated for performance or availability reasons.
The nodes of the storage system can also be located in
the Cloud as VMs (Virtual Machines), sharing common
resources. Applications may have various requirements con-
cerning QoS. Some applications, such as HEP tools, which
process data in the context of ongoing experiment require
write QoS in order to prevent buffer overflows and data
loss. In contrast, read QoS is needed by applications, which
deliver on-demand multimedia content and by interactive ap-
plications dealing with large data sets, for example medical
visualizations. In the case of write QoS, a decision on which
storage node to use has to be made, while in the case of read
QoS, an existing replica needs to be selected. Our vision
of QoS-aware distributed storage environment is presented
below.

A. QoS-aware distributed storage environment - a vision

The concept of a QoS-aware distributed storage envi-
ronment is shown in Figure 1. The mass storage system
layer may include divergent storage systems (HSM systems,
disk arrays, local hard disks). They can be either complete
systems with appropriate management software (HSM, disk
arrays) or single storage devices such as local disks. The
sensor layer provides a unified interface for monitoring
of storage performance parameters, facilitating the devel-
opment of storage-independent upper layer services. The
estimation layer contains estimation services, which can be
used to predict the performance of a storage node at a given
moment. The estimation services use monitoring data pro-
vided by the sensor layer and can apply various algorithms
(more or less sophisticated) to predict the performance of
a given storage node. The data management layer contains
services needed for efficient access to data. Examples of
such services include the meta-catalog, the replica manager
and the QoS scheduler.

Figure 1. QoS-aware distributed Storage Environment - a vision

The problem that we address in this paper concerns
efficient storage resource allocation. In order to effectively
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use the available storage resources in terms of capacity and
bandwidth, the storage system has to make decisions about
scheduling and allocating storage nodes with QoS in mind.
Storage-related QoS requirements include transfer rate and
latency time. Several types of transfer rate can be specified
in this context: current, average, moving average, etc. The
QoS requirements used in our tests involve average transfer
rates for a given transfer. For each data transfer request, a
storage node is selected from a prepared list. The list only
contains storage nodes suitable for the current request. In
the case of a write request, it can include all nodes with the
required level of availability or storage cost. In the case of
read requests, it is limited to nodes containing replicas of
the requested file. If the storage system is unable to fulfill
the QoS for a given request, the request is postponed.

The proposed method of resource allocation with QoS
uses bandwidth reservation along with storage performance
monitoring. Such monitoring is necessary since the storage
resources can be shared among VMs (for example, high-
capacity disk arrays in a storage area network) and their
performance can not be predicted based on reservations
only. In addition, if an application does not fully exhaust
its requested (or reserved) bandwidth, a wastage of storage
performance may occur. Using proper monitoring we can
detect such wastage and, conditionally, allocate bandwidth
to other ongoing transfers. The proposed heuristic-based
policies are presented below. They can be implemented
in a QoS scheduler and shared by the management and
estimation layers (see Figure 1).

B. Resource allocation policies with storage QoS delivery

The proposed monitoring-based heuristic policies desig-
nated SM-R1, SM-R2, SM-R3 are described below. Their
usefulness has been tested (see next section) and compared
with policies, which do not employ monitoring, i.e., RR
(Round Robin) and StaticQoS.

The following monitoring-based heuristic policies have
been considered:

• SM-R1 - scheduling with monitoring using the fol-
lowing rule to check if a node can meet the QoS
requirements of a given transfer:

max − res ban × k1 > rb, (1)

wheremax is the peak transfer rate for the requested
operation (read or write) concerning the given disk
storage resource,res ban is the amount of reserved
bandwidth,k1 is the overhead coefficient andrb is the
requested bandwidth,

• SM-R2 - for this policy the rule is:

max − ma10 × k2 > rb, (2)

where ma10 is the moving average covering the last
10 transfer rate measurements for the given storage
resource whilek2 is the overhead coefficient,

• SM-R3 - for this policy the checking rule is:
ma10

np + 1
> rb × k3, (3)

where np is the number of scheduled active data
transfers andk3 is the overhead coefficient.

The monitoring-independent resource allocation policies
are as follows:

• RR - round robin. Here, the next available storage node
is selected for the current transfer.

• StaticQoS - the number of allowed concurrent transfers
for the given node is limited and static. The limitλ is
calculated using the following formula:

λ =
BSNmax

rb × k4

, (4)

whereBSNmax is the peak bandwidth for a storage
node andk4 is the concurrent transfer overhead coeffi-
cient.

IV. STORAGE QOS TEST RESULTS

This section presents our test environment and the results
of tests involving the previously-described policies. Tests
have been conducted under idle and loaded conditions.

A. Test environment

Our testing environment consists of three storage nodes,
each of which is a virtual machine with dedicated storage.
All VMs are hosted by the same physical machine, thus
sharing its hardware resources. The physical machine is part
of the Cloud environment. This test environment allows us
to study the manageability of storage QoS given the sharing
of resources due to virtualization and the heterogeneity of
storage systems. We should notice that hosting too many
storage node VMs on a single physical machine may cause
the I/O bus of the physical host to become a bottleneck,
thereby wasting the performance capabilities of the attached
storage systems.

The testing environment is presented in Figure 2. The
first node is a client of the Lustre cluster filesystem, the
second has a disk array volume mounted and the last one
uses a local logical volume. The measured bandwidth of the
attached storage is as follows: 20 MB/s for the Lustre FS,
300 MB/s for the disk array and 60 MB/s for the local disk.
This gives us the peak total throughput of 380 MB/s. The
low bandwidth of Lustre is due to the network link of OST
(Object Storage Target). On every node a monitoring daemon
has been started in order to gather storage performance
statistics (peak, current and moving-average transfer rates).

The testing procedure was as follows:
1) select the most appropriate storage node for a transfer

according to the tested policy (if there is no node capa-
ble of satisfying the QoS requirement then wait until
there is one). The QoS requirement for all transfers
has been set at 10 MB/s,
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Figure 2. Test environment for storage QoS.

2) fork a write data transfer process for the selected node,
3) sleep 1 second (a configurable parameter),
4) repeat previous steps until the defined number of iter-

ations is reached. For the presented results the number
of iterations is set at 100. The number of concurrent
transfers depends on the tested policy, e.g., the RR
policy can potentially launch many more transfers then
other policies since no condition is checked.

B. Results for idle system

The test results are presented in Figure 3 and Figure 4.
We can see that in the case of the RR policy (see

Figure 3(a)) most transfers did not receive the required band-
width. In this case, we are dealing with very inefficient use of
storage resources. Since all three SNs have divergent storage
devices attached, we see three separate lines, which depict
the performance of each device. The throughput is very low
and limited by the device with the worst performance. In
addition, sending more concurrent transfers further degrades
the overall performance.

In the case of a static QoS policy (see Figure 3(b)) we
can see that only several transfers are below the required
bandwidth (though their performance remains quite close to
expectations). Total throughput is much better than in the RR
case. This simple policy may already be deemed satisfactory,
but it might be possible to achieve even higher throughput.

In the case of the SM-R1 policy (see Figure 4(a)), in
which monitoring is used along with resource reservation,
we have high total throughput but more requests fall below
the line compared to static QoS. This is a consequence of the
fact that with concurrent transfers, the throughput of storage
devices is usually lower than given a single transfer. The
number of concurrent transfers for a given storage device is
not monitored and so its influence is not predicted.

The SM-R2 policy (see Figure 4(b)) yields very low
performance because the rule remains true even when many
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Figure 3. Test result for policies with no monitoring

concurrent transfers are ongoing. The average throughput
ma10 (see Subsection III-B) is highly degraded and cannot
approachmax. This degradation is caused by the fact that
data transfer processes need to compete for CPU time
instead of waiting for I/O access.

In the final case, SM-R3 (see Figure 4(c)), we have
obtained the best results, but it should be mentioned that
the rule proves false if there are no ongoing transfers
- ma10 = 0. That is why an additional condition was
introduced: if no transfers are present then start one.

C. Results for loaded conditions

The same tests have been run in an environment where
the disk was subjected to additional, external load.

The result for static QoS and SM-R3 are presented in
Figure 5. These policies have been selected since they give
the best results for idle storage. As can be seen, the extra
load has a heavy impact on the static-policy QoS while in
the case of SM-R3 it does not significantly increase the
number of transfers, which fall bellow the 10MB/s line (the
requested bandwidth). It should be noticed that even if the
transfer rate is below 10MB/s it is still quite close to the
required value. The total throughput for the SM-R3 policy
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Figure 4. Test result for policies using monitoring

is also much better.

V. CONCLUSION AND FUTURE WORK

This paper presented the results of our research concern-
ing storage QoS delivery. A method of achieving storage
QoS by using monitoring and performance prediction based
on heuristics is proposed and several heuristic policies are
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Figure 5. Test result for selected policies with external storage load

defined. Test results for a virtualized environment show that
scheduling data transfers with the aid of monitoring policies
can yield better results than without monitoring. Policies
with static resource reservation do not perform well in a
virtualized environment with shared resources, similar toa
storage cloud. In such cases, storage performance monitoring
and prediction is a must, especially when managing storage
resources with QoS (or SLA). The problem is not trivial
given the heterogeneity of storage systems and the lack
of relevant performance parameters in modern information
models like CIM and GLUE (Grid Laboratory for a Uniform
Environment). While methods of performance monitoring
and estimation, as well as their impact on storage sys-
tems have been discussed in our previous work, this paper
presents a vision of how they can be applied for the purpose
of delivering storage QoS.

Acknowledgments

This research is supported by Polish MNiSW grant
no. N N516 405535. The AGH-UST grant no. 11.11.120.865
is also acknowledged.

114

CLOUD COMPUTING 2010 : The First International Conference on Cloud Computing, GRIDs, and Virtualization

Copyright (c) IARIA, 2010               ISBN: 978-1-61208-106-9

                         123 / 194



REFERENCES

[1] OntoStor project. [Online]. Available: http://www.icsr.agh.
edu.pl/ontostor/17.08.2010

[2] “Common Mass Storage System Model - project Ontostor in-
ternal report,” 2009. [Online]. Available: http://www.icsr.agh.
edu.pl/trac/ontostor/browser/CMSSM/raport.odt17.08.2010

[3] K. Kant, “Data center evolution,”Comput. Netw., vol. 53,
no. 17, pp. 2939–2965, 2009.

[4] Welcome to Apache Hadoop! [Online]. Available: http:
//hadoop.apache.org/17.08.2010

[5] Amazon Simple Storage Service (Amazon S3). [Online].
Available: http://aws.amazon.com/s3/17.08.2010

[6] S. Ghemawat, H. Gobioff, and S.-T. Leung, “The Google file
system,”SIGOPS Oper. Syst. Rev., vol. 37, no. 5, pp. 29–43,
2003.

[7] Y. Gu and R. L. Grossman, “Sector and Sphere: the
design and implementation of a high-performance data
cloud,” Philosophical Transactions of the Royal Society
A: Mathematical, Physical and Engineering Sciences,
vol. 367, no. 1897, pp. 2429–2445, 2009. [Online].
Available: http://rsta.royalsocietypublishing.org/content/367/
1897/2429.abstract

[8] J. K. Nilsen, S. Toor, Z. Nagy, B. Mohn, and A. L. Read,
“Performance and Stability of the Chelonia Storage Cloud,”
CoRR, vol. abs/1002.0712, 2010.

[9] D. O. Bigelow, S. Iyer, T. Kaldewey, R. C. Pineiro,
A. Povzner, S. A. Brandt, R. A. Golding, T. M. Wong,
and C. Maltzahn, “End-to-end performance management for
scalable distributed storage,” inPDSW, G. A. Gibson, Ed.
ACM Press, 2007, pp. 30–34.

[10] S. Gopisetty, S. Agarwala, E. Butler, D. Jadav, S. Jaquet,
M. Korupolu, R. Routray, P. Sarkar, A. Singh, M. Sivan-
Zimet, C.-H. Tan, S. Uttamchandani, D. Merbach, S. Padbidri,
A. Dieberger, E. M. Haber, E. Kandogan, C. A. Kieliszewski,
D. Agrawal, M. Devarakonda, K.-W. Lee, K. Magoutis, D. C.
Verma, and N. G. Vogl, “Evolution of storage management:
transforming raw data into information,”IBM J. Res. Dev.,
vol. 52, no. 4, pp. 341–352, 2008.

[11] D. M. Eyers, R. Routray, R. Zhang, D. Willcocks, and
P. Pietzuch, “Towards a middleware for configuring large-
scale storage infrastructures,” inMGC ’09: Proceedings of the
7th International Workshop on Middleware for Grids, Clouds
and e-Science. New York, NY, USA: ACM, 2009, pp. 1–6.

[12] T. M. Wong, R. A. Golding, C. Lin, and R. A. Becker-szendy,
“Zygaria: storage performance as a managed resource,” inIn
IEEE Real Time and Embedded Technology and Applications
Symposium (RTAS 06, 2006, pp. 125–134.

[13] J. Zhang, A. Sivasubramaniam, Q. Wang, A. Riska, and
E. Riedel, “Storage performance virtualization via throughput
and latency control,”Trans. Storage, vol. 2, no. 3, pp. 283–
308, 2006.

[14] E. Gencay, C. Sinz, and W. Kuchlin, “Towards SLA-based
optimal workload distribution in SANs,” inNetwork Opera-
tions and Management Symposium, 2008. NOMS 2008. IEEE,
7-11 2008, pp. 755 –758.

[15] M. Wachs, M. Abd-el-malek, E. Thereska, and G. R. Ganger,
“Argon: Performance insulation for shared storage servers,”
in In Proceedings of the 5th USENIX Conference on File
and Storage Technologies. USENIX Association. USENIX
Association, 2007, pp. 61–76.

[16] S. Uttamchandani, L. Yin, G. A. Alvarez, J. Palmer, and
G. Agha, “CHAMELEON: a self-evolving, fully-adaptive re-
source arbitrator for storage systems,” inATEC ’05: Proceed-
ings of the annual conference on USENIX Annual Technical
Conference. Berkeley, CA, USA: USENIX Association,
2005, pp. 75–88.

[17] D. Nikolow, L. R. Slota, and J. Kitowski, “Grid Servicesfor
HSM Systems Monitoring,” inin: R. Wyrzykowski, J. Don-
garra, K. Karczewski, and J. Wasniewski (Eds.), Proceedings
of 7-th International Conference, PPAM 2007. Springer,
2008, pp. 321–330.

[18] R. Słota, D. Nikolow, S. Polak, M. Kuta, M. Kapanowski,
K. Skałkowski, M. Pogoda, and J. Kitowski, “Prediction and
Load Balancing System for Distributed Storage,”Scalable
Computing: Practice and Experience, vol. 11, no. 2, pp.
121–130. [Online]. Available: http://www.scpe.org

[19] D. Nikolow, R. Slota, J. Marmuszewski, M. Pogoda, and
J. Kitowski, “Disk Array Performance Estimation,” inPro-
ceedings of Cracow Grid Workshop - CGW’09. ACC-
Cyfronet AGH, 2010, pp. 287–294.

[20] PLATON - Service Platform for e-Science. [Online]. Avail-
able: http://www.platon.pionier.net.pl/online/?lang=en17.08.
2010

[21] PL-Grid Polish Grid Initiative. [Online]. Available:http:
//www.plgrid.pl/en17.08.2010

115

CLOUD COMPUTING 2010 : The First International Conference on Cloud Computing, GRIDs, and Virtualization

Copyright (c) IARIA, 2010               ISBN: 978-1-61208-106-9

                         124 / 194



Self-scaling the Cloud to meet Service Level Agreements 
An open-source middleware framework solution 

 

Antonin Chazalet, Frédéric Dang Tran,  
and Marina Deslaugiers 

France Telecom - Orange Labs, 
28 chemin du vieux chêne, 
38240 Meylan, FRANCE, 

{antonin.chazalet, frederic.dangtran, 
marina.deslaugiers}@orange-ftgroup.com 

François Exertier, and Julien Legrand, 
Bull, 

1, rue de Provence, 
B.P. 208 

38432 Echirolles Cedex, FRANCE, 
{francois.exertier, julien.legrand}@bull.net

 
Abstract - Cloud computing raises many issues about 
Virtualization and Service-Oriented Architecture (SOA). 
Topics to be addressed regarding services in Cloud computing 
environment include contractualization, monitoring, 
management, and autonomic management. Cloud computing, 
promotes a "pay-per-use" business model. This business model 
should enable to reduce costs but requires flexible services 
than can be adapted to load fluctuations. This work is 
conducted in the European CELTIC Servery cooperative 
research project, which deals about a telecommunication 
services marketplace platform. The Servery project focuses 
amongst others on the self-scaling capability of Telco services 
in a cloud environment. The self-scaling capability is achieved 
thanks to Service Level Agreement (SLA) monitoring and 
analysis (i.e., compliance checking), and to autonomic 
reconfiguration performed according to the analysis results. 
SLAs are defined for the services and for the cloud virtualized 
environment. In order to achieve this self-scaling capability, a 
specialized autonomic loop is proposed. Our proposal is well in 
line with the Monitor, Analyze, Plan, and Execute loop pattern 
defined by IBM. The proposed solution is based on the 
following open-source middleware: Service Level Checking, 
OW2 JASMINe Monitoring, OW2 JASMINe VMM. This 
paper presents this solution that has been implemented and 
validated in the context of the Servery project. 

Keywords - Cloud Computing; Autonomic; Self-Scaling; 
Service Level Agreement; Service Level Checking; 
Virtualization; Open-source. 

I. INTRODUCTION 

Today, almost all IT and Telecommunications industries 
are migrating to a Cloud computing approach. They expect 
that the Cloud computing model will optimize the usage of 
physical and software resources, improve flexibility and 
automate the management of services (i.e., Software as a 
Service, Platform as a Service, and Infrastructure as a 
Service). Cloud computing is also expected to enable data 
centers subcontracting from Cloud providers. 

As a consequence, Cloud computing is seen as a way to 
reduce costs via the introduction and the use of "pay per use" 
contracts. It is also seen as a way to generate incomes for 
Cloud providers. Note that a Cloud provider can be: 

• An infrastructure provider, 

• A platform provider, 
• And/or a software provider. 
 
Cloud computing raises many issues. Many of them are 

related to Virtualization, and Service-oriented Architecture 
(its implementation and its deployment). These issues lie at 
both the hardware and/or software levels. 

Nevertheless, Cloud computing also raises issues related 
to services contractualization, services monitoring, services 
management, and autonomic for the Cloud. In this paper, we 
address these last issues for telecommunication services 
offered to customers through a Cloud. These issues are 
critical: indeed economical concerns (i.e., the establishment 
and the use of the pay-per-use contracts) require the ability to 
contractualize services (via the use of service level 
agreements: SLA), to monitor and manage them, to check 
services contracts compliance, and to manage virtualized 
environments. 

This paper is organized as follows. The next section 
provides background about Autonomic computing and 
Service Level Checking. Section 3 presents the related 
works. Section 4 outlines the autonomic approach we have 
followed. Section 5 focuses on the targeted Servery use case. 
Section 6 details our open-source solution. Section 7 
describes the implementation. We present the validation and 
the results obtained in Servery in Section 8. Last section 
concludes this paper and gives directions for future works. 

II. BACKGROUND 

This section presents background about autonomic 
computing and service level checking. 

A. Autonomic computing 

Autonomic computing refers to computing systems (i.e., 
autonomic managers) that are able to manage themselves or 
others systems (i.e., managed resources) in accordance to 
management policies and objectives [1]. Thanks to 
automation, the complexity that human administrators are 
facing is moved into the autonomic managers. It allows 
administrators to concentrate on high-level management 
objectives definition and no more on the ways to achieve 
theses objectives. In [2], the authors define principles of 
autonomic computing thanks to a biological analogy with the 
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human nervous system: a human can achieve high level 
goals because its central nervous system allows him to avoid 
spending time on managing repetitive and vital background 
tasks such as regulating its blood pressure. 

[2] specifies four main characteristics for describing 
systems self-management capabilities: 

• Self-Configuration that aims to automate managed 
resources installation, and (re-)configuration. 

• Self-Healing that purposes to discover, diagnose and 
act to prevent disruptions. Here, note that self-repair 
is a part of self-healing. 

• Self-Protect that aims to anticipate, detect, identify 
and protect against threats. 

• Self-Optimize that purposes to tune resources and 
balance workloads to maximize the use of 
information technology resources. Self-scaling is a 
subpart of self-optimization. 

B. Service Level Checking 

Generally speaking, Service Level Checking (SLC) 
involves a target service and a system in charge of collecting 
monitoring information and checking SLA compliance. 
More precisely, the target service offers probes, and its usage 
(or a derived usage) is contractualized with at least one SLA. 
SLA definitions are based on information that can be 
obtained through the services probes (directly or via 
calculation). The SLC system takes as input information 
regarding the target service as well as at least one SLA, and 
produces SLC results about the SLA compliance, the SLA 
violation, or errors that occurred during the checking or 
information collection steps. The target service can include 
software, platform and/or infrastructure, or can even be a 
Cloud itself (i.e., a set of software services, platform services 
and infrastructure services). 

The SLC results can be used to inform a service 
administrator, to select a service provider at runtime, to 
launch an autonomic loop, and/or to break a contract. 

III.  RELATED WORKS 

This related works section describes the solutions for 
autonomic computing proposed by equipment and IT 
vendors (i.e., IBM, Oracle, HP, Motorola, Cisco, Alcatel-
Lucent ...). The focus is set on the use of SLA based service 
level checking as analyzing part (in autonomic MAPE loop) 
and the ability to manage virtualized environments 
(mandatory today in Cloud computing). 

First, IBM uses policies managers as analyzers for the 
MAPE loop. IBM promotes the use of the Simplified Policy 
Language (SPL). SPL is based on Boolean algebra, 
arithmetic functions and collections operations. SPL also 
uses conditional expressions [3]. IBM Tivoli System 
Automation targets the reduction of the frequency and of the 
duration of service disruptions. It uses advanced policy-
based automation to enable the high availability of 
applications and middleware running on a range of hardware 
platforms and operating systems. Note that these platforms 
and systems can be virtualized (or not). Tivoli's products 
family targets mainly availability and performance [4]. 

Second, Oracle provides the WebLogic Diagnostics 
Framework in order to detect SLA violations [5]. The Oracle 
Enterprise Manager 10g Grid Control can monitor services 
and report on service availability, performance, usage and 
service levels. Note that it doesn't manipulate SLA but a 
similar concept named Service Level Rule [6]. Oracle 
Enterprise Manager 11g Database Management is a solution 
to manage databases in 24x7. It self-tunes and self-manages 
databases operating w.r.t the performance, and it provides 
proactive management mechanisms (that involve service 
levels) in order to avoid downtime and/or performance 
degradation [7]. Oracle handles and manages virtualization 
through its Oracle VM Management Pack [8]. Oracle also 
leads research concerning PaaS and the Cloud, and provides 
a product called Oracle Fusion Middleware (OFM) [9]. OFM 
targets amongst others management automation, automated 
provisioning of servers, automate system adjustments as 
demand/requirements fluctuates. Note that unlike [1], Oracle 
specifies only three steps for the autonomic loop: Observe, 
Diagnose, and Resolve [10]. 

Third, autonomic architectures proposed by other 
equipment and IT vendors focus mainly on basic autonomic 
features in IT products [11]. It also shows that these 
remaining architectures don't use policies managers or SLA 
based service level checking as analyzing part, and don't 
manage virtualized environments. 

The coming sections illustrate that our solution is well in 
line with the MAPE loop pattern. It uses a SLA based SLC 
as analyzing part and it manages virtualized environments. 
Moreover, unlike IBM and Oracle, it is an open-source 
solution: indeed, it only involves open-source middleware. 

IV. APPROACH 

The approach followed in this work is well in line with 
the Monitor, Analyze, Plan, and Execute loop pattern defined 
by IBM: the MAPE loop pattern (see Figure 1). 

In [1], the authors defined that, similarly to a human 
administrator, the execution of a management task by an 
autonomic manager can be divided into four steps (that share 
knowledge): 

• Monitor: The monitor function provides the 
mechanisms that collect, aggregate, filter and report 
details (such as metrics and topologies) collected 
from a managed resource. 

• Analyze: The analyze function provides the 
mechanisms that correlate and model complex 
situations (with regard to the management policy). 
These mechanisms enable the autonomic manager to 
learn about the IT environment and help predict 
future situations. 

• Plan: The plan function provides the mechanisms 
that construct the actions needed to achieve goals 
and objectives. The planning mechanism uses policy 
information to guide its work. 

• Execute: The execute function provides the 
mechanisms that control the execution of a plan with 
considerations for dynamic updates. 
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These four parts work together to provide the control 
loop functionality. 

 

Figure 1.  Autonomic loop (or MAPE/MAPE-K loop) [1]. 

V. THE SERVERY USE CASE 

This section presents the Servery project description and 
the Servery self-scale-up use case. 

A. Servery research project description 

This sub-section presents the Servery research project 
context. 

First, Servery (Service Platform for Innovative 
Communication Environment) is addressing the still 
unsolved problem of designing, developing and putting into 
operation efficient and innovative mobile service 
creation/deployment/execution platforms for networks 
beyond 3G [12]. One of the main goals of Servery is to 
propose a services marketplace platform where Telco 
services can be executed, and where end users can search, 
browse and access the executed services. Note that services 
published in the Servery marketplace platform can also be 
executed in others platforms belonging, e.g., to the 
telecommunication operators themselves. 

The Figure 2 below shows an overview of Servery's 
context diagram, i.e., end users that are external actors of the 
system use Telco services provided by the Servery 
Marketplace Platform. 

 

Figure 2.  Servery's context diagram. 

B. Servery self-scale-up use case 

This sub-section presents the Servery self-scale-up use 
case. The goal of this use case is to maintain the overall QoS 
of the services executed in the Servery marketplace platform 
and of the marketplace platform itself while the user load 
grows up. QoS is directly (and indirectly) defined via SLAs. 
Here, the user load is represented by the number of end users 
(and consequently by the number of requests sent). The 
services targeted are Telco services, e.g., SMS services, e-
mail services, etc. 

VI.  SOLUTION FOR SERVERY SELF-SCALING 

As presented in the related works section, our proposition 
is well in line with the MAPE loop pattern defined in [1]. 
Our idea is to define SLAs between the administrators of the 
Servery marketplace platform and the marketplace platform 
itself. The whole MAPE loop proposed is based on these 
defined SLAs. It is named Servery marketplace management 
platform. Its monitoring and analyzing parts depend directly 
on the elements and metrics specified in the SLAs. As a 
reminder, the Servery marketplace platform is a Cloud. It 
means that three types of entities can be distinguished: the 
entities belonging to the software level, the platform entities 
and the infrastructure entities. SLAs defined can specify 
information related to these three types of entities. 

More precisely, the analyzing part contains two distinct 
sub-parts: the SLC [13], and the JASMINe Monitoring (and 
its Drools module) [14]. The SLC is in charge of requesting 
the relevant probes and collecting the monitoring data. It is 
also in charge of checking the compliance of the defined 
SLAs with the collected monitoring data. It produces SLC 
results about the SLA compliance, the SLA violation, or 
errors occurred during the checking or information collection 
steps. JASMINe Monitoring takes these SLC notifications as 
input and checks their frequency over a configurable sliding 
time slot. This analysis over a sliding time slot is realized by 
a Drools module. Drools is a business logic integration 
platform which provides a unified and integrated platform 
for rules, workflow and event processing [15]. Using a 
sliding time slot analysis is interesting because it avoids to 
launch the planning and executing steps for non-
significant/non-relevant events. 

JASMINe Monitoring is also in charge of the planning 
part and leads the execution part. All the execution actions 
related to the virtual machines management is done via the 
mechanisms provided by JASMINe Virtual Machines 
Management (JASMINe VMM) [16]. 

The Servery marketplace platform (see Figure 3) was 
designed with a front-end element (i.e., an Apache HTTP 
Server) and at least one services execution environment (i.e., 
an OW2 JOnAS open-source Java EE 5 Application Server 
[17]). This design allows us to be able to scale-up the 
Servery marketplace platform and the Telco services 
deployed in it. In short, the Apache front-end acts as a load 
balancer. Note that the Apache front-end and all the JOnAS 
server(s) are run in virtual machines themselves run over the 
Xen hypervisor technology - an open source industry 
standard for virtualization [18]. 
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Figure 3.  Servery marketplace platform architecture. 

This marketplace platform design is interesting, because 
it enables to easily support the addition and/or removal of 
services execution environments. The only constraint of this 
design is the need to reconfigure the front-end element in 
order to take into account the addition and/or removal. 

VII.  IMPLEMENTATION 

This section presents the implementation of the proposed 
solution. Our solution involves two high level modules: the 
Servery marketplace platform that is in charge of providing 
services to the end users, and the Servery marketplace 
management platform that ensures the scale-up autonomic 
property. 

The Servery marketplace management platform involves 
four distinct modules: 

• Service level checking is in charge of requesting the 
relevant probes and collecting the monitoring data 
from the Servery marketplace platform. It is also in 
charge of checking the compliance of the defined 
SLAs with the monitoring data collected. It produces 
SLC results that are sent to JASMINe monitoring. 
SLC is developed by France Telecom. 

• JASMINe Monitoring is part of the OW2 JASMINe 
project. The OW2 JASMINe project aims to develop 
an administration tools suite dedicated to SOA 
middleware such as application servers (Apache, 
JOnAS, ...), MOM (JORAM, ...) BPM/BPEL/ESB 
solutions  (Orchestra, Bonita, Petals, ...) in order to 
facilitate the system administration [19]. JASMINe 
Monitoring takes these SLC notifications as input 
and checks their frequency over a configurable 
sliding time slot. It is also in charge of the planning 
step and it leads the scale-up execution step. 
JASMINe Monitoring is developed by Bull. 

• Cluster scaler is in charge of transmitting execution 
actions to JASMINe VMM. It is also in charge of the 
reconfiguration of the Apache Load Balancer in 
order to take into account the virtual machine just 
added. Cluster scaler is developed by Bull. 

• JASMINe VMM is in charge of the management of 
the virtual machines created and executed over the 
Xen hypervisor. JASMINe VMM aims at offering a 
unified Java-friendly API and object model to 

manage virtualized servers and their associated 
hypervisor. In short, it provides a JMX hypervisor-
agnostic façade/API in front of proprietary 
virtualization management protocols or APIs (such 
as the open-source Xen and KVM hypervisors, the 
VMware ESX hypervisor, the Citrix Xen Server 
hypervisor, and the Microsoft Hyper-V 2008 R2). 
JASMINe VMM is developed by France Telecom. 

 
Note that the solution we propose is a fully open-source 

and Java based solution, and that all communications are 
done via the Java Management eXtension technology (JMX). 

We now present the nominal steps executed when an 
autonomic scale-up is launched (see Figure 4). Here, the 
Servery Marketplace Platform initially contains two virtual 
machines (one containing the Apache LB, and one 
containing a JOnAS server and Telco services). End users 
request/interact with the (services of the) Servery 
marketplace platform is referred as step number 0. A 
nominal execution involves 6 steps (from 1 to 6): 

 

Figure 4.  Overview of the proposed solution. 

First, the objective of SLC is to check the compliance of 
the Servery Marketplace Platform (and its Telco services) 
with SLAs related: to the SaaS level (i.e., Telco services 
level), to the PaaS level (i.e., JOnAS server level), and to the 
IaaS level (i.e., virtual machines level). Consequently, SLC 
requests probes related to the Telco services, the JOnAS 
server and the virtual machine with regard to the contracts 
wanted. Amongst all the possible probes, we have chosen to 
focus and collect the following Telco services (SaaS) 
information: 

• The number of requests processed during the last 
(configurable) time period 

• The total processing time during the last period 
• The average processing time during the last period 
 
The JOnAS server information chosen was: 
• The current server state (e.g., starting, running) 
• The number of active HTTP sessions 
• The number of services deployed/running in a server 
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The virtual machine information chosen was: 
• The virtual machine CPU load 
• The total memory (heap and no-heap) 
• The used memory (heap and no-heap) 
 
Second, SLC results are sent to JASMINe monitoring. 

JASMINe monitoring then checks the frequency of the SLC 
results corresponding to a violation. If the frequency of the 
violations is too high (e.g. more than five violations in a one 
minute sliding time slot), it means that a scale-up action is 
needed. So, JASMINe monitoring plans this scale-up action 
(thanks to information known about the marketplace 
platform) and executes it. Here, it means that JASMINe 
monitoring plans to introduce and configure another virtual 
machine containing a JOnAS server and the Telco services. 

Third, the scale-up action is sent to the Cluster Scaler. 
Fourth, Cluster Scaler commands the JASMINe VMM to 

create a new virtual machine (containing a JOnAS server and 
the Telco services). 

Fifth, JASMINe VMM commands the Xen hypervisor in 
order to introduce the specified virtual machine. By 
introducing a virtual machine, we mean creating, 
instantiating and launching the virtual machine (and its 
content). 

Sixth, Cluster Scaler is informed that the requested 
virtual machine has correctly been instantiated and is now in 
the running state. Then, Cluster Scaler reconfigures the 
Apache Load Balancer in order to take into account the new 
virtual machine (and its content) just introduced. 

Finally, the load induced by the end users requests is now 
dispatched between the two virtual machines (containing the 
JOnAS Servers and the services). 

VIII.  VALIDATION  

This section presents details, screenshots, and results 
about the demonstration associated to the scale-up use case. 

First, our solution has been demonstrated to CELTIC and 
French National Research Agency (ANR) experts during the 
Servery project's mid-term review (the 7th of May 2010). 

This live demonstration and the validation were done on 
three standards servers: one dedicated to the marketplace 
platform, one containing the marketplace management 
platform, and one in charge of injecting the end users load to 
the marketplace platform. 

Over this hardware configuration, we observed that our 
whole MAPE loop runs approximately in 10 minutes (this is 
an average value coming from ten consecutive 
experimentations. These 10 minutes are broken down as 
follows: 

• 1 minute is taken by SLC and JASMINe monitoring 
in order to monitor and detect 5 consecutive SLA 
violations in a 1 minute sliding time slot. 

• 1 minute is taken by JASMINe monitoring for the 
planning of the scale-up action and the launching of 
the execution step. 

• 1 minute is spent by JASMINe VMM in order to 
interact with the Xen hypervisor for introducing a 
new virtual machine. 

• At least 6 minutes are consumed by the creation, the 
boot and the initialization steps of the (just 
introduced) virtual machine. 

• Less than 1 minute is spent by Cluster Scaler to 
reconfigure the marketplace platform and check its 
state. 

 
Note that the creation of the virtual machine can be 

reduced to a dozen seconds via the use of virtual machine 
templates; the boot and initialization steps can't be easily 
shortened. 

Figure 5 below is a screenshot of SLC. It shows SLC 
results: here, one violation of the SLA tsla_id_3 has been 
detected). 

 

Figure 5.  Screenshot of SLC with a SLA violation. 

Figure 6 is a screenshot of JASMINe VMM. It shows the 
marketplace platform after a self-scale-up. Three virtual 
machines are displayed: one containing the Apache LB 
(called apache) and two containing each a JOnAS server and 
the Telco services (called jonasWorker1 and jonasWorker3). 

 

Figure 6.  Screenshot of JASMINe VMM with 2 JOnAS servers. 

Figure 7 below shows the number of requests, the 
average processing time, and the CPU load corresponding to 
jonasWorker1. Here, we have injected two identical loads on 
the Apache LB. The first load has led to a SLA violation and 
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the marketplace platform has been self-scaled-up. The 
second load has been injected after the self-scale-up action; 
the load is now balanced between the two jonasWorkers. 

 

Figure 7.  Screenshot of JASMINe Monitoring graphs. 

IX. CONCLUSION 

In this paper, we have presented an innovative open-
source solution for self-scaling the cloud to meet service 
level agreements. Our solution has been applied to the Cloud 
Computing context via a self-scaling use case coming from 
the European CELTIC Servery cooperative research project. 
Applying our proposal to this use case has led us to several 
conclusions. First, according to the objectives, it allows to 
self-scale a virtualized cloud depending on the compliance 
with SLA. It also allows separating concerns related to the 
monitoring, analyzing, planning and executing steps in an 
industrial context and in the frame of an industrial use case. 

Second, our solution is functional and efficient. It has 
been demonstrated in front of experts and validated. 

Third, one of the important challenges we solved with 
this solution was to find, extend/modify, and integrate open-
source middleware pieces with respect to industrial 
constraints raised by our R&D centers. 

Last, but not least, this solution is well accepted by both 
France Telecom and Bull production project teams. 

As future work, we consider to work on the Servery self-
scale-down and self-repair use cases. We also plan to 
introduce several monitoring probes in the marketplace 
platform, to extend the SLC module in order to check more 
complex SLAs, and to embed it in JASMINe monitoring in 
order to take advantage of its monitoring mechanisms. We 
also plan to extend both the Drools rules for the analysis step 
and the planning mechanism in order to handle the two 
remaining use cases. We also wish to use JASMINe VMM 
capabilities in order to test our solution on a VMware 
marketplace platform. 
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Abstract - The paper presents the vulnerabilities of cloud 

storage and various possible attacks exploiting these 

vulnerabilities that relate to cloud security, which is one of the 

challenging features of cloud computing. The attacks are 

classified into three broad categories of which the social 

networking based attacks are the recent attacks which are 

evolving out of existing technologies such as P2P file sharing. 

The study is extended to available defence mechanisms and 

current research areas of cloud storage. Based on the study, 

simple cloud storage is implemented and the major aspects 

such as login mechanism, encryption techniques and key 

management techniques are evaluated against the presented 

attacks. The study proves that the cloud storage consumers are 

still dependent on the trust and contracts agreed with the 

service provider and there is no hard way of proven defense 

mechanisms against the attacks.  

Keywords-cloud storage; security; architecture; vulnerabilities  

I.  INTRODUCTION 

Computers has evolved from small computing devices 
such as abacus to super computers, and the computing has 
changed from stand alone computers to centralised 
computing and then to distributed computing. Current era is 
cloud computing era where all the software, platform and 
infrastructure are virtualised and provided as services 
typically exploited using pay-per-use model. In traditional 
model, a company or an organisation will maintain their own 
Information Technology Infrastructure and hence had full 
control on the data and processes. But in cloud computing, 
the data and processes are maintained by some 3rd party 
vendors and hence the control is lost. 

Internet is ubiquitous and its penetration rate is very high 
in recent years. 82.5 percent of United Kingdom residents 
have access to Internet [28]. It is the communication channel 
for cloud computing and almost everyone using Internet is 
involved in some form of cloud computing activities such as 
Gmail, Yahoo, Picasa, Facebook and so on. Since it is open 
to everyone, if a soft spot is identified by attackers, it could 
be exploited to a great extent. Hence it is the tempting target 
for cyber crime.  

Most of the companies like to move their applications to 
cloud services due to the huge cost savings it provides. But 
they are taken aback due to one main reason “Security”. 
There are many leading cloud storage service providers such 
as Google Docs, Amazon Simple Storage Service (Amazon 
S3), Nirvanix, Adrive and Zumo drive. The vulnerabilities of 

cloud storage are very high, even the leading service 
providers have been compromised at some point.  

In this paper, under the title “Attacks”, various 
vulnerabilities in cloud storage are identified that could be 
exploited. “Implementation” discusses the solution 
implemented to counter the attacks based on the study. 
Finally, implementation is evaluated and conclusion is 
drawn. 

II. ATTACKS 

The cloud storage attacks can be classified into three 
broad categories network / resource based, browser based 
and social networking based attacks. 

A. NETWORK / RESOURCE BASED 

1) Denial of Service 
It is the most popular attack in Network Security where 

the user is abstained from getting the normal service from the 
service provider with the help of other attacks such as 
Internet Control Message Protocol (ICMP) Flood, SYN 
Flood, User Datagram Protocol (UDP) Flood and Smurf 
attack. It can also be performed by increasing load on 
Central Processing Unit (CPU), primary memory, network to 
slow down or eventually crash the system. Distributed 
Denial of Service (DDoS) attack is based on DoS, which 
consists of three layers, controller layer, broker layer and 
attacker layer. In DDoS, the actual attack is made from the 
broker layer by receiving commands from the controller 
layer. Since it involves different layers attacker information 
can be hidden easily [29]. 

Since the attack can be performed using various other 
attacks, both detection and prevention steps can be taken. 
Lee et al. [7] has proposed a DoS/DDoS intrusion detection 
system, which uses cumulative sum algorithm to detect the 
attacks. Kompella et al. [22] proposed a novel data structure 
called partial completion filter, which can detect claim and 
hold attack, which is not handled in the former system. 

2) Buffer Overflow 
Buffer Overflow is the most common vulnerabilities for 

past two decades where an attacker seeks for partial or total 
control of a host. This is caused when exceptions are not 
handled properly. For example: out of bound exceptions and 
type exceptions when not handle properly can be exploited to 
move the control to a function introduced by an attacker and 
the results are endless [3].  

 The buffer overflow vulnerabilities can be avoided by 
taking little extra care during development of software. 

122

CLOUD COMPUTING 2010 : The First International Conference on Cloud Computing, GRIDs, and Virtualization

Copyright (c) IARIA, 2010               ISBN: 978-1-61208-106-9

                         131 / 194



Further down, buffer overflow can be prevented even at the 
Kernel level [30] and Hardware level [32] as well. 

3) Virtual Machine Based Rootkit 
Virtualisation is an important aspect of cloud computing 

where the software, operating system and all related 
components are packaged together such that it is independent 
of the hardware [15]. This is facilitated by multiplexing the 
system with a small privileged kernel known as hypervisor. 
Virtual Machine Based Rootkit (VMBR) is a new type of 
malware, which is similar to hypervisor, installs underneath 
the operating system layer and hoist the operating system to 
virtual machine. Hence, it is difficult to detect VMBR‟s state 
by the software running on the operation system. Vitrol and 
Subvert are other rootkits that use this technique [25]. 
VMBR allows other malicious software or services to run on 
it, which is protected by the operating system. According to 
King et al. [25], the best way to detect VMBR is to control 
the layer beneath it with the help of a secure hardware or 
bootable media. 

4) Side Channel 
Although complex cryptographic algorithms are devised 

for security, the weakness in implementation is exploited to 
break the security. The side channel attack exploits the 
unintended data leakage such as power consumption, timing 
information to break the keys [19].  

Lee et al. [11] proposed Lock and Key technique, which 
includes a test security controller that randomises the sub 
chains when accessed by an unauthorised user and hence 
reducing the predictability. An attacker has to break many 
layers of security in order to the access the scan chain in 
order to exploit it. 

5) Man in the Middle 
There are different variants of man in the middle attack 

exists. One of the variants is where an attacker having a 
device with two wireless cards can launch this attack. First 
he sends de-authentication frames of legitimate user to the 
service station. Legitimate user will be disconnected from 
the service station and start searching for access point in the 
same channel. Now attacker can use one of his wireless cards 
to act as service station and connect the legitimate user, 
mean while use the other wireless card to get connected to 
the actual service station using legitimate user Media Access 
Control (MAC) address [23]. Thus man in the middle attack 
can be launched successfully. 

 Once the attack is successfully launched, attacker can 
even attack Hyper Text Transfer Protocol Secure (HTTPS) 
communication. In this scenario, the user will be displayed a 
security certificate warning, which most of the users ignore 
and hence the system is compromised [6]. 

6) Replay Attack 
Replay attack is where an attacker is able to capture the 

network traffic and replay it at a later time to gain access to 
the unauthorised resources even if it is encrypted. It has more 
effect on the Dynamic Rights Management (DRM) content 
where the rights over the resource changes over the time or 
number of times/ bandwidth used. If the attack is on the 
DRM content, the user not only looser privacy but also cost 
involved in the dynamic rights. For example, if user is 

accessing a file from the cloud storage service such as 
Amazon S3 where he is charged based on the amount of data 
transferred, the replay attack will eat up user‟s money. 
Abbadi et al. [9] have proposed a solution against the replay 
attack, which give users flexibility to use and manage the 
DRM content in any of the devices they own. 

7) Resource Exhaustion 
“Resource-exhaustion vulnerability is a specific type of 

fault that causes the consumption or allocation of some 
resource in an undefined or unnecessary way, or the failure 
to release it when no longer needed, eventually causing its 
depletion. [10]” 

As stated in the definition, resource exhaustion 
vulnerability can be exploited to cause Denial of Service 
(DoS) attacks. This can be caused by bad design or 
inefficient utilization of resources on the service side and 
resource leakage where the resources are not released or 
destroyed from memory after use [10]. Hence it is difficult to 
observe and identify the cause unless it is closely monitored. 

Antunes et al. [10] has proposed methodology to detect 
resource exhaustion vulnerability using which implemented 
Predator, a black box testing tool to identify the resource 
exhaustion vulnerabilities of a system. The operations of the 
tool involve attack generation and injection campaigns. 
Incorporating this methodology in software development life 
cycle (SDLC) can reduce this vulnerability. 

8) Byzantine Failure 
In cloud storage, many nodes participate to complete an 

activity. For instance there could be many redundant servers 
involved and also multiple users accessing single source. In 
this scenario, any of the nodes i.e., servers or users 
participating can fail arbitrarily as a result of crash or 
malicious activity, which is known as Byzantine failure [13]. 
System can be made robust by implementing threshold 
cryptography [2] to ensure the system is tolerant to 
Byzantine failure. 

Recently, Wang et al. [24] proposed Agreement Protocol 
for cloud computing (APCC), which involves two processes 
Interactive Consistency Process and the Agreement Process. 
The Interactive Consistency Process is executed at the server 
nodes, which shares and stores the initial message among 
them. The server nodes then aggregate the results and 
transmit the message to client nodes. The Agreement Process 
is executed at the client nodes to receive the agreed message. 

B. BROWSER BASED 

1) XSS 
Cross Site Scripting (XSS) can be used to inject 

malicious code into the client machine by exploiting the 
client side script vulnerability in the website [1]. Thus an 
attacker can introduce his own script and impersonate user 
credentials to perform malicious activity in the website such 
as session Hi-jacking and also craft phishing sites. A user 
called Samy added more than 1 million buddies to his My 
Space account by exploiting XSS Vulnerability [5]. Even 
Google has suffered from XSS vulnerability in their online 
spreadsheet application using which the user cookie can be 
stolen, which is valid for other sub-domains also. From the 
server point of view detecting and preventing XSS attack is a 
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difficult task as it is done at the client end for which server 
has not much control. Wurzinger et al. [20] has proposed a 
server side solution SWAP (Secure Web Application Proxy) 
to detect and prevent XSS. It has a reverse proxy, which 
intercepts the HTML response from client and validates it for 
XSS attack. 

2) SQL Injection 
Similar to XSS, SQL Injection is also a vulnerability, 

which can be used to inject malicious database scripts when 
user inputs are not properly validated. This can generally be 
prevented by passing user inputs as parameters and avoiding 
query building based on the user input. At times there will be 
scenarios where building queries based on user inputs are 
unavoidable.  In these cases, vulnerable user input validation 
must be performed to prevent SQL Injection. SQL Injection 
is very dangerous as it can be used to change values of 
multiple records and can even be used to delete the whole 
table [31]. 

For example, consider the following SQL statement, 
which updates a value based on email id.  

UPDATE [User Information] SET [Credit] = „£1000000‟ 
WHERE [Email Id] = „$email‟ 

If user passes value [„xyz@abc.com‟ OR „x‟=‟x] for 
$email. Then „x‟=‟x‟ condition is always true and hence 
credit will be set to „£1000000‟ for all users. 

3) Malware 
A program designed to damage the machine is called 

malware [14]. The web browsers are more susceptible to 
malwares as it supports extension of 3rd party programs 
through “Add-on” or “Plug-in” capability. Louw et al. [17] 
has demonstrated a malware program, which is capable of 
capturing sensitive information such as passwords even 
when the communication is done using Secure Socket Layer 
(SSL). This is possible because the information is captured 
even before the communication begins when the data is 
encrypted for submission. Some of the Internet security 
program may detect and warn some of the malicious 
activities of malware programs such as submitting hidden 
data to remote server, but not many users are not aware of 
the technical details and tend to ignore the warning. 

4) XML Wrapping 
Web Services is a key technology to implement Service 

Oriented Architecture (SOA) especially is very useful for 
implementing interoperable and platform independent 
services. Extensible Markup Language (XML) is the 
underlying mark up language used to communicate between 
server and client. XML signatures facilitate the unauthorised 
modification and origin authentication for the XML 
documents [16].  

A SOAP message with a signed body can be moved to 
different wrapper message without altering the signatures. 
Hence the resulting SOAP message is still valid producing 
valid hash [18]. This is called XML Wrapping attack, which 
according to Gruschka et al. [18] can be mitigated using 
SOAP message security validation and XML schema 
validation but the formal proof of safety is missing. 

C. SOCIAL NETWORK 

1) Sybil Attack 

In a Sybil attack [8], a malicious user acquires multiple 
identities and pretends to be distinct users and tries to create 
a relationship with honest users. Even if one honest user is 
compromised, malicious user will gain special privileges, 
which can be used for attacks. Cloud storage is widely used 
in social networking such as Facebook, My Space, Orkut, 
Bebo where users can store their files such as documents, 
photos and videos and share it easily with their network. The 
relationship between the honest user and the malicious user 
is called attack edge, which can even be used for social 
engineering. 

 Vanish [21] is a proposed system, which increases 
privacy by self destructing data. Using this system, a 
message can be encrypted using a random key, which is 
stored in the distributed hash table (DHT). These keys will 
be destructed from DHT after user specified interval and 
hence the data is lost forever. User can de-encrypt the data 
using the key before it is destructed forever. This seems to be 
a solution for P2P based storages and also has been 
simulated for Gmail using Firefox Plug-in but in its current 
form it is not adequately protected against Sybil attacks and 
can be defeated [26]. 

2) Social Intersection Attacks 
Social Intersection attacks can be effectively launched in 

social networking environment. It can be used to identify the 
original owner of the shared anonymous data object with just 
two compromised users in a group [12]. It is hard to detect 
this kind of attack as it is performed passively and become 
more powerful with increase in number of compromised 
users. A solution is proposed for this attack where the service 
provider can build a number of anonymous nodes around a 
user and hence highly reducing the probability of identifying 
the originating source. 

3) Collusion Attack 
 Secret Key Multiplication (SKM) group re-keying 

scheme is used in group collaboration, where multiple users 
participate in a group discussion that might involve sharing 
of various resources such as text, files and even hardware 
resources. According to this scheme a subset key is 
generated for each group from a master key and in turn each 
user in a group is given a private key. It is assumed that the 
users in each group keep their key secret. Collusion attack is 
performed by combining information among two or more 
users and gain access to resources that the attacker is not 
supposed to have. Using collusion attack, it is possible to 
obtain even the high level key, which will give attacker 
access to other groups, which is not related to the attacker. 
Raphael [4] proved SKM group re-keying scheme to be 
vulnerable to collusion attacks. 

III. IMPLEMENTATION 

Tb drive [27], an online storage is implemented using the 
architecture devised based on the study. As a student it is 
hard to avail access to storage servers used for commercial 
purpose. Hence storage provided by a web hosting service 
was utilised to implement this project, which had limitations 
on server capacity and performance. 
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The application is developed using ASP.Net 3.5 with C# 
as server side script language, AJAX and Visual Studio 2010 
IDE. MS SQL 2008 is used for storing data. IIS 7.0 is used 
as the web server to handle client requests and the developed 
application is tested using different browsers namely Fire 
Fox, Internet Explorer, Google Chrome and Safari under 
Mac OS X and Windows platforms. 

This web application is designed to meet the 
functionality and security requirements, based on the 
analysis done in previous chapters. ASP.Net application 
service is used to implement the access controls for the web 
application.  

Folders are stored in database using Hierarchyid, new 
data type available in SQL Server 2008. This facilitated 
displaying folder structure in Tree View control reducing 
number of Lines of Code (LOC). 

The implementation of the application is discussed below 
in four major aspects namely login mechanism, storage 
organisation, file encryption and decryption and key 
management. 

A. Login Mechanism 

Tb drive doesn‟t store password to authenticate users, 
instead implements Open ID mechanism to authenticate user. 
Implementation accepts Google and Yahoo Open Ids for 
login to Tb drive and demonstrates simplest account creation 
process. Users can start using the application readily and 
securely without having to fill out sign up forms. User 
simply has to click on the Open ID provider logo. 
Application will be redirected to Open ID service provider. 
Open ID service provider will ask for user name and 
password for authentication mentioning the requesting 
domain (techbizarre.com) name in the authentication page. 

Once the user enters valid user name and password, Open 
ID service provider will display all the details requested by 
the relying party (techbizarre.com) requesting approval from 
the user. If the user approves the details to be shared, the 
requested information will be sent to relying party. User can 
also choose to remember the association; hence this step can 
be skipped in future. 

Open ID provides only authentication and don‟t support 
user session that has to be taken care by the relying party. 
Single-Sign-On generally known as SSO is another 
mechanism, which facilitates even the session to be taken 
care by the service provider and have its own advantages and 
disadvantages. Though Open ID doesn‟t facilitate session 
management, the service is provided free of charge where as 
cost is involved to avail SSO facility form 3rd party. If Open 
Id is implemented, application can accept services from 
many service providers and hence more audience where as 
when SSO is implemented, the service is restricted to one 
service provider. 

B. Storage Organisation 

In cloud storage, files can be stored in two different ways 
file system and database. Both has advantages and 
disadvantages; the file system requires full permission on the 
disk, which is difficult in a web hosting scenario than 
maintaining own server. The storage system requires a 

binding between the application layer and storage layer, 
which is loosely coupled when the files are stored in the file 
system and there is no concrete relationship between the files 
and the application layer where privacy and confidentiality is 
driven. Figure 1 depicts typical high level cloud storage 
architecture.  

 
Figure 1.  High Level Cloud Storage Architecture. 

The binding between the application layer and storage 
layer can be made strong when the storage is implemented in 
database server. This may hinder other support such as File 
Transfer Protocol (FTP) services for the storage facility.  

Considering the web hosting storage scenario of Tb 
drive, database is chosen for storage layer but storage using 
File system is also demonstrated without the feature of 
encryption. 

Hierarchyid data type available in SQL Server 2008 is 
used to implement the folder structure in Tb drive, which 
allows easy mapping of folder structure to tree view control. 

C. File Encryption & Decryption 

 Since the files are stored in 3rd party server, this might 
break user‟s privacy. Hence the ability to encrypt files can be 
provided to users. In security perspective, submitting 
encrypted files seems more appropriate; but, when 
considering key management, there exists risk of user using 
various keys to encrypt files and may get lost when 
retrieving data. To make it more user friendly, Tb drive uses 
master key concept which is explained under Key 
Management. Tb drive accepts a key string from user, which 
is internally converted to key and vector combination to 
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encrypt files, Tb drive demonstrates symmetric encryption of 
files using Rijndael encryption algorithm. Individual files 
can be encrypted using a key. Since symmetric encryption is 
used, user has to provide the same key to decrypt the files. If 
the key is lost, the data is lost forever.  

D. Key Management 

 Since loss of key can lead to data lost forever, key 
management is crucial in cloud storage. To mitigate this risk, 
Tb drive stores one way hashed master key supplied by user 
in the database and uses the master key to encrypt files. 
Since Tb drive only stores hashed master key, unless user 
provides the master key data cannot be decrypted. Thus users 
can safely store data in Tb drive having full access with 
them. The other concern here is that the law-maker can be 
law-breaker, i.e., the key management technique logic is 
again provided by the 3

rd
 party service providers who can 

internally change the logic. Hence the service provider 
should conduct regular external audit that can verify and 
certify the credibility of the application and thus it can be 
trusted.  

IV. CONCLUSION AND FUTURE WORK 

People are addicted to simplicity and are lazy to manage 
multiple passwords. One of the solutions to overcome this 
could be Open ID, which increases usability but at the same 
time increases the risks of XSS and phishing attacks. Hence 
general awareness is required on Do‟s and Don‟ts of cloud 
computing. 

ASP.Net Membership service simplified the 
implementation of session security and assumed to be safe 
from attacks. If any of the vulnerability in the Membership 
assembly is exploited then the assumption is flawed. 

Simple flaws in coding such as not destroying objects in 
memory that is no longer required can be easily exploited to 
launch DoS attack and buffer over flow attack, which 
decrease the performance of the system or even crash the 
server. Coding flaws such as lack of input validations can 
lead to SQL injection through which an attacker can gain 
access full database. 

Service provider has full access and in most of the cases 
they have ability to impersonate a customer and have full 
access over his data. An attack by a disgruntle employee of 
the service provider can easily break in to consumers data. 
Encryption can protect sensitive data but still vulnerable to 
Man in the Middle attack.  

Attacks through social networks are recent ones, which 
are being exploited as this doesn‟t require any extra burden 
for an individual to initiate. Most of the social network users 
are naive enough to give away sensitive and personal 
information in social network websites, which can then be 
used to break the password using password recovery facility 
that every service provider provides.  

A famous phrase exists “Words spoken cannot be taken 
back”; similarly Data given away to cloud cannot be taken 
back. No one knows how many backup exists for the data 
stored in cloud. A user can upload unencrypted data 
assuming to encrypt it after uploading into the cloud. Even 

before the data is encrypting, it could have been backed up 
and user is left unaware. 

Cloud service relies on the network, which is not always 
secure. Network sniffers can easily gain sensitive 
information by monitoring network payloads. 

Security should be implemented at each and every layers 
defined in International Standards Organisation – Open 
System Interconnect (ISO-OSI) Model and at very granular 
level. The attacks such as denial of service attack, buffer 
overflow attack, man in the middle attack exists for ages, still 
there is no concrete mechanisms to counter these attacks. 
Even the strongest encryption available is vulnerable to side 
channel attacks. 

Even the leading service such as Google, Zoho, Nirvanix 
has failed at some point exposing customer data and even 
losing the data. Hence users should have their own backup 
mechanisms for critical data. 
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Abstract—The re-perimeterization and the erosion of trust
boundaries already happening in organizations is amplified and
accelerated by Cloud Computing. Security controls in Cloud
Computing are, for the most part, no different from security
controls in any IT environment from a functional perspective.
However, because of the Cloud service models employed, the
operational models, and the technologies used to enable Cloud
services, Cloud Computing may present different risks and
additional requirements to an organization than traditional IT
solutions. This paper focuses on security management issues
for vertical and horizontal Collaborative Clouds. Based on a
detailed and comprehensive analysis of requirement domains,
currently offered solutions, security management objects that
have to be managed, integrated or adopted, we introduce
a Cloud Security Management Reference Model (CSMRM),
integrating various Cloud security services of an organization
and providing interoperability to identified stakeholders. This
new model adopts the Security Management Infrastructure
(SMI) approach and establishes the basis for a global and
consistent management of the Cloud security infrastructure
according to organizational goals.

Keywords-Security Management Infrastructure, Collaborat-
ive Clouds, Cloud Security Management Reference Model

I. INTRODUCTION

Today, every new trend in the Information Technology
(IT) has to face issues about security. Most current Cloud
offerings are all over the map on the security issue, ranging
from largely insecure installations for some commodity and
private Cloud offerings to about half of the way towards
meeting that goal for the best enterprise public Clouds [1].
One of the most important security challenges is to assure a
predefined security level of trust over multi-provider Cloud
Computing environments with dedicated communication
infrastructures, security mechanisms, processes and policies
[2]. Thus, it is necessary to overcome ‘security islands’
and vendor lock-in. Inadequate security management (in
order to establish trust and prevent risks) can be the show
stopper for ubiquitous Cloud Computing usage, as Cloud
Computing services will multiply and expand faster than the
ability of Cloud Computing consumers to manage or govern
their usage [3]. Ubiquitous connectivity, the amorphous
nature of information interchange, and the ineffectiveness of
traditional static security controls which cannot deal with the

dynamic nature of Cloud services require enhanced security
approaches with regard to Cloud Computing [2], [4].

The aim of Security controls in Cloud Computing is, for
the most part, no different than security controls in any IT
environment from a functional security management perspect-
ive. The Security Management Infrastructure (SMI) approach
of the EU [5], NATO [6], the USA [7], or the UK [8],
includes security management capabilities such as Identity
Management, Privilege Management, Metadata Management,
Policy Management, and Crypto Key Management. These
functional capabilities will be adopted for Cloud Computing
usage [9]. However, the private and public sector needs
an objective about how this new computing paradigm will
impact organizations from a security management perspective,
how it can be used with existing technologies, and the
potential pitfalls of proprietary technologies that can result
in a lock-in effect or limited choice. To overcome this
situation, we present a Cloud Security Management Reference
Model (CSMRM) that allows to manage Cloud security
management services and to integrate Cloud Computing
security management into the (pre-existing) SMI of the whole
organization. This CSMRM addresses further challenges
and bridges the gap between current insufficient Cloud
security management approaches and future Cloud security
management.

This paper is structured as follows: In Section II, we
provide a detailed description of a collaborative scenario
covering all deployment types and delivery models in order
to identify Cloud security management relevant components,
requirements, and interfaces. In Section III, we provide
the results of the requirements analysis, which guides the
evaluation of related work in Section IV and the identification
of security management objects in Section V. Finally, we
introduce the CSMRM in Section VI. Section VII summarises
and concludes this paper.

II. SCENARIO

The communication and information infrastructures of
private and public sector organizations that are collabor-
ating according to agreed security policies are shown by
a scenario in this section (visualized in Figure 1). This
infrastructure is controlled and managed traditionally and
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includes various security devices, services, and processes
from various manufacturers in order to manage IT security
capabilities. The organization constructs an internal Cloud
Computing infrastructure upon the existing IT infrastructure
using open-source or commodity software that includes the
Cloud Security Management Infrastructure (CSMI).

A single Cloud (e.g., PrC-A2 in Figure 1) comprises Cloud
services (of one or all types) and additional control and
management elements, such as Service Management, Security
Management, Service Catalogue, or Collaboration Service.
These Cloud services can be used by individuals (e.g., the
members of branch A2 within organization A, members of
other organizations or external users), and can be a single
service or comprise other Cloud services in order to provide
the desired functionality.

Services of the same type (SaaS, PaaS, or IaaS) are referred
as horizontal Cloud services. In many instances, Cloud
computing service provider will provide a value-added service
on top of another Cloud provider’s service. For example, if a
SaaS provider needs flexibility, it may be more cost-efficient
to acquire necessary infrastructure from an IaaS provider
rather than building it. These more complex and integrated
services are termed vertical Cloud services.

A private Cloud of an organization A may contain several
Clouds itself (e.g., the Cloud of a branch). The integrated
Clouds of organization A can be deployed on different geo-
graphic locations and organizational branches, subsidiaries,
and units. This Cloud can be seen as a Collaborative Cloud,
even when it is assumed to be a private Cloud from the
perspective of organization A. Note that a private Cloud
service from organization A may consist of several Cloud
services from partners or from a public Cloud service provider.
For example, a Cloud storage service from the private Cloud
(PrC) of organization A may use another Cloud storage
service from PrC-B, together with a storage system of Cloud
PuC-I, a file system, and a tape storage system of Cloud
PuC-II, in order to provide a new compound Cloud service.
A Collaborative Cloud may also offer Cloud services which
use several other Cloud services, for example an Information
service that interacts with various stakeholders of an inter-
organizational project.

Clouds are connected via Intranet (private) or Internet
(public) connections. In addition, Cloud service brokers—
providers that offer intermediation, monitoring, transforma-
tion, portability, etc. between various cloud providers—can be
used while building compound services. Managers can make
intelligent and flexible decisions about what parts of their
application loads runs internally and what parts externally.
As a rule of thumb, computation-intensive Cloud services
are better provided and used by public Cloud providers, but
as dynamic security policies may define other risks for the
transferred data, such a Cloud service could be moved and
deployed back into the private Cloud.

III. REQUIREMENTS ANALYSIS

This section defines the requirements for a unified and
collaborative Cloud security management, based on, but
not limited to, the scenario given in the previous section.
There are several sources [2], [10]–[12] providing questions
with regard to Cloud security management (e.g., ‘How do
I manage and control my security policies along the whole
Cloud Service Life-cycle?’). Based on these questions we
discovered and defined four domains for Cloud security
management requirements to cluster identified requirements.
These domains are (1) Security Management Functions,
(2) Collaboration, (3) Integration of Security Management
Objects, and (4) General Requirements.

A. Security Management Functions

In a hybrid private and public Cloud scenario there is
a significant incremental risk if outsourced services to the
public Cloud bypass the technical and administrativ controls.
Customers are ultimately responsible for the security and
integrity of their own data, even when it is held by a service
provider [13]. Due to this complexity and opacity, policy
enforcement becomes critical at all possible enforcement
points. Since it is difficult to ascertain where data may be
directed to it becomes imperative to encrypt all data, whether
it is in motion or at rest. The biggest question here is key
management (e.g., single key for all users, one key per
user, multiple keys per user, etc.) [14]. The trend toward
multiple service providers has the potential for creating
an identity nightmare unless it is coordinated across all
platforms. Each service will need to identify the user and
may carry a number of user attributes including preferences
and history. Federated identity solutions are necessary for
service providers to standardize on mechanisms for sharing
authentication, authorization and access (AAA) information
with each other.

B. Collaboration

Collaborative Clouds are built upon private and public
Clouds of various organizations. The following aspects
are presented to highlight the requirement spectrum for
security management. We probably won’t know exactly
where or in which country our information is hosted [13].
In addition, information in the Cloud is typically in a
shared environment alongside data from other customers.
Therefore inter-security management information exchange
is necessary, where Cloud security management applications
of two or more organizations share information. The use of
standardized and non-proprietary protocols to communicate
and exchange information between security capabilities will
support this inter-organizational sharing of information to
prevent vendor lock-in threat, resulting in problems with data
transfer between Cloud vendors [15]. Furthermore distributed
time zones have to be considered in order to support adequate
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Figure 1. Vertical and Horizontal Collaborative Cloud scenario showing organization-specific private Clouds (PrC-X) and public Clouds (PuC-X).

timestamps (e.g., security auditing). But also from an intra-
organizational perspective security management information
exchange between the Cloud security management system
and the overarching security management system of the whole
organization has to be established in order to fulfill security
policies comprehensively.

C. Integration of Security Management Objects

Cloud security management will allow a central operative
management of all security capabilities. Therefore it has to
provide interfaces and APIs in order to integrate all security-
related data stored in the concrete security capabilities
including Web-based ones. This will foster the move from
manual to automated security management operations. The
range of security capabilities that have to be considered by
a security management depends mostly on the degree of
integration and complexity of the provided services by the
Cloud service provider. In the case of SaaS, this means that
service levels, security, governance, compliance, and liability
expectations of the service and provider are contractually
stipulated; managed to; and enforced. In the case of PaaS
or IaaS it is the responsibility of the consumer’s system
administrators to effectively manage the same, with some
offset expected by the provider for securing the underlying
platform and infrastructure components [2]. However to
achieve this integration the adoption of a standards-based
system design and implementation to enable interoperabil-
ity, facilitate federated security management operations is
necessary. This allows the use of commercial products, too.

D. General Requirements

As the number of Cloud services and their potential
security management capabilities can get quite high in
collaborative environments a scalable architecture is required.
Additional ones may need to be configured if the collabora-
tion grows or if components are replaced dynamically. But
also the set of supported security management capabilities
is not static. Continuously, new types of these capabilities
evolve and manufacturers are extending their Cloud portfolio.
In addition there is the need to operate in a multi-national
or multi-cultural environment. Therefore the design and
development of the system have to meet the requirements of
a specific geographic or linguistic market segment.

IV. RELATED WORK

The following section is structured into two parts. First
we provide some theoretical foundations concerning security
management models and cloud security areas. Secondly, we
present an overview of current Cloud security management
approaches and exchange standards.

The FCAPS model (ISO 10164) describes security man-
agement functions generically as goals in order to be imple-
mented by security management tools. While the ISO/IEC
27001 offers a methodology and implementation guideline
for providing and managing security services. [16] presents
a Service Oriented Security Architecture (SOSA) as a col-
lection of security services forming a security infrastructure
used by Web Service providers. The Security Management
Infrastructure approach, also known as Enterprise Security
Management (ESM) will serve as an overarching security
architecture integrating security capabilities (e.g., Identity,
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Credential, Crypto Key Management, etc.) and managing
them according to an organizational security policy [9].
There are several sources that describe Cloud Computing
security areas [2], [14], [12], [1]. Unfortunately they differ
in defining and covering necessary security management
functional areas and collaboration aspects that can be used for
a comprehensive Cloud security management. For example
the management of meta-data or configuration management
of security capabilities are not covered. Mainly they focus
only to Identity, Privilege, Access and Crypto Key Man-
agement. The adaption and reuse of existing, traditional
security management applications for Cloud Computing is
proposed as one way-ahead [12]. A detailed summarization
of fundamental characteristics and shortcomings of 14 of
these security management systems are shown in Figure 2,
which compares along a list of 5 design and 9 functional
criteria c.q. requirements, indicates that neither of the
observed approaches addresses the required range of security
management functions, nor do they provide mechanisms for
composed Cloud services [17].

Unfortunately only few applications c.q. models that
focus unique to the Cloud security management aspect like
Zscaler, Panda and the security management model [18]
exist. But they only provide single security management
function areas like policy-based secure web access or provides
complete protection services. Furthermore there are services
like PingIdentity, Symplified, etc. that covers the federated
management of identities. Mostly there are some security
management elements included within Cloud management
applications. For example enStratus provides management for
Amazon and The Rackspace Cloud infrastructure including
security management functions like authentication and au-
thorization, key management and audit. Further examples of
Cloud management services like Scalr, Kaavo, CloudKlick,
CloudStatus, RightScale, Elastra, Enomaly, Cloud42, etc.
exist ( [2], [14], [12]). DeltaCloud is an open source
project aiming to develop an ecosystem of tools, scripts
and applications for the Cloud. The project also aims to
write a common, REST-based API to enable developers
to write once and manage across multiple Clouds. One of
the biggest challenges to Cloud Computing is the lack of
standards as many efforts centred around the development
of both open and proprietary APIs which seek to enable
things such as management, security and interoperability
for Cloud. Some of these efforts include the Open Cloud
Computing Interface, Amazon EC2 API, VMware’s DMTF-
submitted vCloud API, Sun’s Open Cloud API, Rackspace
API, SNIA Cloud Data Management Interface (CDMI) and
GoGrid’s API, to name just a few. Beside these solutions,
there are some standards and approaches for specific security
areas. For the exchange of authentication and authorization
data, standards as OASIS SAML, specifications of Liberty
Alliance, and the Web Services Federation Language are
implemented with their main focus on Web-based services.

Furthermore in the security area of crypto key management
the Key Management Interoperability Protocol (KMIP) can
be used.

To summarize current Cloud security management ap-
proaches cannot fulfill all requirements put forward for an
security management of Collaborative Clouds. The range of
security fields supported is often limited and none of these
tools are flexible and holistic enough to ensure the required
level of interoperability and flexibility by implementing the
presented Cloud standards.

V. CLOUD SECURITY MANAGEMENT OBJECTS

There are significant trade-offs to each Cloud model
in terms of integrated features, complexity vs. openness
(extensibility), and security. The key takeaway for security
management is that the lower down the stack the Cloud
service provider stops, the more security capabilities and
management consumers are responsible for implementing
and managing themselves. However, there is still the question,
what are the ‘target objects’ that have to be managed within
the CSMI. In this section three domains for these objects
are introduced that have to be addressed by a Cloud security
management system.

A. Security functions provided by Cloud service providers

Various Cloud service providers add security functions cov-
ering also some parts of Cloud security management to their
proprietary Cloud service offerings. For example Amazon
Elastic Compute Cloud (Amazon EC2) Security supported
a multi-factor authentication (knowledge and ownership) to
gain access, control privileges and supporting of credentials
like X.509 Certificate or proprietary Amazon Secret Access
Key (e.g., to sign API calls). A key management allows
the multiple concurrent usage of these certificates and keys.
Beside that the access is logged and audited. Furthermore
flexibility to place instances within multiple geographic
regions as well as across multiple availability zones is
possible, however the choice (e.g., region, continent) is
limited [19].

B. Cloud security management services

PingFederate is a Cloud-based Identity-as-a-Service pro-
vider that focus in federating identity management and is
integrated by a provider specific API. These kind of Cloud
services can be classified as SaaS. The IdP (Identity Provider)
sending identity attributes (from an authentication service
or application) to PingFederate. PingFederate uses those
identity attributes to generate a SAML assertion. PingFederate
extracts the identity attributes from the incoming SAML
assertion and sends them to the target application of a service
provider as consumer of identity attributes. Initial user au-
thentication is normally handled outside of the PingFederate.
PingFederate offers integration kits (Windows IWA/NTLM,
X.509 Certificate, LDAP Authentication Service), that access
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CA - Enterprise IT-Management + + + + + + - + + + - - - +

Check Point - Software Blades + + + + + + - - - + + - - +

Cisco - Security Management Suite + o o + - - - - - + o - - +

Evidian - Identity and Access Management Suite + + + + + + + o + + - o - o

IBM - Tivoli Suite + + + + + + - + + + + + - +

NetIQ - Security and Compliance Management + + o + - - - - - - - - - +

Novell - Identitäts- und Zugriffsmanagement + + + + o + - + + + - - - +

Oracle - Identity and Access Management + + + + + + - + + + - - - +

RSA - Security Suite + + + + + - + - + o - + - +

Siemens - DirX + + + + + + o + + + - - - +

Sophos - Security and Data Protection + + o + - - o - - + o + - o Legend:

Sun - Identity Management + + + + + + o + + o - - - o +  fulfilled

Symantec - Control Compliance Suite + + o + o - - - - o - - - + o partial fulfilled

University of Kent - Permis + + o + + - o - + + - - - - - not fulfilled

Figure 2. Analysis of current security management approaches

authentication credentials. The IdM agent API (if available)
provides the access identity attributes or provided integration
kits for CA SiteMinder, Oracle Access Manager (COREid)
and Tivoli Access Manager. PingFederate allows a service
provider enterprise to accept SAML assertions and provide
single-sign-on to applications for Citrix, SharePoint and
Salesforce.com [14], [20].

C. Security management objects within interfaces

Interfaces and APIs, for Cloud portability and interoperab-
ility, include management and security issues. For example,
security in the context of Cloud Data Management Interface
(CDMI) refers to the protective measures employed in
managing and accessing data and storage. CDMI can be
accessed by protocols like SAN, NAS, FTP, WebDAV or
REST. Security management measures within CDMI can be
summarized as user and entity authentication, authorization
and access controls, data integrity, data at-rest encryption,
crypto key management, audit and meta-data management
[21]. Some of these security management attributes are
cdmi_security_audit (If present and ‘true’, the cloud storage
system supports audit logging), cdmi_security_data_integrity
(If present and ‘true’, the cloud storage system supports data
integrity/authenticity) or cdmi_security_encryption (If present
and ‘true’, the cloud storage system supports data at-rest

Encryption).

VI. CLOUD SECURITY MANAGEMENT REFERENCE
MODEL

In this section an reference model for Cloud security
management is presented based on the detailed require-
ment analysis and the Cloud security managed objects.
The CSMRM, which is shown in Figure 3, will serve
as a comprehensive guideline in order to implement and
design Cloud security management systems that address the
highlighted security spectrum.

Within the requirement analysis we identified four domains
in order to cover the range of requirements and functions
for security management. Consequently the CSMRM con-
sists of four interoperating layers - Adapter and Libraries
Layer, Platform Service Layer, Functional Service Layer,
and Collaboration Service Layer. The CSMRM adopts a
standards-based system design and implementation that en-
able interoperability, facilitate federated security management
operations, allow the use of commercial products and ease
evolution. Therefore, it includes 5 domains of interfaces
and APIs for the Collaborative Cloud environment. Here a
Cloud security management system has to interact with (1)
the Security Management Infrastructure of the organization,
(2) the security managed objects, (3) other Cloud security
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management systems (e.g., Cloud Broker, partners, public
Cloud providers), (4) Cloud Service User, and (5) Cloud
security roles within the organization (e.g., administrator,
security officer, etc.). The lowest layer is called Adapter
and Libraries Layer, which integrates and accesses various
Cloud security management objects. These objects differ in
two dimensions: First, how a the object is interfaced with.
Each one may have its own protocol for communication
(e.g., LDAP, proprietary APIs, or Simple Object Access
Protocol (SOAP) in case of a Web Service). Second, the
function a concrete object provides. The requirement to
map all these different protocols and function sets to a
Cloud security management system bears therefore a high
degree of complexity. The proposed solution is abstraction
and service decomposition, as the Adapter and Libraries
Layer consists of different types of adapters and libraries,
where each type may have a number of security management
object-dependent implementations. Each adapter has two
interfaces: a primitive function interface, which is common
for all adapters of one type, and a object-dependent interface,
which implements the (proprietary) interface of the concrete
security managed objects. If available the adapter type will
be defined and implemented according to standards like
SAML, KMIP, OCCI, or CDMI. Above that the Platform
Service Layer provides basic services to the Cloud security
management system and implements the integration within
the SMI of the organization. For example a Database Service
including backup functionality will serve as the underlying
security management data storage for the future system. For

specific purposes different database types like structured
and unstructured ones are offered. A Registry Service is
necessary in order to have an overview about all system
components within the Cloud security management system.
Further a Multi-lingual Service allows a user to define, select,
and change between different culturally-related application
environments to support the usage within Collaborative
Clouds. The Functional Service Layer includes all security
management functional areas like Identity Management,
Privilege Management, Metadata Management, Policy Man-
agement and Crypto Key Management. These services
comprise all elements of their area within one organization. A
Collaboration Service Layer is at the top of the CSMRM that
support the inter-security management information, where
Cloud security management applications of two or more
organizations share information in Collaborative Clouds.
The use of standardized and non-proprietary protocols to
communicate and exchange information between security
capabilities will support this inter-organizational sharing of
information to prevent vendor lock-in threat. A Security
Policy Service guarantees that regulations and constrains
of the organization are enforced even when the combined
Cloud service respective security data is distributed and
located at various geographic units within the collaboration.
In addition a Topology and Localisation Service provides an
up-to-date view of the orchestrated collaborative environment,
that supports other services of that layer. Underlying to these
is a Synchronization Service that allow the exchange and
transaction between various technologies and timezones.
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VII. CONCLUSION

Identifying and defining security management issues for
Cloud Computing are challenging tasks. Though inadequate
security management in order to establish trust and preventing
risks can be the show stopper for ubiquitous Cloud usage
as Cloud services will multiply and expand faster than
the ability of Cloud consumers to manage or govern them
in use. Ubiquitous connectivity, the amorphous nature of
information interchange, and the ineffectiveness of tradi-
tional static security controls which cannot deal with the
dynamic nature of Cloud services, all require new security
thinking with regard to Cloud Computing in the context of
Collaborative Clouds. However an objective about how this
new computing paradigm will impact organizations from a
security management perspective, or how it can be used with
existing technologies, and the potential pitfalls of proprietary
technologies that can lead to lock-in and limited choice, is
needed. To overcome this situation we presented a Cloud
Security Management Reference Model that enables potential
users to manage various horizontal and vertical Cloud security
services independent of their complexity. The adapter and
library layer allows the integration and clustering according
SMI functions that guarantees a comprehensive coverage
of all security management aspects. Furthermore it support
the collaboration with Cloud service users and other Clouds.
Due to the fact that such a comprehensive Cloud security
management model does not exists yet, it will serve as a
guideline to design and implement future Cloud security
management systems.
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Abstract - The notion of cloud computing capability is 

gathering momentum rapidly. However, the governance and 

enterprise architecture to obtain repeatable, scalable and 

secure business outcomes from cloud computing is still greatly 

undefined. There is very little research explored to define a 

framework that not only considers financial motivations, but 

also business initiatives, IT governance structures, IT 

operational control structures and technical architecture 

requirements to evaluate the benefits regarding cloud 

investment.  We are proposing a novel model to address this. 

This model can be leveraged by an organization to evaluate the 

“tipping point” where the organization can make an 

informative decision to embrace cloud computing at the 

expense of on-premise hosting options. The authors refer to 

this model as Cloud Computing Tipping Point (C2TP) model. 

The model is a service centric framework created by mapping 

cloud computing attributes with industry best practices such as 

ValIT, Control Objectives for Information and related 

Technology (COBIT) and Information Technology 

Infrastructure Library (ITIL). This paper discusses the C2TP 

model in detail with its findings. 

 
Keywords - Cloud computing Tipping Point; C2TP; Cloud 

readiness model; CTPXML; Cloud artifact; Cloud taxonomy 

I.  INTRODUCTION 

Merrill Lynch research estimated cloud computing as a 
“$160 billion addressable market opportunity, including $95 
billion in business productivity applications, and another $65 
billion in online advertising” [11]. There are several industry 
vendors (e.g., Amazon, Google, Microsoft, Sun, Salesforce, 
HP, etc.) attempting to capitalize on this market opportunity. 
Academic research community has also taken a keen interest 
in creating frameworks such as Virtual Workspaces [18], 
OpenNebula [22], Eucalyptus [10],[39] and Aneka [5] to 
address this opportunity. According to Buyya & Yeo [5], the 
hype about cloud computing is getting realized in the form of 
real world solutions. They continue to elaborate by focusing 
on computation power as the 5

th
 utility on top of water, 

electricity, gas and telephony [6]. This computing utility will 
provide basic computation requirements for essential every 
day needs similar to the other four utilities stated above. 
They identify cloud computing is one of the paradigms that 
could realize this vision [6].  
 

An ICT organization will reach a “cross road” or an 
“equilibrium” where the organization is required to make a 
conscious decision to either enhance the existing on premise 
investment or procure IT capability via cloud computing 
providers [26]. The popularity of cloud offerings are 
primarily driven by the financial benefits gained by 
organizations in comparison to on premise investments. 
Buyya, Pandey & Vecchiola [4] proposed a market oriented 
cloud computing architecture leveraging “Cloudbus” toolkit. 
The Cloudbus architecture addresses simulations, policies 
and algorithms to facilitate the cloud marketplace. Lenk et al. 
[20] created a general framework that targets transitioning 
from existing systems to cloud offerings. This framework 
primarily focuses on the financial advantages of the cloud 
platforms. Both of these capabilities do not address a model 
that an organization can leverage to evaluate organization‟s 
business initiatives, existing IT investment and existing IT 
control structures to determine the equilibrium (or a “tipping 
point”) for cloud computing investment. This information is 
vital to evaluate the decision to either migrate to the cloud or 
expand on existing investment for an organization.  

This paper attempts to address this research gap. The 
focus of this paper is to demonstrate Cloud Computing 
Tipping Point (C2TP) model that an ICT organization can 
leverage to evaluate the future benefits or limitations. The 
authors developed the following approach to create the C2TP 
model as detailed in Figure 1. 

 
 

 

Figure 1.  C2TP model inputs, processing and outputs 
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The authors have leveraged multiple case studies 
representing both enterprises and small to medium 
enterprises to investigate the relevant attributes for the 
perceived model. The model primarily focuses on 
organization‟s business architecture information, financial 
viability information and technical architecture information 
[27]. They are described as “inputs” of the model in Figure 
1. The model captures many attributes that represent the 
above focus areas. This is illustrated as “processing” in 
Figure 1. These subject areas are discussed in detail in the 
next section. They are analyzed and evaluated to generate 
multiple measurements and services. Figure 1 illustrates 
these measurements and services as “outputs”. These 
measurements and services are described in sections II and 
IV. These services can be leveraged to provide guidance 
regarding the “readiness” of the organization to embrace or 
decline on cloud offerings. Section III of this paper describes 
the details of an artifact designed to evaluate and capture 
findings of C2TP model. Section V will detail the findings, 
conclusions, future work and related work. 

II. C2TP MODEL 

The C2TP model will enable organizations with the 
knowledge to invest in future strategic decisions regarding 
cloud computing investment. The model will evaluate 
financial, business and technical data to derive a conclusion 
whether the organization will benefit from investing in cloud 
computing or extend their investment in on premise 
capability. This is an important toolset that can be leveraged 
by the industry and will actively contribute to cloud 
computing enterprise architecture. The following Figure 2 
illustrates components of C2TP model. 

 

 
Figure 2.  C2TP : Cloud computing Tipping Point Model 

The authors explored whether they could use industry 
best practices of Control Objectives for Information and 
related Technology (COBIT) [7] and Information 
Technology Infrastructure Library (ITIL) [14] as a base 
framework to define the attributes for the Cloud Computing 
Tipping Point model. Lainhart [19] described COBIT as a 
“methodology for managing and controlling Information. It 

also controls Information Technology risks and 
vulnerabilities”. IT Infrastructure Library (ITIL) is a set of 
industry best practices published by British Office of 
Government Commerce (OGC) [14]. It comprises of 
operational framework details that includes industry best 
practices, standard operating procedures and technical 
operating procedures. The authors concluded that the high 
usage of these frameworks in the industry and their proven 
control structures provide a solid foundation for the C2TP 
model. The primary attributes planned for the model are, 

a) Better risk management and information security 

b) Better software development life cycle 

management 

c) Better business continuity 

d) Excellent capacity and availability management 

e) Low cost operations 

f) Shorter implementation life cycles of IT systems 

and applications 

g) Enhanced service levels 

h) Higher uptime 

The authors also concluded that some of the long term 
strategic objectives (e.g., value management, optimizing 
internal rate of return etc.) of a Cloud solution are not 
addressed by COBIT and ITIL control structures [29]. 
Therefore, they have leveraged ValIT [36] model to address 
these gaps. ValIT addresses assumptions, costs, risks and 
outcomes related to a balanced portfolio of IT-enabled 
business investments. It also provides benchmarking 
capability and allows enterprises to exchange experiences on 
best practices for value management [36]. Therefore, the 
authors have decided to leverage COBIT, ITIL and ValIT to 
provide the governance framework for Cloud Computing 
Tipping Point model. The authors have created key metrics 
to measure the outcome of the model [28]. They are,  

 C2TP Financial Model metric. 

 C2TP Business Initiatives Index. 

 C2TP Operational Governance Index. 

 C2TP Readiness Index. 

A. C2TP Financial Model 

The C2TP financial model analyses the fixed and 
variables costs of migrating and sustaining cloud platform 
architecture. The financial model currently accommodates 
the following costs. These are staff costs, help desk costs, 
server maintenance costs, server replacement costs, data 
center environment costs, software licensing costs, software 
maintenance costs, networking costs, storage costs, 
migration costs, centralization costs, journaling costs, 
training costs, archiving infrastructure costs, archiving 
content  costs, backup and recovery costs, disaster recovery 
costs, support consultancy costs and cost of Investment 
(interest on borrowed funds to facilitate the investment). 
Future work on this base framework can expand these 
criteria further. 
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The model analyses the above costs for on premise IT 
investment and will compare it against the cloud alternative 
capability. The model evaluates the financial position of the 
on premise investment and cloud offerings by referring the 
following equation. Note that “n” is a positive integer and 
“N” is the total number of financial costs. 

∑ 

 

   

                 ∑ 

 

   

               
     

An organization is financially in a better position if the 
cloud offerings investment is less than the on premise 
investment. 

B. C2TP Business Initiatives Index 

C2TP business initiatives index evaluates the 
organization‟s eagerness and ability to embrace cloud 
computing as a mechanism to gain completive advantage 
over their peers. The business initiative attributes of the 
model are, 

 Efficiency gains 

 Agility 

 Creativity and Innovation 

 IT Security issues 

 Risk Management 

 Simplicity of capability development and 
management 

 Business process optimization 

 Social impact to the employees 

 Regulatory compliance  

 Interoperability with partner organizations. 
The C2TP model gathers the organization‟s perceptions 

and priorities regarding the above subject areas. This 
information is gathered by answering series of questions to 
evaluate the organization‟s perspective of these business 
initiatives under the on premise model and alternative cloud 
computing capability. These business questions leverage 
ValIT, COBIT and ITIL key subject areas. The total of on 
premise business initiatives are collected together as “On 
Premise Business Initiatives index”. The total of cloud 
business initiatives are collected together as “Cloud Business 
Initiatives Index”. In order to move to the cloud, the Cloud 
Business Initiatives Index requires to be greater than the On 
premise Business Initiatives index as described below. Note 
that “n” is a positive integer and “N” is the total number of 
business initiative measures. (Note – Business Initiatives 
Index is abbreviated as “BII”) 

                ∑                        

 

   



                    ∑                             

 

   



                                       

C. C2TP Operational governance Index. 

This index attempts to compare the organization IT 
governance and control objectives under the on premise and 
cloud computing models. This measure is vital to ensure the 
organizations future IT platform (regardless of on premise or 

cloud computing) is operating as efficiently as possible. 
COBIT and ITIL provides extensive capability in industry 
implementations for similar requirements. The authors have 
evaluated these industry best practices extensively. 
Therefore, the C2TP model is influenced by COBIT and 
ITIL control structures to address some of the key 
capabilities as described below. 

1) Acquire and Maintain Application Software 
The key focus areas under this model are, 

 Which model is more efficient in procuring 
software? 

 Which model attracts the best licensing costs 
arrangement for the organization? 

 Which model manages the licensing costs better? 
(e.g., better tools are available for management and 
transparency) 

 Which model provides more efficient application 
maintenance? 

 Under which model is application maintenance 
financially attractive? 

2) Procure IT Resources 
The key focus areas under this model are, 

 Which model provides the procurement efficiencies? 
(i.e., less time to procure software) 

 Under which model is it easier to secure IT resources 
that are skilled to develop IT capability? 

 Which model offers cheaper to find IT resources? 

 Which model offers efficient project management? 

3) Acquire and Maintain Technology Infrastructure. 
The key focus areas under this model are, 

 Which model offers simpler procurement process to 
acquire hardware resources? 

 Which model offers lower infrastructure costs for the 
organization?  

 Which model offers better hardware infrastructure 
optimization?  

 Which model offers better tools to address disaster 
recovery functions?  

 Which offers better toolset to manage the 
organization‟s infrastructure? 

4) Manage Performance and Capacity 
The key focus areas under this model are, 

 Which model offers better performance tools set to 
monitor hosted applications? 

 Which model offers better performance tools set to 
manage hosted applications?  

 Which model provides easier access to increase or 
decrease capacity? 

5) Define and Manage Service Level 
The key focus areas under this model are, 

 Which model offers better Service Level 
Agreements (SLA) for organization needs?  

 Which model offers liability measures (from 
providers) in case of lack or interruption of service 
or data?  

 Which model offers clear 'pay per view' cost 
structure for services consumed? 
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6) Ensure Continuous Service 
The key focus areas under this model are, 

 Which model offers better availability of data?  

 Which model offers better availability of critical 
services?  

 Which model ensures integrity of data?  

 Which model ensures integrity of critical services? 

 Which model ensures confidentiality of corporate 
data?  

 Which model secures organization from Denial of 
Service attacks? 

C2TP model evaluates these subject areas by engaging 
with the target organization with a series of workshops, 
questions and answers sessions and presentations. The 
interactions with the organizations and the organization‟s 
responses are recorded in the C2TP artifact tool. This tool 
and its functionality will be described in section III. The 
organization evaluates its on premise business case against 
the cloud computing alternative under the C2TP model. The 
C2TP model proceeds to accumulate this information and 
derives Operational Governance Index for on premise and 
cloud computing alternatives. Then the model compares the 
two indexes to analyze the suitability of each model. The 
Operational Governance Index of cloud computing should be 
greater than the Operation Governance Index of on premise 
model in order for an organization to benefit from cloud 
computing offerings. The equations to obtain this decision 
are demonstrated below. Note that “n” is a positive integer 
and “N” is the total number of operational governance 
measures. (Note - Operational Governance Index is 
abbreviated as “OGI”.) 

          ∑                                 
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D. C2TP Readiness Index. 

C2TP model readiness index is the end result of the 
evaluation. The readiness index will elaborate the 
organization‟s “readiness” to embrace cloud computing or 
whether it has reached the “tipping point” to invest in cloud 
computing offerings. The Readiness Index is derived by 
aggregating the previous discussed indexes. The authors 
believes the C2TP readiness index and all the other indexes 
needs to be positive to conclusively decide that the 
organizations have reached the “tipping point” to invest in 
cloud computing offerings. The following illustrates this 
equation.  

C2TP Readiness Index    = 

Financial Model + Business Initiatives Index + Operational 

Governance Index 

The authors developed an artifact to demonstrate this 
model and to evaluate its capability extensively. This 
conclusion of C2TP Readiness Index was confirmed by the 
findings of the artifact. 

III. C2TP ARTIFACT 

This section discusses the Cloud Computing Tipping 
Point artifact that was designed and developed to evaluate 
and captures the information in relation to C2TP model. 

A. Research method – Artifact building  

Artifact design is an iterative process. March and Smith 
believes that the search for the best, or optimal, design is 
often intractable for realistic information systems problems 
[23]. Simon [32] describes the nature of the design process 
as a Generate and Test Cycle. According to Simon, we 
would generate research material and will evolve to new 
material when we apply testing scenarios. The authors have 
followed this process numerous times to create the artifact 
for C2TP model. March and Smith [23] proposed 4 general 
outputs for design research. They are constructs, models, 
methods, and instantiations. The C2TP model addresses all 4 
of these outputs.  

 Constructs are defined by March and Smith [23] as 
conceptual vocabulary of problems and solution 
domains. This is addressed by defining extensive 
conceptual architecture of the C2TP artifact. It 
breaks down the conceptual architecture to multiple 
layers (i.e., presentation, business logic and 
database) and clearly defines each layer‟s 
responsibility.  

 A model is a set of propositions or statements 
expressing relationship among constructs [23]. The 
artifact addresses this requirement by extensive set 
of Unified Mark-up Language (UML) constructs. 
They are outputs such as entity relationship diagrams 
and class diagrams.  

 The method is a set of steps used to perform a task 
[23]. The artifact leverages UML modeling 
techniques such as use cases and sequence diagrams 
to address this.  

 March and Smith [23] defines instantiations as 
“operationalize constructs, models and methods. The 
eventual instantiation of the research is a web site 
that accumulates all the information regarding the 
C2TP model. 

B. Solution Architecture for the model 

The C2TP conceptual architecture is based on three tier 
architecture model. The three tiers are Presentation, Business 
Logic and Database. There are also several “cross cutting” 
components of the architecture including security, common 
integration methods and a library of components that 
addresses instrumentation, auditing, logging, tracing, caching 
and validation.  The authors have created a specific 
taxonomy to share C2TP model information. This taxonomy 
is referred to as Cloud Tipping Point Markup Language 
(CTPXML) [29]. CTPXML is a well formed communication 
structure specifically designed for C2TP model. The primary 
objective of CTPXML is to exchange information between 
C2TP model and its consumers in a scalable and secure 
environment. The consumers can be number of entities. They 
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are web browsers, mobile phones, desktop applications or 
intelligent agents [30].  

Presentation layer essentially consists of user experience 
layer and self-service channel to expose the C2TP model 
capability. The self-service channel will provide the ability 
to expose a “service view” of C2TP selected applications to 
be consumed by external service providers and 3rd parties. 
The Self Service Channel will host scalable and reliable 
services that will allow other organizations to build their own 
applications that leverage C2TP data. However, the 
application creation and maintenance will be the sole 
responsibility of the 3rd party organization. The following 
services will be exposed via these mechanisms that are built 
on top of the “service agents” that technology platform 
provides [30]. 

 C2TP Financial Model Service 

 C2TP Business Initiatives Index service 

 C2TP Operational Governance Index service 

 C2TP Readiness Index service 
C2TP Business Logic layer accommodates both in-host 

and cross-host capabilities. The in-process model supports 
the web user, mobile user and potential desktop forms 
application functionality. The in-process model enables 
memory caching and will provide speedy access to data. The 
services interface provides a scalable standard interfaces for 
the Self Service Channel. This layer will provide the proxies 
or agents that facilitate the plumbing code for the service 
layer. It also leverages standard service contracts, message 
contracts, data contracts and fault contracts to communicate 
to presentation layer. The orchestration layer of the business 
logic layer is a key capability. The orchestration layer will 
route client requests to the relevant business components. 
The orchestration layer coordinates (and in some cases 
aggregates) data communications between business 
components and necessary integration components. This 
layer will also provide framework level support for the 
following, 

 Validation capability – these components provide 
business level validations (e.g., valid post code) and 
developer support (e.g., regular expressions to 
validate email address) 

 Business rules and business objects – The business 
logic and the associated business rules are hosted in 
these objects. 

 The necessary workflow rules and components. 

 Client message inspector – This component 
evaluates the user‟s authorization credentials to 
execute the business functionality. 

 Parameter inspector – This component will inspect 
the parameters being provided to the business layer 
by the presentation layer. 

The database solution architecture supports necessary 
table structures and integration connectors. The database 
design will follow the 3rd normal form and there are small 
data marts created for user and administrator reports. 

C. Service enablement of C2TP model 

SOA is a software architecture that is designed around 
loosely coupled software components called services, which 
can be orchestrated to improve business agility [8]. Vouk 
[37] defines SOA as delivery of an integrated and 
orchestrated suite of functions to an end-user through 
composition of both loosely and tightly coupled functions, or  
often networkbased services. As defined by W3C, services 
provide functionality at the application and business levels of 
granularity using widely applied standards [13] . A 
conceptual SOA metamodel to enable business capability 
was demostared by Emig et al [9] and Henkal & Zdravkovic 
[12]. This SOA metamodel is leveraged  to build the C2TP 
artifact that can seemlessly intercat with 3

rd
 party 

compoments or intelligent agents to share information 
generated by the C2TP model.  

IV. RESULTS AND FINDINGS 

The proposed model has been validated with results from 
several organizations with a cross-section of business 
models. Due to the recent global financial crisis and 
volatility of the global markets, the organizations were quite 
keen to investigate technology options that give them a 
competitor advantage over their competitors. Therefore, 
C2TP model was viewed as a timely development to assist 
with their evaluation for cloud computing options.  

„One on one‟ interviews and workshops were the primary 
mechanisms of collecting data and evaluating C2TP model 
with target organizations. The collected information was 
entered into the C2TP artifact to process the results. The 
C2TP artifact produced the financial model and the relevant 
indexes to evaluate the cloud computing suitability.   The 
results were member checked [21] with the participants. 
Member checking was performed both during the interview 
(or workshop) process and at the conclusion phase. 
Interviewer corroboration [21] was also leveraged as a 
validation technique to ensure the quality of results. Negative 
case analysis [34] provided a valuable toolset to refine the 
model further in some cases. The paper categorized these 
findings under two categories to address necessary cross 
sections of the IT industry. They are as enterprise clients and 
small or medium enterprise clients. 

A. Validation of Enterprise clients 

Experiment 1 - C2TP model was evaluated by 
representatives of a global consulting company that has in 
excess of 80,000 employees. The organization is a mature 
CMMI level 5 accredited IT services provider. The 
representatives‟ motivations were to analyze the cloud email 
hosting benefits of transferring their on premise capability to 
cloud platform. They were interesting in leveraging both 
Infrastructure as a service and software as a service cloud 
offerings. They leveraged the C2TP model to 
comprehensively analyze their requirements. Here are the 
results. 

 The model clearly identified the financial benefits 
leveraging the formulae discussed earlier. The C2TP 
Financial readiness Index was positive.  
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 The C2TP business Initiatives index was also 
positive. This supported the conclusion of the 
organization business initiatives are in synergy with 
the cloud platform offerings.  

 C2TP Operational Governance Index was positive. 
The organization‟s accreditation of CMMI level 5 
had ensured structured processes to address 
management and governance issues. Therefore, the 
organization could effectively transition their on 
premise email hosting environment to cloud 
computing offering with minimum number of 
business interruptions. 

 The C2TP model concluded that the C2TP 
Readiness Index was positive in light of all the other 
indexes were positive. Therefore, the C2TP model 
endorsed the organizations strategy to migrate their 
email hosting system to cloud platform and start 
leveraging the benefits of the cloud architecture. 

The participants provided valuable feedback as part of 
member checking to enhance the C2TP model. They have 
indicated the value of benchmarking their findings with 
similar organizations to further understand the competitor 
advantages and limitations. They have highlighted that a rich 
set of historical data that focuses on their industry does add 
substantial value to the existing C2TP model. This important 
discovery was corroborated by other interviewers 
subsequently. 

Experiment 2 - The 2
nd

 enterprise company is a global 
supplier of security hardware to financial industry and 
government agencies. They have close to 20,000 global 
employees. The company representatives‟ interest was to 
leverage the C2TP model to evaluate their “Next generation 
desktop” project. This is a platform rationalization project 
viewed as an opportunity to provide a solution for their 
existing aging desktop platform. This platform as a service 
project also attempts to provide a single environment for the 
company‟s newly acquired subsidiaries to work together and 
to be integrated into their global headquarters. Here are the 
findings 

 The C2TP Financial Readiness Index was positive 
indicating the financial benefits of rationalizing their 
platform with cloud platform offerings. 

 The C2TP Business Initiatives Index was negative. 
The company subsidiaries operated as independent 
entities in all its geographies. Therefore, their 
business initiatives were influenced heavily by 
demographic circumstances and were not centrally 
managed. This was the outcome of several 
acquisitions and mergers over the years. 
Unfortunately, the IT environment integration 
wasn‟t a priority in these acquisitions and mergers.  
The objective of the “Next generation desktop” was 
to provide a unified desktop solution globally. 
However, the representatives could not agree on the 
unified set of business initiatives that was driving the 
project. 

 C2TP Operational Governance Index was negative. 
Due to mergers and acquisitions, there were 

substantial differences between the IT maturities for 
IT teams representing different geographies. This led 
to the conclusion that they need to create a unified IT 
platform and a governance framework at the global 
headquarters level before they investigate migrating 
capability to the cloud. It was noted that this global 
platform could be viewed as a Cloud offering. 
However, the representative did conclude there are 
sensitive data (as a result of their security operations) 
that they were not planning to host on the cloud 
offering. They concluded to consolidate all the IT 
teams and create governance framework. This 
governance framework will address the issue of 
sensitive data and investigate leveraging cloud 
computing for their non-core activities. 

 Due to the C2TP Business Initiatives index and 
C2TP Operational governance index being negative, 
it was concluded that the C2TP Readiness Index was 
negative. Therefore, it was concluded that the 
organization haven‟t reached the “tipping point” to 
invest in cloud offerings. 

 The conclusion was to enhance their existing invest 
in on premise offering and enhance the maturity of 
the organization till it reaches a point where they can 
revisit the cloud computing value proposition. 

The paper leveraged negative case analysis validation 
technique to refine the model with this particular experiment. 
The initial data from the C2TP model did not corroborate 
with the interview findings. Further analysis led to the 
revision of the model attributes and introducing a 
“weightings” system for the calculations to reflect these 
special circumstances. 

B. Validation of SME clients 

Experiment 3 - The model was evaluated by an 
Australian consulting company that specializes in 
collaboration and portal development capability. This 
company has close to 20 employees. They specialize in 
collaboration toolset for financial and manufacturing sector. 
The company was having difficulty to scale their current on 
premise infrastructure platform to facilitate its growing 
demand. They also noticed high seasonal demand for 
Collaboration capability towards the start of the financial 
year by their financial industry clients. The company was 
having difficulty to justify the additional costs to cater small 
window during seasonal spikes and leave the resource idle 
for rest of the year. They were keen to leverage the C2TP 
model to explore their options and evaluate their readiness to 
acquire cloud computing capability. Here are the results,  

 Positive C2TP Financial Model for the company 
elaborating the advantages of moving to a cloud 
provider to facilitate the seasonal spikes in lieu of 
acquiring new on premise infrastructure.  

 Due to the small nature of the company and mature 
ITIL process in place, the C2TP Operational 
Governance Index was positive. 

 Their business Initiatives index was also positive 
indicating their suitability to migrate to the cloud 
platform.  
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 The C2TP readiness index was positive due to the 
feedback from C2TP Financial Model, Business 
Initiatives Index and Operational Governance Index 

Member checking and interviewer corroboration were 
leveraged as validation techniques for this experiment. The 
organization was keen to leverage C2TP model to investigate 
sharing CTPXML information with their partner 
organizations and clients. 

Experiment 4 - The 2
nd

 SME participant organization 
specializes in residential and commercial imagery for 
product catalogues. This is a small organization with 5 
employees. The major challenge was to manage their digital 
library and keep up to date with technology advancements 
and security considerations. They were interested in 
evaluating both platform as a service and software as a 
service offering to meet their growing demand. They have 
been leveraging their on premise platform for number of 
years. However, due to increased storage needs, image 
processing and bandwidth needs, they were finding it 
difficult to extend their existing infrastructure and justify the 
extra costs. Therefore, they were keen to evaluate the C2TP 
model to obtain guidance to make decisions on investing on 
cloud offerings 

 The C2TP Financial Model was positive indicating 
they were financially in a better position due to their 
move to the cloud offerings. 

 The C2TP business Initiatives Index was also 
positive indicating that the business models of the 
company or the business initiatives are not adversely 
affected by transferring their capabilities to the 
cloud. They also noticed that cloud offering will 
significantly reduce their capital expenditure and 
transfer costs to the “operating budget”.  

 C2TP Operational Governance Index was positive. 
The company benefitted from its small size and was 
able to be agile and improve its process. Therefore, 
they had sufficient control structures and governance 
model to successfully migrate to the cloud platform 
with little process alterations. 

 Due to positive feedback from C2TP Financial 
Model, C2TP Business Initiatives Index and C2TP 
Operational Governance index, the C2TP Readiness 
Index was positive.  The conclusion was that the 
organization has the capability and the motivations 
to successfully migrate to could platform under the 
C2TP evaluation.  

These 4 experiments have addressed both enterprise and 
small to enterprise organizations to obtain a good cross 
section of the IT industry. The experiments also addressed 
variations of size, number of employees, industry focus and 
multiple geographical locations.  C2TP model was leveraged 
by all 4 experiments successfully with proven validation 
techniques such as member checking, interview 
corroboration and negative case analysis. Therefore, the 
C2TP model has assisted in our research goal to create a 
model that provides strategic guidance to organizations to 
evaluate future cloud investments in comparison with on 
premise investment. 

V. CONCLUSION AND FUTURE WORK 

A. Summary of Contributions 

The primary contribution of the research is the Cloud 
Computing Tipping Point (C2TP) model and the artifact to 
demonstrate its capability. This model will assist 
organizations to evaluate the “tipping point” whether the 
organization can either embrace the cloud offerings or 
enhance their investment in on premise IT capability. This 
model provides a comprehensive structure by leveraging 
proven financial indicators and industry best practices (i.e., 
COBIT, ITIL and ValIT). This model addresses a timely 
need in the industry to create a framework to provide 
guidance to organizations to evaluate the benefits and 
limitations of embracing the cloud platform. The current 
literature and the industry momentum are driven purely by 
the financial comparisons of on premise cost versus cloud 
computing costs. There is no model available that analyses 
not only the financials, but also the organization core 
business initiatives, its existing IT capability control 
structures and the suitability of the organizations existing IT 
governance processes in relation to cloud computing. These 
selection criteria have the same weight as the financial 
information for organizations 

These organizations are aware of the complexities of IT 
projects. The complexity of these IT projects will further 
enhance if they include new cloud capability that the 
organization cannot manage or govern in a scalable and 
predictable fashion. These organizations also need to 
mitigate the risk of an external cloud provider having access 
to their business information. Does the cloud platform offer 
better “value for money” under these circumstances? Or does 
the organization conclude the organization‟s intellectual 
property information is too sensitive to share on the cloud?  
Unfortunately, there is no model available to address these 
concerns currently. The authors believe in a set of minimum 
criteria or checklist items for organizations to evaluate to 
determine their cloud readiness. Therefore, the authors 
believe the C2TP model provides a comprehensive 
evaluation criterion to address this growing need in the 
industry. The model provides feedback to an organization on 
its cloud readiness by factoring in the financials and other 
key business factors. Therefore, this model enhances the 
academic body of knowledge in relation to cloud enterprise 
architecture. 

The cloud infrastructure is primarily built using 
virtualization technologies comprising of hypervisors 
running on a large number of parallel servers operating in 
distributed networking environment. The major hosting 
providers have also launched application programming 
interfaces for development of cloud friendly programs that 
can be run in Software as a Service mode. The current 
hosting providers have kept the backend architectures 
proprietary and hence there is a risk of the applications 
getting tied to specific cloud computing environments. The 
current researchers feel a need for standard cloud 
infrastructure and an enterprise model that all hosting 
providers should follow in order to ensure openness of the 
system from customer perspective. The authors share these 
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sentiments and shall contribute to such an open architecture 
model supporting the empirical generalizations being 
attempted by the current researchers. The C2TP model will 
contribute and enhance enterprise architecture of cloud 
computing as a result of this research. 

This paper also analyses the synergy between the 
industry best practices (i.e., COBIT, ITIL and ValIT) and 
how they can be coupled together to create an academic 
model. This academic model then is tested and proven to be 
effective by referring to the previous section. Selected 
components of these industry best practices are indirectly 
peer reviewed and analyzed in academic context. This 
enhances the „body of knowledge‟ of academic empirical 
studies based on these industry best practices. This will 
enhance credibility and wider acceptance in academia for 
these industry best practices for academics to be leveraged in 
the future. 

The CTPXML taxonomy is another contributor as a 
result of this research. The CTPXML taxonomy is primarily 
designed as the communication mechanism to share data 
between C2TP model and its consumers. The taxonomy is 
based on well-formed XML standards and will follow Web 
Service Basic Profile standards to ensure interoperability 
between heterogeneous platforms. The current taxonomy 
addresses the C2TP model information, security credentials, 
infrastructure information and transport information. The 
security, transport and infrastructure information is kept to 
minimum due to the focus of the C2TP model information. 
The authors believe these areas will be a prime candidate for 
future work. The CTPXML taxonomy can be leveraged by 
multiple clients to render the C2TP information seamlessly 
to their preferred presentation medium.  

B. Future Work 

C2TP model has undergone several iterations already. 
The model is also evaluated with enterprise and SME 
organizations as we discussed earlier. The findings of these 
evaluations were very positive. The findings also shed some 
light regarding the further enhancements to the model that 
can be classified as future work. 

1) Expanding the initial design of the C2TP artifact 
Currently the weighting of the attributes in Business 

Initiatives Index and Organizational Governance Index are 
equal. Therefore, each attribute is weighted evenly. The 
SME case study on enterprise global manufacturing 
company and similar ones have indicated that this position 
can be enhanced with a specialized weighting system in the 
future. This is to reflect that some organizations work in 
specialized industries with specialized business motivations. 
Hence they are bias towards certain attributes. For an 
example, a firm that specializes in Defense IT security has 
greater dependency on security and risk management 
attributes. Therefore, enhanced focus should be allocated to 
some attributes to reflect these industry specific 
circumstances. Significant industry benchmarking needs to 
be conducted initially to revise the weighing structure. 

Bateman and Wood [2] argues that cloud computing 
promotes “Green IT” as long as location of hardware and 
storage premises leverage renewable energy. According to 

Bajgoric [1] and Vykiukal, Wolf & Beck [38], cloud 
computing indirectly reduces greenhouse gases and CO2 
emissions. Issa, Chang and Issa [16] have proposed a 
PESTEL (i.e., Political, Economic, Social, Technological, 
Environmental and Legal) evaluation regarding cloud 
computing sustainability. The authors believe future 
expansions of the C2TP model should evaluate these current 
research developments. 

2) A multi agent design & implementation architecture 
The CPXML Taxonomy and service design of C2TP 

model can be leveraged by intelligent multi agents to capture 
process and evaluate information. This can be achieved by 
multiple intelligent agents working in synergy by 
communicating with other intelligent agents adhering to 
specific rule set. The agents can control the flow of 
information and manage the constant communications 
between the nodes. The agents can also be mobilized to 
address different components of the model and use complex 
algorithms to analyze developing situation in light of 
variable user input. The intelligent agents will be able adapt 
to information provided by the user and propose different 
metrics to evaluate the cloud suitability under these 
circumstances. Here are some of the opportunities leveraging 
current research 

 Son and Sim [33] are creating a multi-issue 
negotiation mechanism for cloud service 
reservations. These agents will be able to negotiate 
price and time slot among cloud partners. The C2TP 
agents will be able to communicate with these 
intelligent agents to conduct and report on these 
negotiations. 

 Kang and Sim [17] are creating a cloud ontology and 
agent based cloud search engine referred to as 
“Cloudle”. It is specifically designed to find cloud 
services over the internet. C2TP agents will be able 
to provide valuable information to expand this 
ontology and benefit form Cloudle search engine to 
locate complimentary cloud services. 

3) Industry benchmarking for C2TP model 
As discussed earlier, industry benchmarking has been 

identified as a key focus area for future work. It is expected 
that the C2TP model will evolve and refine according to the 
industry benchmarking feedback. Benchmarking and wide 
acceptance of the model will assist to refine the weighting 
system for attributes of the model. The C2TP model will 
evolve to comprise core competencies and will accumulate 
industry specific competencies as the result of the 
benchmarking activities. The participant organization will 
obtain richer and more competitive data analysis in their 
C2TP evaluation. Lenk and Nimis et al [20] has introduced 
an open framework to migrate the pre-existing cluster and 
grid computing capability to cloud computing. C2TP can 
leverage this framework to provide a future roadmap with 
the benchmark information as an implementation guide. This 
will provide both strategic and tactical information to the 
C2TP model consumer. 
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4) Enhancement of CTPXML taxonomy 
The CPXML Taxonomy and service design of C2TP 

model can be leveraged by intelligent multi agents to 
capture, process and evaluate information. This can be 
achieved by multiple intelligent agents working in synergy 
by communicating with other intelligent agents adhering to 
specific rule set. An open implementation model has been 
proposed based on standard SOAP, UDDI and WSDL 
protocols. These standard protocols can be leveraged by 
intelligent multi agents to manage the C2TP evaluation 
process. The agents can control the flow of information and 
manage the constant communications between the nodes. 
The agents can also be mobilized to addresses different 
components of the model and use complex algorithms to 
analyze developing situation in light of variable user input. 
The intelligent agents will be able adapt to information 
provided by the user and propose different metrics to 
evaluate the cloud suitability under these circumstances. 

The CTPXML taxonomy is expected to evolve with each 
new revision of the model. The benchmarking and refining 
of the model will introduce new taxonomy changes that need 
to be reflected in the communication with the model 
consumers through intelligent agents. It is also expected that 
the current model‟s security and transport capabilities will be 
enhanced. This will also result in some adaptation of the 
CTPXML taxonomy. 

C. Related Work 

Cloud computing popularity has prompted several 
academic and industry initiatives to explore the capabilities 
and enhancements in cloud computing. The value 
proposition of cloud computing in comparison with on 
premise investments is one of the key research areas. There 
are several initiatives to specifically address the economic 
viability of the cloud investment. They are primarily driven 
by industry vendors to promote their offerings. Cloud ROI 
Framework [15] and Azure ROI calculator [24] are two 
examples of this initiative.  

There are several academic initiatives investigating key 
business model aspects of cloud computing. Buyya, Pandey 
& Vecchiola [4] proposed a market oriented architecture for 
cloud computing. This is a continuation of Buyya and Yeo et 
al. [6] attempt to introduce cloud economic model. Lenk et al 
[20] created a general framework that targets transition of 
existing systems to cloud platforms. Sun et al [35] discussed 
a SLA based model to facilitate financial services 
infrastructure. Brebner and Liu [3] compared various vendor 
offerings such as Google App Engine, Amazon EC2, and 
Microsoft Azure to provide guidance on cost, application 
performance (and limitations) for different deployment 
scenarios.  

These academic initiatives are parallel related work to 
C2TP. However, all these initiatives are focused on financial 
benefits an organization can derive from cloud computing. 
Therefore, the C2TP model offers a unique research value by 
including organization‟s business initiatives, governance 
processes, existing control structures and technical 
architecture attributes on top of the financial imperatives. 
The paper believes the C2TP model contributes to the cloud 

computing enterprise architecture and will be leveraged by 
future academic research endeavors. 
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Abstract—This article argues cloud computing value is 

generated through dynamic interactions of IT artifacts, 

services, organizations and their interests. From actor network 

theory, it illustrates Amazon, Google, and IBM, Microsoft 

cloud computing value networking and translation, inscription 

in their actor-network. Further implications such as cloud 

computing transactions types, standards, economics, and 

hybrid cloud trends are discussed. 

Keywords-cloud computing; actor network theory; IT value 

I.  INTRODUCTION 

Since Carr published “IT Doesn‟t Matter” article in 
Harvard Business Review, causing scholars‟ attention to 
reconsider information technology and its business value. 
Carr described that IT becomes a kind of commodity like 
water or electricity, IT is no longer valuable. Cloud 
computing transfers IT artifact into the service like water or 
electricity, realizes the Carr„s concepts. However, cloud 
computing is also considered as the strategic weapon helping 
enterprises to lower the cost, increase their competitiveness. 
Does cloud computing matter or not?  

Past literature on IT and business value divided into the 
two kinds of causality inferences. One is called technology 
determination, considers that, IT as strategic resource, or 
innovative tool, the specific IT can create value of 
organizations [5][6][7]. Another, called organization 
determination, considers that IT aligned with organization 
strategy, can increase competitiveness [8][9][10].  

But, as regards cloud computing, it seems brings the 
opportunities of technical innovation, but not all organization 
can all enjoy the interests immediately. It seems that IT and 
organization value generation are not for instance, the simple 
causality influence in this place [2].  

In addition, cloud computing is not only the technology 
innovation but also service innovation. If not considering the 
service model but prosperities of IT artifact, neglected the 
important part of cloud computing. 

In this article, we argue that cloud computing value is 
generated through dynamic interactions of IT artifacts, 
services, organizations and their interests.  Using sociology 
theory, actor network theory (ANT) [14] as a lens, we 
illustrate Amazon, Google, IBM, and Microsoft cloud 

computing development cases to demonstrate different 
business values generation processes. Finally, implications to 
future cloud computing technology and services 
development are proposed. 

In the following section, we first review the literature of 
cloud computing and actor network theory. Second, we 
describe our methodology. Third, the four case stories are 
illustrated. Fourth, we present analysis and discussion and 
fifth, we identify contributions, limitations and suggestions 
for future research. 

II. LITERATURE REVIEW 

A.  Cloud Computing 

Cloud Computing refers to the applications or IT 
resources delivered as services over the internet;  also, to the 
hardware and systems software in that datacenters that 
provides those services. Although it is popular, but definition 
of cloud computing is diversity [3][4]. Vaquero et al. give it 
more careful definition [4]: 

 
Clouds are a large pool of easily usable and accessible 

virtualized resources (such as hardware, development 
platforms and/or services). These resources can be 
dynamically re-configured to adjust to a variable load 
(scale), allowing also for an optimum resource utilization. 
This pool of resources is typically exploited by a pay-per-use 
model in which guarantees are offered by the Infrastructure 
Provider by means of customized SLAs (p.51) 

 
From this definition, it describes that cloud computing 

not only the enabled-technology but also the service model. 
Retrospect to the evolution history of cloud computing, 

the cloud computing was the co-evolution from the service 
innovation and technology innovation (see Fig. 1). That is, 
while we consider cloud computing, it is not pure the 
technology artifact but service included. 

That is, measuring cloud computing value cannot only 
derive from their IT characteristics but also its services or 
economic model. Cloud computing is a kind of techno-
economic network (TEN) that Callon mentioned [13]. 
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Figure 1.  Evolution of cloud computing 

 
Moreover, cloud services and cloud computing 

technology form  a new ecosystem which allied with cloud 
services providers, cloud infrastructure operators, and cloud 
technology-enabled providers. Cloud computing includes 
technology, services, actors and their interests. 

B. Actor Network Theory 

Actor Network Theory (ANT) was developed in the 
sociology of science and technology [14]. ANT helps to 
describe how actors form alliances and involve other actors 
and use non-human actors (artifacts) to strengthen such 
alliances and to secure their interests. ANT consists of two 
concepts: translation and inscription. 

When an actor-network is created, consists of four 
processes of translation [15]: 

 

 Problematization: The focal actors define interests 
that others may share, establishes itself as 
indispensable resources in the solution of the 
problems they have defined. They define the 
problems and solutions and also establish roles and 
identities for other actors in the network. As a 
consequence, focal actors establish an “obligatory 
passage point” for problem solution which all the 
actors in an actor-network must pass. 

 Interessement: The focal actors convince other actors 
that the interests defined by the focal actors are in 
fact well in line with their own interests. Through 
interessement the developing network creates 
sufficient incitement to both lock actors into 
networks. 

 Enrollment: Enrollment involves a definition of roles 
of each of the actors in the newly created actor-
network. It also involves a set of strategies through 
which focal actors seek to convince other actors to 
embrace the underlying ideas of the growing actor-
network and to be an active part of the whole project.  

 Mobilization: The focal actors use a set of methods 
to ensure that the other actors act according to their 

agreement and would not betray. With allies 
mobilized, an actor network achieves stability. 

 
In addition to the four stages of translation, the process of 

inscription is critical to building networks, as most artifacts 
within a social system embody inscriptions of some interests. 
As ideas are inscribed in technology and as these 
technologies diffuse in contexts where they are assigned 
relevance, they help achieve socio-technical stability. 

Through ANT, we can understand how the focal case 
companies generate values through networks and inscribe 
their interests into their cloud computing technology and 
services. 

III. METHODOLOGY 

In this paper, we use the case study methodology [11] to 
examine the cloud computing and its business value. We 
choose four firms, two are internet service firms (Amazon, 
Google), and two are technology vendors firms (IBM, 
Microsoft). These four firms are famous with their using 
cloud computing. We collected documentary data included 
their cloud computing development histories, news, 
company reports, successful cases and independent analysis 
reports such as IDC, Gartner, and Ovum [12]. We also 
interviewed with their high level managers to talk about their 
strategies and values of cloud computing. All interview 
manuscripts are recorded. 

Further, we use the events analysis and ANT theory to 
understand cloud computing value generation processes. 

IV. CASE STUDY 

A. Amazon 

Amazon was established in 1994, the headquarter is 
located in Seattle of U.S. Amazon relied mainly on engaging 
in the online bookstore's selling in early days, then flowers, 
software, electronic goods, toy and other and retailed goods 
later. Amazon becomes first 500 big online retail businesses 
in America. The profits generated by Amazon are about 24 
billion dollars in 2009.  

The development of cloud services of Amazon begins 
with 2003 and offers web services for its e-commerce 
partners first. For example, partners want sell music CD in 
Amazon‟s online restores, listing the latest music purchase 
ranks and buyers‟ comments in order to promote the 
marketing of its CD and sell. The partners use Amazon‟s 
web services offered to develop the promotion web site.  

Amazon gradually transfers their internal IT 
infrastructure to cloud service serve their partners. For 
example, storage (S3), server computing resources (EC2) 
and even business process of e-commerce, such as 
fulfillment process (FWS), payment process (FPS), the 
personnel matching process (Mechanical Turk). 

Through the cloud computing development histories of 
Amazon, we understand that Amazon early is to offer 
website designing or developing tools to help its partners to 
sell on Amazon online store. After developing various kinds 
of services, Amazon strengthens the whole competitiveness 
of supply chain operation efficiency with her partners. 
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B. Google 

Google was established in 1998, the headquarters located 
in California of U.S.  Relying on searching engine to attract 
commercial advertisement, Google becomes the biggest 
search engine company in the world. The Google earns about 
23.6 billion dollars in 2009.  

The active one in recent years of Google carries on every 
tactics overall arrangement, including: merge YouTube, 
developing cell-phone operating system, Android ,Google 
Chrome browser, Google Earth and cloud services etc., 
attracted attention by the market.  

Google‟s clouds services raise from Google API 
development in 2005. The main purpose of Google API is to 
let consumers log in their websites frequently, in order to 
increase the web traffics, strive for the advertiser to put their 
advertisement on Google websites. 

Later, Google begins to develop various types of cloud 
services, for instance: Google Docs, Google Finance, Google 
Spreadsheets, Google APE, etc., in order to offer consumers 
and website designers. 

For Google, the search engine traffics equal to money 
(traffic=$). That is, a series of services are developed and 
companies merge are to rely mainly on improving the traffics. 
For example, Google API, Gmail, Google Apps, Google 
APE, with attracting website designers or consumers in order 
to attract advertisers to carry on more advertisement . 
YouTube or Open Social API acquired and merged or linked 
social community websites in order to get popularity then 
increasing the traffics. Android operating system cell-phone, 
Google Chrome can hope for operating system and browser 
interface on new developing handheld devices of leading 
factor, ethnicity offering handheld devices to surf the net that 
has already made the service of Google can be more 
convenient, connect the flow fetched in order to increase its 
other equipment.  

For Google, cloud services support Google‟s “traffic 
equals to money” strategy, that attract more net friends on 
her search engine, then get more profits from advertisers. 

C. IBM 

IBM was established in 1924, regard making enterprise 
information hardware, such as electronic calculator, large-
scale mainframe, the first generation of personal computer, 
etc. Recently, she moves towards more service and software 
providers to big enterprises.  

The development of cloud service was introduced by 
IBM to help her small independent software vendors (ISVs) 
partners located worldwide using IBM‟s server or storage 
through internet. These ISVs do not need invest 
hardware/software and can develop software through IBM‟s 
platform. Later, IBM developed their cloud computing 
technology into products that support their enterprise 
customers to build up the cloud services. Further, IBM 
provides online cloud services to realize their cloud 
computing technology.  

IBM attempts to use the cloud computing technology 
products and leverage their consulting services and software 
implementation experiences in the large-scale enterprise's 

market and then explores small and medium enterprises and 
on-line service companies market.  

Take her cloud services implementation experiences in 
UPS for example, IBM combined cloud services with their 
software implemented in UPS. IBM supported their 
customers, UPS and also touched UPS‟s online partners. It is 
so-called two-sided market strategy includes the large-scale 
enterprise software service market that IBM has already 
deeply engaged and new developing medium and small-scale 
online service companies.  

For IBM, cloud services and technology play a bridge 
role to explore on-line and small medium enterprise (SME) 
markets opportunities. 

D. Microsoft 

Microsoft was established in 1983, it is early in leading 
position which occupies operating system and suit software 
on the PC of MS-DOS operating system, MS-Office with 
successful series promptly.  

It was about 58 billion dollars that Microsoft earns in 
2009. Among them in the suit software / the commercial suit 
software, the camp of Office series accepts and accounts for 
all software camp to accept more than ninety percent.  

Microsoft realizes that trends moving towards online 
services, PC or on-promise software is no longer the only 
choice. So, on one hand, Microsoft defends tenaciously and 
already has status of operating system, software on PC; on 
the other hand it can combine the various terminal devices 
and offer the software, on-line services.  

This is the concept of “software plus services" or ”3 
screens and a cloud" that Microsoft announced her strategy 
in 2009. For Microsoft, the cloud services or cloud 
computing technology help her transit to the new "network 
operating system" smoothly from combing their traditional 
on-promise software. 

 

V.  ANALYSIS AND DISCUSSION 

A. Cloud Computing Value Networking 

Callon described techno-economic network (TEN) as “a 
coordinated set of heterogonous actors which interact more 
or less successfully to develop, produce, distribute and 
diffuse methods for generation goods and services.” From 
Callon‟s point of view, the economic value is generated from 
actors, intermediaries (no-human), translation and their 
relationships [13]. 

From the four cases described above, we can understand 
that different companies interpret that different opportunities 
of cloud computing, and align their different strategies and 
try to generate their values. 

For them, the cloud computing is not only the technology 
artifacts, but also services, service models and their 
customers and partners. It generates value through 
heterogonous actors with IT, services through networking 
activities. We call that they “networking IT/service value” 
(see Fig. 2). Followings are the explanations: 

 Amazon: Cloud computing services are innovated 
from their internal IT, originally support their 

147

CLOUD COMPUTING 2010 : The First International Conference on Cloud Computing, GRIDs, and Virtualization

Copyright (c) IARIA, 2010               ISBN: 978-1-61208-106-9

                         156 / 194



business process. Then, Amazon enrolls their e-
commerce partner‟s adopting their web services, and 
then cloud services embedded in their daily business 
process. Amazon strengthens their business values 
through the partners‟ networks formed by IT and 
cloud services. 

 Google: Google‟s cloud services, IT products, tools 
all support their business strategy, the traffic equals 
to money. Moreover, these services, products 
leverage each other, and then intensify whole 
network values. 

 IBM: Cloud services originally support IBM‟s small 
independent software vendor (ISV) partners to 
leverage IBM‟s software/hardware resources 
through internet. Then, IBM strengthens his 
technology products, then transfers to cloud services 
to support their secondary market, online/SME 
customers. The cloud services bridge a new market. 

 Microsoft: Microsoft leverages cloud services to 
complement her on-promise software, and strength 
their device product‟s value. Microsoft tries to enroll 
her customers to their value network. 

 

B. Translation and Inscription of Cloud Computing 

Although these four case companies try to form their 
actor-network mentioned above, but they still on their 
different translation stages (see Table I). For example, 
Amazon enrolls her online store partners into the actor-
network and stabilizes network by embedding supply chain 
processes into their technology. Amazon‟s online store 
partners are not easy to betray because of locked operation 
processes in cloud computing technology and services. 
Although Google enrolls their customers but still considers 
how to stabilize their customers using their services. 

 

 
Figure 2.  Value networking of case companies 

IBM coordinates with Amazon and Google to connect 
the online SME markets and interest her ISVs partners to 
join the actor-network. Microsoft is also on his way 
persuading her ISVs to join actor-network. 

Through ANT lens, we also can understand these four 
foal companies inscribe their ideas and strategies into their 
cloud computing technology and services (see Table I). For 
example, Amazon inscribes efficient supply chain processes 
into their cloud commuting technology for their online store 
partners. In the future, Amazon will release more technology 
and services combined with supply chain processes. IBM 
inscribes their connection ideas into cloud computing 
technology and services. She tries to use cloud computing 
technology to connect online SME markets and traditional 
enterprise markets. Google inscribes everything online into 
their services and Microsoft tries to defense their on-promise 
software markets. 

 

C. Implications to Cloud Computing Values and 

Technology/Services Development 

Regarding our cases in this study, these companies‟ 
inscribes their ideas or strategies into cloud computing 
technology or services. Are the properties of technology or 
service model possible to provide to other actor-network? 
For examples, Amazon‟s cloud computing is for online 
commerce, short, stateless transactions, it will not be suitable 
for long, stateful traditional enterprise transactions. 
Moreover, these cloud computing services are easy to scale 
out to many servers. But the traditional enterprise business 
services are suitable to single virtualization machine. That is, 
the cloud computing technology will be more diversity and 
suitable for their services usage and contexts. 

Second, it is not easy to have the de facto or open cloud 
computing standard, because these focal companies try to 
develop their own technology or services and generate their 
actor-network values. But they need expand their networks 
to enroll more members. That is, brokering services or 
middleware technology development prop sects well. 

Third, it seems the cost down of IT resources the most 
popular considerations in cloud economics. But from our 
analysis above, business values are the key for actors to join 
the network. For example, Amazon‟s e-commerce partners 
get value from their operation process efficiency. UPS joins 
IBM‟s network, because of integrating her physical logistic 
process and online services.  

Fourth, business values or business models are keys to 
enroll members to join cloud computing actor-network. That 
is, the focal companies will blur boundaries between on-line 
services and cloud computing services (pay-by-usage) model, 
on-promise software and services. It also means that will 
hybrid traditional enterprise technology and cloud computing 
technology as commerce solutions. 

 
 
 
 
 

Internal

business

process
operation

performance

partner‟s

web site

cloud services

partner‟s

business

process

cloud services

2
1

4
3

5

6

Internal IT

cloud

service#1
cloud

service#1

IT#1

product#1

business

strategy

b. Googlea. Amazon

cloud services 

ISVs partners

IT products

, org strategy

ISVs, SI partners

online partners

(ex: Google)

cloud services 

online/SME

customers

1

2

3

4

5

6

7

c. IBM d. Microsoft

cloud services 

customers

devices 

on-promise IT products,

org strategy 

1 1
2

2

2

3

148

CLOUD COMPUTING 2010 : The First International Conference on Cloud Computing, GRIDs, and Virtualization

Copyright (c) IARIA, 2010               ISBN: 978-1-61208-106-9

                         157 / 194



TABLE I.  TRANSLATION AND INSCRIPTION OF CLOUD COMPUTING 

Focal 

Company 
Translation Inscription 

Amazon Problemaitziaion, 
Interessement, 

Envrollment 

Mobilization 

Efficient supply  
chain process 

Google Problemaitziaion, 

Interessement, 

Envrollment 

Services on line 

IBM Problemaitziaion, 
Interessement 

Smart Services 
 connection 

Microsoft Problemaitziaion, 

Interessement 

Software plus  

Services 

 

VI. CONCLUSION 

In this article, we discuss the cloud computing value and 
future technology/service development through ANT theory. 
We argue that cloud computing values generated through 
networking of IT, services, organizations and their interests. 
We also implicate cloud computing technology and services 
will be more diversity, hybrid and suitable for their services 
usage and contexts. 

This paper is limited to the four company cases analysis. 
Future research can conduct more companies‟ cases, and 
analyze more detail activities and other actors‟ responses and 
their inscriptions, translations in their actor-networks. 
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Abstract—While cloud computing presents strong value
propositions, it also presents significant headaches to enterprise
IT departments, including incompatible billing and purchasing
process, no policy enforcement and control, and difficult data
sharing across users. We describe Cloud Credential Vault – a
central repository of cloud access credentials, which is designed
to solve these problems facing enterprise IT departments. We
describe the Cloud Credential Vault’s architecture, design, and
how it solves each of the described problems. We also describe
its current implementation, where we have already integrated
with Accenture’s billing system. Our early experience withthe
Cloud Credential Vault indicats that it can meet the challenges
facing the enterprise IT department when managing access to
cloud resources.

Keywords-Cloud management, Credential Vault

I. I NTRODUCTION

Cloud computing is already widely used at small and
medium businesses. Even large enterprise customers are
increasingly evaluating and piloting cloud usage. There
are several features of cloud that make it attractive to IT
consumers. First, it is on-demand. A user requests a virtual
server and the server would be available in a few short
minutes. Second, it is pay-per-use. A user no longer needs
to buy capital equipment upfront. Third, it is programmable.
When an application needs additional capacity, it is a simple
API call away. There is no longer the need to over-provision
just in case it is needed.

Cloud computing may include many different types of
cloud services. One sample service is Infrastructure as a Ser-
vice (IaaS), such as Amazon EC2, where a user can request
Virtual Machines (VM). Other services may include key-
value storage services, such as Amazon S3, semi-structured
storage services, such as Amazon SimpleDB, or messaging
services, such as Amazon SQS.

Although the value propositions of cloud computing is
strong, it brings significant disruptions to the current enter-
prise IT landscape for several reasons. First, its purchasing
model does not conform to the standard enterprise purchas-
ing order process. A user can simply pull out a credit card
and sign up for cloud services without any IT approval. The
charges do not appear in the IT budgeting process until at
the end of the month during reimbursement when it is too
late. An IT manager has no visibility into the current charges
and the spend trend.

Second, an IT department has no control over cloud
resources usage and cannot enforce corporate policy. Since
a cloud account is under a user’s total control, the user could
easily abuse the system. For example, a policy may mandate
that all data stored in a cloud should be encrypted, but a user
can easily ignore the policy, knowing that the IT department
has no ability to audit.

Third, a cloud makes it difficult to manage credentials
securely. Many cloud services are invoked through a web
services API. A user must present valid credentials in order
to successfully invoke these APIs. Although this is no
different than web services in Service Oriented Architecture
(SOA), a cloud makes it more difficult. In a cloud environ-
ment, a cloud VM image could be easier shared between
users. If the VM needs to access other cloud services (e.g.,
SQS, SimpleDB, S3), the VM may have to embed the cloud
credential. Unfortunately, when the VM image is shared with
other users, the credential is inadvertently shared as well.
Even if the VM image is never shared, since the image is
stored in the cloud, there is the danger that a hacker may
hack the image file to obtain the credential. In addition, when
the credential is changed (rotating credential regularly is one
of the best cloud practices), the VM image must be changed,
which is a significant hassle.

Fourth, data sharing in a cloud environment is difficult.
When a user needs to share data (either cloud data or VM
image) with other users, she must obtain the other users’
cloud account ID and then share the data with the ID.
Since the mapping from a user to her cloud account ID is
maintained manually, it is cumbersome and time consuming
to manage data sharing.

In this paper, we describe Cloud Credential Vault (CCV
or Vault), which hosts all cloud credentials centrally. By
centrally hosting credentials, we enable an IT department to
automatically monitor cloud usages and enforce corporate
policy. Although CCV is designed to support multiple cloud
vendors, our first release currently only supports Amazon
services. To be concrete, in the following, we use Amazon
services to describe the architecture, design and implemen-
tation as needed.

In Section II, we first describe CCV’s architecture. Then,
we get into more details of CCV’s capabilities in Section III.
We cover related work in Section IV, and conclude in
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Cloud access point

1. sign up or sign in

2. request API credential

3. access cloud API

Figure 1. Cloud access model.

Section V.

II. VAULT ARCHITECTURE

In this section, we describe CCV’s architecture.

A. Cloud access model

CCV exploits a unique feature of the cloud access model.
Since it underpins CCV’s design, we first describe the cloud
access model, which is shown in Figure 1.

To access cloud resources, a user must first sign up for
an account at the cloud vendor’s portal page [1]. As part of
signing up, the user establishes a username and password
pair, which is used to login to the cloud portal. We refer to
the username/password pair as themaster credential, since
knowing this pair would allow a person a complete control
over the cloud account.

Using the master credential, a user can login to the cloud
portal to obtain anAPI Credential – a credential needed to
make programmatic API calls to access cloud resources. In
Amazon, the API credential consists of an access key and a
secret key. In GoGrid, it consists of an API key and a shared
secret. In Rackspace, the API credential is an authorization
token. Although the authorization token is not obtainable
directly from the cloud portal, a user must first login to
obtain a username and an API access key, then use them to
further obtain the authorization token through an API.

Knowing the API credential is not enough to completely
control the cloud account. For example, it is not possible
to edit profiles and view/change the billing credit card.
However, knowing the API credential is enough to access
cloud resources. Although the cloud portal (only accessible
through the master credential) typically consists of a GUI
dashboard for accessing cloud resources, this functionality
can be easily replicated by using the cloud APIs, which only
requires the API credential. There are already a large number
of third-party GUI console tools available which makes
accessing cloud resources easier. For example, ElasticFox
[2] is a popular dashboard for Amazon EC2, and S3Fox [3]
is a popular dashboard for Amazon S3, both only need the
API credential (access and secret key) to function properly.

Many cloud vendors, especially those with programmable
APIs, follow this access model: a master credential is used

Cloud portal

Cloud access point

Sign in with Enterprise ID

LDAP directory

Consult for verification
Proxy portal 

access

Only grant API credential

Access with API 

credential

Vault

Figure 2. CCV architecture.

to control the overall account and an API credential is used
to access cloud resources. We exploit this separation of
credentials in our CCV design.

B. CCV architecture

The basic idea behind CCV is that we split the master
credential and the API credential. CCV, which is under the
direct control of IT, holds the master credential so that IT
can maintain a complete control of the cloud account. When
a user is approved to have access to cloud resources, she is
handed a unique cloud account which is not shared with
others. A user is only given the API credential so that she
can access cloud resources, but she is never given the master
credential which would have given her total control over the
account.

Figure 2 shows CCV’s architecture. CCV is a web appli-
cation, for which users can access directly from their web
browser. It integrates with an enterprise’s LDAP directory,
so that it allows single sign on. Although it currently only
works with one administrative domain, we plan to support
some form of federated identity, such as that described in [4].
With federation, a CCV can support multiple organizations,
making it possible to offer credential management as a
service.

CCV interacts with the cloud portal directly. Since a user
no longer has access to the master credential, she no longer
can perform some functions that she is able to do through
the cloud portal. Besides not being able to download the
API credential, a user may not be able to perform other
functions, e.g., downloading billing statements in the case
of Amazon. CCV replicates those functions so that the user
still have access to the same information. For Amazon, we
screen-scrap the portal page in order to download all billing
statements. From the cloud portal, a user could also perform
functions that change account settings, such as changing the
billing credit card number. Since we do not want the users
to view or make those changes, we do not replicate those
functions in CCV.
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Figure 3. CCV implementation architecture.

Even though not shown, CCV is designed to support
multiple cloud providers. In the back end, CCV not only
holds the credentials for multiple cloud providers, but it also
interacts with each of the cloud portals. For users, CCV
can supply cloud accounts from multiple cloud vendors,
depending on what a user requests.

A user of CCV can login to CCV to perform functions that
she normally would use the cloud portal to perform, such as
downloading the API credential, or viewing her cloud usage.
Once the user has the API credential, she can access cloud
resources directly through the cloud access point using third-
party tools. Since only the infrequent action (e.g., viewing
statement once a month), but not the more frequent action
of accessing cloud resources, goes through CCV, CCV is
unlikely to be a performance bottleneck.

Figure 3 shows the current implementation architecture.
We use Google Web Toolkit (GWT) to develop the front end
browser UI. The backend is implemented as Java Servlet
running in a Tomcat container. The backend servlet is
responsible for communicating with the frontend through
a RPC mechanism. When the frontend invokes RPC calls to
retrieve information, the servlet checks (and authenticate if
necessary) the user’s identity, and then returns the appropri-
ate information authorized for the user.

There is a separate backend process running on the same
server. It performs bulk actions that are not part of the
web UI’s request/response exchange. For example, once
a month, the backend process logs into the cloud portal,
screen-scraps and downloads the billing statement for each
account. In our current implementation, downloading the
complete billing statement at Amazon for one account takes
roughly 30 seconds, thus it is not suitable to download on-
demand when a user requests it. When a user requests for
a billing statement that has not been downloaded yet, the
servlet passes a request to the backend process, and it then
returns immediately. The user is notified that the statement
is being updated and that she should wait for a short while
before viewing it again.

Screen-scraping simulates a user accessing for informa-
tion, and a program automatically parses the output for
needed information [5]. There are various ways to screen-

scrap. For example, we could use the accessibility layer of
an operating system to access UI components[6]. However,
since all cloud vendors provide a web portal, we choose to
use HtmlUnit[7] to parse the returned web page for relevant
information.

Besides downloading billing statements, the backend pro-
cess also performs auditing and policy enforcement. For
example, if a policy states that no cloud data should be un-
encrypted, the backend process periodically takes a sample,
and checks if any file conforms to the corporate policy. Since
CCV not only has the master credential, but also the API
credential, it can easily invoke cloud API to perform the
auditing. Section III-B describes the kind of policies that
we currently support.

Information downloaded from the cloud portal, such as the
billing statement and the credentials, are stored in a MySQL
database. For security purpose, all credentials are encrypted
before stored in the database. The servlet does not keep any
billing or credential data in memory. It always queries the
database for the latest information. Thus, the database is our
central state storage, which simplifies the synchronization
between the servlet and the backend process.

III. SOLUTION DETAILS

This section describes the CCV solution in details. In
particular, we describe how we address each of the problems
described in Section I.

A. Billing integration

One of the goals of CCV is to integrate with an enter-
prise’s internal billing process. CCV accomplishes this goal
by acting as a broker between the internal billing system
and the cloud.

In the cloud portal, CCV configures each cloud account
to use a corporate credit card, which is charged each month
by the cloud vendor and then paid directly by the IT
department. In Amazon, we enableconsolidated billing for
all cloud accounts under CCV’s management. This allows
us to benefit from volume discount.

When a user signs up for a cloud account in CCV, she
must configures a charge code associated with the cloud
account. The charge code is charged each month for the
actual cloud usage. In Accenture, the charge code is referred
to as the WBS element. Although each company has a
different internal billing mechanism, we have designed CCV
to be flexible enough that it can easily integrate with a
different mechanism.

When a charge code owner logs into CCV, she can see all
cloud accounts that are charging to her charge code. She can
view billing statements for all those cloud accounts. Since
CCV can download partial billing statement when a user or
the charge code owner requests, even if it is not the end of
the month yet, the charge code owner can view up-to-date
spends.
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B. Control and policy enforcement

The charge code owner has a full control over the cloud
account. She can optionally disable an account (e.g., if the
user abuses the account or if the user has left the company),
in which case, the API credential is changed so that the user
can no longer use it. In addition, the charge code owner can
optionally stop all cloud resources usage (stop all servers
and/or remove all storage) to stop incurring further charges.

We also plan to support a flexible set of policies that
a charge code owner can specify and enforce. However,
initially we only support two sample policies.

The first policy states that “no more thanx servers are
running each day at timey”. Both x (a number) andy (a
time) are specified by the charge code owner. This policy
is designed to catch run-away instances – instances that the
user forgot to turn off, which happens frequently in the cloud
environment. When enforcing this policy, we start a cron job
at the specified timey and use the API credential to query
how many EC2 servers are running at the time. If it is more
thanx, we send an email alert to the charge code owner.

The second policy states that “all cloud data should be
encrypted”. When this policy is enabled, CCV periodically
samples a few files stored in the cloud, and checks whether
they are encrypted. For demonstration purpose, we currently
only check whether the file is a plain text file. However,
in the future, we intend to employ more sophisticated
algorithms to detect whether a file is encrypted.

While these two policies are designed to demonstrate the
capabilities of CCV, we intend to support a wider range
of flexible policies. We are in the process of gathering
requirements to understand which set of policies are the most
useful.

C. Credential on demand

When a VM needs to access other cloud resources, such
as S3, SQS and SimpleDB, a common practice today is to
embed the needed API credential inside the VM image. The
reason is because it is cumbersome to copy over the API
credential every time the VM starts. However, this practice
is not secure, for two reasons.

First, the server image could be shared with other cloud
users. When other cloud users launch the same image, they
would have access to the image owner’s API credential.

Second, changing API credential frequently is a cloud
best practice, since it minimizes the damage of losing an
API credential. Unfortunately, when the API credential is
changed, the credential embedded in the VM images remains
the same, requiring the image to be recreated again.

Instead of embedding theimage creator’s API credential,
we believe a VM should be entitled to theimage user’s API
credential. CCV provides such a facility to VMs to query the
API credential used to launch the VMs in the first place. The
VM can request this by querying a URL at the IP address

of CCV, but with URI of “/apicredential”, e.g., a VM can
query https://ccv.com/apicredential.

When a VM queries this API, CCV first has to find the
API credential used to launch the VM. We currently iterate
over each stored API credential and query Amazon API in
sequence to see which API credential the VM was launched
under. Although this is inefficient, we have not run into
performance problems yet during our pilot trial. We are
actively looking into alternative approach to determine the
launching credential,

When the launching API credential is found, CCV passes
back the API credential to the VM, so that is can start access-
ing other cloud services such as S3, SimpleDB, and SQS. By
providing this mechanism of API credential on demand, we
prevent any need to hard-code credential information inside
a VM image, thus greatly enhance cloud security.

D. Data sharing

Sharing data across cloud account is cumbersome. A user
has to find out about other users’ cloud account ID (a 12
digits number in Amazon) and enables sharing with the ID
instead of a user name.

In CCV, a user can share cloud data and server images
with a user name or a group alias. The group aliases are from
the LDAP directory. When a user chooses to share with a
group (e.g., HR.global group), CCV looks up in the LDAP
directory to expand the group into a list of user names. From
the list of user names, CCV then expands it into a list of
cloud account IDs by checking the cloud account IDs that
belong to each user. It then shares the data or image with the
list of account IDs. Even though CCV still uses the cloud’s
native capability to share data with an account ID, the user
operates at a much higher abstraction layer, sharing with a
user or a group of users.

The group membership in LDAP directory may change
over time, e.g., new members joining HR.global or existing
members leaving HR.global. CCV periodically checks the
group membership and adjusts the permission as needed.

IV. RELATED WORK

RightScale[8] and EnStratus[8] all address the same man-
agement challenge facing enterprises trying to adopt cloud
computing. However, both of them take a different approach
than ours. They use one cloud account to support a whole
enterprise, and build an interface on top to multiplex multiple
cloud users through the same cloud account. Although it has
the ability to limit a user to a subset of cloud functionalities,
it has two disadvantages. First, their interfaces have to
be very scalable since all cloud access go through those
interfaces. Second, they cannot perform accurate accounting
between different projects. For example, a VM could con-
sume significant bandwidth charges, but since its bandwidth
usage does not go through the management interfaces, it is
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not possible for those interfaces to meter and bill projects
for those bandwidth charges.

MyProxy[9][10] is a repository of X.509 proxy
certificates[11]. CredEx [12] extends MyProxy to further
support heterogeneous authentication methods. These repos-
itories all treat the credentials as opaque, whereas we take
advantages of the API credentials to enable control and
auditing.

Amazon cloud manages SSH public key in a similar
mechanism as we used for passing the API credential to an
image. The SSH public key is available at a fixed IP address
(169.254.169.254) and a fixed URI (/latest/meta-data/public-
keys). To pass the API credential, we also use a fixed IP
address (CCV’s IP address) and a fixed URI (/apicredential).

V. CONCLUSION AND FUTURE WORK

We have presented the architecture, design and implemen-
tation of the Cloud Credential Vault – a central repository
of cloud credentials. By centralizing the credentials and by
separating the master credential from the API credential,
CCV solves many management problems facing enterprises
that are adopting cloud computing.

We have only completed a prototype implementation sup-
porting only one cloud vendor (Amazon). Beyond supporting
more cloud vendors, there are also several open questions
that we need to address to make CCV more efficient. First,
we need a more efficient mechanism to look up the API
credential used to launch a particular VM. Second, we
need to define a more comprehensive set of policies to
support. Third, we are also looking at more efficient ways
to monitor group membership changes so that we can adjust
data sharing permission as needed.
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Abstract—The paper describes the model-based approach
CloudMIG. Cloud computing supplies software, platforms,
and infrastructures as a service (SaaS, PaaS, and IaaS, re-
spectively) over a network connection. Cloud providers fre-
quently offer the services according to the utility computing
paradigm. Therefore, cloud computing provides means for
reducing over- and under-provisioning through enabling a
highly flexible resource allocation. Running an existing software
system on a cloud computing basis usually involves exten-
sive reengineering activities during the migration. Current
migration approaches suffer from several shortcomings. For
example, they are often limited to specific cloud environments
or do not provide automated support for the alignment with
a cloud environment. We present our model-based approach
CloudMIG which addresses these shortcomings. It aims at sup-
porting SaaS providers to semi-automatically migrate existing
enterprise software systems to scalable and resource-efficient
PaaS and IaaS-based applications.

Keywords-Approach CloudMIG; Cloud Computing; Model-
based software migration to cloud-based applications;
Resource-efficient cloud-based applications.

I. INTRODUCTION

Most enterprise applications’ workload underlies substan-
tial variations over time. For example, user behavior tends
to be daytime-dependent or media coverage can lead to
rapidly increasing popularity of provided services. These
variations often result in over- or under-provisioning of data
center resources (e.g., #CPUs or storage capacity). Cloud
computing provides means for reducing over- and under-
provisioning through supplying elastic services. Thereby,
the conformance with contractually agreed service level
agreements (SLAs) has to be ensured [1]. Considering
legacy software systems, is there a way established enter-
prise applications can benefit from present cloud computing
technologies? For reasoning about this issue, it is useful to
clarify the main participants in providing and consuming
cloud computing services. According to [2], three different
roles can be distinguished. SaaS providers (cloud users) offer
software services which are being utilized by SaaS users. For
this purpose, the SaaS providers may build upon services
offered by cloud providers (cloud vendors). In the following,
we will employ the terms SaaS user, SaaS provider, and
cloud provider.

Newly developed enterprise software may easily be de-
signed for utilizing cloud computing technologies in a
greenfield project. Though, SaaS providers may also con-
sider to grant responsibility of operation and maintenance
tasks to a cloud provider for an already existing software
system. Running established enterprise software on a cloud
computing basis usually involves extensive reengineering
activities during the migration. Nevertheless, instead of
recreating the functionalities of an established software
system from scratch for being compatible with a selected
cloud provider’s environment, a migration enables the SaaS
provider to reuse substantial parts of a system. The number
of system parts which might be migrated is dependent on
the weighting of several parameters in a specific migration
project. For example, implications concerning the perfor-
mance or structural quality metrics regarding the resulting
software architecture can be taken into account. Further-
more, aligning a software system to a cloud environment’s
special properties during the migration process has the
potential to increase the software system’s efficiency. For
example, a reengineer could decide to prefer utilization of
certain resources according to their pricing. Considering
such kinds of favorable resource utilization and a cloud
environment’s specific scalability mechanisms can improve
overall resource efficiency (e.g., according to the afore-
mentioned prioritization) and scalability. However, there are
several major obstacles which can impede such migration
projects. Current approaches are often limited to specific
cloud environments or do not provide automated support
for the alignment with a cloud environment, for instance. In
this work, we propose our model-based approach CloudMIG
which addresses these shortcomings and focuses on the
SaaS provider perspective. The semi-automated approach
aims at assisting reengineers in migrating existing enterprise
software systems to scalable and resource-efficient PaaS and
IaaS-based applications (e.g., see [3]).

The remainder of the paper is structured as follows:
Section II describes the shortcomings of existing ap-
proaches. Our approach CloudMIG is presented in Section
III, before Section IV draws the conclusions and outlines
the future work.
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II. CURRENT SHORTCOMINGS

Migrating typical enterprise software to a cloud-based
application usually implies an architectural restructuring
step. However, knowledge about the internal structure of the
existing software system is often insufficient and therefore
an architectural model has to be reconstructed first. The
architectural model serves as a starting point for restructur-
ing activities towards a cloud-compatible target architecture,
which most often has to be created manually. This often is
not an easy task, as construction of the advanced architecture
usually presumes profound comprehension of the exist-
ing one. Furthermore, the target architecture must comply
with the specific cloud environment’s offered resources and
imposed constraints, for example application frameworks
and limitations of programming interfaces, respectively. A
mapping model that describes the relationships between
system parts of the status quo and the target architecture
is needed as well. Future workload in combination with the
target architecture arrangement will determine resource uti-
lization of the cloud environment during operation. As most
cloud providers follow the paradigm of utility computing
and therefore charge resource utilization on a pay-as-you-
use basis, the arrangement of the target architecture has a
direct impact on the operational costs. Moreover, running an
application in a cloud environment does not solve scalability
issues per se. For example, an IaaS-based application often
needs to have built-in self-adaptive capabilities for leverag-
ing a cloud environment’s elasticity.

Shortcomings of today’s migration projects from typical
enterprise software to cloud-based applications can therefore
be summarized as follows:

S1 Applicability: Solutions for migrating enterprise soft-
ware to cloud-based applications are limited to particu-
lar cloud providers.

S2 Level of automation: The target architecture and the
mapping model often have to be built entirely manual.
Additionally, the target architecture’s violations against
the cloud environment’s constraints are not identified
automatically at design time.

S3 Resource efficiency: Various migrated software sys-
tems are not designed to be resource-efficient and do
not leverage the cloud environments’ elasticity, because
even transfering an established application to a new
cloud environment is a challenging task itself. Fur-
thermore, means for evaluating a target architecture’s
dynamic resource utilization at design time are most
often inadequate.

S4 Scalability: Automated support for evaluating a target
architecture’s scalability at design time is rare in the
cloud computing context.
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Figure 1. CloudMIG Overview.

III. THE APPROACH CLOUDMIG

CloudMIG is composed of six activities for migrating an
enterprise system to a cloud environment. It provides model-
driven generation of considerable parts of the system’s target
architecture. Feedback loops allow for further alignment
with the specific cloud environment’s properties and foster
resource efficiency and scalability on an architectural level.
Fig. 1 outlines the approach. Its activities (A1-A6) are briefly
described in the following including the involved models.

A. Activity A1 - Extraction

CloudMIG aims at the migration of established enterprise
applications. Usually, the architecture of software systems
tends to erode over time. Therefore, initially envisioned
architectures frequently diverge from actual implementa-
tions. The knowledge about the internal structure is often
incomplete, erroneous, or even missing. As CloudMIG uti-
lizes a model transformation during generation of its target
architecture (cf. A3), a representation of the software sys-
tem’s actual architecture has to be available first. Concerning
this issue, an appropriate model is extracted by means
of a software architecture reconstruction methodology. We
propose OMG’s Knowledge Discovery Meta-Model1 (KDM)
for building a suitable meta-model.

For leveraging the commonly applied utility computing
paradigm, the target architecture has to be laid out resource-
efficient and elastic. Therefore, CloudMIG includes the
extraction of an established software system’s utilization
model acting as a starting point. The utilization model (resp.
its meta-model) includes statistical properties concerning
user behavior like service invocation rates over time or
average submitted datagram sizes per request. Relevant

1http://www.omg.org/spec/KDM/ (Accessed August 16, 2010)
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information can be retrieved from various sources. For
example, considering log files or instrumenting the given
system with our tool Kieker2 for setting up a monitoring step
constitute possible techniques. Furthermore, the utilization
model contains application-inherent information related to
proportional resource consumption. Metrics of interest could
be a method’s cyclomatic complexity or memory footprint.
We propose OMG’s Software Metrics Meta-Model3 (SMM)
as a foundation for building the related meta-model.

B. Activity A2 - Selection

Common properties of different cloud environments are
described in a cloud environment meta-model. Selecting a
cloud provider specific environment as a target platform for
the migration activities therefore implies the selection of
a specific instance of this meta-model. For example, this
meta-model comprises entities like VM instances or worker
threads for IaaS and PaaS-based cloud environments, respec-
tively. As a result, for every cloud environment which shall
be targeted with CloudMIG a corresponding meta-model
instance has to be created once beforehand. Transformation
rules define possible relationships to the architecture meta-
model.

We plan to attach further information related to scalability
issues to the included entities, which can be configured by
the reengineer in activity A4. For example, VM instances
could provide hooks for controlling their lifetime dependent
on dynamic resource utilization during runtime. Further-
more, the meta-model includes constraints imposed by cloud
environments restricting the reengineering activities. For
example, the opening of sockets, the manual spawning of
threads, or the access to the file system are often constrained.

C. Activity A3 - Generation

The generation activity produces three artefacts, namely
a target architecture, a mapping model, and a model
characterizing the target architecture’s violations of the
cloud environment constraints. The latter lists the features
of the target architecture which are non-conform with
the cloud environment’s specification. These constraint
violations explicitly highlight the target architecture’s parts
which have to be redesigned manually by the reengineer
(cf. A6). The mapping model assigns elements from
the actual architecture to those included in the target
architecture. Finally, the target architecture constitutes a
primary artefact. It is realized as an instance of the cloud
environment meta-model. We propose three phases P1-P3
for the generation of the target architecture.

P1 - Model transformation: The phase P1 produces an
initial assignment from features of the existing architecture
to cloud-specific features available in the cloud environment

2http://kieker.sourceforge.net/ (Accessed August 16, 2010)
3http://www.omg.org/spec/SMM/ (Accessed August 16, 2010)

model. The initial assignment is created applying a model-
to-model transformation according to the transformation
rules included in the cloud environment model (cf. activ-
ity A2).

P2 - Configuration: The phase P2 serves as a configuration
of the algorithm used for obtaining a resource-efficient
feature allocation in phase P3. During P2, a reengineer
may adjust rules and assertions for heuristic computation
(cf. P3). A rule could be formulated like the following
examples: “Distribute the five most frequently used services
to own virtual machines” or “The server methods responsible
for at least 10% of overall consumption of the CPU time
shall be moved to client side components if they do not
need access to the database”. An exemplary assertion could
be: “An existing component must not be divided in more
than 3 resulting components”. It is intended to provide a
set of default rules and assertions. In addition to that, the
reengineer will be given the possibility to modify them either
via altering the regarding numerical values or applying a
corresponding DSL. In both cases, the rules and assertions
have to be prioritized after their selection. Hereby, the
reengineer determines their significance during execution
of P3. This means that architectural features which are
related to higher-weighted rules will be considered priorly
for assignment and therefore have a stronger impact on the
further composition of the target architecture. Furthermore,
a reengineer may pin architectural features. This prevents
the reallocation of previously assigned architectural features
to other target architecture components in phase P3.

P3 - Resource-efficient feature allocation: The phase P3
improves the initial assignment of architectural features
generated in phase P1 referring to resource-efficiency. There-
fore, the formulated rules are utilized and the compliance
of the resulting architecture with the defined assertions is
considered. There exists an enormous number of possible
combinations for assigning architectural features. Efficiency
improvements for one resource can lead to degradation for
other resources or impair some design quality attributes. For
example, splitting a component’s parts towards different
virtual machines can improve relative CPU utilization, but
may lead to increased network traffic for intra-component
communication and a decreased cohesion. Additionally,
those effects do not necessarily have to move on linearly
and moreover, the interrelations are often ambiguous as well.
Therefore, we propose application of a heuristic rule-based
approach to achieve an overall improvement. A potential
algorithm is sketched in Fig. 2 and it works as follows.

The rules are considered successively according to their
priority. Thus, rules with higher priorities are weighted
higher and have a stronger impact on the generated target
architecture. The selection criterion of a rule is defined to
deliver a set of scalar architectural features. All possible
subsets of the set are rated respective to the quality of
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1: FPinned ← Pinned architectural features
2: R← All rules
3: A← All assertions
4: RSort ← Sort R descending by priority
5: FAllAffected ← FPinned

6: for all r in RSort do
7: Fr ← All architectural features delivered by r’s

selection criterion
8: PF

r ← Power set of Fr

9: Score← New associative array
10: for all pF

r in PF
r do

11: Score[pF
r ]← Rate pF

r

12: end for
13: ScoreSort ← Sort Score descending by score
14: ScoreKeys

Sort ← Keys of ScoreSort

15: for all pF
r in ScoreKeys

Sort do
16: FFormerlyAffected ← pF

r ∩ FAllAffected

17: FNeedReallocation ← Elements of
FFormerlyAffected that need reallocation conc. r

18: if FNeedReallocation == ∅ then
19: AHigherPrio ← All a ∈ A with higher priority

than r
20: if @a ∈ AHigherPrio with r violates a then
21: Apply rule r to all features in pF

r

22: FAllAffected = FAllAffected ∪ pF
r

23: end if
24: end if
25: end for
26: end for

Figure 2. Rule-based heuristics for creating a resource-efficient feature
allocation.

the target architecture that would result, if the features in
the subset would be assigned correspondingly. This aims
at considering interdependencies at the level of a single
rule. For regarding interdependencies on an inter-rule level,
the formulated assertions are taken into account. A rule is
only applied if the reengineer did not formulate an assertion
with a higher priority that would be violated after the rule’s
execution. Furthermore, the rule is applied to all mentioned
subsets in order of their score. However, the rule is only
utilized if no rearrangement of features is necessary whose
subset was rated higher. The same applies to assignments
that would lead to rearrangement of features that were placed
by rules of higher priority or formerly pinned features.

D. Activity A4 - Adaptation

The activity A4 allows the reengineer to adjust the target
architecture manually towards case-specific requirements
that could not be fulfilled during generation activity A3. For
example, the generation process might not have yielded an
expected assignment of a critical component. Furthermore,
for leveraging the elasticity of a cloud environment, the

reengineer might configure a capacity management strategy
by means of utilizing the hooks provided by entities con-
tained in the cloud environment meta-model (cf. A2).

E. Activity A5 - Evaluation

For being able to judge about the produced target archi-
tecture and the configured capacity management strategy,
A5 evaluates the outcomes of the activities A3 and A4.
The evaluation involves static and dynamic analyses of
the target architecture. For example, the metrics LCOM or
WMC can be utilized for static analyses. Considering the
target architecture’s expected runtime behavior, we propose
to apply a simulation on the basis of CloudSim [4]. Thus,
we intend to contribute a transformation from CloudMIG’s
cloud environment meta-model to CloudSim’s simulation
model.

F. Activity A6 - Transformation

This activity comprises the actual transformation of the
enterprise system from the generated and improved target
architecture to the aimed cloud environment. No further
support for actually accomplishing the implementation is
planned at this time.

IV. CONCLUSION AND FUTURE WORK

We presented an early work concerning our model-based
approach CloudMIG for migrating legacy software systems
to scalable and resource-efficient cloud-based applications. It
concentrates on the SaaS provider perspective and facilitates
the migration of enterprise software systems towards generic
IaaS and PaaS-based cloud environments. CloudMIG is in-
tended to generate considerable parts of a resource-efficient
target architecture utilizing a rule-based heuristics. The
future work focuses on the realization, improvement, and
evaluation of CloudMIG’s target architecture generation and
evaluation activities (A3 and A5, respectively).
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Abstract — Notions of SDP (Service Delivery Platform) has been 
widely used in Telcos albeit without a common industry 
understanding. SDP projects have spearheaded next generations 
of Telco service provider (SP) services and their forays into new 
business models. Recently, Telco players tried very actively to 
understand how to take advantage of Cloud Computing to 
improve efficiencies or open new opportunities for them. Today 
most initial activities have often started disconnected from 
Consumer, VAS and Enterprise activities where SDPs are used. 
The main contributions of this paper are in explaining how to 
understand SDPs in the context of Cloud Computing and  in 
positioning Cloud Computing and SDPs from an architecture for 
Telcos that want to reduce cost and complexity and increase 
efficiencies, scalability and availability of existing SDP and 
communication services as well as explore new business models 
with differentiators that could favor Telco SPs  over other more 
conventional cloud providers. Such recommednatiosn and 
blueprints have never been discussed before as far as we know. 

Keywords-component: Service Delivery Platforms, SDP, Cloud 
Computing, IaaS, PaaS, SaaS, Telecommunications, Telcos, SDF, 
OSS, BSS, Services 

I.  INTRODUCTION 
Telcos (i.e., Telecommunications operators or Telco SPs in 

this paper) have deployed many variations of SDPs over the last 
decade, sometimes multiple SDPs within a same domain, to 
efficiently offer services including core communications, 
collaboration and multimedia services, content sales and delivery, 
exposure to third parties and reselling, etc. Initially some 
operators have deployed SDPs as one platform per service, 
network (technology) or target market. Today, one can see many 
SDP consolidations around one platform across all networks and 
for all services, including examples of multinational SDPs that 
allow multi-property operators to reduce cost and time to market 
across their multiple local subsidiaries as well as increase the 
application addressable market and therefore attractiveness to 
third party developers.  
 

Still, the absence of similar and sustained SDPs across enough 
Telcos has hurt the attractiveness of SDPs for developers when 
compared to the opportunities opened to them by the internet or 
the recent applications stores for smartphones.  The omnipresence 
of the Internet / web and its fundamentals impacts on the business 
of Telcos, is today forcing Telcos to better compete or cooperate 
with Internet Service Providers. In fact, one can expect that that 
many Telco SPs today will eventually morph their service 
business into similar "SoftCos" (i.e., not really distinguishable 
from many of the Internet service providers like Google, Yahoo, 
Facebook and many others).  
 

In the context, the successes or promises of Cloud Computing 
initiatives driven by companies like Amazon, Google, Yahoo, 
Salesforce.com and Microsoft as well as the offerings of 
companies like IBM, Oracle, VMWare and many open source 
projects have caught the attention of Telcos. Could it really be an 
ideal opportunity for Telcos to develop new business models with 
significant credibility, differentiators and hence chances of 
success? Certainly many Telcos realize that the market is moving 
fast but they still lack validation of the opportunities… 

 
Today many Telcos have some Cloud Computing initiatives, 

proof of concepts, pilots, initial offerings or even production 
services [7].  The industry seems to have learned from the 
mistakes of wall garden Telco-only vertical solutions that failed 
repeatedly in the past (e.g. IMS (IP Multimedia Subsystem) 
[3,4]): most initiatives are built or extend on what we may call as 
IT or Internet clouds … as examplified by Amazon AWS [6] 
(Most projects reuse AWS EC2 or S3 services and possibly a few 
others). 
 

For Cloud Computing Audience, we believe that it is important 
to summarize what an SDP really is before discussing the 
relationship to the cloud and recommending  how “IT or internet 
compatible clouds” can be used or offered by Telcos with 
differentiated features that exploit Telcos strengths.  

II. UNDERSTANDING CLOUD COMPUTING AND TELCOS 
In this paper, Cloud Computing refers to Figure 1.  

 
Figure 1 – Anatomy of Cloud Computing. Figure inspired from [1] 
 

Cloud Computing enabless “capabilities available on demand” 
or “on demand offerings” that can respectively support internal 
need or what a customer uses and therefore pays for.  These 
include: 1) IaaS (Infrastructure as a Service) that can provide 
computing infrastructure (e.g. virtualized OS with underlying 
computing HW (CPU) and storage). 2) PaaS (Platform as a 
Service) which include a control plane and an application plane 
with development and execution environments. The associated 
development tools can also be hosted in the cloud (and for 
example accessed through a browser). With PaaS, developers can 
build (web) applications on its SEE/SCE (Service Execution 
Environment / Service Creation Environment) without installing 
any tools on their computer and then deploy those applications 
without any specialized systems administration skills. The control 
plane can provide a combination of features like application 
scalability, application plane and infrastructure usage 
management shared across many applications (GAE (Google App 
Engine), Force.com) or customizable per application (~ like with 
OSGI bundles an application can be bundle with the SEE bundles 
that it requires). For service providers of complex or critical 
applications (like Telcos), the latter is recommended as it ensures 
easier management and performance assurance while the former 
is more for “consumer” or simpler less critical applications. 3) 
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Software as a Service: software that is deployed over the internet 
or intranet. With SaaS, a provider rents an application to 
customers on demand, through a subscription or a “pay-as-you-
go” model. 
 

As described in Figure 1, a Cloud Computing solution 
can be built on multiple “clouds” configurations: private cloud 
(i.e., in house on demand infrastructure), public cloud (provided 
by other cloud service providers) or combinations of the above. 
The latter illustrates especially well how Cloud Computing can 
allows a service provider to handle peak requirements without 
having to allocate or invest in infrastructure that would otherwise 
remain idle, hence reducing CAPEX requirements. With a PaaS, 
OPEX costs are also further reduced by consolidating the 
development environment and the life cycle management of the 
applications developed on it. 
 

Offering IaaS, PaaS and SaaS open new business models to 
any service providers. PaaS today are only closely closely-held 
and only available as a Public Cloud service. No full fledge PaaS 
exist as a middleware product offering yet. None offer yet the 
customization mentioned above. 

III. CLARIFYING THE NOTION OF SDP 
In the absence of an industry accepted definition of SDP, we 

proposed to define a SDP as IT SOA middleware with Telco / 
communications features, capabilities and performances (see 
Figure 2) [5]. A good blueprint of how it should be implemented 
is provided by the OSE (OMA Service Environment) and related 
OMA and ITU work and specifications [2].  
 

 
Figure 2 – Blueprint and positioning in a Telco Environment (or 
generic Service provider environment) of a SDP as Middleware + 
Telco (in fact communications as this works also on internet for ISPs) 
functions, capabilities and performances [5]. 

 
Accordingly, the SDP IT middleware provides communication 

functions (e.g. enablers and SEE/SCE like SIP AS (e.g. JSR 289), 
etc) in a SOA IT middleware (e.g. JEE). The underlying network 
capabilities are exposed as enablers and controlled by these 
enablers through adapters that abstract them from the underlying 
network technologies. Applications, in house or developed by 
third parties are implemented by composition of enablers and / or 
within the SEE/SCE. This way, applications can be network 
technology and equipment vendor independent, future proof and 
convergence, continuity and FMC services are trivial to 
implement [4]. Enablers can be used to expose (Telco) backend 
applications like BSS (Business Support Systems) e.g. CRM, 
Billing Systems and BI and like OSS (Operating Support 
Systems) like network and system management, activation, 
provisioning. In this paper, in the context of a SDP and according 
tour SDP recommendation and blueprint [2, 4, 5], resources 
denote the system exposed and controlled via enablers or 

SEE/SCE (e.g. network elements like location server, SMSC, SIP 
router, IN call control, HSS, HLR, media servers, IVR/Voice 
servers etc, or OSS, BSS functions). SDPs can also be integrated 
with OSS and BSS via end to end SOA business processes as 
described in [5]. 

 
With a SDP, Telcos can:  

• Repurpose, increase, improve or rapidly and efficiently 
develop, with IT software practices, current and next 
generation core services as well as new communications 
services across Telco and Internet Networks. 

• Develop many content (and application or service) delivery 
services that allows operators to play new roles in the Internet 
value chain by becoming reseller, content aggregators, content 
distributors or even content providers towards their users.  

• Asset exposure (to third party) 
o Following the OSE blueprint [2], SDP can be used to expose 

through interfaces of enablers the operator's assets and 
capabilities, like features from the operator’s network, OSS or 
BSS to applications, especially to third party applications. The 
interfaces typically accommodate web services (e.g. SOAP) 
and web 2.0 bindings (e.g. REST) and the SDP ensures that 
the exposure is "controlled" by enforcing policies and SLAs 
on all requests and responses to and from the enablers and 
containers. 

o This enables operators to create “two sided businesses”. 
Conventionally this was for consumer services, but recently 
two sided businesses have proven also very successful to 
increase the role, and revenues, of operators with enterprises. 
Indeed, it allows service providers to resell third party services 
to enterprises bundled with their own communications 
services, therefore increasing revenue opportunities for 
operators and facilitating the distribution for third parties. 

o Both for consumer or enterprise markets, policy controlled 
exposure and two sided business models can enable new 
sources of revenue for operator where they can for example: 
 Monetize their assets  
 Share revenue with third party application / service providers 
 Create businesses for other third party to sell "enablers".  
 The model can be revenue sharing or reselling agreement etc. 
o With enterprises, the approach allows also operators to insert 

themselves in the enterprise value chain  
• Enablers expose relevant function ranging from 

communications functions like call control, media control, 
multimedia messaging, contextual functions like location, 
presence, OSS functions like device management or system 
provisioning or BSS functions like user or subscriber profile 
management, subscription management or account 
management, payment etc. They may also denote reusable 
functions (SOA) or MW exposed services. 
o Some enablers open the possibility of new businesses for 

operators like for example: 
 Payment and account management can enable operators to 

allow third party to bill services against the bill (pre or post-
paid) and therefore provides alternatives to services like pay 
pal.  

 Profile information or derived recommendations or business 
intelligence can be communicated (possibly filtered to 
respect privacy, preferences or regulation)  

• Policy enforcement. A SDP provides advanced policy decision 
capabilities. The can be used to provide ease of control of many 
other assets like: 
o Policy based differentiated traffic QoS 
o Converged charging as policy enforcement 
o Traffic control based on policy enforcement 
o Etc. 
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• Anything else: as an open platform, operators can use the 
service creation and execution of the SDP middleware for any 
other need that they have, thereby enabling them to develop 
new services on par with the IT and internet players.  
o For example, developing recommendations, “ad insertion” and 

“ad warehousing” solutions that can be used to: 
 Subsidize services to better compete against the Internet 

"free" services that are similarly subsidized but differentiated 
with the addressable channels, applications that can support 
ad insertions and accurate ad targeting. 

 Maintain or create relationships with advertiser instead of 
giving them up to Internet advertisement warehouse like 
Google, Yahoo etc. 

 
With the above, operators are able to offer more efficiently 

services and better compete or partner with other IT/ Internet 
service providers. Tellcos can also create new businesses. For 
example: 
• Providers of financial services like mobile banking, payments 
• Providers of hosted platforms for third party services 
• Aggregators or federation of web 2.0 and social network 

services. 
 

These new services and some of the other services described 
above might be considered to be offered to "Internet users" 
instead of just the current Telco subscribers... This might truly 
perfect the transition of the Telco SP to SoftCos (i.e., Telco 
service providers looking better like Internet service providers). 
 

It is worth nothing also that SDP as IT/SOA middleware with 
Communications capabilities are also suitable platforms for other 
Service providers or Enterprises aiming at developing or offering 
communications related services… 

IV. SDP, SDF AND OSS/BSS 
SDF (Service Delivery Framework) denotes SOA integration 

of OSS, BSS and SDP and the services running over it. It 
encompasses patterns like EIA (Enterprise Integration 
Architecture), AIA (Application Integration Architecture) and 
TMF SDF [1].  
 

The integration enables the automation of end-to-end business 
processes across the OSS, BSS and SDP, like "concept to cash", 
"trouble to resolve", etc. Modern SDPs [5] provide such 
integration framework and business processes so that it further 
reduces the time to market of new services and automates all 
business processes surrounding businesses built around the 
services.  

V. TELCO SERVICE PROVIDERS AND CLOUD COMPUTING 
 

Telcos like many other players in other industries have observed 
the trends of Cloud Computing and the emergence of new players 
as providers of infrastructure, platform or software on demand [7]. 
It is has been argued that the business models around Cloud 
Computing play well along some of the core expertises of Telco 
like:  
• Offering (often to other businesses) reliable infrastructure (and 

services) integrated with reliable supporting OSS and BSS. 
• Bundling capabilities from their own assets like network QoS, 

Prepackaged OSS, BSS and end to end business processes. 
• Offering communications services that can be considered as 

precursors of SaaS business models (especially towards 
enterprise customers) albeit often today without the "on 
demand" / elastic scalability characterizing Cloud Computing. 

 
Therefore, many Telcos envisage creating successful Cloud 

Computing based businesses (See [7] for details). In fact many 

Telcos have already started to explore or provide such services. 
However, these initiatives have been so far mostly separated from 
their core services businesses and often driven by other 
departments than conventional Telco departments like IT, OSS, 
BSS and Network. With notable exceptions where Cloud 
Computing is provided as internal IT services provided by 
theTelco’s IT department.  

 

 
Figure 3 – Example of Recent Cloud Announcements 
 

In general Telco services are very basic so far with Telco Cloud 
offerings usually added to their existing Hosting Businesses. Most 
are just entering the market, not wanting to compete on low 
margin services: 1) Most Telco Offerings are IAAS versions of 
their hosting businesses as a Phase I. 2) Some Telcos have trials of 
SMB/Enterprise Offerings, including Telstra, SingTel, NTT Data, 
Orange and Telefonica. Orange [8] announced recently its value 
proposition of best in class, simple, secure and easy to pay per use 
managed services on private cloud with storage, security and 
unified communications. 3) Some Telcos have new offerings of 
Storage Clouds like Vodaphone and Orange. 4) Most Telcos are 
still studying what to do including in terms of PaaS and SaaS, 
talking to vendors or sending out RFI’s. They know they need 
more sophisticated business models.  
 

In general the value proposition for Telco is therefore: 1) To 
allows efficiencies & cost savings (e.g. Reduce CAPEX (Elastic 
architecture fit to needs); Reduce OPEX (Consolidated 
management); Green (Reduce power consumption)). 2) Opens 
new business models (e.g. computing / storage services: PaaS, 
IaaS; SaaS reselling; own SaaS (SDP – like Communications 
Services, OSS, BSS, BaaS)). 

VI. SDP PATTERNS FOR CLOUD COMPUTING 
 

Today, SDP and Cloud Computing are typically different and 
unrelated stacks, operated by different departments for different 
projects or business models. Can Cloud Computing further help 
evolve the core SDP services business of Telcos? 
 

To combine SDP and Cloud Computing, a few different options 
exist. The most interesting ones as discussed below. 
• SDP as resources (or SDP by the Cloud) where SDP exposes its 

capability in the cloud for applications in the cloud but it is not 
implemented on the cloud. 
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Figure 4 – “SDP by the Cloud”. 

 
o With this option, the SDP and its components including 

enablers as well as underlying resources abstracted via adapters 
are treated as infrastructure (not cloud based) exposed in IaaS 
or PaaS via its northbound interfaces with appropriate resource 
affinity.  

o The SDP and underlying resources would be expected to 
provide (some) scalability support to efficiently support 
scalable IaaS, PaaS or SaaS here the enablers are used. 

o This option enables Telco operators to add SDP (e.g. 
communications, policies or OSS/BSS) capabilities to a "more 
conventional computing offering", therefore allowing them to 
provide a computing on demand offering while differentiating 
(using their network, SDP, OSS and BSS assets) with respect 
to other "non Telco" providers.  

o This option presents the additional advantage to consist into a 
relatively straightforward integration of an IaaS or PaaS with 
possibly an unmodified existing SDP.  

o However we do not recommend “porting” the SDP to IaaS 
differently from the next option (SDP as a PaaS). The present 
option is rather just a quick way to add communications 
features to Cloud Computing. In particular this approach does 
not allow taking advantage of the SDP integration and 
management via OSS/BSS. 

o CMCC OMP (Open Mobile Platform) follows this pattern. 
• SDP as a PaaS (or SDP on the Cloud) 
 

 
Figure 5 – ”SDP on the Cloud”. 

 
o A SDP, understood as middleware as previously discussed 

([5]), shares its SEE / SCE container(s) with the PaaS (e.g. as a 
same container or as part of a multiple container PaaS). 
Resources as defined in SDP (see [1,5]) are preferably 
implemented in elastic ways (part of IaaS). Resources may of 
course just be non cloud infrastructure, in which case 
scalability may be constrained. 

o Enablers are part of the PaaS functions (and can therefore be 
SaaS) 

o SDP adapters are built on PaaS to provide resource affinity and 
support for elastically scalable resources 

o Applications can be built on SDP as a PaaS as SaaS or as third 
party applications (as today) that may be hosted on PaaS or 
IaaS. 

o This option includes the particular cases where the PaaS is just 
the virtualization of the SDP SEE/SCE running on IaaS. 

o This option enables Telco operators to  
 as previously add SDP differentiating capabilities to 

computing offerings 
 Use Cloud Computing as ways to more efficiently implement 

its SDP and services e.g. By allowing dynamic allocation of 
resources based on load demand 

 Provides a path to integrate the Cloud Computing stack with 
the OSS and BSS, reusing the SDF patterns and capabilities 
provided by the SDP. 

o With such an option, all the services (and enablers) already 
built on SDP (SEE/SCE) can be easily adapted to the new SDP 
as a PaaS platform. 

o Such an option usually requires support for customizable 
control plane as mentioned above. 

• SDP or Enablers as SaaS (SDP in the Cloud): Enablers are built 
one way or another as SaaS than can be used by other services.  
o The SDP can be any hosted scalable platform implementation, 

implemented in many ways including the ways described in the 
previous options or the SDP may not exist and the SDP 
capabilities and functions are re-implemented on IaaS or PaaS. 
 SDF is not immediately available and it needs to be re-

implemented. 
o This option may be suitable for new capabilities that can be 

consisted as enablers or reusable capabilities but are not 
directly "Telco related" e.g. Search, user profile ... However for 
existing enablers, it may not be that advantageous considering 
the previous and following options. 
 This option is especially useful for Telcos to “resell” enablers 

provided by third parties… 
 

 
Figure 6 – Example of “Enablers as SaaS”. 

 
Again all these patterns can be adopted by generic (i.e., non 

Telcos) Service Providers or Enterprises building 
“Communications” offerings. 

VII. SDF PATTERNS FOR CLOUD COMPUTING 
OSS and BSS integration with SDP provides ways to support: 

• OA&M for life cycle management of the SDP and resources as 
well as applications using or running on it. 

• SDF provides support for end to end business process 
automation across OSS, BS and SDP 

 
With the SDP as a PaaS pattern, the implementation of the PaaS 

can include appropriate interfaces life cycle management / OA&M 
of the services, SaaS, PaaS and IaaS (just as for traditional 
middleware with traditional hardware, OS and applications). 
Therefore, reusing the SDF and OSS/BSS/SDP integration and 
adapting the end to end business processes (e.g. to encompass IaaS 
provisioning on demand and multi-tenancy).  

VIII. BLUEPRINT FOR SDP BASED CLOUD COMPUTING SDP 
 

Telcos should target such a combination or roadmap of the 
above options as appropriate for their objectives and time frame. 
The end target should be a SDP as a PaaS with enablers as part of 
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the PaaS or in the Cloud (SaaS) and new related business models: 
SDP in the Cloud. 
 

With such a SDP as a PaaS (and with our without enablesr as 
SaaS), Telcos can: 1) More efficiently provide SDP and services 
(scalable on demand without requiring acquisition or locking of 
infrastructure to support it). We expect in fact that many target will 
target PaaS solutions that can target multiple underlying 
infrastructures like: i) Private Cloud / Next Generation data center, 
i.e., Private IaaS under the control of the telco, ii) Legacy servers 
and data centers used as private cloud iii) Public cloud (preferrably 
as Private Public Cloud) to support Cloud Burst or allow cheap 
and agile testing environment (while the private assets would be 
sued for production). Some operators in Europe have started 
exploring such models. 2) Provide computing services with 
communications capabilities available to the developers using the 
service.  

 

 
Figure 7 – Evolution of the SDP and the cloud 
 

A. Examples of Evolution between Options 
As an example of tactical solution, consider for example SaaS 

SDP communications applications like PBX or Unified 
communications. They can be built on a JSR 289 (SIP Servlets) / 
JEE converged container that is virtualized and 
managed/distributed on an IaaS, while the media servers, 
conference servers and IVRs are treated first as resources then as 
scalable resources that can then be built on IaaS.  Other “enablers” 
can be provided first by the cloud. Billing, provisioning and 
subscription management are driven from the OSS/BSS (via an 
end to end SOA business processes). 
 

B. BaaS 
BaaS (Business as a Service) illustrates how Telcos can further 

differentiate a Cloud Computing offering based on SDP as a PaaS 
by bundling: 
• An on-demand hosted platform to build and execute 

applications i.e., computing for rent 
• On demand backend business applications to build and run a 

business around the applications: 
o BSS (e.g. CRM, Billing), OSS on demand (as SaaS): i.e., 

applications for rent 
• On demand Customizable pre-build end to end business 

processes across Platform, OSS, BSS: i.e., business processes 
for rent. 
o i.e., Pre-built business infrastructure for Rent. 

 
With a BaaS, third parties can rent, develop and run applications 

and they can also rent a complete backend business infrastructure 
to run the resulting business as well as all the business processes to 
automate their business. In other words, besides renting computing 
and renting say CRM on demand they can rent OSS/BSS on 
demand and their integration to support selling their applications, 

campaigning, billing for usage, analyzing the usage, taking new 
subscriptions, etc. 
 
BaaS is differentiated from conventional IaaS, PaaS and SaaS 

models. Indeed,   
• It is not easy to provide an integrated OSS/BSS/Platform on 

demand. 
• Telco SPs have OSS/BSS assets and end to end Business 

processes. 

IX. FUTURE WORKS 
Huawei has numerous SDP deployments with many Telcos 

currently engaging in Cloud Computing initiatives. Many have 
reached the point where the Telcos experiments with the patterns 
and combinations of these patterns described in this paper.  
 

Analysis of lessons learned from such Telco deployments as 
well as implications on IaaS, PaaS and SaaS and SDP technologies 
will be provided in upcoming works. Explicit examples today still 
depend on confidentiality agreements with customers.   

X. CONCLUSIONS 
This paper provides clarification and recommendations on how 

to relate SDP and SDF to Cloud Computing. Different patterns 
that have been discussed are suitable for evolutionary extensions 
of SDP business model to encompass Cloud Computing. 

 
In particular, we emphasized key value propositions that Cloud 

Computing can bring to Telcos in the context of SDP and services, 
including: 
• Efficient implementation of SDP and services with always just 

the resources needed at a given moment. 
• New business model to add computing services to the Telco 

portfolio while being able to successfully differentiate from 
other computing providers 

• BaaS as another differentiated offering that builds on Telco 
expertise and further facilitate third parties to build business 
using the services and assets provided by their Cloud 
Computing service providers. 
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Abstract — This paper defines a new business cloud model to 

create an efficient high-frequency trading platform. High-

frequency trading systems, built to analyze trends in tick-by-

tick financial data and thus to inform buying and selling 

decisions, imply speed and computing power. They also 

require high availability and scalability of back-end systems 

which require high cost investments. The defined model uses 

cloud computing architecture to fulfill these requirements, 

boosting availability and scalability while reducing costs and 

raising profitability. It incorporates data collection, 

analytics, trading, and risk management modules in the 

same cloud, all of which are the main components of a high-

frequency trading platform.  

Keywords — high-frequency trading; cloud computing; 

financial business cloud; 

I. INTRODUCTION  

Financial markets are broad and complex systems in 
which market players interact with each other to determine 
the prices of different assets. 

Advances and innovations in computer technologies 
have changed the nature of trading in financial markets. As 
a result of these innovations, transmission and execution of 
orders are now faster than ever, while the holding periods 
required for investments are compressed. For this reason a 
new investment discipline, high-frequency trading, was 
born [1].  

In very broad terms, high-frequency trading refers to 
analyzing trends in tick-by-tick data and basing buying and 
selling decisions on it. 

Exchanges supporting high-speed low-latency 
information exchange have facilitated the emergence of 
high-frequency trading in the markets. In 2009, in the 
United States, high-frequency equity trading was 61% of 
equity share volume and generated $8 billion per year [2]. 
Again in the United States, high-frequency trading also 
accounted for up to 40% of trading volume in futures, up 
to 20% in options, and 10% in foreign exchange [3]. It has 
already become popular in Europe and is also manifesting 
itself in some emerging markets, like Latin America and 
Brazil [3]. It is estimated that about 30% of Japanese 
equity trading is high-frequency [3]. This compares with 
up to 10% in all of Asia, up to 10% in Brazil, about 20% in 
Canada, and up to 40% in Europe [3]. 

High-frequency trading platforms incorporate trading, 
data collection, analytics, and run-time risk management 
modules to create systems which search for signals in 
markets, such as price changes and movements in rates. 
This helps to spot trends before other investors can blink. 
Then finally orders and strategies are executed or changed 
within milliseconds on the exchanges. The trading module 
hosts trading algorithms built on top of the statistical 
models and executes orders on electronic execution 
platforms like exchanges. The data collection module 
collects tick-by-tick data from data providers and feeds 
trading and analytics modules. This data can also be 
exported to external data analysis tools. The analytics 
module is used to analyze historical financial data, to 
generate automated reports and to help creating new 
trading algorithms. Finally, the run-time risk management 
module is responsible for maintaining the whole system 
within pre-specified behavioral and profit and loss 
boundaries. These modules can be accessed via web and 
rich mobile applications which enhance management 
capabilities and increase the speed of user interactivity and 
control. 

High-frequency trading systems imply speed, as high-
frequency trades are done in milliseconds, and also require 
high availability and readiness to trade at anytime. The 
speed of execution is secured by powerful hardware and 
co-location of the systems with the electronic execution 
platforms to minimize the network latency [1, 4]. High 
availability is achieved by adding more resources to the 
system and by clustering the datacenters. All of these 
necessitate high cost investments.  

Cloud computing refers to both the applications 
delivered as services with Software as a Service (SaaS) 
model over the Internet, and the hardware and systems 
software in the datacenters that provide those services [5]. 
A cloud is the ensemble of applications delivered as 
services and datacenter hardware, software and 
networking. 

From the cloud user and consumer perspective, in the 
cloud, computing resources are available on demand from 
anywhere via the Internet and are capable of scaling up or 
down with near instant availability. This eliminates the 
need for forward planning forecasts for new resources [6]. 
Users can pay for use of computing resources as needed 
(e.g., processors by the hour and storage by the day) and 
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release them as needed, thereby rewarding conservation by 
letting machines and storage go when they are no longer 
useful [5]. The cost impact of over-provisioning and 
under-provisioning is eliminated [6] and consumers no 
longer need to invest heavily or encounter difficulties in 
building and maintaining complex IT infrastructures [7]. 
Cost elements like power, cooling, and datacenter 
hardware and software are eliminated, as well as labor and 
operations costs associated with these. Using computing as 
a utility [6] with infinite and near instant availability and 
low entry costs gives enterprises the opportunity to 
concentrate on business rather than IT in order to enter and 
exploit new markets. There is also no cost for 
unexpectedly scaling down (disposing of temporarily 
underutilized equipment), for example due to a business 
slowdown [5]. In our world, where estimates of server 
utilization in datacenters range from 5% to 20% [5], elastic 
provisioning to scale up and down to actual demand 
creates a new way for enterprises to scale their IT to 
enable business to expand [6].  

In cloud computing, business process as a service is a 
new model for sharing best practices and business 
processes among cloud clients and partners in the value 
chain [8]. A business cloud covers all scenarios of business 
process as a service in the cloud computing environment 
[8].  

This paper presents a financial business cloud model 
for high-frequency trading to create an efficient trading 
platform and IT infrastructure using cloud computing 
architecture for financial institutions. In this model, 
trading, data collection, analytics, and run-time risk 
management modules are deployed to the cloud. An 
Enterprise Service Bus, a standard-based integration 
platform [9], integrates these modules and handles routing, 
data transformations, mediations and messaging between 
them. Cloud Manager is responsible for essential tasks like 
policy management, account management, authorization & 
access, security, application management, scheduling, 
routing, monitoring, auditing, billing and metering [8]. It 
exposes modules as high availability financial cloud 
services accessible from anywhere in the world via the 
Internet. The whole cloud is co-located in datacenters 
close to the electronic execution platforms to avoid data 
movement costs and network latency, and to assure the 
speed of execution [4, 5]. 

Cloud computing is a unique opportunity for batch-
processing and analytics jobs which analyze terabytes of 
data and take hours to finish, as well as automated tasks 
responsible for responding as quickly as possible to real-
time information [5]. As these are essential jobs in high-
frequency trading operations, and require high computing 
power, high-frequency trading platforms are ideal 
candidates for cloud computing.  

Total cost of ownership can be reduced by using high-
frequency trading platforms as financial business clouds 
instead of deploying capital intensive on-premise 
infrastructure. Adopting this model reduces the IT 
dependence of high-frequency trading while increasing 
profitability. Existing systems can be designed to exist in a 

cloud, as portability can be achieved while moving to 
cloud environments [10].  

Cloud computing gives financial institutions the 
opportunity to outsource their IT infrastructure and 
operations, and to concentrate on business rather than IT. 
It also helps to reduce their operational risk and risk 
management costs because availability and service 
delivery are assured by cloud providers via Service Level 
Agreements (SLAs) [7]. Cloud computing has a big future 
for high-frequency trading clients, and can be used 
increasingly to allow firms to implement strategies that 
previously might have been considered too short-term to 
justify implementation [11].  

Section 2 of this paper, presents work related to this 
subject. Section 3 discusses why high-frequency trading 
requires the adoption of cloud computing as Information 
Technology (IT) infrastructure. This section also includes 
the reference component architecture of a contemporary 
on-premise high-frequency trading platform. Section 4 
reveals the proposed model with a case study which helped 
to determine the requirements of the model. Section 5 
presents the conclusion and future work. 

II. RELATED WORK 

There are many published studies to assist in 
understanding high-frequency trading and cloud 
computing individually. Irene Aldridge published a book 
exploring various aspects of high-frequency trading [1], 
and references [5, 6, 7, 8] are valuable studies on cloud 
computing. Regarding financial cloud applications, V. 
Chang, G. Wills and D. De Roure proposed the Financial 
Cloud Framework [10]. This study demonstrates how 
portability, speed, accuracy and reliability can be achieved 
while moving financial modeling from desktop to cloud 
environments.  

This study proposes a financial business cloud model 
and addresses high-frequency trading. It proposes cloud 
reference architecture for efficient high-frequency 
operations. 

III. HIGH-FREQUENCY TRADING AND CLOUD 

COMPUTING 

This section examines why high-frequency trading 
requires the adoption of cloud computing as IT 
infrastructure. The reference component architecture of a 
contemporary on-premise high-frequency trading platform 
is also presented. 

A. High-Frequency Trading 

In time, masters of physics and statistics, quants, gave 
birth to quantitative trading. This is a new trading style 
using innovative and advanced mathematical trading 
models which make portfolio allocation decisions based on 
scientific principles. The objective of high-frequency 
trading is to run the quant model (the model developed 
after quantitative analysis) faster, and to capture the gain 
from the market, as high-frequency generation of orders 
leaves very little time for traders to make subjective non-
quantitative decisions and input them into the system.  
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Figure 1.  Reference component architecture of a contemporary on-

premise high-frequency trading platform. 

Many high-frequency traders collect tiny gains, often 
measured in pennies, on short-term market gyrations [12]. 
They look for temporary "inefficiencies" in the market and 
trade in ways that can make them money before the brief 
distortions go away [12].  

The need for speed, to make and execute trading 
decisions and strategies, requires investment in fast 
computers. These strategies are established by designing 
algorithms including generation of high-frequency trading 
signals and optimization of trading execution decisions. 
The need to be ready to trade at anytime requires high 
availability of the trading and execution systems. This high 
availability is assured by adding more resources to the 
system and by clustering the datacenters. With all of these 
aspects, high-frequency trading operations are IT 
dependent. 

This IT dependence of high-frequency trading 
generates two drawbacks from a cost perspective: 

• Profitability: Trading itself already entails a 
transaction cost, and high-frequency trading 
generates a large number of transactions, leading 
to exorbitant trading costs. As high-frequency 
traders look for tiny gains, the combination of 
trading and IT infrastructure costs reduces 
profitability.  

• Lead time to deploy trading algorithms and 
strategies: Implementing high-frequency trading 
platforms to deploy algorithms and strategies 
created by quants and traders requires experienced 
IT labor and this adds another layer to the 
operation, costing time and money. 

B. Contemporary High-Frequency Trading Platforms 

Contemporary high-frequency trading platforms 
incorporate trading, data collection, analytics, and run-time 
risk management modules. They may also be accessed via 
web and rich mobile applications to provide user control 
and enhanced management capabilities.  

Figure 1 shows the reference component architecture 
of a contemporary on-premise high-frequency trading 
platform. In this architecture: 

• The trading module incorporates optimal 
execution algorithms to achieve the best execution 
within a given time interval, and the sizing of 
orders into optimal lots while scanning multiple 
public and private marketplaces simultaneously. 
These algorithms are generally academic 
researches and proprietary extensions which are 
coded and embedded into the software. This 
module accepts and processes data from data 
providers via the data collection module and real-
time data coming from exchanges. It generates 
portfolio allocation and trade signals, and records 
profit and loss while automating trading 
operations. 

• The data collection module is responsible for 
collecting real-time and historical financial data 
coming from data providers. High-frequency 
financial data are observations on financial 
variables taken daily, or on a finer time scale, and 
this time stamped transaction-by-transaction data 
is called tick-by-tick data [11]. Data providers (or 
aggregators) are companies who generally provide 
24-hour financial news and information including 
this high-frequency real-time and historical price 
data, financial data, trading news and analyst 
coverage, as well as general news. Collected tick-
by-tick data and financial news in machine 
readable format are distributed to trading and 
analytics modules to feed trading algorithms, to 
support decision making processes, and to 
generate reports. This data can be exported to 
external data analysis software to be used in 
algorithmic research. 

• The analytics module is responsible for automated 
report generation from historical financial data as 
well as providing multi-dimensional analytics. 

• The run-time risk management module ensures 
that the system stays within pre-specified 
behavioral and profit and loss bounds using pre-
defined metrics. Such applications may also be 
known as system-monitoring and fault-tolerance 
software [1]. 

• The electronic execution platform is the exchange 
or market facilitating electronic trading (preferably 
in high-speed and low-latency) which is a must for 
high-frequency trading operations. Platform 
independent high-frequency systems can connect 
to multiple electronic execution platforms. 
Intermediary languages like Financial Information 
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eXchange (FIX), a special sequence of codes 
optimized for the exchange of financial trading 
data, helps organizations to change the trading 
routing from one executing platform to another, or 
to several platforms simultaneously [13]. 

• Web and rich mobile applications are channels 
developed to enhance management capabilities, 
and increase the speed of user interactivity and 
control. They may also incorporate modules under 
the same interface to create a single point of 
control. 

Modules can be developed in-house, or alternatively 
proprietary software sold by major software vendors can 
be used. Modules are deployed on-premise following high 
investments in expensive datacenters including hardware, 
software and network connectivity [5]. Generally, each 
module is deployed on-premise to separate hardware with 
very low or no virtualization. They interact with each other 
independently with different communication protocols and 
data types. Development, deployment, operation and 
maintenance of these systems require experienced IT labor 
which is expensive and drives costs upwards. 

C. Cloud Computing as Infrastructure for High-

Frequency Trading 

The adoption of cloud computing as infrastructure for 
high-frequency trading addresses the IT dependency of 
high-frequency trading platforms as follows: 

• Investing in building and maintaining complex IT 
infrastructure is no longer necessary. Computing 
resources are billed on a usage basis. 

• Computing resources are infinitely available on 
demand from anywhere via the Internet. 

• The cloud provider is responsible for maintaining 
and operating the IT infrastructure. 

Most of the tasks in high-frequency trading operations 
are automated based on algorithms. The whole system is 
responsible for responding as quickly as possible to real-
time information coming from markets. Cloud computing 
provides the availability, speed and computing power 
required for these automated operations. 

High-frequency trading operations include batch-
processing and analytics jobs requiring high computing 
power. Cloud computing provides a unique opportunity in 
this regard [5]. 

Total cost of ownership can be reduced by adopting 
cloud computing as a high-frequency trading infrastructure 
instead of deploying capital intensive on-premise 
infrastructure. Buyers can move from a capital expenditure 
(CAPEX) model to an operational expenditure (OPEX) 
one by purchasing the use of the service, rather than 
having to own and manage the assets of that service [6].  
Adopting this model reduces the IT dependency of high-
frequency trading while increasing profitability.  

Nowadays, trading firms and hedge funds are already 
outsourcing their accounting and back-office operations. 
Cloud computing gives financial institutions the 
opportunity to outsource their IT infrastructure and 
operations, and concentrate on business rather than IT. It 

also helps to reduce their operational risk and risk 
management costs because availability and service 
delivery are assured by cloud providers via SLAs [7]. As 
high-frequency trading operations are already running in 
many countries, this model will facilitate the entry of other 
participants to the market at a low entry cost. Cloud 
computing has a big future for  high-frequency trading 
clients and can be used increasingly to allow firms to 
implement strategies that previously might have been 
considered too short-term to justify implementation [11].  

IV. FINANCIAL BUSINESS CLOUD FOR HIGH-
FREQUENCY TRADING (FBC-HFT) 

This section presents the Financial Business Cloud for 
High-Frequency Trading (FBC-HFT) to create an efficient 
trading platform and IT infrastructure for financial 
institutions using cloud computing architecture. A case 
study which helped determine the requirements of FBC-
HFT is also exposed in this section. 

A. A Case Study to Determine Requirements of FBC-

HFT 

Implementation of a high-frequency trading platform 
consists of many components such as identified statistical 
models, coded algorithms using these models to analyze 
and clean the tick data, installations of hardware and 
software, and connections with exchanges and data 
providers as well as whole risk management structure of 
the platform. The objective of this case study is to analyze 
historical high-frequency foreign exchange data extracted 
from Bloomberg [14] to determine the main requirements 
of FBC-HFT for the data analysis phase, which is the most 
critical part of the operation. Implementation of other 
components required to build a complete high-frequency 
trading platform is subject to future work. 

High-frequency TRY/USD currency data between 
September 12th 2009 and March 27th 2010 are used for 
this application. 

Extracted data are already ordered, filtered and cleaned 
by Bloomberg, so no further cleansing required (data 
cleansing may be required for different types of data from 
different providers). Business week restrictions are not 
applied to the data as the analysis is not region specific.  

Intervals of one minute, five minutes, ten minutes, 
thirty minutes, one hour, six hours, twelve hours and daily 
tick data for closing trade prices are extracted and the time 
series created from these data sets have following fields:  

• A timestamp (ex: 12.09.2009 09:00) 
• Last trade price (ex: 1.484) 
• A financial security identification code (ex: 

TRYUSD) 
Last trade prices are not meaningful in isolation, so 

calculation of return series (R) from these data sets is 
required. Returns are expressed as percentages and are 
calculated using the following formula:  

  







=
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t
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P
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All analysis and experiments are done using these 
calculated return series data sets. 

All experiments include the following analysis for one 
minute, five minutes, ten minutes, thirty minutes, one 
hour, six hours, twelve hours and daily tick data: 

• Basic descriptive statistics (including mean, 
standard deviation, sample variance, kurtosis and 
skewness) 

• Histogram for the frequency of return percentages 
(to graphically interpret skewness and kurtosis) 

A graph of changes in kurtosis of all time series is 
generated to show kurtosis’ behavior. In the case of one 
minute and daily tick data, Augmented Dickey-Fuller test 
for unit root testing (test for stationarity), and correlograms 
to check the auto-correlation function, are calculated. 

Generated basic descriptive statistics and histograms 
for one minute data are shown in Table 1 and in Figure 3 
respectively. 

This case study presents an essential part of high-
frequency trading operations which includes: 

• Extraction of the data from data providers, 
• Conversion and manipulation of the data for 

different analysis software and tools, 
• Routing the data to the tools. 
• Analyzing the data for high-frequency 

characteristics and decision-making based on this 
analysis. 

Regarding this case study, the following outputs are 
observed: 

• Development of data conversions and 
transformations is time consuming and hampers 
the implementation. 

• There is a need for integration between different 
tools and systems. 

• Analyzing high-frequency data is computing 
power intensive. 

These outputs show that the adoption of cloud 
computing can address the computing power need. An 
Enterprise Service Bus (ESB), is a standards-based 
integration platform combining messaging, web services, 
data transformation and intelligent routing in a highly 
distributed, event driven Service Oriented Architecture [9], 
that can facilitate the development of data transformation 
and the integration of different systems. 

B. The Model 

The proposed reference model in this paper 
incorporates high-frequency trading modules in short 
running; routing, data and protocol conversion based 
processes and reveals them as a business cloud. 

Figure 2 shows the reference component architecture 
of the proposed Financial Business Cloud for High-
Frequency Trading. 

In this architecture, trading, data collection, analytics, 
and run-time risk management modules are deployed to 
the cloud. Existing systems can be designed to exist in a 
cloud as portability can be secured while moving to cloud 
environments [10]. Their functionalities and roles in the 

operation are the same as in contemporary high-frequency 
trading platforms. However, the integration of these 
modules, routing and data, and protocol conversions 
between them, are now handled with an ESB. Modules 
provide standardized interfaces to be accessed and 
managed in the cloud. 

Cloud Manager (CM) is the common management 
system which also manages request and response flows in 
the cloud. CM is directly connected to electronic execution 
platforms and data providers. Modules which need 
interaction with electronic execution platforms and data 
providers use CM to access outside the cloud. All routing, 
data and protocol transformations, mediations and 
messaging between modules and CM are done via ESB. 
This provides flexibility and standardized integration of 
the system components. 

CM provides web and rich mobile application channels 
as single points of control for the cloud, boosting the speed 
of user interactivity and control. Data for external data 
analysis software can be exported via Cloud Manager. 

 CM is also responsible for cloud specific management 
tasks:  

• Account management for cloud users and 
consumers. 

• Authorization and access control of users for 
modules and resources. 

 
Figure 2.  Reference component architecture of Financial Business 

Cloud for High-Frequency Trading. 
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• Scheduling of jobs and tasks as well as selecting 
and provisioning suitable resources in the cloud.  

• Routing of incoming requests from outside the 
cloud to the ESB to run associated processes, and 
vice versa. 

• Application management for deployed 
applications (modules) including application 
specific configurations. 

• Policy management for cloud resources and 
configuration of SLAs guaranteeing service 
availability and delivery. 

• Monitoring of the entire cloud including users, 
tasks, processes, modules and resources. 

• Security of the cloud. 
• Providing audit records of the cloud. 
• Metering, usage-based billing and billing 

management. 
The whole cloud is co-located in datacenters close to 

the electronic execution platforms to avoid data movement 
costs and network latency, and to assure speed of 
execution [4, 5]. 

The Financial Business Cloud for High-Frequency 
Trading is a model to adopt cloud computing as an IT 
infrastructure for financial institutions running high-
frequency operations. It brings the benefits of cloud 
computing to high-frequency trading and addresses 
business specific issues explained in the previous sections. 

V. CONCLUSION AND FUTURE WORK 

This paper presents a new business cloud model to 
create an efficient high-frequency trading platform. 
Current drawbacks and needs of high-frequency trading 
are addressed by the proposed reference model. 

 Future research and work on this study will implement 
a complete real life scenario of this reference model to test 
performance benefits and the efficiency of the system, 
from both cloud consumer and cloud provider 
perspectives. The implementation and development of 
each component of the proposed model, and the 
development of security and management approaches are 
also subject to future work. 
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Figure 3.  Histogram of returns for one minute data. 

TABLE I.  BASIC DESCRIPTIVE STATISTICS FOR ONE MINUTE 
DATA 

Mean 4.73023E-07 
Standard Error 8.1594E-07 
Median 0 
Standard Deviation 0.000287753 
Sample Variance 8.28017E-08 
Kurtosis 265.2351796 
Skewness -2.318022932 
Range 0.030399821 
Minimum -0.019277394 
Maximum 0.011122428 
Sum 0.058830806 
Count 124372 
Largest(1) 0.011122428 
Smallest(1) -0.019277394 
Confidence Level(95,0%) 1.59923E-06 
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Abstract— Cloud computing can be used to generate the 3D 
noise maps in ubiquitous cities. Here in this paper, we present 
our cloud computing approach, its performance and a 
performance comparison for it. The 3D image processing with 
GIS data requires great amount of computational resource 
because of complex and large amount of spatial information. 
The cloud computing can solve the problem with an easy and 
transparent way. We use Hadoop which is a framework that 
includes the HDFS (Hadoop Distributed File System) and 
MapReduce as cloud computing methodology to do massively 
parallel processing of 3D GIS data. We found the computing 
time is vastly reduced with a cluster of computing nodes. We 
also present the performance comparison when we use MPI 
instead of MapReduce and Hadoop. 

Keywords- cloud computing; the noise map; GIS; Hadoop; 
MapReduce; MPI. 

I.  INTRODUCTION 
In the 1990s, the noise map was presented to develop the 

environmental policy to reduce the noise in cities. Afterward, 
in 2002, Directive 2002/49 relating to the assessment and 
management of environmental noise was adopted by the 
European Parliament and Council for the developments of 
the long-term noise policy. The European Environmental 
Noise Directive (2002/49/EC) is one of the European 
Community's policies which have the goal to avoid, prevent, 
and decrease their displeasure and harmful effect caused by 
environmental noise exposure [1]. 

We find that immediately after the standard about the 
noise map was adopted by the EC, European Initiatives on 
the research of the noise map have been activated. The noise 
map combines noise information with GIS map. It requires a 
large amount of computing power and cannot be timely done 
with personal computers. In the reason, the noise map is 
usually made offline mode for long time and not in three-
dimension but in two-dimension. However, current cities 
have high-rising buildings and we need to show the noise 
difference on each floor. In consequence, it is important to 
generate the 3D noise map [2][3]. The 3D image processing 
with GIS data should deal with complex and large amount of 
spatial information and requires great amount of 
computational resource.  

In this paper, we present our approach to solve the 
problem in two ways and compare the performance. One 
way is to use MapReduce [4] with Hadoop system [5] and 
the other way is to use MPI.   

The structure of this paper is as follows. In Section 2, we 
introduce, compare and analyze the state-of-the art works 
related to our research. In Section 3, we explain the steps of 
noise map. In Section 4, we describe our cloud computing 
approach to do it. In Section 5, we give performance 
evaluation. Finally, we conclude and explain the future work 
in Section 6. 

II. RELATED WORK 
EU has been actively researched noise map. Table 1 

shows EU countries and their participating cities in the 
research [6]. Figure 1 and Figure 2 show some of their 
research results, that is, two noise maps in two-dimension. 
They do not produce online noise maps but makes the noise 
maps in offline mode and do not use cloud computing. The 
research on the 3D-noise map is an arising topic and not 
found except our work. 

 

TABLE I.  EUROPEAN UNION (EU) COUNTRIES AND THEIR CITIES 
MAKING THE NOISE MAP 

Country City 

United Kingdom London, Birmingham 

Germany Berlin 

France Paris 

Netherlands Amsterdam 

Czech Prague 

Italy Bologna 

Switzerland Geneva 

Austria Vienna 

Sweden Stockholm 

Finland Helsinki 

Belgium Brussels 
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Figure 1.  A noise map of Birmingham, U.K. 

 

 
Figure 2.  A noise map of Amsterdam, Netherlands 

 

III. HOW TO GENERATE THE NOISE MAP? 
The noise map is currently made in two dimensions. 

However, in this research, we are interested in the three 
dimension noise map. In this paper, we explain our way to 
generate the three dimension noise map, not the two 
dimension noise map. In order to make a 3D noise map, the 
following three-step-process is needed: 1) Making a noise 
database. 2) Generating the 3D city model. 3) Integrating the 
noise values with the 3D city model. 

A. Making a Noise Database 
In our ubiquitous cities, the noise data are collected 

through ubiquitous sensor network from remote sensors and 
sent to the database. We can also use an interpolation 
approach to make the database. That is, we measure the 
noise at important areas and use a noise prediction model to 
predict noise values at unmeasured areas using the measured 
data at the area nearby the unmeasured area [7]. 

B. Generatinga 3D City Model 
The generation of 3D city model includes the terrain 

modeling as shown in Figure 3 and the building modeling [8] 
as shown in Figure 4. It needs big computing power because 
generation of the 3D building model is very complicated. To 
solve the problem, we use the cloud computing [9]. 

 
 

 
 

Figure 3.  A digital elevation model 

 

 

Figure 4.  Building models 

 

C. Integrating the Noise Values with the 3D City Model 
Now, we integrate the noise values with the 3D city 

model. Because the data of 3D city model is very large, 
converting each noise value into RGB value and mapping the 
RGB value onto the texture file of the 3D city model requires 
a large amount of computing power. To solve the problem, 
again, we use the cloud computing. Thus we can reduce the 
running time to the level of online processing. Figure 5 
shows a sample digital map of an experimental area. 
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Figure 6.  The cloud computing process to make the 3D noise map 

 

Figure 5.  The digital map of Yeongdeungpogu Disrict, Seoul, Korea 

 
 
 

IV. THE CLOUD COMPUTING 
The cloud computing process to make the 3D noise map 

is shown in Figure 6. To process 3D data, we employ the 
ways that the data of the digital map are divided into grid cell 
units. The data of the digital map make a huge file so we use 
the MapReduce with Hadoop that is one of cloud computing 
technologies to do massively distributed and parallel 
processing. Distributed and parallel programming greets the 
new trends due to the cloud technologies such as Hadoop, an 
open source Java framework. It consists of Hadoop 
Distributed File System (HDFS) and MapReduce. HDFS 
uses a scheme of replication to ensure that the stored files are 
always kept intact in separate places of a Hadoop cluster. It 
enables us to solve a large scale of data intensive problems. 

 

 
 

Figure 7.  The MapReduce execution 

 

A. Cloud Computing to Make a 3D City Model 
Here, we explain how we do cloud computing with 

MapReduce to make the 3D city model. We use two kinds of 
map functions: map_1 and map_2. Map_1 plays a role of 
making a Digital Elevation Model (DEM), also called as a 
Digital Terrain Model (DTM), which has the topology 
information and height information of ground surface for the 
3D city model. Map_2 plays a role of making a building 
model which has the object topology information and the 
height information as shown in Figure 4. Reduce integrates 
the DEM and the building model: this process is called as 
reduce_1. The output of the reduce_1 is a 3D city model. 
Table 2 explains the three functions: map_1, map_2 and 
reduce_1. 

We divide the data of the 3D GIS images into the unit of 
grid cell for the MapReduce processing and later integrate 
the result since the MapReduce uses Single-Program 
Multiple-Data (SPMD) methodology [10]. As shown in 
Figure 7, we used MapReduce to make the 3D city model 
and the 3D noise map and the generated 3D city model is 
reused as an input to the 3D noise map. 
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Figure 8.  The process of MapReduce function in visualization of the 3D noise map 

 

TABLE II.  THE TASKS TO MAKE A 3D CITY MODEL 

Function Task Key-Value Pair 

Map_1 To make a DEM. 
<<Sub-area ID, x, y 
coordinates>,<z coordinates, 
topography ID >> 

Map_2 To make a 
building model. 

<<Sub-area ID, x, y 
coordinates>,<z coordinates, 
building ID >> 

Reduce_1 
To integrate the 
DEM and the 
building  model. 

<<Sub-area ID, x, y coordinates>, 
<z coordinates, value of 3d city 
model>> 

 
 
To make the building model, the getBld() of the map_2 

extracts the coordinates of 2D building boundary from the 
digital map and extracts the z value of the building from the 
draft map by establishing the correspondence between the 
building in the digital map and it in the draft map.  

We divided the test area into a number of sub-areas and 
assigned an ID to each of them. When the test area is 
processed in the map function, the coordinates of the specific 
area is assigned with a sub-area ID. Therefore, the key value 
becomes <sub-area-ID, x, y-coordinate>. 

 The outputs of “map_1” and “map_2” are sorted and 
grouped according to the ID by the partitioner. The outputs 
of the partitioner become the input of “reduce_1”. It means 
that the key-value pairs of the DEM and the building model 
that are sorted and grouped become the inputs of “reduce_1”. 
“Reduce_1” calls and process the generate3DCity() function 
to generate the 3D city model. Each “reduce_1” task is 
matched to each sub-area and therefore the number of the 
“reduce_1” task is same as the number of the sub-areas. The 

output of “reduce_1” will be used as the input of “map_4” in 
the next step. 

 

B. Cloud Computing to Making a Noise Map 
Here, we explain how we combine the 3D city model 

with the noise information to generate the 3D noise map. We 
use two kinds of map functions: map_3 and map_4. Map_3 
takes the noise information of buildings as the inputs of 
reduce_2. As the output, we take the key-value pair of 
<<building ID, x, y coordinates> and <z coordinates, value 
of noise level>>.  Map_4 transfers the result of reduce_1 to 
make the 3D noise map. Table 3 explains the three functions: 
map_3, map_4 and reduce_2. 

 

TABLE III.  THE TASKS TO MAKE A NOISE MAP 

Function Task Key-Value Pair 

Map_3 

To take the noise 
information of 
buildings as the 
inputs of reduce_2.

<<building ID, x, y coordinates>, 
<z coordinates, value of noise 
level>> 

Map_4 

To transfer  
the result of  
reduce_1  
to reduce_2. 

<<Sub-area ID, x, y coordinates>, 
<z coordinates, value of 3d city 
model >> 

Reduce_2
To integrate the 
3D city model and 
noise information. 

A noise map. 

 
 
The input of map_3 has coordinates, building ID and 

noise value to make a noise map. Because it has a 
coordinates, the noise value can be matched to 3D City 
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model. As a key of map_3, we use a building_ID to 
distinguish each building. 

The outputs of “map_1” and “map_2” are sorted and 
grouped according to the ID by the partitioner. The outputs 
of the partitioner become the input of “reduce_2”. Reduce_2 
plays a role of visualizing the RGB by combining the inputs 
with 3D city model. We divide noise level distribution of the 
test area into sub areas and find RGB color index using 
getRGB() function. When we convert it into color index, we 
use the equation as shown in Eq. (1) [3]: 

 

                   (1) 
 
In Eq. (1), NC is color index, Nmax is the maximum 

value of the noise pollution level, Nmin is its minimum value, 
C is the total number of colors and N is the noise level on 
each grid. 

After noise level is converted into RGB values, the 
following steps are performed to generate the noise map. 
First, the group of the points corresponding to each wall 
facet is classified according to the proximity of each point to 
the facet. Second, the RGB of the classified points are then 
interpolated into a grid using the same encoding scheme 
presented as Eq. (1). Now, we can get facet image files and 
merge the files into one file so as to generate a 3D noise map. 
The final result of the merged file is the 3D noise map as 
shown in Figure 9. 

 
 

 
Figure 9.  A snapshot of a 3D noise map 

 

V. PERFORMANCE EVALUATION 
Here, we show the performance of our approach and 

compare it to the performance of the approach with MPI to 
generate 3D noise map. The reason why we do this 
comparison is that we want to be sure of the advantage and 

disadvantage of our approach. We have been seeking the 
currently best cloud computing solution to process the large 
amount of 3D GIS data for ubiquitous city applications. To 
find out the answer, we did this performance comparison. 

 For the performance comparison, we used a ten nodes 
cluster, where 8 nodes had Dual Core Intel processor and 2 
nodes had Quad Core Intel Processor and each node had 4 
GB memory. Each node of the cluster was connected 
through a giga-bit Ethernet switch, runs a Ubuntu Linux 9.04 
Server edition and used our own private Cloud based on 
OpenNebula. The JVM version 1.6.0_20 was used for 
Hadoop and the gcc version 4.4.1 compiler and MPICH2 
were used for the MPI. For the noise map area, we selected 
Yeongdeungpogu District, Seoul, Korea, as shown in Figure 
5, where the area size is about 24.5km2 and the volume of the 
processed data was 250 GB. We processed both MapReduce 
and MPI experiments and measured the performance. We ran 
them 10 times and averaged the results. Figure 10 shows the 
performance and we know that the MPI case is faster than 
the MapReduce case.  

 
 
 

  

 

 

Figure 10.  Performance comparison between MapReduce and MPI 

 

 

Distributed and parallel processing based on message 
passing infrastructures such as PVM [11] and MPI [12] 
supports fine-grained parallelism, while workflow 
frameworks such as Kepler [13] and Taverna [14] supports 
coarse-grained parallelism. MapReduce also supports fine 
grained parallelism but it is different from MPI or PVM 
since it does not support any shared files but supports local 
files only. That is, by restricting the programming model, the 
MapReduce framework enables us to partition the given 
tasks into a large number of fine-grained sub-tasks, but it 
does not communicate each node since it only supports local 
files.  

While MPI supports a wide variety of communication 
topologies for various kinds of distributed and parallel 
models. MapReduce only allows a communication topology 
from map to reduce. However, MapReduce allows us to use 
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a simple but convenient cloud computing environment, 
which eventually allows us to implement parallelism to run 
our applications. Also, MapReduce gives better support to 
quality of services such as fault tolerance and monitoring in 
data intensive parallel applications. 
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Contrada di Dio, S. Agata, 98166 Messina, Italy.
e-mail: {ftusa,mpaone,mvillari,apuliafito}@unime.it

Abstract—Nowadays Cloud Computing is becoming an inter-
esting distributed computation infrastructure able to strongly
leverage the concept of Virtualization of physical resources.
This paper deals with the opportunity for managing Virtu-
alization Infrastructures in Federated scenarios. In particular,
the middleware we are introducing presents several features en-
abling an useful and easy management of private/hybrid clouds
and provides simple and easily accessible interfaces to interact
with different “interconnected” clouds. In that context, one of
the main challenges it is necessary to address is the capability
that systems need to interact together, maintaining separated
their own domains and the own administration policies. A
Cloud middleware has been designed, we named it CLEVER,
and this paper describes the architecture in each part. Several
UML schemas highlight the relevant complexity of our new
architecture. In the current status of the work, a primitive
prototype, integrating some features of the whole architecture,
has been developed as far software classes implementing the
basic functionalities.

Keywords-Cross Cloud Computing; XMPP; Fault Tolerance;
Virtual Infrastructure Management; clusters.

I. INTRODUCTION

Cloud computing is generally considered as one of the
more challenging topic in the Information Technology (IT)
world, although it is not always fully clear what its potential-
ities are and which are all the involved implications. Many
definitions of cloud computing are presented and many sce-
narios exist in literature. In [1], Ian Foster describes Cloud
Computing as a large-scale distributed computing paradigm
that is driven by economies of scale, in which a pool of
abstracted, virtualized, dynamically-scalable, managed com-
puting power, storage, platforms, and services are delivered
on demand to external customers over the Internet. Until
now, such trend has brought the steady rising of hundreds
of independent, heterogeneous cloud providers managed by
private subjects yielding various services to their clients.

In order to provide a flexible use of resources, cloud
computing delegates its functionalities in a virtual context,
allowing to treat traditional hardware resources like a pool
of virtual ones. In addition virtualization enables the ability
of migrating resources, regardless of the underlying real
physical infrastructure. Peter Mell and Tim Grance from
the Computer Security Division of the National Institute
of Standards and Technology (NIST) are initiating impor-
tant government efforts to shape essential components in
the broader cloud arena[2]. They identified clouds provide

services at three different levels: Infrastructure as a Service
(IaaS), Platform as a Service (PaaS) and Software as a
Service (SaaS):

• SaaS: Software as a Service represents the capability
given to the consumer in using provider’s applications
running on a cloud infrastructure and accessible from
various client devices through a thin client interface
such as a Web browser.

• PaaS: Platform as a Service represents the capability
given to the consumer in order to deploy his own appli-
cation onto the cloud infrastructure using programming
languages and tools supported by the provider (i.e Java,
Python, .Net).

• IaaS represents the capability given to the consumer
for renting processing, storage, networks, and other
fundamental computing resources where the consumer
is able to deploy and run arbitrary software, which
can include operating systems and applications. The
consumer does not manage or control the underlying
cloud infrastructure.

Our work is aimed to define new functionalities that focus
on the lower level of services that is IaaS. Service Provides
are customers of such infrastructures (SPs, i.e., Ebay, Face-
book, Twitter, etc.); they need to easily deploy and execute
their services. Owners of these infrastructures are commonly
named Infrastructure Providers (IPs) or Cloud Providers (i.e.
public clouds: Amazon EC2, Google, Saleforce, Microsoft
Azure, RightScale, etc.). We consider the cloud as con-
stellations of hundreds of independent, heterogeneous, pri-
vate/hybrid clouds. Currently many business operators have
predicted that the process toward an interoperable federated
cloud scenario will begin shortly. In [3], the evolution of the
cloud computing market is hypothesized in three subsequent
phases:

• Monolithic (now), cloud services are based on propri-
etary architectures - islands of cloud services delivered
by megaproviders (this is what Amazon EC2, Google,
Salesforce and Microsoft Azure look like today);

• Vertical Supply Chain , over time, some cloud providers
will leverage cloud services from other providers. The
clouds will be proprietary islands yet, but the ecosystem
building will start;

• Horizontal Federation, smaller, medium, and large
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providers will federate horizontally themselves to gain:
economies of scale, an efficient use of their assets, and
an enlargement of their capabilities.

This paper aims to describe our architecture able to make
up an interoperable heterogeneous cloud middleware that
accomplishes the Horizontal Federation. The main chal-
lenge of interoperable clouds that needs to overcome is the
opportunity that federated heterogeneous systems have to
interact together, maintaining separated their own domains
and administration policies. The architecture we designed is
characterized by a main skeleton, in which it is possible to
add more functionalities, using a flexible approach plug-in
based. The diagrams we present in the next sections show
several details of our design choices. The complexity of the
system is rather high, this is due to the number of constrains
and issues we are trying to face. The main motivation to
design a new cloud middleware has been given from the lack
in literature of such a middleware. The overall motivations
to propose CLEVER (CLoud-Enabled Virtual EnviRonment)
have been provided in our recent work [4]. That work also
provides an useful and detailed description of pros and cons
in CLEVER against the other existing infrastructures.

The paper is organized as follows. In Section II, we
provide a brief description about the new Cloud stack. In the
same section we briefly explore the current state-of-the-art
in Cloud Computing and existing middleware implementa-
tions. This section critically analyses the features of such
cloud middlewares and motivates the need to design and
implement a new one. Section III introduces CLEVER as the
Virtual Infrastructure Manager and explains the functional
and non functional requirements that it tries to meet. Section
IV provides an overview of the CLEVER’s features, which
are then deeply discussed in Section V where also a logical
description of each middleware module is reported together
with a brief description of our prototype implementation (see
Sec. VI). Section VII concludes the paper.

II. BACKGROUND AND RELATED WORKS

The work we are describing deals with the technology
necessary to make up a cloud infrastructure whatever level
it is: IaaS, PaaS and SaaS. This technology is the well-
known as Virtualization. Cloud Computing strongly exploits
the concept of virtualization of physical resources (hosted in
IaaS), through the Instantiation of Virtual Machines (VMs).
During our dissertation we named these VMs as Virtual
Environments (VEs), a more general term useful to describe
other virtual containers (i.e., Java Virtual Containers). These
VEs can be seen as the smaller part of cloud systems:
”atoms”, in which IT Services (i.e., PaaS or SaaS) are
confined into. CLEVER is a middleware able to manage
VEs in cross cloud environments. This middleware should
accomplish an important core of a general framework able
to address Federation among sites, guaranteeing Fault Tol-

Figure 1. Cloud Management Stack

erance, Easy Configuration (Zero-conf), Accounting and
Billing, Performance (SLAs), Security, etc.

In order to identify the main components constituting a
cloud and better explain the federation idea on which our
work is based, we are considering the internal architecture of
each cloud as the three-layered stack [5] presented schemat-
ically in Fig. 1. Starting from the bottom, we can identify:
Virtual Machine Manager, (VMM), Virtual Infrastructure
(VI) Manager and Cloud Manager, (CM). The Virtual Ma-
chine Manager is the layer in which the hardware virtualiza-
tion is accomplished. It hides the physical characteristics of
a computing platform from SPs, instead showing another
abstract computing platform. The software that controls
the virtualization used to be called a ”control program” at
its origins, but nowadays the term hypervisor is preferred.
The main hypervisors currently used to virtualize hardware
resources are: Xen [6], KVM [7], VMware [8], VirtualBox
[9], Microsoft Hyper-V [10], Oracle VM [11], IBM POWER
Hypervisor (PR/SM) [12], Apple Parallel Server [13], etc.
For example one type of a VMM can be a physical machine
with the Xen hypervisor para-virtualizer [14] controlling it
(in this case the VM are Xen domains), whereas another
type can be a machine with the necessary software to host
KVM (full-virtualizer [15]), and so on. The VI manager is
a fundamental component of private/hybrid clouds acting as
a dynamic orchestrator of VEs, which automates VEs setup,
deployment and management, regardless of the underlying
level. The Cloud Manager layer is instead able to transform
the existing infrastructure into a cloud, providing cloud-
like interfaces and higher-level functionalities for security,
contextualization and VM disk image management.

Recently, many Virtual Infrastructure Managers are ap-
pearing in literature, some of them can be listed as follows:
OpenNebula [16], OpenQRM [17], Nimbus [18], Eucalyptus
[19], etc.
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The architectures listed above were conceived considering
two main philosophies:

• Apply the virtualization model to simplify the manage-
ment of proprietary datacenters.

• Reorganize the previous distributed computation mid-
dleware for accomplishing an easy management of
virtualization capabilities.

The early case represents a simpler way to organizes hard-
ware resources hosted in local and private datacenters that
need a tedious and complex management (i.e., OpenQRM
and Eucalyptus). In the latter, we have infrastructures in
which the original focus is modified to be adapted for clouds;
for instance rearranging of GRID infrastructure as well as
Open Nebula and Nimbus. For instance OpenNEbula (ONE)
can be considered as evolution of a Grid Manager aimed
to Virtualization Systems. Thanks to the European Project
RESERVOIR [20], ONE is including some key concepts we
are trying to address in our work. Nimbus was originated
by an adaption of Globus (GRID), in fact it is currently
deployed into a Globus 4.0.x Java container.

Nowadays it is time for new cloud architectures able to
deal with new cloud requirements and constrains. Further-
more these architectures must to be conceived from the
scratch, that is the core of the system has to include at
the beginning many more basic capabilities necessary for
Cloud Computing environments. CLEVER was designed
keeping mind these goals, adding as much as possible
and at the early stage many functionalities. In our system,
Cloud Manager layers have to offer the following oppor-
tunities: Cloud Federation, Composability, and Orchestra-
tion of resources, distributed virtual resources management,
inter-cloud security, inter-cloud business model, inter-cloud
networking, inter-cloud monitoring, etc. Even at Virtual
Infrastructure Manager layers it is necessary to add these
following features in order to satisfy the CM layers needs:
local virtual resources management, load-balancing, fault
tolerance, intra-cloud security, intra-cloud business mod-
els, intra-cloud networking, intra-cloud monitoring, etc. To
drawing new cloud systems, it is important to initially take
into account concepts of ”inter” and ”intra” requirements
and capabilities. In the interoperability arena, Application
Programming Interface (APIs) cover a strong role, as shown
by Fig. 1 (rectangle shapes in between layers: A, B and C).
APIs have to guarantee the interoperability among Clouds
(see section II-B) in Private, Public and Hybrid scenarios.

Business and trading may represent the engine of Cloud
development under many perspectives, Section II-A high-
lights these concepts.

In the direction of an open [21] and advanced cloud
framework, NASA is working on an ambitious project:
OpenStack [22]. On their web portal, they stated: The goal
of OpenStack is to allow any organization to create and offer
cloud computing capabilities using open source software
running on standard hardware. OpenStack Compute is soft-

ware for automatically creating and managing large groups
of virtual private servers. OpenStack Storage is software for
creating redundant, scalable object storage using clusters
of commodity servers to store terabytes or even petabytes of
data. These sentences remark as our overall assumptions
and motivations, which led us to develop CLEVER, are
completely in line with the new Cloud researching context.

In our final considerations, the figured world can appear
rather complex and hard to face but the virtualization
environments might greatly simplify the necessary effort.
Specifically all hypervisors leverage the new virtualization
capabilities offered by hardware architectures (i.e., Intel,
AMD, etc.), thus allowing to limit their diversity. These
features are strongly exploited by cloud operators because
they increase the system performances. But at the same time
thus determines the reduction of the differentiation among
hypervisors, hence we can foresee a great challenge in the
Virtual Computing (or Virtual Cloud). We can remark the
concept considering the virtualization world as the simplest
way to identify and regroup a subset of functionalities that it
is necessary to deal within a Cloud. Since the formalization
of such requirements, constrains, and capabilities might not
be particularly tough to accomplish.

A. Commercial Cloud Infrastructures and their businesses.

Cloud Computing is finding a wide consensus among
IT operators, because behind its computation model it is
possible to advise a real business model [23]. One of the
main reason of the Grid Computing failure, seen under
the economic perspectives, was the not applicability of
any business model on it. Currently in the IT world we
are assisting to a progressive mixing of meaningful efforts
among operators, scientific communities and organizations
for standards (as well: DTMF, IEEE, IETF, ITU, etc.) to en-
force this new distributed computation infrastructure: Cloud
Computing. We can state that it is not possible to draw clear
boundaries among commercial, academic, opensource and
legacy cloud platforms. Several platforms born in academia
have migrated to commercial purposes (Nimbus, Eucaliptus,
OpeNebula), others from legacy to OpenSource (OpenQRM)
to consolidate and advertise the work done, and finally a
few of them were totally born as OpenSource (OpenStack)
or commercial (Citrix, VMware, Telefonica, IBM, HP, etc.)
approaches. The evolution we are noting is a movement of
lower layers toward the upper layers of the Cloud stack.
For instance hypervisor as Vmware and Xen is providing
a new cloud middleware able to address all the issues
in entire distributed datacenters (VMM to VIM: VMware
vSphere, XEN Cloud Platform). VIMs are looking at Cloud
Management.

In this process, we think the commercial IT world might
be far to define an interoperable framework, whereas the
current VIM middleware should change the original focus
to be ready for the new challenges. A platform ready to
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face these challenges might be the OpenStack framework,
it promises an interesting contribution, but it is a young
architecture yet. The CLEVER infrastructure might also
provide a valid support in that direction.

The standardization rate of proposals is also showing
an huge interest of IT stockholders, the next section will
provide a brief enlightenment on that.

B. Cloud Standards in a Nutshel: APIs

The concepts of interoperability need to be enforced
at Cloud Manager level, but the VIMs need to provide
Application Program Interfaces (APIs) enabling the full
control and monitoring of cross-cloud virtual resources.
The federation among Clouds can be perpetrated if each
Cloud Operator can dynamically join the federation [24],
interact with federated clouds in trustiness [25],[26] and
finally exchange data with their partners [27]. Since the
federation can exist if there is a high level infrastructure
that allows this aggregation. Furthermore it is not possible
to spread computation among several IPs, without an ad-
equate intercommunication protocol among parties. Fig. 1
highlights this concept. In the Cloud stack it is necessary
to include APIs among each layer that allow to cross-
correlate more heterogeneous infrastructures. The working
group in DMTF Standards is defining the Cloud Incubator
Initiative for Cloud Management Standards. It was formed
to address management interoperability for Cloud Systems
[28]. The DTMF organization has began the initiatives in
Virtualization environments with Open Virtual Format (OVF,
see the fig., API: A ).The format (OVF) represents an early
descriptor able to define the customer requirements, in terms
of number of VEs to instantiate; memory, CPUs, storage and
etc. to allocate and so on. This format permits the interaction
from IaaSs and their costumers (SPs).

Inside DTMF many IT companies are also trying to add
standards in the cloud particularly useful for their busi-
nesses. For instance VMware has introduced in DMTF the
VCloud[29] API, while Telefonica their TCloud [30] API.
Both proposals should guarantee a set of new parameters
useful for the cross interaction. In this way, many more
functionalities should be addressed, such as: load balancing,
fault tolerance (VMs replication), network configuration,
firewalling policies, etc. The main feature of such standards
is the adoption of OVF as the base, to meet the SPs
requirements and constrains, without an heavy translation
among different descriptor files. Another example of API
standardization process is the Open Cloud Computing Inter-
face (OCCI) standard [31]. The OCCI standard, is proposed
inside the Open Grid Forum (OGF), it should guarantee an
exposition of VIM capabilities, as depicted in Fig. 1 (API:
B). But it does not appear to be nor particularly flexible
neither oriented to SPs requirements. In this case it needs
a translation from OVF. All the standards presented above

are based on XML in order to guarantee the portability and
interoperability in heterogeneous systems.

In the following subsection we briefly describe the main
VIMs. Subsequently, we provide an in-depth description of
our CLEVER architecture.

C. Related Works

As we introduced in Section II and stated in [5], cloud
management can be performed at the lowest stack layer of
Fig. 1 as Virtual Infrastructure Management.

The project OpenQRM [17] is an open-source platform for
enabling flexible management of computing infrastructures.
It is able to implement a cloud with several features that
allows the automatic deployment of services. It supports
different virtualization technologies and format conversion
during migration. This means VEs (appliances in the Open-
QRM terminology) can not only easily move from physical
to virtual (and back), but they can also be migrated from
different virtualization technologies, even transforming the
server image. OpenQRM is able to grant a complete monitor
of systems and services by means of the Nagios tool [32],
which maps the entire openQRM network and creates (or
updates) its corresponding configuration (i.e., all systems
and available services). Finally, OpenQRM addresses the
concepts related to High Availability (HA) systems: virtual-
ization is exploited to allow users to achieve services fail-
over without wasting all the computing resources (e.g. using
stand-by systems).

OpenNebula [16] is an open and flexible tool to build
a Cloud computing environment. OpenNebula can be pri-
marily used as a virtualization tool to manage virtual in-
frastructures in a data-center or cluster, which is usually
referred as Private Cloud. Only the more recent versions of
OpenNebula are trying to supports Hybrid Cloud to combine
local infrastructure with public cloud-based infrastructure,
enabling highly scalable hosting environments. OpenNebula
also supports Public Clouds by providing Cloud interfaces
to expose its functionalities for virtual machine, storage and
network management.

Still looking at the stack of Fig. 1, other middlewares
work at an higher level than the VI Manager (High-level
Management) and albeit they provide high-level features
(external interfaces, security and contextualization) their
VI management capabilities are limited and lack VI man-
agement features: this type of cloud middlewares include
Globus Nimbus [18] and Eucalyptus [19].

Nimbus [18] is an open source toolkit that allows to turn
a set of computing resources into an Iaas cloud. Nimbus
comes with a component called workspace-control, installed
on each node, used to start, stop and pause VMs, implements
VM image reconstruction and management, securely con-
nects the VMs to the network, and delivers contextualization.
Nimbus’s workspace-control tools work with Xen and KVM
but only the Xen version is distributed. Nimbus provides
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interfaces to VM management functions based on the WSRF
set of protocols. There is also an alternative implementation
exploiting Amazon EC2 WSDL.

Eucalyptus [19] is an open-source cloud-computing
framework that uses the computational and storage infras-
tructures commonly available at academic research groups
to provide a platform that is modular and open to experimen-
tal instrumentation and study. Eucalyptus addresses several
crucial cloud computing questions, including VM instance
scheduling, cloud computing administrative interfaces, con-
struction of virtual networks, definition and execution of
service level agreements (cloud/user and cloud/cloud), and
cloud computing user interfaces.

III. THE CLEVER ARCHITECTURE

CLEVER aims to provide Virtual Infrastructure Man-
agement services and suitable interfaces at the High-level
Management layer to enable the integration of high-level
features such as Public Cloud Interfaces, Contextualization,
Security and Dynamic Resources provisioning.

Looking at the middleware implementations, which act as
High-level Cloud Manager [18], [19], it can be said that their
architecture lacks modularity: it could be a difficult task to
change these cloud middleware for integrating new features
or modifying the existing ones. CLEVER instead intends
granting an higher scalability, modularity and flexibility ex-
ploiting the plug-ins concept. This means that other features
can be easily added to the middleware just introducing new
plug-ins or modules within its architecture without upsetting
the organization.

Furthermore, analysing the current existing middleware
[17], [16], which deal with the Virtual Infrastructure Man-
agement, we retain that some new features could be added
within their implementation in order to achieve a system able
to grant high modularity, scalability and fault tolerance. Our
idea of cloud middleware, in fact, finds in the terms flexibil-
ity and scalability its key-concepts, leading to an architecture
designed to satisfy the following requirements: 1) persistent
communication among middleware entities; 2) transparency
respect to “user” requests; 3) fault tolerance against crashes
of both physical hosts and single software modules; 4) heavy
modular design (e.g., monitoring operations, managing of
hypervisor and managing of VEs images will be performed
by specific plug-ins, according to different OS, different
hypervisor technologies, etc.); 5) scalability and simplicity
when new resources have to be added, organized in new
hosts (within the same cluster) or in new clusters (within
the same cloud); 6) automatic and optimal system workload
balancing by means of dynamic VEs allocation and live VEs
migration.

Looking at Figure 2, we believe the existing solutions
lack a cloud Virtual Infrastructure able to implement all the
characteristics of each row. The big black dot in the cell
specifies the feature that the middleware has. CLEVER has

Figure 2. A comparison of CLEVER features VS other Cloud middleware
implementations

all the features listed, in fact CLEVER is able to manage
in a flexible way both physical infrastructures composed
of several hosts within a cluster and physical infrastruc-
tures composed of different “interconnected” clusters. This
task is performed ensuring fault tolerance while operations
are executed, exploiting particular methods which allow
the dynamic activation of recovery mechanisms when a
crash occurs. Furthermore, due to its pluggable architecture,
CLEVER is able to provide simple and accessible interfaces
that could be used to implement the concept of hybrid cloud.
Finally, it is also ready to interact with other different cloud
technologies supposing that their communication protocol or
interfaces are known.

IV. CLEVER REFERENCE SCENARIO

Our reference scenario consists of a set of physical
hardware resources (i.e., a cluster) where VEs are dy-
namically created and executed on the hosts considering
their workload, data location and several other parameters.
The basic operations our middleware should perform refer
to: 1) Monitoring the VEs behavior and performance, in
terms of CPU, memory and storage usage; 2) Managing the
VEs, providing functions to destroy, shut-down, migrate and
network setting; 3) Managing the VEs images, i.e., images
discovery, file transfer and uploading.

Considering the concepts stated in [4] and looking at
Fig. 1, such features, usually implemented in the Virtual
Infrastructure Management layer, can be further analyzed
and arranged on two different sub-layers: Host Management
(lower) and Cluster Management (higher).

Grounding the design of the middleware on such logical
subdivision and taking into account the satisfaction of all
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the above mentioned requirements, the simplest approach to
design our middleware is based on the architecture schema
depicted in Fig. 3, which shows a cluster of n nodes
(also an interconnection of clusters could be analyzed) each
containing a host level management module (Host Manager).
A single node may also include a cluster level manage-
ment module (Cluster Manager). All these entities interact
exchanging information by means of the Communication
System based on the XMPP. The set of data necessary to
enable the middleware functioning is stored within a specific
Database deployed in a distributed fashion.

Figure 3. CLEVER reference Scenario representation

Figure 3 shows the main components of the CLEVER
architecture, which can be split into two logical categories:
software agents (typical of the architecture itself) and the
tools they exploit. To the former set belong both Host
Manager and Cluster Manager:

• Host manager (HM) performs the operations needed
to monitor the physical resources and the instantiated
VEs; moreover, it runs the VEs on the physical hosts
(downloading the VE image) and performs the migra-
tion of VEs (more precisely, it performs the low level
aspects of this operation). To carry out these functions
it must communicate with the hypervisor, hosts’ OS
and distributed file-system on which the VE images
are stored. This interaction must be performed using a
plug-ins paradigm.

• Cluster Manager (CM) acts as an interface between
the clients (software entities, which can exploit the
cloud) and the HM agents. CM receives commands
from the clients, performs operations on the HM agents
(or on the database) and finally sends information to the
clients. It also performs the management of VE images
(uploading, discover, etc.) and the monitoring of the
overall state of the cluster (resource usage, VEs state,
etc.). Following our idea, at least one CM has to be
deployed on each cluster but, in order to ensure higher
fault tolerance, many of them should exist. A master

CM will exist in active state while the other ones will
remain in a monitoring state, although client messages
are listened whatever operation is performed.

Regarding the tools such middleware components exploit,
we can identify the Distributed Database and the XMPP
Server:

• Distributed Database is merely the database con-
taining the overall set of information related to the
middleware (e.g. the current state of the VEs or data
related to the connection existing on the Communi-
cation System). Since the database could represent a
centralized point of failure, it has to be developed
according to a well structured approach, for enabling
fault tolerance features. The best way to achieve such
features consists of using a Distributed Database

• XMPP Server is the “channel” used to enable the
interaction among the middleware components. In order
to grant the satisfaction of our requirements, it is able
to offer: decentralization (i.e., no central master server
should exist: such capability in native on the XMPP)
in a way similar to a p2p communication system for
granting fault-tolerance and scalability when new hosts
are added in the infrastructure; flexibility to maintain
system interoperability; security based on the use of
channel encryption. Since the XMPP Server also could
exploit the distributed database to work, the solution
enables an high fault tolerance level and allows system
status recovery if a crash occurs.

V. ARCHITECTURE DESIGN

In this Section, we will provide further details about
the internal structure of the two main software components
deployed on the cluster’s hosts (already pointed out in Fig.
3) analyzing the Host Manager and the Cluster Manager.
Moreover, the main results of our design process will be
presented using the UML description.

Figure 4 shows the internal organization of such CLEVER
components and how they are deployed on the reference
scenario already introduced.

The left part of the Figure points out the Host Manager.
As previously stated, such component lies in the lower part
of the VI layer of the stack and interacts with the OS of
each host of the cluster. The main modules composing the
Host Manager are described below.

• Monitor: Provides resource usage monitoring for each
host. The information are organized and made available
to the HM coordinator.

• Hypervisor Interface: is the middleware back-end to
the hypervisor running on the host’s OS. Different
virtualization technologies could be employed using
different plug-ins structure has to be developed.

• Image Manager: supplies to the Hypervisor Interfaces
the needed VE disk-image corresponding to a specific
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Figure 4. CLEVER deployment diagram

VE. Different plug-ins associated could be associated
to different data access/transfer methods.

• Network Manager: Gathers information about the
host network state. Manages host network (OS level)
according to the guidelines provided by the HM Coor-
dinator: dynamically creates network bridges, routing
and firewalling rules.

The Cluster Manager, depicted in the right part of Figure
4, lies in the higher part of the same stack layer of the Host
Manager and coordinates all the entities of the middleware
(i.e. the HMs). Its internal composition is described in the
following.

• Database Manager: interacts with the database em-
ployed to store information needed to the cluster han-
dling. Database Manager must maintain the data strictly
related to the cluster state.

• Performance Estimator: Analysis of the set of data
collected from the Coordinator, in order to compute
and provide a probable trend estimation of the collected
measures.

• Image Manager: manages both registrations and up-
loads within the Cluster Storage System of the VEs
disk-images. The Storage Manager is used to perform
the registration process of such files and manage the
internal cluster distributed file system.

As the Figure points out, both Host Manager and Cluster
Manager include a specific module named respectively Host
Coordinator and Cluster Coordinator. More specifically, the
Host Coordinator manages the communication between the
Host Manager internal modules while the Cluster Coordina-
tor performs the same task for the Cluster Manager modules.

Furthermore, the Host Coordinator and Cluster Coordina-
tor, exploiting the XMPP connection, allows the middleware
functioning by exchanging messages in a chat-like fashion:
as previously introduced, both Host Manager and Cluster

Manager(s) will attend a XMPP chat session for enabling
operation of resource monitoring, VEs allocation. The mid-
dleware back-end to the XMPP is represented by the Host
Coordinator and the Cluster Coordinator.

As will be better explained in the following, within
each component of the middleware, each module has been
designed according to a well-structured plugin fashion: this
allows a given module to be independent from the underlying
technologies of the hosts on which it is running, since the
best plugin will be employed and linked (dynamically) to
the corresponding module.

Figure 5, considering the reference scenario described
above, presents the whole use case diagram of the middle-
ware, highlighting the main offered services and involved
actors. The latter include Host Coordinator, Cluster Coordi-
nator, Operating System, Hypervisor, Client and (eventually)
Other Clusters. Starting from such diagram which describes
the middleware specification, the design process has been
refined using both activity diagrams, sequence diagrams and
other use case diagrams. The final result of such work has
been the definition of the whole system regarding the classes
(referring to the object oriented software development) of
each module on the CLEVER components.

VI. PROTOTYPE IMPLEMENTATION

In the current status of the work, a primitive prototype,
integrating some features of the whole architecture, has been
developed as far software classes implementing the basic
functionalities of the Host Manager and Cluster Manager
have been written using the Java programming language,
allowing middleware components interaction by means of
the XMPP protocol: the management of all the problems
related to identification, access, monitoring and control of
hardware resources in the Cloud Environment have been thus
addressed in the current implementation.
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Figure 5. CLEVER general use case diagram

As previously introduced, using the UML description we
achieved a deep description of the middleware behavior. The
design process has lead to the definition of a series of class,
packaged according to the deployment diagram of Fig. 4,
each referred to a different module of the middleware com-
ponents: currently, our set class consists of approximately
150 hundreds of classes and 50% of them have been fully
implemented.

Figure 6 depicts the class diagram of the Hypervisor Inter-
face module: we would like to underline that in our current
implementation, each module of both the HM and the CM
has been developed as a self-contained entity running into a
different OS process. Such approach ensures an higher fault-
tolerance level (since a failure of a single process/module
will be isolated) and increases the modularity of the whole
system. A drawback of such approach is related to the high
level of complexity introduced: since each module within
the middleware components represents a different process,
a specific (interprocess) communication method has to be
employed to ensure the interaction between all the modules.
According to the aforementioned plugin approach, our com-
munication method is based on a particular plugin referring
to Apache ActiveMQ [33] and Java Message Service.

According to the description reported in the Section III,

both the Host Manager and the Cluster Manager have been
implemented including a Java class which act as XMPP
client exploiting the Smack [34] set of libraries. By means of
such software module, our middleware components are able
to communicate each other exploiting the XMPP facilities
provided by the Ejabber XMPP server [35]. The latter
has been chosen due to its distributed and fault tollerance
features.

In order to manage VEs allocation, our implementation
of the HM components, includes a specific software module
whose aim refers to the interaction with the hypervisor run-
ning on the Host OS: such software practically implements
a plugin for the Hypervisor Interface of the Host Manager,
linking the Libvirt [36] set of libraries. Using the API offered
by libvirt, the plugin is able to start create and start virtual
environment on several hypervisor.

VII. CONCLUSIONS AND FUTURE WORKS

In this work, we described the design principles and the
preliminary prototype implementation of our cloud mid-
dleware named CLEVER: unlike similar works existing in
the literature, CLEVER provides both Virtual Infrastructure
Management services and suitable interfaces at the High-
level Management layer to enable the integration of Public
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Figure 6. CLEVER: example of the hypervisor interface class diagram

Cloud Interfaces, Contextualization, Security and Dynamic
Resources provisioning within the cloud infrastructure.

Furthermore, thanks to its pluggable design, CLEVER
grants scalability, modularity, flexibility and fault tolerance.
We are working to further extend the middleware functional-
ities according to the reference UML model described in this
paper. Moreover, a set of tests is being executed to obtain a
comprehensive set of experimental results to deeply evaluate
the behavior of the middleware and its performance.
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