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Foreword

The Third International Conference on Advances in Cognitive Radio (COCORA 2013), held
between April 21st-26th, 2013 in Venice, Italy, continued a series of events dealing with various aspects,
advanced solutions and challenges in cognitive (and collaborative) radio networks. It covered
fundamentals on cognitive and collaborative radio, specific mechanism and protocols, signal processing
and dedicated devices, measurements and applications.

Most of the national and cross-national boards (FCC, European Commission) had/have a series
of activities in the technical, economic, and regulatory domains in searching for better spectrum
management policies and techniques, due to spectrum scarcity and spectrum underutilization issues.
Therefore, dynamic spectrum management via cognition capability can make opportunistic spectrum
access possible (either by knowledge management mechanisms or by spectrum sensing functionality).
The main challenge for a cognitive radio is to detect the existence of primary users reliably in order to
minimize the interference to licensed communications. Optimized collaborative spectrum sensing
schemes give better spectrum sensing performance. Effects as hidden node, shadowing, fading lead to
uncertainties in a channel; collaboration has been proposed as a solution. However, traffic overhead and
other management aspects require enhanced collaboration techniques and mechanisms for a more
realistic cognitive radio networking.

We take here the opportunity to warmly thank all the members of the COCORA 2013 Technical
Program Committee. The creation of such a high quality conference program would not have been
possible without their involvement. We also kindly thank all the authors who dedicated much of their
time and efforts to contribute to COCORA 2013. We truly believe that, thanks to all these efforts, the
final conference program consisted of top quality contributions.

Also, this event could not have been a reality without the support of many individuals,
organizations, and sponsors. We are grateful to the members of the COCORA 2013 organizing
committee for their help in handling the logistics and for their work to make this professional meeting a
success.

We hope that COCORA 2013 was a successful international forum for the exchange of ideas and
results between academia and industry and for the promotion of progress in the field of cognitive radio.

We are convinced that the participants found the event useful and communications very open.
We also hope the attendees enjoyed the charm of Venice, Italy.

COCORA Advisory Committee:

Tomohiko Taniguchi, Fujitsu Laboratories Limited, Japan
Adrian Popescu, Blekinge Institute of Technology - Karlskrona, Sweden
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Abstract— Cognitive Radio Networks (CRN) are a new area of 

interests for researchers and a new technology for the next 

generation wireless networks. Multiple access protocol is an 

important issue to define the networks performance. In this 

paper, the throughput of a primary and secondary network is 

analyzed considering the Capture Effect in both systems and 

the Packet Error Rate (PER) due to the interference between 

primary and secondary stations, considering that the slotted 

Aloha protocol is proposed for the licensed network and 

Slotted Carrier Sense Multiple Access (CSMA) protocol is used 

in the secondary network. 

Keywords- Cognitive Radio; Multiple Access; Throughput; 

Performance analysis 

I.  INTRODUCTION 

The radio frequency spectrum is a natural resource [2] 
and it is partitioned into several bands that are generally 
attributed to licensed holders through long-term agreements 
[3][4]. Inside frequency spectrum there are some unlicensed 
portions reserved for industrial, scientific or medical (ISM) 
purposes and they are commonly used for data 
communication in smaller networks [3]. 

The studies and measurements performed by the 
Spectrum Policy Task Force (SPTF), linked to the Federal 
Communications Commission (FCC), concluded that certain 
spectrum bands are heavily used by licensed or unlicensed 
users (ISM users), while other spectrum fractions are used 
occasionally or rarely, depending on geographic location and 
time [2][5]. Also according to [6], in the future there could 
be scarcity of this precious resource due to increasing 
demand powered by a variety of factors, like the rapid 
economic growth of the telecommunications sector and the 
convenience offered by them, the emerging services and 
applications, the increasing of the human mobility and the 
appearance of new technologies [6]. 

Changes in the policy for the frequency spectrum that 
become more flexible the access to this resource, by using 
dynamic spectrum access (DSA), and the improvement in the 
spectrum management procedures would improve the 
efficiency in the using of this natural resource and would 
avoid its possible scarcity [2] [3] [4] [6]. According to [5], 
the DSA becomes viable by the emerging technology of the 
cognitive radio (CR). It is a new concept in the development 
of wireless communication systems enabling more efficient 
use of radio spectrum and, therefore, it is a strong candidate 
as a technological solution for the future wireless networks, 
so-called NeXt Generation (xG) networks or cognitive radio 
networks. 

In [5], CR is defined as a radio that can change its 
transmission parameters based on the interaction with the 
operating environment and its main goals are to provide 
reliable and seamless communication and to enable the 
efficient spectrum utilization. The cognitive radios must also 
be able to reconfigure their communication parameters 
rapidly and in the real time [2]. 

The cognitive radio networks can be defined as 
“networks that can dynamically alter their functionality 
and/or topology in accordance with the changing needs of its 
users, taking into account current environmental conditions. 
This dynamic modification is done in accordance with 
applicable business rules and regulatory policies” [7].  

The CRN architecture is formed by two groups: the 
primary network and the secondary network. These groups 
can coexist in the same geographic region and they can 
operate in the same spectrum band. According to [4], the 
primary network is an existing network where primary users 
(PU) have license to operate in a specific frequency band. 
Licensed users have higher priority in channel access. The 
secondary networks, or cognitive networks are those that do 
not have license to operate in the desired band [4] and the so-
called secondary users (SU) operate in such network. 
According to [8], the secondary users have lower 
transmission priority and they exploit the frequency 
spectrum in an opportunistic fashion, through the spectrum 
holes and without causing harmful interference to licensed 
users transmissions. 

According to [1], in the primary network, the protocols 
for medium access control (MAC) are important to organize 
access of the different primary users to the channels. In the 
secondary network, the MAC protocols are responsible for 
organizing access of the secondary users to the free primary 
network channels, avoiding or making the interference 
acceptable in the primary network. 

The network throughput is affected by the capture effect. 
In [1], the performance of cognitive radio networks (CRN) is 
analyzed for several MAC protocols, including an analysis 
that considers using Slotted Aloha in the primary network 
and the slotted carrier sense multiple access protocol 
(CSMA) in the secondary network. In these analyzes the 
Capture Effect is also taken into account in primary and 
secondary networks: if the difference between the power 
level of a concerned packet signal in relation to others 
interfering packets is higher than a threshold called capture 
ratio (R), then the concerned packet can be detected by the 
receiver, whereas all others fail in medium access [9]. 

However, the analysis introduced in [1] does not consider 
the possible errors due to interference during the packet 
detection. In this paper, we extend the analysis of [1], taking 
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into account the packet error rate due to multiple access 
scheme and their effects on the networks throughput. 

The remainder of this paper is organized as follows. In 
Section II, we present the original model used in [1] for 
performance analysis; a new system model is introduced in 
Section III and the networks throughput is evaluated 
considering the PER; Section IV introduces and compares 
the analytical results for both models; and our conclusions 
are shown in Section V. 

II. THE ORIGINAL SYSTEM MODEL AND ITS 

PERFORMANCE ANALYSIS 

The Fig. 1 shows the network architecture analyzed in 
[1]. The primary network uses Slotted Aloha as multiple 
access protocol to access the medium and in the unlicensed 
network is considered Slotted-CSMA protocol. The primary 
access point (PAP) and the secondary access point (SAP) 
provide services for primary and secondary networks 
respectively. All primary users can be viewed by SAP and 
vice versa. In the primary network there are Np primary users 
(PU) and among these, Ip stations are attempting to transmit 
their data packets during a time slot. On other hand, the 
secondary network has Ns secondary users (SU). During a 
time slot, there are Js unlicensed users attempting to send 
their packets [1]. 

The primary users have priority to transmit their data 
packets and, therefore, the SUs sense the channel to avoid 
interference with PUs and to identify clearly the spectrum 
holes that occur when a time slot of slotted aloha is idle. 

The Fig. 2 shows the structure of time slot for slotted 
aloha and slotted CSMA. In the primary network, each time 
slot can be busy or idle, depending on transmission states of 
PUs during a time slot. If there is no primary user attempting 
to transmit packets at the beginning of a time slot, then it is 
considered idle. This spectrum opportunity can be exploited 
by the secondary users [1]. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1.  Original model architecture; Slotted Aloha in the primary 

network and Slotted CSMA in the cognitive network 

 
 
 
 

 
 
 
 
 
 
 
 

Figure 2.  Slots structure of Slotted Aloha for primary users and Slotted 

CSMA for secondary users 

A. Primary Network Analysis 

According to the traffic model introduced in [1], any PU 
that is not in a retransmission state can generate a new packet 
with probability σp. Therefore, the probability that a PU does 
not generate any packet is (1-σp). If a new packet is 
generated in the network, it is transmitted immediately in the 
next time slot. If the packet is not successfully transmitted 
during a time slot, it is retransmitted with probability σp in 
the following time slots until that packet is successfully 
transmitted. Users in the retransmission state cannot generate 
new data packets [1]. 

1) Fading Model in the Primary Networks: let xp be the 

instantaneous power of a concerned packet signal in the 

primary network and be yi the instantaneous power of the 

interfering packets signals generated by the others PUs 

during a time slot. The fading model considered in [1] is a 

Rayleigh fading channel with the following exponential 

distributions, 
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where Xp and Yi are the average power of concerned and 
interfering packet signals, respectively. In [1], Xp=Yi. 

2) Capture Effect in the Primary Network: according to 

[1] and [9], the signals arriving at the receiver have different 

power levels due to transmission power practiced by the 

user, fading or shadowing. In this case, whether the power 

of the concerned data packet from a PU is greater than the 

sum of the powers levels of all interfering packets in this 

network and satisfies a given threshold, so-called capture 

ratio (R), the concerned packet can be detected by PAP and 

all others interfering users fail in access medium. Thus, the 

probability of capture (Pcap->PAP) can be calculated as [1], 
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Where Ip represents the total numbers of simultaneous 
transmitting primary users at a given time slot [1]. 

3) Primary Network Throughput: according to [1], the 

primary network throughput, Spo, can be calculated as 

below,  
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B. Cognitive Network Analysis for the original model 

In this network, Slotted CSMA protocol is used for 
medium access and its proposed slot structure is presented in 
the Fig. 3 [1]. 

In the Fig. 3, the first and third time slots of the primary 
network are busy, i.e., they are used by PUs. The second and 
fourth ones represent spectral opportunities and they can be 
exploited by SUs. Each of idle time slots of Slotted Aloha is 
subdivided into mini-slots. So, the channel is time slot based 
for primary network and mini-slot based for secondary users. 
The duration of each mini slot is equal to the maximum 
propagation delay (p) found in the primary and secondary 
networks and corresponds to the distance from point a to b in 
the Fig. 3 [1]. 

There are two kinds of mini-slots: (1) few are designed 
for carrier sensing period (Smi), and (2) the most are aimed 
for packet transmissions (Tmi) of the SUs [1]. According to 
the Fig. 3, the maximum sensing period allowed is from 
point a, i.e., the beginning of an idle time slot, to point c and 
the sensing point is set to happen at the beginning of each 
mini-slot.  The distance between point c and point e is 
specified as the maximum length of the data packets (Tmi) 
from the secondary network in terms of the number of mini-
slots. Therefore, the packet length of the secondary network 
is shorter than the packet length of the primary network due 
to the carrier sensing period [1]. 

1) Traffic model for the secondary network: in the 

secondary network, using Slotted CSMA as protocol to 

access the channel, each SU can generate a new packet with 

probability (σmi) during a mini-slot. Consequently, the 

probability of a SU does not generate a new packet is (1-

σmi). Whether an unlicensed user is in the retransmission 

state, it cannot generate a new packet [1]. 
During an idle or busy time slot in the primary network, 

if a new packet is generated by a SU within carrier sensing 
period of a mini-slot, it senses the channel in the following 
sensing point of the carrier sensing period. If the channel is 
idle, its packet is transmitted immediately. If the channel is 
busy, the SU gives up and starts sensing the channel with 
probability σmi during each sensing point of the remaining 
carrier sensing period in the current time slot, i.e., the point c 
in Fig. 3. And whether the channel remains busy during this 
carrier sensing period, the process continues with probability 
σmi during each sensing point in the following time slots until 
the channel is idle and the packet is successfully transmitted. 
If a new packet is generated outside the designated carrier 
sensing period, the new packet is stored and the station 
begins to sense the channel with probability σmi during each 
sensing point in the following carrier sensing periods until 
the channel becomes idle and the new packet is successfully 
transmitted. According to [1], a packet transmission of a SU 
can start from any sensing point of the carrier sensing period 
that channel is sensed idle [1]. 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3.  Time slot structure of Slotted CSMA for secondary users 

Observing the cases (1) and (2) in the Fig. 3, one can 
observe that if the channel is sensed idle before the end of 
the carrier sensing period in the current time slot (point c in 
the Fig. 3), then after the end of packet transmission remains 
some unused mini-slots [1]. Finally, in the model proposed 
in [1], SU should be able to sense the channel and determine 
if it is busy or not. The idle time slots represent spectral 
opportunities that are disputed by the secondary users within 
an environment for cooperation between themselves. 

2) Fading Analysis and Capture Effect for the 

Secondary Network: let xs and zj be instantaneous power 

level of the concerned packet signal and the interfering 

packet signals originated in this network, respectively. In [1] 

is considered a Rayleigh fading channel with the following 

exponential distributions [1], 
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where Xs an Zj are the mean power level of that signals. 
In Slotted CSMA, the capture probability can also be 
calculated as below [1], 
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Where Js denotes the number of SUs are attempting 
packet transmission during an idle time slot and R is the 
Capture Ratio [1]. 

3) The Secondary Network Throughput: according to 

[1], the secondary network throughput is defined as the 

packet length in terms of number of mini-slots divided by 

the total number of mini-slots that are spent in the process of 

packet transmission, including in this case both busy and 

idle slots. Then, the secondary network throughput, Sso, is 

computed by [1], 
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C. Overall Networks Throughput 

The overall networks throughput, Soto, is the sum of 
primary network throughput and secondary network 
throughput, as calculated below [1], 

 .sopooto SSS   (9) 

III. THE PROPOSED NEW SYSTEM MODEL 

In this section, we propose an extension to the original 
model considering the influence of PER in the calculation of 
throughput. Transmission errors occur during the packet 
detection due to the network interfering signals. This 
approach becomes a more realistic model, since the packets 
received with errors are discarded and retransmitted in the 
most of data communication applications. 

The system architecture shown in Fig. 1 is also used for 
the new model, as well as the structure of time slots and 
mini-slots introduced in the Fig. 2 and Fig. 3 in the original 
model.  

In this new model, the USs also use Slotted CSMA 
protocol to access the medium and they can sense the 
channel. Thus, during a packet transmission in a given 
network, primary or secondary, in the SIR calculating are 
considered only the interfering signals generated by users of 
that network, i.e., SUs cannot transmit packets when there 
are PUs attempting to transmit their packets. The Users from 
cognitive network only can transmit packets when a time slot 
of the primary network is idle. 

A. Packet Error Rate 

The knowledge of the packet error rate in communication 
systems is important, since in most of these systems, data are 
transmitted in packets rather than bit streams. Moreover, 
their performance is determined by PER instead of bit error 
rate (BER) or symbol error rate (SER) [10]. The PER is 
dependent of the signal-to-interference plus noise ratio 
(SNIR) in the considered channel. However, as in [11], the 
additive noise is negligible in interference-limited channels. 
Therefore the model called signal-to-interference ratio (SIR) 
is used in this paper. 

References [12], [13], [14], [15], [16] and [17] introduce 
empirical or approximate methods for PER calculating. Their 
conclusion is that such calculation is quite complex, 
imprecise and cannot be generalized to the real applications. 
All proposed methods above to calculate or estimate the PER 
model the communication channels according to a Markov 
chain, where the signal-to-noise ratio (SNR) is partitioned 
into a finite number of states that can range between two and 
several. The difficulties of working with Markovian models 
are in to set the transition probabilities of states to reflect the 
real channel behavior. In [18], [19] and [20] methods for 
PER calculating are analyzed and  is proposed to study such 

behavior by collecting the real statistical information or even 
by using suitable simulation tools on computers. 

Due to the exposed above, in this paper, we choose to 
work with the methodology introduced in [10], which allows 
the calculation of PER as a function of SIR, in a direct and 
simple fashion by using a highly accurate upper bound for 
the system analyzed. 

Considering that the SUs can listen the channel and they 
cannot cause interference to PUs, we can obtain the expected 
value for SIR in the primary network, Δp, as below, 
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Taking into account that the SUs compete for idle time 
slots from the primary network, then the average SIR for the 
unlicensed network, Δs, is given by, 
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Now, let f(δ) be a function that links the PER with the 
instantaneous SIR at reception (δ) in a channel with additive 
white Gaussian noise (AWGN) and p(δ) is the probability 
density function of SIR in the receiver, with exponential 
distribution. According to [10], the average PER, represented 
by Pave(Δ), can be calculated by the following integrals, 
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Considering the modulation techniques employed, packet 
lengths and the coding schemes used, the resolution of (13) 
for the general cases is quite difficult. Then in [10] an 
approximation to calculate the PER by upper bound is 
proposed, according to the following inequality, 

 .1)(
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The successfully transmitted packets rate (PSR) is then 
given by the equation below, 
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ePSR  (15) 

Where w0 is a constant value for the Rayleigh fading 
channel and can be obtained through the integral below [10], 
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And f(δ) can be obtained as follows [10], 
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Where b(δ) is the BER in AWGN channels. For a 
modulation technique as the binary phase shift keying 
(BPSK) with coherent detection, without using the channel 
coding scheme and considering packets of n bits,  b(δ) can be 
calculated according to the equation given below [10], 

 ).(
2

1
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Reference [10] presents an analytical resolution of the 
upper bound and the corresponding simulations for the 
expected values for PER as a function of average SNR. From 
the results presented in [10], we can observe that the upper 
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bound provides an accurate value for the PER under some 
assumptions, e.g., when coherent BPSK is employed as a 
technique for modulation, with or without a channel coding 
scheme and by using some packet lengths (greater than or 
equal to 127 bits when channel coding is not used). In our 
analysis we assume coherent BPSK modulation without a 
channel coding scheme and with packets length of 127 [bits]. 
According to the considerations above, in this paper, we 
consider that the PER and the PSR are obtained in an 
approximate fashion by the equations presented below,

 



0

1)(
w

ave eP  (19) 

 .)(
0





w

ePSR  (20) 

Using MATLAB and comparing to the results presented 
in [10], the values obtained for w0 are shown in the Table I. 

B. The Primary Network Throughput for the New model 

The primary network throughput is defined as the total 
number of packets transmitted by the licensed users and 
received correctly by PAP during a time slot [1].  

In the new system model, a packet is considered 
successfully transmitted when it is captured by the receiver 
and it does not have any errors due to interference present in 
the networks. In this case, the primary network throughput, 
Spn, is approximately given by: 

 .)(
)1(0 

 pIw

poppopn eSPSRSS  (21) 

Where Spo is the primary network throughput for the 
original model and PSR(Δp) is the successfully transmitted 
packet rate. 

C. The Secondary Network Throughput for the New Model 

Referring to the secondary network, the throughput is 
defined as the length of packet in terms of mini-slots divided 
by the total number of mini-slots used in the transmission 
process, including both busy and idle slots [1]. When one 
considers only the packets received without errors due to 
interference of the networks, the secondary network 
throughput, Ssn, is given approximately by, 

 .)(
)1(0 

 sJw
sossosn eSPSRSS  (22) 

Where Sso is the secondary network throughput for the 
original model and PSR(Δs) is the successfully transmitted 
packet rate. 

D. The Overall Networks Throughput for the New Model 

The overall throughput for the new system model, Sotn, is 
the sum of the primary and secondary networks throughput, 
as below: 

 .snpnotn SSS   (23) 

IV. NUMERICAL RESULTS 

The Fig. 4, Fig. 5 and, Fig. 6 shown the analytical results 
obtained for throughput of primary and secondary network 
throughput and overall throughput system. To compare the 
results between the new model and the original model, in the 
following graphics are used the same parameters introduced 

in [1], i.e., Np = 20 (users), Ns = 20 (users), R = 3 (dB),  = 
10, Smi = 10 (mini slots), Tmi = 100 (mini slots) e σp = σmi. 

TABLE I.  VALUES OF  W0  CONSIDERING COHERENT BPSK 

MODULATION 

Packet length in n (bits) w0 

Uncoded 127 (bits) 3.4467 

Uncoded 1023 (bits) 5.3361 

 
The graphs of Fig. 4, Fig. 5 and, Fig. 6 show that the 

effect of the PER on the primary and secondary networks 
transmissions, due to interference caused by their stations, 
cannot be disregarded. When one considers the PER, there is 
a significant reduction in the primary and secondary network 
throughput and also in the overall network throughput. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4.  Cognitive network throughput (Np=Ns=20, Smi=10, R=3 dB) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 5.   Primary network throughput (Np=Ns=20, Smi=10, R=3 dB) 
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Figure 6.  Overall network throughput (Np=Ns=20, Smi=10, R=3 dB) 

V. CONCLUSION 

In this paper, we propose a new model to compute the 
throughput in a cognitive radio network, considering Slotted 
Aloha in the licensed network and Slotted CSMA in the 
cognitive network. This proposed model is an extension of 
the model analyzed in [1]. 

The new model proposed considers the interference 
between the stations of the networks and their effects over 
the throughput of each network. It is verified that the 
interference increases the packet error rate and reduces the 
primary network throughput, the secondary network 
throughput and overall networks throughput. Therefore, it is 
concluded that the PER, due to interference between radio 
stations of both networks, cannot be neglected, as happens in 
[1]. 

As suggestion for future study, it is proposed to 
investigate mechanisms to reduce the packet error rate on the 
networks and thereby improve the throughput of each 
network and the overall throughput. 
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Abstract—A critical point in cognitive radio spectrum sensing 
is the ability to detect presence and absence of primary users 
as fast as possible at very low SNR. In this paper, sequential 
power detection by cumulative sum and recursive generalized 
likelihood ratio test is used to detect free spectral slots of 
opportunity. The benefits of these change detection algorithms 
are the adaptive sensing window, the low processing burden 
and the optimality in sense of maximum likelihood. A 
spectrum utilization efficiency metric is proposed that put a 
cost on late detections as well as on false alarms that might give 
rise to harmful interference into the primary system. The 
efficiency metric is then simulated versus the size of the free 
slot of opportunity and for different SNR. The detectors 
presented are found useful for cognitive radio.  

Keywords-Cognitive radio; CUSUM; GLRT; Hypothesis 
testing; Maximum likelihood estimation; 

I.  INTRODUCTION 
Algorithms for quick detection under noisy conditions 

have been in use since the 1920s. The first control chart 
originated from Bell Labs, where Dr. Shewhart set up 
control limits based upon the Bell curve to find out if a 
process was in control or out of control.  

Later, an improved method based on an intuitive 
cumulative sum was proposed [1]. This method is now 
named CUSUM, and is closely related to the Neyman-
Pearson test that tries to distinguish between two hypotheses 
[2][3][4] when the probability density function (PDF) for 
both is known in advance.  

Another popular, but often regarded as a high 
complexity test, is the generalized likelihood ratio test 
(GLRT), where unknown parameters are part of the PDF of 
the process. Because this test is based on maximum 
likelihood estimation (MLE), it is asymptotically optimal 
for a large number of applications. However, for systems 
requiring a low false alarm probability, a huge amount of 
data needs to be stored and processed before an optimal 
decision can be made [8][9][10][11][12][13]. This is 
particularly troublesome in high bandwidth systems. 

For cognitive radio spectrum sensing, high performance 
and low processing burden detectors are wanted. Recursion 
is often an efficient processing method, and in this paper, 
focus is put on low processing burden recursive change 
detection algorithms that also offer certain optimality in the 
maximum likelihood (ML) sense. One useful recursive 
algorithm is the CUSUM detector, which is optimal for a 

given signal to noise ratio (SNR). Structures of parallel 
CUSUM detectors that are optimal for several SNRs may be 
implemented and lead to GLRT type of detectors. One 
particularly useful detector is the recursive GLRT detector 
called R-GLRT [5].  

In cognitive radio secondary users need to detect when to 
transmit or not. This involves both power turn-off and power 
turn-on detection. All knowledge about the primary user 
transmit timing and the free window of opportunity W is also 
important. If this window is unknown it becomes important 
to estimate W or at least transmit packets short enough not to 
interfere with the primary user at power turn-on. Detectors 
both for on and off detection are presented but estimation of 
W is considered outside the scope of the paper.  

This paper contributes in the area of spectrum sensing 
for opportunistic cognitive radio networks using the well-
known CUSUM detector and the novel R-GLRT detector at 
very low SNR where the processing burden of other GLRT 
type detectors is significant. Both CUSUM and R-GLRT are 
very efficient algorithms that do not saturate when the 
amount of collected data grows. Due to their optimality, 
these detectors give increased spectral utilization. An 
efficiency metric is presented to quantify the performance 
offered by these detectors. 

This paper is organized as follows. After a system 
introduction in Section II, the CUSUM detector and  
R-GLRT detector are presented in Section III. In Section IV 
both algorithms are simulated, and in Section V their impact 
when used in a cognitive radio system is found based on the 
spectrum efficiency metric. 

II. MULTIPLE HYPOTHESES SYSTEM MODEL 
The detector operates on an increasing number of n input 

samples x(i), 1:i n=  supplied from any sensor circuitry 
such as a bandpass filter, a FFT processor, a cyclostationary 
feature processor, or a Kalman filter matched to the 
parameter whose change is to be detected. The samples are 
assumed to be independent and identically distributed 
although such a limitation is not always required according 
to [16]. Without loss of generality x(i) is assumed normal 
distributed with mean value µ and standard deviation σ ; i.e., 

 ( )( ); ( ) ( , )p x i N Nθ θ µ σ= =  (1) 

Immediately after an unknown sample number m the 
primary user either turns off or on its transmitter. This is 
defined as the change point 
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 [ ]0 :m n∈  (2) 

Before and at the change point m, we have ( )x i  N(θ0). 
After the change point for i m> , we have ( )x i  N(θ1). It is 
necessary to handle all possible 1+n  different change points 
m as separate hypotheses Hm meaning that the m first 
samples belong to N(θ0) and the rest to N(θ1). In [5] it is 
established that CUSUM and R-GLRT are detectors that 
solves this multiple hypotheses problem. 

III. CUSUM AND R-GLRT CHANGE DETECTION 
It has been proven [7] that the CUSUM test only needs 

to investigate the sequential sum of the log likelihood ratio 
(LLR) between two probabilities to reach asymptotic 
optimal performance as long as both θ0 and θ1 are known in 
advance. It has also been proven that CUSUM is optimal for 
all finite thresholds γ [4] . The LLR is 
 ( ) ( )0 1( ) ( ( )ln ln; ) ( ( ); )LLR i x i p x ip θ θ−=  (3) 
which in case of the normal distribution is 

 ( ) ( )1
2 2

0 1
2 2
00 1

( ) ( )
ln

2
)

2
(

x i x i
LLR i

µ µσ
σ σ σ

− − 
= − + 

 
 (4) 

The sum LLR is very efficiently implemented in 
recursive form. The cumulative sum C is started from an 
initial value C(0) that affects the transient response of the 
CUSUM. It is possible to improve the performance if C(0) 
is increased to balance out the transient. This is called fast 
initial response (FIR) CUSUM [14][15]. In this paper,  
C(0) = 0, even though the R-GLRT algorithm also will 
benefit from FIR. The CUSUM recursive programming step 
is 

 ( ) ( 1) ( )C i iC LLR i+= −  (5) 
for 1:i n= . For the traditional single sided CUSUM 
algorithm, only the final value C(n) is stored for later use. In 
addition, the maximum value of C at the change point is 
stored as 

  ( )max ( )M C i=  (6) 
The CUSUM stopping time becomes 

 { }( )min :T n M C n γ= − >  (7) 
The average run length ARL1 is the average stopping 

time when all samples are 1( )N θ . ARL0 is the average 
stopping time when all samples are N(θ0) and is equivalent 
to the mean duration between false alarms.  

The R-GLRT detector simultaneously runs parallel 
CUSUMs  

, 0, 1,u s u sC L L+=    (8) 
indexed by u to adapt to different prior statistics θ0,u for 

1:i n=   
 ( )00, 0, ,( ) ( 1) ( ( );ln )u u uxi p iL L i θ= − +  (9) 

and indexed by s to adapt to different θ1,s statistics after the 
change point. 

( )( )1, 1, 1,( ) ( 1) ln ( );s s sL i L i p x i θ= − −           (10) 

The ML solution, which is already inherently part of the 
traditional CUSUM [5] is then solved recursively in 
multiple dimensions that includes the unknown statistics 
before and after the change point as well as the MLE of the 
change point itself m̂ . 

 [ ] ( )( ), 1,arg m xˆ ˆ ˆ, , a u s sM L nu s m = −   (11) 

The stopping time under these constraints becomes  
 { }ˆ ˆ ˆ ˆ ˆ ˆ, 0, 1, ,(m n ) )i : (u s u s u sT n L n L nM γ−= − >  (12) 

IV. CHANGE DETECTION SIMULATIONS 
Simulations are done in MATLAB by a flexible  

R-GLRT detector that handles any number of pre change 
parameter sets θ0,u and any number of post change 
parameter sets θ1,s. If the number of possible pre change 
parameter sets and post change parameter sets are only one 
then the R-GLRT algorithm collapse into the traditional 
CUSUM algorithm.  

The simulations show how well these detectors are able 
to detect a sudden shift in variance. The signal to noise ratio 
generating the change is defined as  

 
( )
2 2 2

0 1 1 0

2 2
0 1

( )

min ,
SNR

µ µ σ σ

σ σ

− + −
=  (13) 

For detection of a change in variance, the mean values 
are disregarded by setting µ0 = µ1 = 0. To detect primary 
user power turn-on, 2

0 1σ =  and 2 2 2
1 0 pσ σ σ= + , where the 

primary user power is represented by 2
pσ . To detect primary 

user turn-off, 2
1 1σ =  and 2 2 2

0 1 pσ σ σ= + . In both cases the 
primary user power is swept.  

Results from a simulation of ARL for detection of 
sudden power turn-on and turn-off are given in Fig. 1. ARL0 
should be as high as possible and ARL1 should be as low as 
possible. Note that the power turn-on detection is slightly 
better than the power turn-off detection both with regard to 
detection speed and false alarm at the optimum SNR which 
in this example is -3dB. It is important to note that the 
detection of primary user power turn-on or the detection of 
primary user power turn-off leads to different ARL although 
the algorithm is almost the same. 
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Figure  1.  ARL for unknown power turn-on and off of two CUSUM 
detectors with γ=6 running equal but swapped sets of parameters θ.  
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One obvious difference for CUSUM is that detecting an 
unknown power turn-on gives improved detection speed if 
the power (SNR) is increased. Opposite, while detecting an 
unknown power turn-off the detection speed is almost 
constant independent of the apriori SNR.  

A. The SNR wall problem 
The CUSUM detector needs knowledge about θ0 and θ1 

for optimal performance. The R-GLRT detector is able to 
pick the most likely θ0 and θ1 when they are not known in 
advance. Therefore unknown power levels both before and 
after the change point can be controlled. However, if the 
system noise floor is not properly calibrated it is impossible 
to distinguish between the power from an actual primary user 
or the unknown power from the detector itself. This 
eventually leads to the so-called SNR wall problem [17]. It is 
therefore obvious that some kind of automatic noise floor 
calibration is needed to prepare the detectors for accurate 
operation. In such a setting the R-GLRT detector is not only 
capable of giving stopping information but also valuable 
tracking information to refresh any estimate of the detector 
set noise σ0. While important, this topic is anyway outside 
the scope of this paper. 

B. Primary user turn-on detection 
The ARL for an unknown power turn-on is presented in 

Fig.  2. As illustrated, the two CUSUMs are quite robust to 
SNR offsets from their most optimal design points. 
Therefore the discretization of the continuous parameter 
space can be done by a relatively small number of parallel 
CUSUMs when setting up the R-GLRT algorithm. The 
simulation shows that this R-GLRT algorithm reaches 
almost identical stopping times compared to each of the 
single CUSUMs at their best SNR.  

C. Primary user turn-off detection 
Fast and reliable turn-off detection is considered very 

important for cognitive radio applications. One complicating 
factor is the presence of multiple primary users at different 
power level turning off their transmitters at unknown 
change points.  

 
 
 

It turns out that it is more complicated to detect the last 
(and sometimes the weakest) primary user power turn-off 
than the first primary user power turn-on. For example, 
assume 2 primary users, one strong and the other one at 
weak power. They transmit both for a long time. During this 
period the R-GLRT integrate prior statistics for all different 
θ0,u. The algorithm is however not capable of collecting any 
useful information about the weaker transmitter. If the 
stronger primary user turns off its carrier, the assumption of 
a constant (but unknown) θ0 no longer holds, and the R-
GLRT will have to trust the stopping condition from the 
CUSUM running on the weak power setting independent of 
the potential higher likelihood and faster stopping times 
from other CUSUMs.The R-GLRT detector is therefore not 
very well adapted to the task of detecting all primary users 
power turn off. 

The CUSUM detector is on the other hand well adapted 
for such a task. In this case the mean detection speed versus 
different SNR becomes constant while the false alarm 
probability is reduced when the power is increased as 
illustrated in Fig. 1. This kind of detector behavior is 
conservative and not far from the wanted behavior. While it 
is possible to achieve faster detection speeds for higher SNR 
using the R-GLRT detector, the detection of power off has 
to be given with a certain confidence for the power being 
below a certain level. One single CUSUM is in fact capable 
of doing this task in ML optimal manner for all γ. Therefore 
we entirely focus on the CUSUM detector for power off 
detection. 

The CUSUM power off detector is simulated for three 
different SNR as depicted in Fig. 3, Fig. 4 and Fig. 5. In 
these Figs interpolated ARL values are fitted based on 

 0 0

1 1

ARL k e
ARL k

γ

γ
≈
≈

 (14) 

Closed form expressions of ARL are difficult to derive. It 
is however obvious that the mean likelihood growth is linear 
for constant θ. Therefore ARL1 becomes asymptotically 
linear to γ. Our simulations also strongly indicate that ARL0 
is asymptotically linear to eγ . 

 

 

 
Figure  2.  ARL1 for unknown power turn-on of two CUSUM detectors 
optimal at -12dB and 0 dB compared with ARL1 from R-GLRT containing 
three CUSUM detectors each optimal at -12, -6 and 0dB. ARL0  for no shift 
equals 132000 for all. 
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Figure  3.  ARL for power turn off versus γ. 
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The empirical asymptotic solutions (14) are therefore 

well suited to find ARL at larger thresholds where 
simulations are cumbersome 

V. COGNITIVE RADIO SENSING EFFICIENCY 
In this chapter the sequential change detection 

algorithms are linked to cognitive radio opportunistic 
spectrum utilization. A spectral efficiency metric is defined 
that express how well the available spectrum is utilized. 
There are two terms that contribute to this metric. They are 
the correct transmissions factor ηc and the faulty 
transmissions penalty ηf. ηf is also to be understood as the 
maximum interference ratio into the primary system if a 
primary user is doing a continuous transmit operation. The 
total spectrum efficiency metric is defined by subtracting 
these two terms after weighting them equally 

 c fη η η= −  (15) 

Correct transmissions are defined as transmissions done 
when the channel is idle during a free window of W 
consecutive samples. The utilization of this window is 

   1
c

W ARL
W

η
−

=  (16) 

where the length of the secondary user transmission is  
W-ARL1. If ARL1 approaches zero, the utilization approaches 

unity which is the highest possible. If 1ARL W≥ , no mean 
successful utilization is possible. The second term of the 
spectral efficiency is the penalty when interfering into the 
primary user spectrum 

 1

1 0
f

W ARL
W ARL ARL

η
−

=
− +

 (17) 

where W-ARL1+ARL0 is the average length between each  
faulty transmission. The efficiency metric η approaches its 
optimal value unity if ARL1 << W << ARL0. Note that the 
idle window size W is assumed either known or estimated 
by the secondary users. Once the primary user turn-off 
change point m̂ is detected at the stopping time instant T, 
the secondary user is assumed to be capable of transmitting 
a packet with duration W+ m̂ -T before the free slot of 
opportunity closes after W samples. If in doubt about the 
size of W and the accuracy of m̂ , the secondary user may 
decide to turn off early to allow itself to search for the 
primary user turn-on to update estimates of W. The 
cognitive radio spectral efficiency in case of correct 
knowledge of W and negligible variance of m̂ becomes 

 1 1

1 0

W k W k
W W k k eγ

γ γ
η

γ
− −

≈ −
− +

 (18) 

From this equation it is possible to find the maximum 
efficiency for a given SNR and W by varying γ. The result is 
given in Fig. 6. It is thinkable to utilize short windows of 
opportunity if the SNR from all primary users is known to 
be high. However, at an SNR of -21 dB, at least 12,000,000 
free samples are needed to give an utilization higher than 
95%. All different CUSUMs, independent of SNR 
optimality set point, surprisingly need the same threshold γ 
for a given efficiency. For example at 95% efficiency a 
threshold of 10.8 is needed. At 97.5% efficiency the 
threshold has to be increased to 12.4 regardless of CUSUM 
SNR setting. 

It is also important to check out ηf versus η. This is given 
in Fig. 7. With a total efficiency of 95% the maximum 
interference ratio into the primary system becomes 0.43%. 
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Figure  5.  ARL for power turn off. 
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Figure  4.  ARL for power turn off. 
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Figure  6.  Maximum spectrum efficiency utilization η versus W for 
three different CUSUMs and their individual SNR at optimal γ.  
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If on the other hand the thresholds of all CUSUMs are 

frozen to for example 10.8, then the spectrum efficiency 
versus W becomes modified as shown in Fig. 8.  Because 
the threshold now is constant, the efficiency will begin to 
drop when W increase above a certain maximum length. In 
this situation the penalty ηf due to longer faulty 
transmissions starts to increase. To avoid this burden for the 
primary user system, an adaptive threshold setting versus W 
is necessary. 

The spectral efficiency found here is close to the results 
given in [6] using a predefined fixed window length. The 
main difference and the benefit of recursive sequential 
detection compared to block based sensing is that the 
sensing window length is not chosen in advance but rather is 
decided by the algorithm itself as soon as the predefined 
likelihood is reached. As a consequence, sequential 
detection is more robust to variable conditions. Another 
complicating factor of block based sensing is the need for 
synchronization or sliding window techniques to maintain 
an optimum start with respect to the unknown change point. 

VI. CONCLUSION 
Two algorithms for ML optimal change detection have 

been presented and compared for cognitive radio 
application. The R-GLRT achieves as expected better 
performance under unknown SNR conditions particularly 
for power on detection. Power off detection is very well 
handled by the traditional CUSUM detector. For 95% 
spectrum efficiency utilization a free window of 50,000 
samples is needed at SNR=-9dB, 700,000 free samples is 
needed for SNR=-15dB and 12,000,000 free samples is 
needed for SNR=-21dB. It is shown that the interference 
level against the primary users in this case is 0.43% 

independent of SNR. 
The processing burden of the R-GLRT as simulated in 

this paper, is about 20 additions per input sample and unlike 
traditional GLRT completely independent of observation 
window size and threshold setting. Therefore both the 
traditional CUSUM and the R-GLRT algorithm are 
particularly useful in cognitive radio when doing lengthy 
estimations at low SNR and low probability of false alarm. 
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Abstract—In cognitive radio networks, systems operating
in digital television white spaces are particularly interesting
for practical applications. In this paper, we consider single-
antenna and multi-antenna spectrum sensing of real DVB-T
signals under different channel conditions. Some of the
most important algorithms are considered and compared,
including energy detection, eigenvalue based techniques and
methods exploiting OFDM signal knowledge. The obtained
results show the algorithm performance and hierarchy in
terms of ROC and detection probability under fixed false
alarm rate, for different channel profiles in case of true
DVB-T signals.

Keywords-Cognitive radio; spectrum sensing; DVB-T;
OFDM; white spaces.

I. INTRODUCTION

The increasing demand for higher data rates in wire-
less communications is a strong driver for research and
development of new communication technologies able
to exploit transmission opportunities wherever licensed
channels are not employed by primary users. One of most
relevant developments in this context aims at exploiting
the so called TV white spaces in order to provide internet
access through broadband wireless communications.

Cognitive radio networks and systems [1] are based
on an efficient spectrum sensing unit [2] in order to
gain awareness of the available transmission opportunities
through the observation of the surrounding electromag-
netic environment. Such unit’s ultimate goal consists in
providing an indication on whether a primary transmission
is taking place in the considered channel. Such indication
is determined as the result of a binary hypothesis testing
experiment wherein hypothesis H0 (H1) corresponds to
the absence (presence) of the primary signal. Thus, the
sensing unit collects samples of kind

y(n)|H0
= w(n) (1)

y(n)|H1
= x(n) + w(n). (2)

where x(n) are samples of the primary transmitted signal
and w(n) are noise samples.

Given the vector y of all samples, the sensing algorithm
builds a test statistics T (y) and compare it against a
predefined threshold θ. The performance of each detector
is usually assessed in terms of probability of detection and

probability of false alarm

Pd = P(T (y) > θ|H1) (3)
Pfa = P(T (y) > θ|H0) (4)

as a function of the signal-to-noise ratio (SNR) ρ, defined
as

ρ =
E‖x(n)‖2
E‖w(n)‖2 . (5)

Several methods have been proposed for the computation
of the test statistics: a comprehensive description can be
found in [3] and references therein. In this paper, we
consider the most important of these algorithms, including
energy detection, multi-antenna eigenvalue based tech-
niques under both known and unknown noise variance,
and techniques exploiting the signal characteristics.

The added value of this paper is that the algorithms are
applied to real DVB-T signals generated by a transmitter
implemented on a DSP board and applied to different
realistic channel profiles. This way, the algorithms perfor-
mance are evaluated and compared in realistic conditions,
providing useful results for practical realizations.

This paper is organized as follows: Section II describes
the main characteristics of the DVB-T standard OFDM
signal and the considered channel models. Section III
describes the sensing algorithms employed in this inves-
tigation. Finally, in Section IV the obtained results are
shown and commented.

II. PRIMARY SIGNAL

The DVB-T standard [4] specifies a set of coded OFDM
transmission schemes to be used for broadcasting of
multiplexed digital television programs.

The transmitted signal consists of a sequence of
fixed-duration OFDM symbols. A cyclic prefix (CP) is
prepended to each symbol in order to avoid inter-symbol
interference over frequency-selective fading channels. The
most relevant parameters of DVB-T signals are shown in
Table I.

The signal bandwidth is approximately 7.61 MHz, with
an intercarrier frequency spacing of 8MHz. A subset of
the available 2048 subcarriers (in 2k mode) or 8192
subcarriers (in 8k mode) are used to carry higher layer data
and PHY-layer signalling information. The latter consists
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Table I
MAIN PARAMETERS OF DVB-T.

2k mode 8k mode
Symbol duration (TU ) 224µs 896µs

Guard interval duration (∆) 7 − 56µs 28 − 224µs
Number of active subcarriers 1705 6817
Subcarrier spacing (approx.) 4464Hz 1116Hz
CP duration ratio (∆/TU ) 1/4, 1/8, 1/16, 1/32

Constellations QPSK, 16-QAM, 64-QAM
Code rate 1/, 2/3, 3/4, 5/6, 7/8

of pilot sequences, either allocated to fixed subcarriers
(continual pilots) or scattered throughout OFDM sym-
bols according to a periodic pattern, which are used for
channel estimation at the receiver side, and Transmission
Parameter Signaling (TPS) information, wherein encoded
information about the current transmission parameters
used on data subcarriers is delivered.

OFDM symbols with CP are grouped into frames and
superframes: each frame consists of 68 symbols and each
superframe consists of 4 frames.

In our study, we used a real encoded and modulated
MPEG transport stream (TS) with code rate 5/6, 64-
QAM constellation and CP ratio 1/4. The resulting bit
rate is approx. 24.88 Mbits/s. At the sensing unit, the
DVB-T signal was sampled at the nominal rate of 64/7
Msamples/s.

A. DVB-T signal characteristics

As a common assumption in the literature on spectrum
sensing, the primary signal is modeled as a Gaussian
process. Fig. 1 shows that, in the case of DVB-T sig-
nals, this assumption is well motivated. In fact, Fig. 1(a)
shows the pdf of the real and imaginary parts of the
DVB-T signal’s complex envelope. Clearly, the Gaussian
distribution is very well approximated. A more accurate
evaluation is provided in Fig. 1(b), where the quantile-
quantile plot of the DVB-T distribution vs. a zero-mean
Gaussian distribution with same variance is shown.

Let us assume that the primary signal is detected
through K sensors (receivers or antennas). Typically, a flat
Rayleigh fading channel is considered in the literature. In
such case, the received signal can be modeled as a linear
mixture model of kind

y(n) = hx(n) + v(n) (6)

where h is the K-element channel vector of size K × 1
whose elements hi ∼ NC(0, σ

2
h) are mutually indepen-

dent. Moreover we apply the following normalization:

K∑

n=1

hnh
∗
n = K. (7)

Moreover, v(n) is the additive white Gaussian noise
distributed as NC(0K×1, σ2

vIK×K).
In order to assess the performance of the considered

algorithms in a more realistic case, we used a frequency-
and time-selective channel model, the 6-path Typical Ur-
ban (TU6) mobile radio propagation model developed by
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Figure 1. Statistics of the DVB-T signal.

the COST 207 European project [5]. The Doppler spread
has been set to 10Hz.

III. TEST STATISTICS

Let us suppose that the detector sensing algorithm builds
its test statistic from K sensors (receivers or antennas) and
N time samples. Let y(n) = [y1(n) . . . yk(n) . . . yK(n)]

T

be the K×1 received vector at time n, where the element
yk(n) is the n-th discrete baseband complex sample at
receiver k.

The noise is modeled as an additive white Gaussian
noise process with zero mean and variance σ2

v = N0/2,
N0 being the two-sided power spectral density of noise.

The received samples are stored in a K ×N matrix:

Y , [y(1) . . .y(N)] . (8)
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(b) Detection probability.

Figure 2. DVB-T signal through flat-fading channel.

The sample covariance matrix R is:

R ,
1

N
Y Y H (9)

We will denote by λ1 ≥ . . . ≥ λK the eigenvalues of
R, sorted in decreasing order.

Many spectrum sensing algorithms have been proposed
in the literature. Reviews and comparisons can be found,
for example, in [3], [6] and [7]. In this paper, we consider
some of the most popular tests, with the aim of comparing
them against true DVB-T signals. The considered tests are
divided in three classes.

A. Non-parametric tests, known noise variance

These tests are non-parametric, i.e., do not exploit
the knowledge of the signal characteristics. An excellent
estimation of the noise variance σ2

v is supposed (obtained,
for example, during a long training phase).

Energy Detection (ED): the test statistic is the average
energy of the received samples, normalized by the noise
variance:

TED =
1

KNσ2
v

K∑

k=1

N∑

n=1

|yk(n)|2 (10)

The energy detection method is probably the most
popular technique for spectrum sensing, also thanks to
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(b) Detection probability.

Figure 3. Gaussian signal through flat-fading channel.

its simplicity. Analytical performance expressions for this
detector are well-known in the literature (e.g., [8]).

Roy’s Largest Root Test (RLRT): this method tests the
largest eigenvalue of the sample covariance matrix against
the noise variance. The test statistic is

TRLRT =
λ1
σ2
v

(11)

The RLRT was originally developed in [9]. Performance
analysis can be found, for example, in [10], [11], and [7].
For Gaussian signals and not too low signal-to-noise ratio,
the RLRT is the best test statistics in this class.

Likelihood Ratio Tests (LRT): different LRT-based de-
tectors were given in [6]. The complete, noise-dependent,
log-likelihood ratio test statistic is given by

TLRT = 2(N − 1)

[
log

(
σ2K
v

detR

)
+

(
trR

σ2
v

−K
)]

(12)

Performance analysis for this test can be found, for
example, in [6].

B. Non-parametric tests, unknown noise variance

These tests are again non-parametric, but the noise
variance is supposed unknown.

Generalized Likelihood Ratio Test (GLRT): this
method uses as test statistic the ratio

TGLRT =
λ1

1
K tr(R)

(13)
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Performance analysis can be found for example in [12].
It is interesting to note that the GLRT is equivalent (up

to a nonlinear monotonic transformation) to [7]:

TGLRT ′ =
λ1

1
K−1

∑K
i=2 λi

. (14)

The denominator of TGLRT ′ is the maximum-likelihood
(ML) estimate of the noise variance assuming the presence
of a signal, hence the GLRT can be interpreted as a largest
root test with an estimated σ̂2

v instead of the true σ2
v .

Eigenvalue Ratio Detector (ERD): the test statistic
(also called maximum-minimum eigenvalue, or condition
number test) is the ratio between the largest and the
smallest eigenvalue of R

TERD =
λ1
λK

(15)

Performance analysis can be found, for example, in [13],
[14].

Noise-independent LRT (LRT-): an alternative log-
likelihood ratio was derived in [6], under the assumption
of unknown noise variance:

TLRT− = 2(N − 1)




1
K

∑K
i=1 λi(∏K

i=1 λi

)1/K




K

(16)

In statistics, this method has been known for many years
as the sphericity test [15], [16]. Performance analysis for
cognitive radio applications can be found, for example, in
[6].

C. Parametric tests

Primary OFDM signal detection is considered. Primary
signal detectors that exploit the presence of the CP in
OFDM transmissions have been proposed. In [17] the
detectors based on CP correlation described in [18] have
been improved, applied to a real scenario and implemented
using a software-defined radio platform.
As previously stated, DVB-T signal consists of OFDM
modulated symbols of which a-priori parameter knowl-
edge is assumed, such as: the number of subcarriers, cyclic
prefix length, constellation type or the code rate. The aim
of parametric test statistics is to exploit signal parameter
knowledge (i.e., signal features) in order to enable primary
signals detection with high sensitivity.
The algorithm implemented in [19] using SDR is the well
known CP-based spectrum sensing. Assuming Ns=Nc+Nd
as the samples in a captured OFDM symbol (cyclic prefix
plus data samples respectively), the correlation function
(3) in [17], reproduced in (17) for clarity, provides the
analysis of 2Nd+Nc samples coherently averaged over K
symbols.

R(CP )
xx [n, τ ] =

1

KNs

∣∣∣∣∣∣

K−1∑

k=0

τ+(k+1)Ns−1∑

n=τ+kNs

x∗[n]x[n+Nd]

∣∣∣∣∣∣
(17)

where τ represents the synchronization mismatch be-
tween our capture and the symbol start. It can be modelled
as uniformly distributed over the interval [0,Nc+Nd-1],
that defines the minimum period in which one correlation
maximum occurs.
The coherent averaging before taking the absolute value
allow us to improve sensitivity, in presence of AWGN
noise, at the cost of a larger capturing interval. Moreover,
to enable the implementation of these algorithms, it is
necessary to define a noise estimation algorithm to set a
threshold that guarantees certain detection performance in
terms of probability of false alarm (PFA) and probability
of detection (PD).
In this paper, a slight improvement in terms of noise
estimation accuracy (i.e., correlation noise) with respect to
[17] is presented. In fact, without any a-priori assumption,
the correlation noise estimation should be performed by
analyzing the received samples when the H0 hypothesis
is true. Hence training periods with only noise samples
must be performed periodically (e.g., to track system
temperature changes). To avoid dedicated training, we
observed that noise samples can be gathered in between
two consecutive correlation maxima. The correlation func-
tion R̃ used to estimate the average correlation noise
level, correspond to the function R excluding 2Nc samples
around the detected maxima. Our optimized CP-based
algorithm can thus be resumed as following:

1) Receive K(Nc+Nd)+Nd samples
2) Perform (17) over captured samples
3) Record the correlation maximum and its index i
4) Copy only correlation noise values from function in

2. by excluding values that have index in the range
i−Nc < i < i+Nc

5) Decide if channel is occupied by evaluating the
following metric:

maxR
(CP )
xx [n, τ ]

R̃
(CP )
xx [n, τ ]

R γ (18)

In order to obtain the curve plotted in Fig. 5, we firstly
have calculated the threshold γ. To reproduce H0, white
Gaussian distributed input noise samples were considered.
In this way the γ value at which the PFA = 10−2 can be
evaluated. We used a Monte Carlo approach over 1000
repetitions for K=1 (1 symbol). Once the threshold γ has
been set, we varied the input SNR during H1 tests to plot
the corresponding PD function.

IV. RESULTS

The results obtained for the DVB-T signal under linear
mixture models provided by flat fading Rayleigh channel
are reported in Fig. 2. First, we report the ROC (Receiver
Operating Characteristic) curve obtained by plotting the
detection probability versus the false alarm one. Then by
fixing the false alarm rate to 0.01, we plot the detection
probability as a function of the signal-to-noise ratio. By
fixing the detection probability, this allows to evaluate the
differences in terms of SNR between the algorithms, at
the parity of detection and false alarm probability.
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(b) Detection probability.

Figure 4. DVB-T signal through TU6 channel.

Simulations have been performed assuming K = 10
antennas and and observation interval corresponding to
N = 50 samples. For the CP correlation method, an
interval corresponding to one OFDM symbol has been
considered. Moreover, in such case, the signal was sam-
pled at 12.5 Msamples/s.

By looking at Fig. 2 we can observe that the best
algorithm for known noise variance is the RLRT, while
GLRT is the best under unknown variance. It is interesting
to note that these results are in agreement with the
results providing in the literature for Gaussian signals.
As a reference, results for the same algorithms obtained
by simulating Gaussian signal samples are reported in
Fig. 3 and are essentially identical to the previous one
(as expected after verifying the Gaussian properties of the
DVB-T signal).

Under a more realistic model, the TU6 channel, the
performance of the algorithms are different, as can be
observed in Fig. 4. We can see how both GLRT and RLRT
lose their predominant position when the received model
is different from the linear mixture one: simple energy
detection becomes highly competitive in this case. The
difference between algorithms with known and unknown
noise variance is larger, too.

It is important to note that in this work we have
supposed a perfect known noise variance for RLRT, LRT
and energy detection. Further analysis will be applied to
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Figure 5. Comparison with the CP correlation method [17], [18].

study their performance under imperfect noise variance
knowledge, and address its impact for real DVB-T signals
(analysis for Gaussian signals can be found, for example,
in [19] for energy detection and [7] for RLRT).

Furthermore, we compare the algorithms for unknown
noise variance against the technique exploiting the cyclic
prefix autocorrelation of the received signal [17], [18]
described before. Here, the AWGN channel model is
adopted. In this case we can observe that the performance
of this algorithm is similar to that of the GLRT. This
single-antenna algorithm does not require the computation
of the sample covariance matrix eigenvalues, but resorts
to a precise knowledge of the signal characteristics.

Finally, in Fig. 6 we plot the detection probability of
GLRT as a function of the observation interval (expressed
both in time units and number of received samples per
sensor) and the number of sensors for a specific SNR value
of -10dB and -15dB, while the false alarm probability
remains fixed to 10−2. The channel is Rayleigh flat-fading.
As shown, it is possible to obtain the same performance
achieved in Fig. 2 using N = 10 sensors even with a lower
and hence more realistic number of antennas.

V. CONCLUSIONS

Some of the most important sensing algorithms have
been applied to real DVB-T signals and their performance
has been assessed considering different channel profiles.
The flat fading channel analysis confirms the results
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Figure 6. GLRT detection probability as a function of time (samples)
and sensors through flat-fading channel.

previously obtained by simulation using linear mixture
models of Gaussian signals. Under a more realistic multi-
path channel model, the performance and hierarchy of
the algorithms completely change with respect to the
flat-fading case. The obtained results are very useful for
the implementation of cognitive systems and networks
operating in the digital television white spaces.
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Abstract— A mobile terminal today embeds a large number of 

technologies that maximize its interconnection capabilities. 

Regardless it is long or short range communication, the 

wireless terminal is definitely enabled to communicate 

efficiently over a large number of wireless standards. 

Nonetheless, the ideal candidate for such a mobile terminal 

radio front-end is the Software Defined Radio (SDR). This 

paper overlooks the key features required for a SDR in the 

beginning of the internet era and brings light on what is the 

best way to approach the SDR receiver design. 

Keywords-Software defined radio transceiver; multi-standard 

radio receiver 

I. INTRODUCTION 

Communication is an intrinsic part of the human nature. 
Through communication information is conveyed. Today’s 
communication is driven by the Internet. 

The Internet foundations were laid in 1960s by the USA 
military research projects aimed at building distributed 
computer networks. The internet mass global spread was 
delayed due to lack of networking infrastructure and limited 
number of PC users. But, in mid 1980s the PC market 
boomed due to IBMs Personal Computer based on Intel 
80286 microprocessor and operated by Microsoft’s Disk 
Operating System (MS-DOS). This combination formed the 
template for all PC developers and vendors. 

Hence, during the 1990s, it was estimated that the 
number of Internet users doubled each year, with a brief 
period of explosive growth in 1996 and 1997. By end of 
2011, the Internet reached 32.5 users per 100 inhabitants 
worldwide, see Fig. 1, [1]. 

In order to show the strong relation between the IT 
industry and the communication sector, Fig. 1 plots the 
number of worldwide subscribers of fixed and mobile 
telephone networks and Internet users. The Internet access 
connects the two sectors. 

The Internet was initially developed as a “wired” 
network. Nevertheless, as Fig. 1 reveals the latest trends 
show the communication sector is strongly going mobile, as 
today the mobile subscribers number surpasses the fixed 
telephony ones by a factor of five. 

Therefore, radio circuits designers need to account this 
trend and focus on the development of efficient solutions that 
maximize the mobile’s terminal wireless interconnectivity. 
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Figure 1.  Internet usage – the driving force behind the need for SDRs 

 Section II overviews the historical development of 
wireless transceivers and defines the need for SDRs as the 
next step in the optimization process of wireless front-ends. 

Section III overviews the generic SDR structure that is 
implemented in today’s Systems on a Chip (SoCs), while in 
Section IV a designed receipt is proposed for the SDR 
receiver (SDRR) front-end. 

Finally, the paper is concluded by Section V, which also 
overlooks the future developments. 

 

II. THE NEED FOR SOFTWARE DEFINED RADIOS 

A basic modern communication system is comprised by a 
large array of mobile equipment connected into wireless 
networks. 

The communication between all these equipment is 
regulated by various communication standards, depending on 
the type of wireless network in which they operate. 

Our lives today are bounded by the Internet. As presented 
in Section I, Internet access is possible over a wide array of 
wireless standards. 

Hence, purely on the communication side, the present 
mobile equipment requires compatibility with all the 
standards maximizing its interaction capabilities: 
GSM/GPRS, UMTS, LTE, Bluetooth, Wireless LAN, LTE, 
WiMAX or DVBH.  

Unifying the various communications standards is not a 
real possibility, given the huge number of users dedicated to 
a given wireless standard. 
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Figure 2.  Software Defined Radio Transceiver Generic Block Schematic. 

 
Therefore, there is a need of mobile equipment that 

enables wireless communication across the various wireless 
environments. 

The first obvious solution was to incorporate for each 
standard a separate dedicated IC or Application Specific 
Integrated Circuit (ASIC) into the mobile device. One still 
has to have in mind the first Nokia mass production GSM 
mobile phone. The Nokia 1011 developed in the early ‘90s, 
was built from more than two dozen separate ICs and 
weighted about half a kilo [2]. By mid 2000’s, solutions 
offering fully integrated quad-band GSM SoCs, [3] were 
already available. 

A first step in reducing the cost for radio frequency (RF) 
front-end chips was enabled by the CMOS technology 
scaling. It opened the possibility of building “combo” 
ASICs, combining two or more SoCs on the same IC (e. g., 
BRCM2071 [4] that integrates Bluetooth, GPS and FM radio 
or BCM4325 [5] that incorporates W-LAN, Bluetooth and 
FM radio). However, these circuits still contain one RF 
front-end per communications standard. 

Moving forward, the natural step in the development of 
multi-standard communication is building a reconfigurable 
ASIC, able to ensure compatibility with the wide array of 
communication standards in use today. Such and approach is 
efficient from two main reasons [6]: 

 One “universal” design is required; thus design, 
packaging and testing costs are minimized, and 

 As the “universal” ASIC is compatible with a wide 
array of wireless communication standards the 
previous various ASICs can be merged; thus the 
overall area of ASICs comprised in a mobile 
terminal is minimized. 

In the “digital” realm the first step on this path is the 
development of the new multi-core Digital Signal Processor 
(DSP) architectures [7]. Such processors optimally leverage 

the power consumption with the IC cost, or equivalently its 
die area.  

The idea behind it is to enforce as much parallel 
processing as possible to maintain a maximum “usage” of 
the chip die area during operation. 

In this context, it is required to develop an RF transceiver 
capable to interface such a DSP. This RF transceiver is the 
Software Defined Radio (SDR). 

III. TODAY’S SOFTWARE DEFINED RADIO  

TRANSCEIVER FRONT-ENDS 

The RF transceiver SDR must employ a versatile 
architecture, able to change its characteristics dynamically 
given the particularities of each wireless standard and 
communication burst it has to handle. 

The software driven System-on-a-Chip (SoC) combining 
such a re-configurable RF front-end and a multi-core DSP 
represents the Software Defined Radio (SDR). The block 
schematic of such a system is depicted in Fig. 2. 

The four main blocks comprising the SDR RF front-end 
of Fig. 2 are: 

 the frequency synthesizer (FS), 

 the receiver (RX), 

 the transmitter (TX), and 

 the auxiliary circuitry (AUX) 
The transceiver acts as a signal conditioning block. It 

either prepares the received signal for digital demodulation 
or it shapes the digitally modulated signal for the wireless 
transmission. 

The DSP drives the RF front-end via the digital interface. 
By dynamically changing the transceiver settings, its 
performance can be adjusted depending on the requirements 
(e. g., noise or linearity performance, output power level) of 
the particular communication burst. 
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a. b. 

Figure 3.  Software Defined Radio Simplified Block Schematic (FS and AUX not shown): 

a. Mitola’s Concept; b. SDR embedding analog signal conditioning. 

 
The FS is the RF transceiver “heart”. Its beat is 

represented by the generation of the local oscillator (LO) 
signals which drive the receiver (RX LO), respectively the 
transmitter (TX LO). 

The task of any wireless receiver is to condition the 
incoming wanted signal such as it can be properly 
demodulated. 

Oppositely to the RX, the TX chain must ensure the up 
conversion on the RF frequency of the digitally modulated 
baseband signal. In the transmitter case the accent is placed 
on avoiding the disturbance of adjacent radio frequencies and 
maintaining a good signal integrity. 

The auxiliary circuitry is mainly formed by the front-
end’s biasing block. 

Fig. 6.a reveals the optimal choice from system level 
perspective for the TX and RX implementation. This multi-
standard RF transceiver concept was coined by Mitola in [8]. 
Basically the RX is only an Analog-to-Digital Converter 
(ADC) and the TX is a Digital-to-Analog Converter (DAC). 
Of course, the transceiver requires a FS system to generate 
the ADC and DAC clocks. 

In reality, due to practical implementation constrains, 
today’s SDRs require analog signal conditioning blocks in 
between the antenna and the ADC and in between the DAC 
and the antenna (e. g., [6],. [9-11]). The SDR concept shown 
in Fig. 6.b relaxes the ADC and DAC electrical 
specifications by ensuring for the wanted signal the 
frequency translation and additional selectivity and 
amplification. 

IV. A DESIGN RECEIPT: 

THE SOFTWARE DEFINED RADIO RECEIVER FRONT-END 

In order to enhance the wireless system robustness and 
maximize the link budget, the latest wireless standards are 
very flexible (e. g, the IEEE 802.11g W-LAN uses BPSK, 
QPSK, QAM-16 and QAM-64 modulations on OFDMA 
carrier support). 

Considering the abovementioned trend, as previously 
discussed it results the SDR is the natural solution for the 
radio front-end. For the receive side, the software re-

configurable hardware solution is the Software Defined 
Radio Receiver (SDRR). 

As in-depth analyzed in [12], given the huge amount of 
information the SDRR designer(s) need to handle, a 
structured approach of the design process is the enabling 
factor in finding and implementing the optimal circuit 
design.  

First the most suited architecture for the SDRR front-end 
needs to be identified. The homodyne architecture stemmed 
out as the best choice that matches very well the high level of 
integration of the current deep sub-micron CMOS processes 
[13, 14]. Fig. 4 presents the re-configurable homodyne radio 
receiver [6]. 

The incoming RF signal is picked-up by the receiver’s 
antenna and is amplified by one of its LNAs. Multiple LNAs 
can be integrated, depending on the envisaged use. The 
amplified RF signal is then converted to current in the mixer 
input gm-stage and down-converted directly to baseband by 
mixing with a local oscillator signal of equal frequency. 
Hence, at the mixing stage output the signal has a spectrum 
spanning from DC to a maximum frequency that is 
dependent on the wireless communication standard [15]. 

After mixing, the signal is conditioned by a low pass 
filter (LPF) and a variable gain amplifier (VGA), before its 
conversion to digital spectrum by an analog-to-digital 
converter (ADC). 

Second the designer has to be enabled to handle 
efficiently the large amount of information comprised in the 
wireless standards. The most effective way to do so is based 
on simple and efficient models suited for manual analysis. 

In [16], the author introduces the SDRR generic blockers 
diagram as a very efficient tool in evaluating, in a standard 
independent approach, the filter partitioning for channel 
selection in multi-standard radio receivers. By mapping all 
blockers and interferers arriving at the receiver’s antenna, the 
generic blockers diagram enables the designer to evaluate 
proficiently the trade-off between the analog low pass filter 
order and the ADC specifications of resolution and speed, or 
equivalently the trade-off between its area and power 
consumption. Thus the optimal analog low pass filter order is 
determined. 
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Figure 4.  Software Defined Radio Transceiver Block Schematic [6]. 

 
 
In [17], the author introduces the smart gain partitioning 

strategy for multi-standard radio receivers. The strategy aims 
to aid the designer in identifying the optimal leverage 
between the receiver noise and linearity performance. 
Depending on the received signal strength, the receiver can 
change its noise or linearity characteristics accordingly (e. g., 
for large signal inputs the receiver will require a highly linear 
response, while it can tolerate more noise).  

In the analysis from [17], the receiver gain thresholds at 
which the changes are triggered are calculated for various 
commercial standards. Thus, the designer is enabled to 
optimally handle the gain-noise-linearity partitioning. Of 
course, in order to enhance the model accuracy all these 
results should subsequently be completed by CAD 
simulations. 

Third the designer needs to develop the SDRR front-end 
design strategy from both the system level and transistor 
level perspectives and to use this strategy to design the front-
end’s building blocks. As described in [18], the strategy 
needs to ensure the SDRR building blocks have the 
following characteristics: 

 high linearity and low noise, 

 immunity to particular technology characteristics 
and 

 easiness of the design porting. 
Basically, these targets are achieved by building modular 

RF, respectively baseband circuits, based on differential or 
pseudo-differential transistor pairs [18], respectively low 
power feedback amplifiers [19, 20]. 

 

V. CONCLUSIONS AND FUTURE TRENDS 

This paper presented an overview of the key feature of 
software defined radio transceivers front−ends in the 
beginning of the internet era. The need for mobile equipment 
able to maximize its interconnection capabilities in 
conjunction with the VLSI integration have open the door for 
the SDR approach. Multi-core digital signal processors 
interfaced by flexible analog front-ends represent today’s 
SDR. 

Their transceiver front-ends employ a versatile 
architecture, able to change its key parameters dynamically  
(i. e., gain, noise, linearity performance and power 
consumption) based on the particular characteristics of the 
radio burst it handles.  

Today’s SDR front-ends are embedding analog signal 
conditioning blocks. Nevertheless, looking into the future 
and considering the rate at which the CMOS technology 
scales down, more and more signal processing is translated 
from the analog into the digital domain.  

By making use of the relative inexpensive digital gates 
the modern transceivers analog circuits content is reduced 
[21]. This will impact the architecture of choice for all of the 
three key functional building blocks of the Fig. 5 SDR. 
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Emerging Applications of Cognitive Radios  

 

 

 
Abstract— As per recent Federal Communications Commission 

(FCC) report, it has been observed that licensed spectrum 

bands are not being fully utilized by licensed users. Instead of 

exploring new spectrum bands at higher Giga hertz range, 

white spaces in existing frequency bands can be utilized for 

communication. Recently, cognitive radios have been 

introduced as being capable of increasing the spectral 

efficiency by opportunistically access both the licensed and 

unlicensed spectrum bands. In this literature, we have targeted 

some important applications of cognitive radios and surveyed 

the challenges facing by cognitive users in these applications. 

Keywords- cognitive radios; cognitive radio applications; CR 

emerging application 

I.  INTRODUCTION  

Cognitive radios are one of the computer-intensive 
systems which are also called to be “radio with a computer 
inside or a computer that transmits” [1]. Due to increasing 
use of wireless systems and scarce of the conventional static 
spectrum, policies have been formulated for unlicensed 
wireless devices by the Federal Communications 
Commission to opportunistically use spectrum holes in 
licensed bands, most importantly, the void spectrum spaces 
of TV band spectrum [2]. The expanding Cognitive Radio 
(CR) technology has proved itself a reliable technique of 
enhancing the spectral efficiency by employing the features 
of time, frequency, and space domains having harmless 
interference with previous systems.  

The CR technology has equipped wireless radios and has 
given them a new dimension, they have the capacity to alter 
and modify several parameters to work with more 
intelligence and take decisions [3]. Cognitive radios are fully 
capable of choosing its own frequency in bandwidth rather 
than using predefined channels in accordance with the 
spectrum and network needs at hand. CRs are capable of 
cooperating very efficiently towards the possible use of the 
frequency band, as well with the presence of several 
cognitive radios and old system, non-cognitive, radios. 

CR technology plays a major part in coming up with the 
appropriate use of the limited frequency band. It turns to help 
in contributing the ever increasing facilities for growing 
wireless appliances, like the TV spectrum through a smart 
grid, citizen safety, GSM network and body area network 
band for medical equipment. To take greater advantage of 
newly born opportunities, several standards, like “IEEE 
802.22, IEEE 802.11af, ECMA 392, IEEE SCC41, and ETSI 
RRS)” are either in the development phase or are being 
finalized [7]. CR technology can use both licensed and 
unlicensed frequency bands for communication. The 
FM/AM, TV, GSM and satellite band spectrum, HAP 
control spectrums are a few examples of licensed frequency 
bands. License holder has the power to control the given 

spectrum; therefore he can independently monitor and 
control noise factors present in the way of user equipment to 
ultimately achieve the quality of service (QoS).  

Improvement in overall spectrum utilization for cognitive 
radios is achieved through active adjustment and adaptation 
to localized band availability [8].  It equips the secondary 
users (unlicensed users) to utilize the unused frequency band 
possessed by the primary users (licensed users) in the 
interference range which is below a certain threshold level. 
The Cognition Cycle (CC) plays a central role in making 
each SU to observe and learn, and will help to make the right 
decision at the right time for optimal performance of the 
network or close to optimal at all time. In particular, the 
network wide performance is significantly enhanced because 
of the cognition cycle as it enables the secondary users to use 
under-utilized spectrum opportunistically while maintaining 
the interference levels to a minimum for primary users. 

In recent years, many advancements in CR technology 
have been evolved, for example, in addition to the licensed 
frequency band the unlicensed portions of the spectrum has 
also been reserved which could be used without any license 
by radios following a predefined set of rules. There can be a 
number of parameters to define that rule, one of that might 
be maximum power radiated per hertz (power spectral 
density) [6]. The prime advantage of utilizing the unlicensed 
spectrum is twofold, first to minimize the cost of purchasing 
licensed bands through auctioning which ultimately builds 
the burden on consumer end and hence the use of technology 
is finally discouraged. The other big gain is that it promotes 
innovation as the designers have the inherent constraint to 
use the same band for their cognitive radio architectures. 
These unlicensed bands have been shown to play an 
important role in wireless communications. This is reflected 
in the 2.4 GHz unlicensed systems such as Bluetooth, 
cordless phones and Wi-Fi-802.11b/g/n. Despite all the 
benefits of unlicensed bands, there is a limit to which we can 
further use them as if all the devices start using these bands 
then there would be too much interference that no 
communication would be possible. 

Cognitive radios can be categorized into three main 

network paradigms: underlay, overlay, and interweave [6]. 

In case of underlay network paradigm, cognitive users are 

only allowed to operate if and only if the level of 

interference caused towards non-cognitive users is below a 

threshold. In overlay systems, cognitive radio uses excellent 

signal processing and coding to maintain or improve the 

communication of non-cognitive radios and at the same time 

get some extra bandwidth for their own communications. 

Finally, for interwoven systems, cognitive radio uses 

cunning strategy for exploiting spectral holes 

opportunistically without interfering with other 

transmissions. 
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The paper is structured as follows; Section II will cover 

the trending applications of cognitive radios and it is the core 

section of the paper. The applications which have been 

covered are; application of cognitive radios in wifi scenario, 

TV band devices, wireless broadband access, medical body 

area networks, smart grid networks, cellular networks, 

military applications and public safety networks. Finally, at 

the end, Section III will draw the paper conclusion. 

II. COGNITIVE RADIO APPLICATION AREAS 

Even though there is sound assurance of the fact that 
cognitive radio is an intelligent, smart and self-conscious  
technology, a variety of other interesting applications are 
also sprouting up stretching from commercial to health 
related; from Dynamic Spectrum Access (DSA) to 
interoperability applications towards the concept  of  
universal transportable devices. However, the most preferred 
and favorite for technology developers right now is Dynamic 
Spectrum Access (DSA) and they see it as an extremely 
important application of CR technology [5]. 

 

A. Improvement in Spectrum Utilization for Wifi 

CR techniques provide an appealing as well as 
fascinating strategy to dynamic spectrum allocation (DSA) 
[5]. As shown in Figure 1 a surprisingly simple and 
straightforward scenario exhibits 20 dB SINR betterment for 
wireless LAN (WLAN) employing cognitive radio strategies 
in an interference atmosphere setup over that offered by the 
existing IEEE 802.11a physical layer standard. 

The experiment [5] narrows down to the license-free 
band 5.8 GHz ISM (industrial, scientific, and medical) to 
make the assessment of technique effectiveness with 
reference to frequency-band utilization of IEEE 802.11a/g 
PHY- layer with the CR model of such a WLAN radio. 
Through the proposed experimental setup, a typical 
standardized OFDM physical layer of 802.11a/g WLAN was 
developed and afterwards simulation was successfully done 
to assess the exploitation of the spectrum for both the cases; 
fixed channel assignment strategy vs dynamic spectrum 
allocation technique based on cognitive radio concept. It can 
be considered as the simplest application of cognitive radios. 

 

 
Fig. 1.  Enhancement of SINR relating to standard technique and CR 

B. TV Band Devices 

The TV band devices (TVBDs) can be classified into two 
main categories: fixed and portable [7]. Maximum power 
radiated by Fixed TVBDs is not greater than 4W; possessing 
PSD of 16.7 mW/100 kHz from a fixed pre identified 
location.  They're expected to either use geo location 
functionality or be appropriately setup in a predefined never 
moving spot and possess the ability to extract a summary of 
accessible channels from an authorized list of channel bank. 
Frequency channels which are permitted to be used for fixed 
TVBDs cannot exist adjacent to primary user operating 
channels ranging from channels between 2 and 51 apart from 
channels 3, 4 and 37 which are an exception case. In case of 
portable TVBDs, they are allowed to use channels between 
21 and 51 excluding channel 37 and maximum power 
constraint for radiation is set to be 100 mW with the power 
spectral density of 1.67 mW/100 kHz in non-adjacent 
frequency channels while PSD constraint for adjacent 
frequency channels is 0.7 mW/100 kHz. Portable devices are 
furthermore divided into two additional modes of operation: 
mode-I and mode-II. Mode-I devices don't require geo 
location functionality or permission to access a database. 
Mode II devices require geo location functionality as well as 
the way to approach a database for listing of accessible 
channels. 

A sensing-only device is some type of handheld TVBD, 
which makes use of RF spectrum detection to acquire and 
pull out a listing of accessible television stations. The 
sensing-only equipment like the one mentioned will be able 
to broadcast on any number of readily accessible channels 
within the band of frequencies ranging from 512-608 MHz 
(corresponding TV channels 21-36) and 614-698 MHz 
(corresponding TV channels 38-51), and generally are 
limited to an utmost transmission power of 50 mW with a 
power spectral density of 0.83 mW/100 kHz on non-adjacent 
channels and 40 mW with a power spectral density of 0.7 
mW/100 kHz on adjoining channels [7]. Aside from that, a 
sensing-only device is required to make sure with an 
exceptionally higher level of assurance that it will not 
contribute to local radio transmissions of the primary users. 
The necessary power levels for detecting the signals are: 
NTSC Analog TV: -114 dBm, mean value across a 100 kHz 
frequency band; ATSC digital TV: -114 dBm, mean value 
across a 6MHz frequency band; Low power wireless 
microphone signals: -107 dBm, mean value across a 200 kHz 
frequency band. A TVBD might start working over a TV 
station when there is no TV; it takes only a time period of 30 
seconds to identify the cordless microphone as well as any 
other below average power auxiliary equipment transmitting 
signals over the threshold range. A TVBD is required to 
accomplish in service supervision of the working station at 
the very least one time after every 60 seconds period. All 
transmissions are brought to a halt as soon as the TV, a 
cordless microphone or similar lower power auxiliary gadget 
signal is detected over the TVBD in service channel. 
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       TABLE 1.  PARAMETERS & APPLICATIONS 

 
 
Channels 

Fixed device Sensing only 
Channels ranging from 2 to 51 
except 3, 4 and 37.  
Only Non-adjoining channels  

Channels 21 to 
51 excluding 37 

Power 
constraints 

4 W 50 mW 

Prospective 
applications 
of CR 

Cellular backhaul (base station, 
relay stations), Smart grid stations 
 

Public safety, 
Femto-cell 

 

C. Wireless Broadband access in TV bands 
 

 Cognitive Radio (CR), a present day technology has 

already been prevailed as a central framework in increasing 

wireless access methods, including the IEEE 802.22 also 

known as  Wireless Regional Area Networks (WRANs) [2].  

An excellent utilization of IEEE 802.22 is the wireless 

broadband internet connection in non-urban as well as far off 

areas, offering results are very much similar to existing 

broadband access systems such as cable modems and digital 

subscriber line (DSL). WRAN networks are expected to take 

advantage of the infrequently employed ultra high frequency 

(UHF) TV band spectrum, providing wireless solutions 

including data, speech, and video traffic maintaining 

satisfying levels of quality of service (QoS). 

D. Medical Body Area Netwroks  

In the past few years we have seen accelerating curiosity 
pertaining to supervision of medical patients in hospitals for 
crucial indicators such as human body temperature, blood 
oxygen, blood pressure, and ECG. Generally most of these 
vitals are supervised by on-body receptors which are then 
hooked up to cable connections to a bedroom screen. The 
MBAN is an appealing substitute for getting rid of these 
electrical wires, consequently enabling sensors to easily and 
reasonably obtain a number of needed parameters 
immediately and communicate the observing details 
wirelessly which would mean that doctors can react 
exponentially fast. 

Typically, the 2.4 GHz ISM frequency spectrum is not 
well suited for life-critical healthcare systems because of the 
interference and bottleneck caused by wireless IT systems’ 
medical facilities. By making use of 2360 to 2400 MHz 
frequency band specified for body area networks on 
alternative basis, Quality of Service (QoS) for such life-
crucial monitoring devices could perhaps be much better 
ensured. Furthermore, the frequency band ranging from 2360 
to 2400 MHz  is specifically next to the 2.4 GHz frequency 
band wherein a number of wireless systems are already 
available right now which may often be used again for 
MBANS like IEEE 802.15.4 standard devices [7].  This 
certainly will end up in cheap implementations owing to 
economies of scale, and finally result in larger arrangements 
of medical body area networks(MBAN)  and as a 
consequence, there would be immense  advancement in 
patient health-care. 

 

 
Fig.  2.  MBANs Basic Architecture  

    Transmissions from body area network devices would 

likely to be of data only (without voice). It is strongly 

recommended that the frequency band ranging from 2360 to 

2400 MHz should be classified into two categories: band-I in 

the frequency range 2360 to 2390 MHz and band-II in the 

frequency range 2390 to 2400 MHz while in the 2360-2390 

MHz frequency range, body area networks operation is 

confined for indoor use exclusively. And for the frequency 

range 2390 to 2400 MHz, body area network operation is 

permitted pretty much anywhere [7]. A contention-based 

protocol, which is unrestricted, is proposed for gaining 

access to the medium. The maximum amount of emission of 

bandwidth for body area networks is allowed to be 5 MHz. 

The utmost transmission power should not meet or exceed 1 

mW. 

E. Smart Grid Networks 

Remodeling of the previous century power grid right into 
an intelligent smart grid will probably be advocated by many 
nations as a means of handling electrical power self-reliance 
and durability, global warming and catastrophe challenges. 
The smart grid constitutes 3 abstract-level tiers, from a 
technological innovation point of view: the physical 
electrical power tier, communication networking tier, 
together with the application layer [5]. The smart grid 
manages the electrical power in a manner in which electric 
power is produced, transported, used up and charged. Putting 
intellect through the entire freshly networked power grid 
boosts grid durability, enhances demand management and 
responsiveness, and incorporates distributed sources of 
energy, and also essentially lowers expenses towards the 
customers and service provider.  

               
Fig. 3.  Smart Grid Network 
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A smart grid network has normally three building blocks: 
o The home area networks (HANs) which generally 

connect on-premise devices and intelligent meters, 

dispersed alternative sources and plug-in electric 

powered automobiles. 

o The field area networks (FANs) or advanced metering 

infrastructure (AMI) which assists transmit data linking 

sites (through intelligent metering) together with a 

network gateway, that might be a power substation, a 

utility rod-fitted appliance, or just a transmission tower 

system. 

o The wide area networks (WANs) that function as being 

the central resource for interaction among utility data 

center and the aggregation points/network gateways. 

F. Cellular Networks 

In the last decade, usage of the cellular networks has 
increased considerably, with consumers always hoping of 
staying connected regardless of their different locations and 
time. Beginning of smart phones and social networking era , 
increasing usage of  multimedia websites which includes 
daily motion, facebook, YouTube, and flicker, releasing of 
innovative gadgets for example e-readers etc have 
additionally enhanced the dramatical improvement in the 
usage of mobile networks for conventional data services , 
e.g., web surfing and electronic mail. Now this offers not 
only new possibilities for innovative businesses but at the 
same time it’s a real challenge for cellular operators. The 
increasing number of data services creates an opportunity as 
they add to the overall revenue. But, it becomes challenging 
as in some geological regions, mobile networks have become 
congested because of the limited bandwidth acquired by 
cellular operators. Recent studies indicate that the broadband 
internet bandwidth shortfall is anticipated to come closer to 
300 MHz by 2014 [7]. 

For applications requiring access to the network, two 
scenarios are usually kept in view. Primarily are hotspots, 
like in airports and game stadiums, mainly because people 
arrive in massive numbers at majority of these spots. Let us 
consider the scenario of an athletic ground, participants in 
this modern age possess smart phones which have cameras 
by means of which they can easily take photographs of the 
proceedings of the sporting activity and share them with their 
friends through social media sites.  This kind of video and 
graphic data adds massive load on mobile phone network. 
During a research investigation by Cisco, it is concluded that 
this picture and video data can cause up to 60 percent 
increase [7]. These days a fraction of the multimedia content 
could be very easily diverted to ISM (industrial, scientific, 
and medical) band used in WiFi networks. Nevertheless, 
because of the huge amount of information produced within 
a smaller region, both ISM band Wifi networks as well as 
cellular networks are likely to be jammed. If this particular 
type of multimedia content (images, video etc) can be side 
tracked to some other extra channel, for example TVWS, 
then the mobile network may possibly be utilized for other 
speech services offered by the network with a significantly 

more effective manner, and as a result reaping the benefits 
for both the user as well as cellular operator.  

Femto-cell can be seen as the second access network 
application. These days many cellular operators provide 
miniaturized base stations whose visual appearance is just 
like a Wi-Fi router or access point, individuals can purchase 
them and install them within their houses. These mini base 
stations also called Femto-cells which can be used in areas 
having bad coverage areas like basements. These femto-cells 
and cellular operators use the same frequency range [7].  

 

                
            Fig. 4.  Basic Architecture of Cellular Network 

G. Military 
The capability to improve interoperability connecting 

several dissimilar radio standards, combined with the ability 
to observe the existence of interferers, CR device has turned 
into a must-have technology gadget. This cutting edge 
technology provides you with added benefits by means of 
safeguarding and shielding the ongoing communications, 
recognizing the adversary transmissions, as well as revealing 
of tracks of opportunity.  

The U.S. Department of Defense (DoD) has dedicated 
lots of energy and efforts to revolutionary state-of-the-art 
wireless applications over the last few years and has now 
developed packages for instance, Joint Tactical Radio 
System (JTRS), SPEAKeasy radio system, and Next 
Generation (XG) to make it possible for the development of 
an intelligent and a smart communication agent [5]. 

H. Public Safety Networks 

General consumer protection and crisis situation 
feedback is nevertheless an additional sphere where exactly 
CRs have acquired loads of interest and attention. For quite a 
few years public safety and security organizations have 
desperately needed a whole lot more spectrum share to help 
ease frequency over-crowding and greatly improve 
interoperability. Equipped with spectrum sharing 
functionality, CRs can show their usefulness simply by using 
a portion of the pre-existing spectrum which is not frequently 
used at the same time help in taking care of call priority and 
response time. On top of that, Cognitive Radios may play a 
significant part in further enhancing interoperability by 
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allowing gadgets to bridge communications between areas 
by making use of separate frequencies and modulation 
forms. 

 Public safety high-risk workers have become 
considerably important turning out to be backed up with wifi 
enabled mobile computing devices, laptop systems, together 
with mobile camcorders to enhance most of the functionality 
and capability to instantaneously team up making use of 
centralized control, co-workers, in conjunction with other 
groups [7]. Specified cordless support services relating to 
community protection and safety stretch out ranging from 
web surfing, speech to text messaging, electronic mail, 
database accessibility, graphic transmission, video media 
buffering, along with other wideband features. Video 
monitoring spy cameras coupled with sensor devices are 
increasingly becoming immensely important resources to 
enhance the eyes and ears concerning general public 
protection and security organizations. Correspondingly, 
information rates, integrity, as well as lag time specifications 
differ from service to service. 

In comparison, RF band frequencies designated for the 
consumer's safety and security purpose are increasingly 
becoming jam-packed, particularly in metropolitan areas. 
Aside from that, primary users originating from various areas 
and associations usually are not able to connect in the course 
of crisis situation. As shown in Figure 5, these kinds of 
cognitive devices could possibly be positioned in a number 
of ultra-powerful crisis responders’ automobiles coupled 
with wireless routers or access points. This approach elevates 
the strain from mobile handheld devices to acquire cognitive 
ability to lessen the situation in which various critical 
responders might use several radios nowadays and most 
probably in the foreseeable future to a greater extent. 

 
Fig. 5.  Public Safety Network 

CR was indeed recognized as a promising solution to 

supercharge effectiveness and usefulness of RF band. 

Equipped with Cognitive Radios, customer safety operators 

can make use of a whole lot more RF band for day-to-day 

operations from area to area and time to time. By working 

with the appropriate spectrum collaborating partners, public 

security personals are also able to get access licensed RF 

bands and professional operator networks. For instance, the 

public protection people might possibly roam on wireless 

networks in 700 MHz frequency range and possibly several 

other frequency bands throughout the spots in which public 

security wireless services are inaccessible and the places 

where there exists at the moment a working public coverage 

network, however considerably more data capacity is needed 

to respond proficiently and resourcefully for a critical 

situation.  
So it will remain to be witnessed the way in which 

Cognitive Radio concept will assist the top priority 
distribution and routing of data packets by means of its very 
own specialized network together with the general public 
wireless networks, consequently safeguarding time-critical 
priority data packets from losses or  postponement caused by 
network over-crowding. This goes beyond the borders of 
spectrum recognition to content recognition, from the PHY 
layer towards the App layer. 

III. CONCLUSION 

CR technology can play an important role in order to 
make an excellent use of the limited spectrum to compliment 
the rapidly growing desires and needs pertaining to wireless 
applications, such as the common man basic safety, 
intelligent power grid, and the wireless broadband internet, 
mobile networks to even healthcare applications. At the same 
time, challenges continue to exist due to the fact that CR-
enabled networks are expected to exist together with 
incumbents as well as cognitive users and are required to 
minimize interference in a manner that they will more 
effectively facilitate these kinds of applications from end to 
end. 

IV. REFERENCES 

[1] S. Haykin, “Cognitive radio: Brain-empowered wireless 
communications,” IEEE J. Select. Areas Commun., vol. 23, no. 2, 
pp. 201–220, Feb. 2005. 

[2] Quan, Zhi, Shuguang Cui, H. Poor, and Ali Sayed. 

"Collaborative wideband sensing for cognitive radios," Signal 

Processing Magazine, IEEE 25, no. 6, pp. 60-73, 2008.  

[3] Mitola III, Joseph, and Gerald Q. Maguire Jr. "Cognitive radio: 

making software radios more personal," Personal 

Communications, IEEE 6, no. 4, pp. 13-18, 1999.  

[4] Mahonen, Petri, Marina Petrova, and Janne Riihijarvi. 

"Applications of topology information for cognitive radios and 

networks," In New Frontiers in Dynamic Spectrum Access 

Networks. 2nd IEEE International Symposium on, pp. 103-114. 

IEEE, 2007. 

[5] Maldonado, David, Bin Le, Akilah Hugine, Thomas W. 

Rondeau, and Charles W. Bostian. "Cognitive radio applications to 

dynamic spectrum allocation: a discussion and an illustrative 

example," In New Frontiers in Dynamic Spectrum Access 

Networks, 2005.  First IEEE International Symposium on, pp. 597-

600, 2005.  

[6] Goldsmith Andrea, Syed Ali Jafar, Ivana Maric, and Sudhir 

Srinivasa. "Breaking spectrum gridlock with cognitive radios: An 

information theoretic perspective."Proceedings of the IEEE 97, no. 

5 , pp. 894-914, 2009.  

[7] Wang, Jianfeng, Monisha Ghosh, and Kiran Challapali. 

"Emerging cognitive radio applications: A 

27Copyright (c) IARIA, 2013.     ISBN:  978-1-61208-267-7

COCORA 2013 : The Third International Conference on Advances in Cognitive Radio

                            32 / 52



survey." Communications Magazine, IEEE 49, no. 3, pp. 74-81, 

2011.  

[8] Yau, K-LA, F-AG Tan, Peter Komisarczuk, and Paul D. Teal. 

"Exploring new and emerging applications of Cognitive Radio 

systems: Preliminary insights and framework." In Humanities, 

Science and Engineering (CHUSER), 2011 IEEE Colloquium on, 

pp. 153-157, 2011. 

28Copyright (c) IARIA, 2013.     ISBN:  978-1-61208-267-7

COCORA 2013 : The Third International Conference on Advances in Cognitive Radio

                            33 / 52



On Multi-channel Opportunistic Access in
Heterogeneous Cognitive Radio Networks

Said Rutabayiro Ngoga, Yong Yao and Adrian Popescu
School of Computing,

Blekinge Institute of Technology,
371 79 Karlskrona, Sweden,
Email: {srn,yya,apo}@bth.se

Abstract—In the paper, we study optimal transmission strate-
gies in multi-channel opportunistic spectrum access (OSA) net-
works where one secondary user (SU) opportunistically accesses
multiple orthogonal channels of primary users (PUs) under a
continuous time Markov chain modeling of the channel occu-
pancy by the PUs. Referred to as tunable threshold strategy, at
a given time the SU chooses one channel of a given PU, decides
if it should transmits or not and if so it protects the PU of
this channel. To be operational, such a structure depends on the
capability of the SU radio front-end to perform channel sensing.
We consider one scenario where the SU node can simultaneously
sense multiple channels and another scenario where the SU node
can sense only one channel at a time. For each scenario, we
develop the structure of the optimal transmission strategy and
analyse the performance. We show that the optimal transmission
strategy can be implemented using a simple tunable threshold
algorithm.

Index Terms—Opportunistic spectrum access, MAC, multichan-
nel, cognitive radio networks

I. INTRODUCTION

The concept of Dynamic Spectrum Access (DSA) has been
envisaged in the context of secondary sharing of the spectrum,
with the objective that sharing is transparent to the spectrum
licensee, also called the primary user (PU). The spectrum is
shared with secondary users (SU)s but absolute protection is
demanded for PUs on all channels. As part of the DSA, the
opportunistic spectrum access (OSA) approach encompasses
operating regime in which the spectrum is shared on the
interference tolerance basis: a SU has open access to the
multiple channels of PUs when the PUs are not transmitting,
provided that the level of interference caused by the SU is
kept below a prescribed tolerance level [1]. We refer to such
a regime the OSA medium access control (OSA MAC).

Following the OSA model, the OSA MAC protocol is
the main element that determines the efficiency of secondary
sharing of the spectrum with the PUs. The fraction of channel
bandwidth used by successfully transmitted messages of a SU,
also called throughout, gives a good indication of the efficiency
of an operational OSA MAC, and the maximum value it can
attain is known as the capacity of the protocol. However,
the diverse behavior of different PUs on various channels
creates spectrum opportunities having different characteristics
that affects the design of the OSA MAC protocol and therefore
inherently puts limitations on the capacity it can achieve
[1],[2].

For an optimal design of OSA MAC, it is of interest to
characterize the maximum throughput as an objective func-
tion, with optimal sensing and transmission strategies being
the set of optimization variables. Here, the sensing strategy
suggests which channel to sense and the transmission strategy
determines whether to transmit or not.

In the paper, we study optimal transmission strategies in
multi-channel OSA networks where one SU opportunistically
accesses multiple orthogonal channels of PUs under a contin-
uous time Markov chain modeling of the channel occupancy
by the PUs. Referred to as tunable threshold strategy, at a
given time the SU chooses one channel of a given PU, decides
if it should transmit or not and if so it protects the PU of
this channel. To be operational, such a structure depends on
the capability of the SU radio front-end to perform channel
sensing. We consider one scenario where the SU node can
simultaneously sense multiple channels and another scenario
where the SU node can sense only one channel at a time. For
each scenario, we develop the structure of the optimal trans-
mission strategy and analyse its performance. We show that
the optimal transmission strategy can be implemented using a
simple tunable threshold algorithm. The performance of this
class of threshold strategies is analyzed and it characterizes the
maximum throughput of a multi-channel OSA network as a
function of the collision tolerance and the number of channels.

A first cognitive MAC protocol supporting secondary shar-
ing over multiple primary channels was presented in [3]. The
optimal sensing problem that governs the channel selection
for opportunistic communications over multiple channels was
addressed in [4]. Assuming that both PU and SU follow the
same transmission structure, it was shown that the sensing
policy has a simple structure that reduces the channel selection
to a counting procedure and it avoids the need for knowing
the channel transition probabilities. A separation principle
that decouples the design of sensing and access policies was
advanced in [5].

A more realistic model that characterizes the spectrum
occupancy of PUs as on-off continuous time Markov processes
was presented in [6]. The problem of designing cognitive MAC
protocol was extended to multiple continuous time Markovian
channel in [7], where the sensing policy is restricted to a
periodic sensing scheme yielding to a simple and practical
access strategy that satisfies interference constraints.
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Interesting results were reported in [8], where it was shown
that when the collision constraints are tight, a periodic sensing
scheme with memoryless access is optimal compared to the
case when all channels are simultaneously sensed. Different
from that, we introduce an alternative way to represent the
SU’s limitations, which allows us the application of maximum
entropy principle to construct the hopping sensing sequence,
and thereby derive optimal dynamic access strategies.

The rest of the paper is organized as follow. Section II
describes the system model that characterizes PU and SU
activities. Section III describes operational properties of the
multichannel cognitive access. Section IV presents the struc-
tural solutions of the multichannel cognitive access policies.
Section V reports numerical results. Section VI concludes the
paper.

II. SYSTEM MODEL

In this section, we describe the basic elements of a typical
OSA system for which we derive the system protocol types
and their operating procedures. Two protocols are described
and analyzed, which we call multi-channel sensing capability
(MCSC) and single-channel sensing capability (SCSC). These
in turn serve as a mean to evaluate the OSA network perfor-
mance with respect to technical and regulatory aspects.

We consider the scenario where a single SU is trying to
access N independent channels by using a time slotted trans-
mission structure. Three elements compose such a scenario:
the primary networks with spectrum, a secondary network with
usage and the OSA MAC responsible to carry out the sharing
of spectrum among PUs and SUs.

A. PU Model

We consider a heterogeneous network with N orthogonal
channels indexed by i, i = 1, 2, ..., N . The index i designates
a PU channel and the PU activities on different channels
are independent. A channel is required to have the following
attributes to be a candidate for secondary sharing.

1) Channel occupancy: we assume that the occupancy
of each channel by PU transmissions follows a two state
homogeneous continuous time Markov chain. The two states
of channel i denotes the idle state(0) and the busy state(1).
This is motivated by the packet-based traffic pattern for PUs
activity [9]. The Markovian assumption means that the sojourn
time attached to each state is exponentially distributed with
parameter λ−1

i for the idle state and µ−1
i for the busy state,

respectively. The transition rate matrix Qi of the occupancy
of PU channel i is given by

Qi =

(
−λi µi

µi −λi

)
(1)

Let the probability vector {ηi(0), ηi(1)} be the stationary
distribution of the ith channel occupancy model associated
with Qi. This is given by

ηi(0) =
µi

λi + µi
, ηi(1) =

λi
λi + µi

(2)

2) Interference tolerance: although the networks of the
PUs were not designed to tolerate interference from secondary
transmissions, we assume that the collision in these networks
caused by a SU transmission is under control. This enables
us to evaluate the effect of interference caused by the SU to
a channel in terms of the capacity loss considered acceptable
by the PU rather than as a reliability consideration [10]. We
assume that for each candidate PU channel there is a packet
collision probability denoted by ζi. This is defined as the
maximum probability of collision for a packet on channel i
that the PU can tolerate.

B. SU Model

We consider a single SU trying to opportunistically access
the N channels so as to maximize its throughput, but it can
transmit using only one channel at a time. The SU is cognitive
radio equipped. Time is slotted into discrete time steps indexed
by t, t = 1, 2, ..., T , but the PUs are not synchronized to it.

For an effective usage of the spectrum by the SU com-
munications, a spectrum opportunity is associated with two
characteristics. One includes the estimate of the probability
of a channel being free from PU’s activity whereas the other
includes the estimate of the collision rate of the service being
provided on the channel. Thus, we associate the following
attributes to the notion of spectrum opportunity.

1) Opportunity identification: the notion of spectrum op-
portunity is local to a pair of SU nodes. Specifically, a SU is
capable of channel sensing, then a channel in the spectrum is
an opportunity for secondary sharing if no primary signal is
heard, and thereafter the channel is deemed idle at both the
sender and receiver of the SU pair. We assume that the SU
accurately executes the channel sensing operation. In this way,
the performance of channel sensing over a long run provides
the actual estimate of the probability that a channel is free
from PU’s activity at any given time.

2) Interference constraint: a spectrum opportunity depends
on the type of collision constraint imposed by PUs, which
in turn is determined by the communication activities of
the PUs. Let the collision probability for PU on channel i
denoted by ξi be the fraction of collided packets in packets
fully transmitted by the particular PU. Therefore the collision
constraint imposed on channel i is given by

0 ≤ ξi ≤ ζi, i = 1, 2, ..., N (3)

We talk of equal collision constraints if ζi = ζ for all i. Also,
this can be considered as the PU protection requirement in the
sense that PU communications experiencing collision below
ζi do not affect the reliability of the overall PU service being
provided on channel i.

Throughout the paper, for a particular PU channel i, we refer
to ξi as capacity cost, and ζi as capacity limit. We assume
that the SU has the estimate of the PUs traffic parameters
(λi, µi) whose values are integer multiples of the SU slot
length. Also the stationary probabilities {ηi(0), ηi(1)} and the
capacity constrains are known a priori.
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Figure 1. Illustration of the SCSC protocol. All channels are simultaneously
sensed. Each SU slot consists of a sensing period and a transmission period.
Open circles denote idle sensing result. Filled circles denote busy sensing
result. An idle slot happens when the protocol decides so (t = 3). A collision
happens when the SU starts transmission and PU returns before the end of
the SU transmission period (t = 4).

C. Modeling of OSA MAC

Here we describe the system protocols, their underlying
algorithms and basic assumptions.

A typical OSA MAC protocol operates by sensing the
spectrum at the beginning of each slot, then it uses the sensing
results to decide if and in which channel to transmit during
the remainder of this paricular slot. Since a collision with PUs
can occur, it uses an acknowledgment scheme to be informed
of its success or failure.

The various protocols considered defer by the spectrum
sensor ability to carry out spectrum sensing. However, in all
cases the SU senses the N channels and operates as follows.

We first describe the multi-channel sensing capability
(MCSC) as is illustrated in Figure 1. The assumption here
is that the SU node is equipped with an additional radio
dedicated for sensing. In this case if the spectrum sensor has
a broadband sensing capability the N channels can be sensed
simultaneously in each time slot. This gives rise to the MCSC.

i) if the selected channel i is observed idle, with probability
ωi the SU transmits and with probability (1 - ωi) the SU
delays this transmission until the next slot;

ii) if the selected channel i is observed busy, with proba-
bility 1 the SU does not transmit.

Next we describe the single-channel sensing capability
(SCSC) as is illustrated in Figure 2. Here the assumption is
that a single radio is shared by both the sensing operation and
the transmission operation. In this case the spectrum sensor is
limited to sensing one of the N channels at a time, while the
remaining channels are hidden. This gives rise to the SCSC.

III. MULTICHANNEL COGNITIVE ACCESS PROPERTIES

In this section, we analyze the performance of the MSSC
protocol and SCSC protocol, respectively. This provides the
foundation for analytical characterizations of the capacity of
the system for these access protocols.
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Figure 2. Illustration of the SCSC protocol. One channel is sensed at a time.
Each SU slot consists of a sensing period and a transmission period. Open
circles denote the idle sensing result. Filled circles denote the busy sensing
result. An idle slot happens when the protocol decides so (t = 3). A collision
happens, when the SU starts transmission and PU returns before the end of
the SU transmission period (t = 4).

A. Preliminaries

Prior to developing on the performance of the access pro-
tocols, we characterize the throughput of the system and the
capacity costs as follows. We have assumed that each packet
of SU is of constant length requiring t time for transmission.
Let π be a method used to select a channel in each time slot
t, and with probability ωi the SU has access to the selected
channel. By using π, if the transmission of SU packet has no
overlap with the transmission of a PU packet, we consider the
SU to have a successful access to the channel i for t time.
Further, let Psucc,i be the probability that channel i contains
a success transmission of a SU for t time. This happens if
the channel i is observed idle and also remains idle for the
duration t. The throughput of this policy is given by

J(π) =

N∑
i

ωiPsucc,i (4)

Psucc,i = ηi(0)exp(−λit) (5)

Besides, the SU is considered to be penalized of the
interference mitigation attempt failures. Now, let us difine π
such that the SU keeps transmitting on a particular channel
until a collision happens. Under the assumption that a SU slot
is no greater than the maximum of PU packet lengths, and also
that the sensing outcome of the SU is perfect, we observe that
there may be at most one PU packet collision that may occur
whenever the PU returns and after a SU has already sensed
the channel to be idle and started a transmission. Therefore the
collision probability of PU for a packet experiencing collision
on channel i, also referred to as the capacity cost ξi under this
policy, is given by

ξi =
E[N c

i ]

E[Ni]
, ∀i (6)

E[N c
i ] = 1− exp(−λit) (7)

E[Ni] = 1− ηi(0)exp(−λit) (8)
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where N c
i and Ni are random variables representing the

number of collided and transmitted PU packets, respectively.
Also E[·] denotes the expectation of a random variable.

B. Multi-Channel Sensing Capability (MCSC)

We assume that the SU has the capability to simultaneously
sense all channels, but it can use at most one channel at a time
to execute its transmission. However, over time its transceiver
device can switch among different channels.

Let si(t) ∈ {0, 1} be the state of channel i such that a SU
executes sensing at time t and then it observes the channel
being idle(0) or busy(1). For clarity purposes, we denote
the outcome of channel sensing as the true state because we
assume the channel sensing to be error free.

The process {si(t), t ∈ T} characterizes the occupancy of
channel i and it is assumed to have a discrete-time Markovian
structure. Let S(t) = [s1(t), s2(t), ..., sN (t)] be the actual
system state under MCSC such that the process {S(t), t ∈ T}
characterizes the actual occupancy of the N channels. We
assume that all {si(t)} are independent Markov chains, so
that {S(t)} has also a Markovian structure. This is completely
specified by the state space S = {s}, s ∈ {0, 1}N . Let F (s)
be the probability of state s. It can be evaluated by using
{ηi(0), ηi(1)}, ∀i. As such, the SU maintains the actual state
of the system at the beginning of each time slot t, S(t) = s.

Consider an arbitrary time slot t, then a status vector
s = [s1, s2, ..., sN ] indicates which channels have been already
sensed and also the state of each channel. In this time slot,
when channel i is idle, we use Xi(t) to denote a state that
indicates the number of channels currently idle including the
channel i. Xi(t) takes its values in the set {1, 2, ..., N}. Let
[Xi = x] = {s|X(s) = x, si = 0} be the set of idle channels
at state x, x ∈ {1, 2, ..., N}. The probability of Xi gives,
respectively, the PMF(pXi

(x)) and CDF(FXi
(x)) denoted by

pXi(x) =
∑

[Xi=x]

F (s)

x

FXi(x) =

x∑
j=1

pXi(j), 1 ≤ x ≤ N (9)

where FXi(x) denotes the probability of state x given that
channel i is idle.

Let Π denote the set of all MCSC policies. We characterize
an access mode πMC ∈ Π as follows. In each time slot, a SU
maintains its transmission probability ωi(x, s) with which it
decides to transmit on channel i at state x given s or not.

The maximazation of the system throughput for the MCSC
protocol can be done by specifying:

• The normalization, which is given by

N∑
i=1

ωi(x, s) ≤ 1, ωi(x, s) ≥ 0 (10)

• The capacity cost ξi,N (πMCX) of using channel i, which

is given by:

ξi,N (πMC) =

N∑
x=1

FXi
(x)ωi(x, s)

1− exp(−λit)
1− ηi(0)exp(−λit)

∀i

(11)
• The capacity constraints, which is given by

ξi,N (πMC) ≤ ζi, i = 1, ..., N (12)

C. Single Channel Sensing Capability (SCSC)

We assume that the SU can sense at most one channel at
a time. Let {Di}, i = 1, ..., N , be the set of system states
under SCSC such that the system is at state Di(t) when the
SU senses the i-th channel in slot t and it observes the channel
i being idle. The state probabilities {pi}, i = 1, ..., N , with
the entropy function H given by

H(p1, ..., pN ) = −
∑
i

piln(pi) (13)

denotes how likely it is that the channel i is idle(0) before
sensing starts at any time slot t. We assume pi are independent
and without loss of generality we also assume that p1 ≥ p2 ≥
... ≥ pN .

Let Π̂ denote the set of all SCSC. We characterize an access
mode πSC ∈ Π̂ as follows. In each time slot, a SU maintains
its transmission probability ωi(si) with which it decides to
transmit on channel i at state Di given si or not.

The maximazation of the system throughput for the SCSC
protocol is done as follows.

1) Prior Information: we assume that we know about the
state probabilities {pi}, i = 1, 2, ..., N :

• The normalization
N∑
i=1

pi = 1 (14)

• The capacity cost ξSCi on each channel i, and the average
capacity limit ζ̄ over all channels

ξSCi = ωiηi(0)
1− exp(−λit)

1− ηi(0)exp(−λit)
(15)

ζ̄ ≥
N∑
i=1

piξ
SC
i (16)

2) Maximum Entropy: The maximization of the system’s
entropy function subject to the prior information expressed by
(14)-(15) can be done by Lagrangian’s method after specifying
the “Lagrangian multipliers” α and β. Thus, this leads to the
solutions:

pi = exp
[
−(ξSCi β + α+ 1)

]
, ∀i (17)

where

α = ln

[
N∑
i=1

exp(−ξSCi β)

]
− 1 (18)

g(β) =

N∑
i=1

(ζ̄ − ξSCi exp
[
(ζ̄ − ξSCi )β

]
, β ≥ 0 (19)
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The structure of the hopping sequence is provided by the
parameter β.

IV. MULTICHANNEL COGNITIVE ACCESS POLICIES

Simple structural solutions are presented as optimal al-
gorithms for the MCSC protocol and the SCSC protocol,
respectively.

A. MCSC Structure

The setting of the optimal MCSC algorithm is as follows.
Let K, 1 ≤ K ≤ N , be the threshold of the MCSC algorithm
such that for each channel i the following conditions are met.

• Given {ξi,K}, 1 ≤ K ≤ N , for each channel i, we find
the threshold K by using ζi ∈ [ξi,K−1, ξi,K ]

• For the channel i currently observed busy,

ωi(x, s) = 0

• For the channel i currently idle at state x, threre are tree
subcases.

– For the states x such that x = K and K ≥ 1

ωi(x, s) =
ζi − ξi,K−1

x [ξi,K − ξi,K−1]
, ξi,0 = 0

– For the states x such that x < K and K > 1

ωi(x, s) =
1

x

– For the states x such that x > K

ωi(x, s) = 0

Therefore, the throughput of the MCSC is given by

J(πMC) =

N∑
i=1

N∑
x=1

ωi(x, s)ηi(0)exp(−λit) (20)

B. SCSC Structure

The setting of the optimal MCSC algorithm is as follows.
Let G, 1 ≤ G ≤ N , be the threshold of the SCSC algorithm
such that for all channels N the following conditions are met.

• Given {ξG}, 1 ≤ G ≤ N , for the N channels, we find
G by using ζ̄ ∈ [ξG−1, ξG], ξ0 = 0.

• For the case that either G = 1 or G > N , then β, {pi}
and {ωi} are given respectively by

β = 0, pi =
1

N
, ωi = min

(
1,
ζ̄

ξi

)
, ∀i

• For the case that G > 1, then β, {pi} and {ωi} are given
respectively by

β > 0, pi = exp [−(ξiβ + α+ 1)] , ωi = 1, ∀i

Therefore, the throughput of the SCSC is given by

J(πSC) =

N∑
i=1

piωiηi(0)exp(−λit) (21)

V. NUMERICAL RESULTS

In this section we report two numerical results: one on
the performance of the MCSC approach and the other on
the performance of the SCSC approach. In particular, the
throughout performance for both MCSC and SCSC defines,
for a given set of PUs channels characteristics, the capacity
of a multi-channel opportunistic system with multi-channel
sensing and single-channel sensing, respectively.

For the purpose of performance comparison, we use the
periodic sensing with memoryless access (PSMA) approach
optimized for strict collision constraints regime [7],[8]. This
means that the collision probability on individual channels
must be small.

In calculations, the slot duration t is chosen to be t =
0.25ms. The selection of the channel parameters are motivated
from the experiments conducted in [6]. For the operating
environments, we use examples of network configurations
with N = 2, 3 parallel primary channels, and the channels
parameters being:

• For N = 2, λ = [1/4.20, 1/3.23] ms−1 and µ =
[1/2.32, 1/1.11] ms−1.

• For N = 3, λ = [1/6.23, 1/4.20, 1/3.23] ms−1 and µ =
[1/3.12, 1/2.32, 1/1.11] ms−1.

A. Performance of the MCSC Structure

We study the throughput of the MCSC approach in compar-
ison to the throughput of PSMA approach. In Figure 3 we plot
the throughputs of MCSC approach and the PSMA approach
for the two network configurations and the capacity limit on
each channel ζi ranging in [0.01, 0.15].

It is observed that, for each network configuration, MCSC
gives poor performance similar to PSMA when the constraints
are strict. This happens when ζ ∈ [0, 0.0475] in the figure
marked MCSC(N = 2) with K1 = 2, K2 = 1 obtained
through computation, and also when ζ ∈ [0, 0.025] in the
figure marked MCSC(N = 3) with K1 = 3, K2 = K3 = 2
obtained through computation. However, the throughout of
MCSC substantially improves compared to the throughout of
PSMA until the constrains relax on each channel. This happens
when ζ ∈ [0.1225, 0.15] in the figure marked MCSC(N = 2)
with K1 = K2 = 2 obtained through computation, and also
when ζ ∈ [0.0875, 0.15] in the figure marked MCSC(N = 3)
with K1 = K2 = K3 = 3 obtained through computation. This
reflects the threshold nature of MCSC. In particular, when N is
fixed, a strict capacity constraint is achieved with the reduction
in the number of channels, requiring the SU to use a small
set of channels. In case the capacity constraints relax, only
the SU with advanced cognitive radio capabilities can use all
spectrum, resulting in substantial throughput improvement.

B. Performance of the SCSC Structure

Similarly, we study the throughput of the SCSC approach
in comparison to the throughput of the PSMA approach. In
Figure 4 we plot the throughputs of the SCSC approach and
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Figure 3. Comparison of the throughputs of the MCSC and PSMA
approaches

the PSMA approach for the two network configurations and
the average capacity limit ζ̄ over all channels ranging in
[0.01, 0.2].

It is observed that, for each network configuration, SCSC
gives poor performance similar to PSMA approach when the
constrains are strict. This happens when ζ̄ ∈ [0, 0.09] in
the figure marked SCSC(N = 2) with β = 0 obtained
through computation. The throughput of SCSC saturates when
the constraint on each channel relaxes. This happens when
ζ̄ ∈ [0, 0.14] in the figure marked SCSC(N = 2) with
β = 0 obtained through computation. Similarly, this reflects
the threshold nature of SCSC. In particular, β = 0 features the
case where the channels exhibit equal opportunities, therefore
it is likely that the SU can use the spectrum without sophisti-
cated learning techniques.

However, the spectrum opportunities depart from being
uniform when ζ̄ = 0.0.095 in the figure marked SCSC(N = 2)
with β = 64.229 obtained through computation, and also
when ζ̄ = 0.075 in the figure marked SCSC(N = 3) with
β = 99.05 obtained through computation. In this case, the
SCSC makes it possible to resort to more structured sensing
patterns, consequently it improves its throughout substantially
compared to the PSMA approach.

We also note that the protocol threshold decreases with
the increase in the number of channels, thus adding more
channels provides for additional opportunities for secondary
exploitation.

VI. CONCLUSION

Optimal transmission strategies in multi-channel oppor-
tunistic spectrum access (OSA) networks have been studied
where one secondary (SU) opportunistically accesses multiple
orthogonal channels of primary users (PUs) under a continuous
time Markov chain modeling of the channel occupancy by
the PUs. Optimal access strategies for a single user under the
assumption that the SU has perfect knowledge on all channels
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Figure 4. Comparison of the throughputs of the SCSC and PSMA approaches

have been analysed. A special case has been considered with
limited sensing capability in which we first constructed a
hopping sequence using the principle of maximum entropy.
This hopping sequence is then used to devise the access
strategy for the SU. We have shown that the channel selection
strategy that maximizes the system entropy function subject to
capacity constrains induces a hopping sequence with optimal
access. Future work is about access policies with mutliple
users.
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Abstract—The growing demand for coexistence of wireless
systems in industrial automation applications must be met by a
implementation of a deterministic medium access. Therefore,
we propose a novel concept which is based on inter-system
communication. It optimizes spectrum efficiency by handling
resource reservations in the frequency and time domain. It
is also aware of its environment by cooperatively mitigating
interferences. Further, it requires only minor modifications of
existing wireless solutions.

Keywords-deterministic medium access. cognitive radio. con-
trol channel. inter-system protocol

I. INTRODUCTION

The demand for wireless devices has been continuously
growing in the last decades. Especially license-free bands
such as the 2.4 GHz ISM band become more and more
crowded. The range of application fields rises for wireless
devices, too. Some application fields are mobile telephones,
remote control, monitoring, notification services, Internet
access and multimedia streaming. Many high data rate
application demands will arise in the near future due to
trends like the so called smart-phones. It creates a need for
the coexistence of license-free bands.

The growing demand in consumer applications de-
creases the costs of standard components such as wire-
less transceivers. Thus, the number of wireless solutions
increases also for industrial automation (IA) applications.
Wireless solutions enable monitoring and controlling tasks
for long distances and hard-to-reach locations. They also
decrease the dependence on expensive, failure-prone wired
connections and replace outwearing sliding contacts.

Wireless solutions are also enablers of new IA applica-
tions with even more challenging requirements for coexisting
license-free bands. They require a deterministic medium
access and data transmission behavior. However, currently
the license-free bands do not guarantee any specific medium
access.

In this work-in-progress paper, we propose a novel cogni-
tive radio approach focusing on IA. The approach has mainly
three goals:

1) To provide a deterministic medium access,
2) To apply only minor modifications to existing wireless

solutions especially to all slave nodes, and

3) To be aware of its environment.
The first goal is necessary for IA applications to ensure

real-time performance and reliable communication. In ad-
dition to IA applications, a deterministic medium access
improves security application.

The second goal focuses on low implementation require-
ments. While only few devices require the usage of a
new protocol, most devices do not need any additional
functionality. They use their protocol-specific interference
reporting functionality such as packet loss notification in a
specific time slot and channel. Hence, most of the existing
and widely used wireless systems only require an adaption
of the master device such as an access point in case of an
IEEE 802.11 system [1].

Finally, the approach targets environmental awareness
– the third goal. Hence, it does not interfere with other
detectable and predictable wireless systems but protects
itself from being interfered. The interference mitigation is
performed for several dimensions such as time, frequency
and space.

The paper is structured as follows: Section II discusses the
three categories of medium access methods: non-adaptive,
adaptive and cognitive. In Section III the novel medium
access method and its three components (the supervisor,
the clients and the control channel) are introduced. Finally,
Section IV discusses open issues and Section V concludes
the paper.

II. MEDIUM ACCESS METHODS

The coexistence requirements for wireless communication
raised the number of medium access methods (MAMs).
There are

• Non-adaptive MAMs,
• Adaptive MAMs and
• Cognitive MAMs.

These are described in the following sections.

A. Non-adaptive Medium Access Methods

Non-adaptive MAMs are for example multiple access
methods such as time-, frequency- and code-division
multiple-access (TDMA, FDMA and CDMA) [2]. They
do not include any mechanism to mitigate interference
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but rely on central planning by a dedicated device or on
manual configuration. Due to their synchronous structure,
non-adaptive MAMs require only a little overhead of com-
munication. In consequence, it is easy to implement and to
provide a deterministic MAM. However, they do not adapt to
the environment by ignoring interference but interfere with
others. Due to such drawbacks it is advisable to use adaptive
MAMs.

B. Adaptive Medium Access Methods

While non-adaptive MAMs represent straight forward
approaches, adaptive MAMs are aware of the radio environ-
ment. They react to a feedback from the radio environment to
mitigate packet loss. Such methods are for example ALOHA
[3], carrier sense multiple access with collision avoidance
(CSMA/CA e.g., applied in IEEE 802.11 DCF [1]) and
adaptive frequency hopping (AFH e.g., applied in Bluetooth
[4]).

Adaptive MAMs mitigate interference with others and
ensure error-free transmission. On the other hand they have
no deterministic behavior. Thus, adaptive MAMs require
an overhead of communication and/or synchronization. For
example in CSMA/CA the receiver has to wait for an
unknown and random period of time for packet transmission.

Further, adaptive MAMs can be distinguished with respect
to the moment of feedback: Listen before talk (LBT) and
listen after talk (LAT) MAMs. LBT requires feedback before
transmission. Such a MAM is for example CSMA/CA. It
senses the channel before transmitting. Hence, if the channel
is classified as idle a permission for packet transmission
is provided. The adaption of LBT MAMs is based on
the current state of the channel. If no new interference
appears during transmission, LBT MAMs will ensure error-
free transmission.

While LBT MAMs react on feedback before transmission,
LAT MAMs adapt to new situations. This can be concluded
from the evaluation of previous transmissions. In this context
AFH is a good case in point. AFH is based on the spectrum
spreading technique FHSS, which switches – called hopping
– between multiple non-overlapping narrow-band frequency
channels in a (pseudo) random manner. If there is a packet
loss in a specific channel, AFH will block the channel for
future use. The adaption of LAT MAMs basically depends
on the state of the channel for previous transmissions.
Therefore, LAT MAMs are not able to guarantee error-free
transmission, even if no new interferences appear during data
transmission.

C. Cognitive Medium Access Methods

Although adaptive MAMs improve the quality of trans-
mission by mitigating interference, they suffer from the
system centric approach and missing abilities to collaborate
in any way with different systems. In consequence, adaptive

new
ISAC

ISAC 3

ISAC 1

ISAC 2

Figure 1. Example coverage range of the system ”new ISAC”

MAMs are suboptimal for inhomogeneous radio environ-
ments. Collaboration would improve the efficient usage of
spectrum, time and space. Further, collaboration reduces
overlapping resource allocation.

MAMs which are aware of their environment – more than
only by adaption – can be called cognitive MAMs. They are
not limited to collaborative approaches. Cognitive MAMs in
general adapt to the environment by sensing channels, pre-
dicting channel occupancy, negotiating sensing information
and transmission parameters, and adequate tuning. Further,
cognitive MAMs are able to adapt themselves flexibly in
more than one dimension (e. g. time, frequency and space).

III. INTER-SYSTEM AUTOMATIC CONFIGURATION
METHOD

We propose a novel MAM called inter-system automatic
configuration MAM (ISAC MAM). The approach is operat-
ing between systems. A system is for example a wireless
network based on IEEE 802.11 with one access point
and several stations. For proper operation ISAC has to be
supported by each system operating in the same frequency
band.

Each system consists of several types of devices. From
the ISAC MAM point of view, system devices are either
ISAC supervisors or ISAC clients. An ISAC supervisor is a
dedicated device which performs processes and negotiations.
An ISAC client includes only minor supporting and adapting
tasks. Each system must have one ISAC supervisor while
having an unspecified number of ISAC clients. The commu-
nication between ISAC supervisors is done via a dedicated
channel called ISAC control channel.

A. Supervisor

The most important device in an ISAC MAM system is
the ISAC supervisor. It has two main tasks: (i) to handle re-
source allocation and (ii) to mitigate interferences. Resource
allocation is performed by resource allocation negotiation
and by resource reversion negotiation. In the following we
discuss the tasks of an ISAC supervisor for an IEEE 802.11
(WLAN) system as example.
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t t

new
ISAC ISAC 3ISAC 1

t

resource allocation request:
RAO 1, RAO 2, ..., RAO N

resource allocation responds:
RAO 5, RAO 6, RAO 12

resource allocation responds:
RAO 2, RAO 5

resource allocation acknowledgement:
RAO 5

Adapt to
RAO 5

Adapt to
RAO 5

Adapt to
RAO 5

Figure 2. ISAC resource allocation negotiation

Table I
EXAMPLES OF RESOURCE ALLOCATION OPPORTUNITIES

Opportunity No. Dimension Unit Type Value

Frequency MHz Minimum 2402
1 Frequency MHz Maximum 2422

Time % Duty cycle 100

Frequency MHz Minimum 2407
2 Frequency MHz Maximum 2427

Time % Duty cycle 100

...

Resource Allocation Negotiation: If a new ISAC su-
pervisor requires resources, it has to initiate a resource al-
location negotiation. The negotiation principle is illustrated
in Fig. 2.

First, the initiating ISAC supervisor has to broadcast a
resource allocation request. This message also contains a
list of resource allocation opportunities (RAO). The RAOs
are limited in each dimension (see Table I). Each RAO is
associated with a specific operation mode of that particular
system. Hence, the RAO 1 is associated with WLAN channel
1 and RAO 2 with WLAN channel 2.

All ISAC supervisors in the coverage range (see Fig. 1)
participate in the negotiation. After receiving the request,
they check which RAOs are not conflicting with their own
operation or to which RAOs their operation is able to adapt
while proper operation will be guaranteed. The identifiers
of the coexistence capable RAOs are sent to the initiating
ISAC supervisor with the resource allocation responds.

After receiving all responds, the initiating ISAC super-
visor has to choose the optimal RAO. An optimal RAO is
permitted by all ISAC supervisors. The initiating ISAC su-
pervisor broadcasts a resource allocation acknowledgement
containing the identifier of the optimal RAO.

Finally, the initiating ISAC supervisor informs its own
system about the optimal operation mode. If necessary,
the other ISAC systems also adapt their operation mode.
The chosen optimal RAO is considered allocated until it is
reverted or until the associated ISAC supervisor is no longer
accessible.

Resource Reversion Negotiation: If some resource allo-
cation is no longer needed, an ISAC supervisor can revert the

t t

initiating
ISAC ISAC 3ISAC 1

t

resource allocation reversion notification:
RAO 5 

resource allocation reversion 
acknowledgement

resource allocation reversion 
acknowledgement

Figure 3. ISAC resource reversion negotiation

t t

ISAC
supervisor

other ISAC
supervisor

ISAC
client

t

protocol specific
interference notification

protocol specific
resource assignment

interference
detection

interference notification:
IR

interference notification
acknowledgement

adapt to IR

Figure 4. ISAC interference notification

allocation by performing a resource reversion negotiation.
The principle is illustrated in Fig. 3.

The initiating ISAC supervisor broadcasts a resource
allocation reversion notification containing the concerned
RAO. The ISAC supervisors in the coverage range acknowl-
edge the notification with a resource allocation reversion
acknowledgement. Then the resource allocation is canceled
and it is no longer considered allocated.

Interference Notification: The second main task of an
ISAC supervisor is to mitigate interferences. The source
of an interference may be an unknown wireless system. It
may also be an ISAC system which is out of the ISAC
supervisor’s coverage range, but close enough to disturb the
communication of the ISAC system (see ISAC 2 in Fig. 1).
An interference can be observed by the ISAC supervisor or
even by an arbitrary ISAC client due to its cognitive features.

If an interference is observed, an ISAC system mitigates
the interference and its ISAC supervisor informs other
ISAC supervisors about the interference. This principle is
displayed in Fig. 4. In case the ISAC client observes an
interference, it informs the ISAC supervisor. This is done
in the specific protocol used by the particular ISAC system
(e. g. IEEE 802.11). The ISAC supervisor may detect an
interference. Then the ISAC supervisor broadcasts an inter-
ference notification. The notification contains the interfered
resources specification (IRS). IRSs use the same structure as
RAOs but represent interfered resource specifications, which
are also called black holes [5]. The notification is responded
by an interference notification acknowledgement. Thus, if the
informed ISAC supervisors want to allocate resources later
on, they know the IRSs.

Additionally, the ISAC supervisors have to take care of
their own system. Therefore the protocol specific adaptive
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MAM is used. In our example the ISAC clients shall take
care of the IRs by using CSMA/CA. In case some IRSs
cannot be mitigated by protocol-specific adaptive MAMs,
the ISAC supervisor has to initiate a resource allocation
negotiation.

B. Client

An ISAC system contains one ISAC supervisor and an
arbitrary number of ISAC clients. The ISAC clients do
not use the control channel. Owing to the fact that they
only have to communicate with the ISAC supervisor, the
communication protocol is system-specific and therefore not
part of this paper. Hence, in a WLAN ISAC system an
arbitrary client communicates with its supervisor using IEEE
802.11 packet frames.

In order to detect interferences, ISAC clients should also
be equipped with cognitive features. ISAC clients mainly
have two tasks: (i) to adapt to resource assignment instructed
by their ISAC supervisor and (ii) to inform their ISAC super-
visor about interferences. While the first task is mandatory,
the second one may be optional. These tasks has already
been discussed in detail in the previous section.

C. Control Channel

The ISAC control channel is used for the communication
between ISAC supervisors. Using a control channel is a well-
known cognitive radio approach (see [6]). Therefore, the
control channel is commonly reserved for ISAC supervisor
communication. To guarantee proper operation the control
channel always has to be available.

We consider that the ISAC control channel is in itself a
specific wireless technology, although it is not necessary.
In contrast to the conditions given in the context of wired
communication, it is easy to setup such systems. They also
allow for temporary radio systems such as adhoc inter-
vehicular communication systems. However, the disadvan-
tage is that the control channel might be temporarily not
available, as in the case of non-deterministic interferences
or due to degradation of radio propagation conditions. This
problem can be solved by data redundancy and packet
retransmissions.

While an ISAC system itself may use any specific pro-
tocol, the ISAC control channel uses a common protocol.
The control channel also has to be a-priori known to avoid
time-consuming discovery and synchronization techniques.
Hence, the ISAC control channel cannot use cognitive
MAMs.

Further, to enable fast varying network scenarios, the
control channel itself cannot be managed in a centralized
manner. For this reason, an optimal MAM is distributed and
non-cooperative. Therefore, we suggest an adaptive MAM.
To realize a non-cooperative approach LAT cannot be used.
Thus, the optimal control channel is based on an adaptive
MAM using LBT.

IV. CONCLUSION

In this paper, the growing demand for coexistence of
wireless technologies, especially in license-free frequency
bands, is met by the introduction of a new approach. The
approach focuses on the requirements of industrial automa-
tion to ensure a deterministic medium access.

The approach handles inter-system reservation of re-
sources such as frequency and time. In other words, it
ensures efficient usage of available resources. In addition to
resource reservation, it handles interference mitigation, co-
operatively. Therefore, it is aware of the radio environment.
Further, the approach brings only minor modifications to
existing wireless solutions. Hence, the approach is also easy
to implement.

The inter-system communication itself is performed via
a fixed control channel. This control channel is also based
on wireless communication. The control channel has to be
constantly available. In some scenarious this could be a
challenge. Further, we conclude that the optimal control
channel shall use an adaptive medium access method of
listen-before-talk type.

V. FUTURE WORK

This paper discusses a novel approach, which requires
some future work. Most importantly, the protocol for the
wireless communication of the control channel has to be
specified. Further, sample implementations have to be pro-
vided and appropriate simulations have to be performed. The
results shall be verified by measurements.
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Abstract— This paper contributes to modeling links and route 
stabilities in three diverse wireless routing protocols. For this 
purpose, we select three extensively utilized proactive 
protocols; Destination-Sequenced Distance Vector (DSDV), 
Optimized Link State Routing (OLSR) and Fish-eye State 
Routing (FSR). We also enhance the performance of these 
protocols by modifying default parameters. Optimization of 
these routing protocols are done via performance metrics, i.e., 
average Throughput, End to End Delay (E2ED) and 
Normalized Routing Load (NRL) achieved by them. Default 
routing protocols DSDV, OLSR and FSR are compared and 
evaluated with modified versions named as M-DSDV, M-
OLSR and M-FSR using Network Simulator (NS2). Numerical 
Computations for Route Stabilities of these routing protocols 
through a mathematical modeled equation is determined and 
compared with simulation results. Moreover, all-inclusive 
evaluation and scrutiny of these proactive routing protocols 
are done under the MAC layer standards 802.11 DCF and 
802.11e EDCF. In this way both Network and MAC layer 
exploration has been done under the performance metrics 
which gives overall performance and tradeoff with respect to 
full utilization of the available resources of Ad-hoc network 
high scalability scenario. Routing latency effects with respect 
to route stabilities and MAC layer standards 802.11 and 
802.11e are compared and scrutinized with the tradeoff 
observed in throughput and in overhead (NRL) generated. 

   

Keywords-802.11;802.11e;DCF;EDCF;MANETs;Ad-Hoc 

I.  INTRODUCTION  

IEEE standard 802.11, at present, is a significant and 
trendy access methodology used in wireless communication. 
It enables speedy and straightforward design of network 
communication as a de facto MAC standard for LANs, 
WANs in Small Office Home Office (SOHO) or open-places 
and to the highest degree facilitated wireless access to the 
internet. Growing esteem of 802.11 standard, numerous 
services also improved and requirement for Quality of 
Service (QoS) become obvious. Hence, therapy to QoS 
setback in 802.11, enhanced version, i.e., 802.11e was 
anticipated [1]. IEEE standard 802.11e, i.e., EDCF 
(Enhanced Distributed Channel Function) defines numerous 
QOS parameters to IEEE standard 802.11 Distributed 
Coordination Function (DCF).  

 
Conferring to 802.11 DCF, every station with a fresh data 

packet equipped to access transmission observers channel 
activity while waiting for an unused period comparable to a 
Distributed Inter- Frame Space (DIFS) is sensed and at that 
point the station transmits. Else, when channel is intuited 
busy, station initializes its back off timer and delays the 

transmission access for arbitrarily chosen back off interval so 
to lessen aggregate of collisions. 

 

 
Figure 1. Basic Access Mechanism 802.11 

The basic access mechanism is illustrated in the Fig.1. 
The EDCF, 802.11e standard announces service 
differentiation compared to the DCF standard 802.11 DCF 
by launching four access categories or classes (ACs) for data 
priorities [2,3]. Presuming QoS Stations (QSTAs) work 
under saturated or congested traffic, i.e., each QSTA has a 
data unit called as MAC Protocol Data Unit (MPDU) to 
correspond later while closing all succeeded transmissions 
[4]. Standard 802.11e methodology is formulated on four 
Access Categories (ACs); 1. Voice, 2. Video, 3. Best Effort, 
4. Background. 

 

Rest of the paper is organized as follows. Section II 
contains brief description of proactive protocols in ad-hoc 
networks. Related work and shortcomings from previous 
work can be found in Section III. Section IV determines the 
route scalabilities with the proposed mathematical equation. 
Simulation result analysis has been done in Section V and 
finally conclusion with some insight of future work is 
discussed in Section VI.  

II. PROACTIVE PROTOCOLS IN AD-HOC NETWORK 

DSDV [5], FSR [6] and OLSR [9] which are 

proactive in nature are table driven protocols. They update 

their routing table periodically without demand, so issue of 

extra band width utilization occurs. Several methods are 

designed to compensate this problem. In the Low Scalability 

region, all three protocols perform well, but when we take a 

look at Medium Scalability region OLSR has better 

performance. This makes this standard efficient by checking 

the medium state more rapidly than 802.11. In this way, 

time consumed for accessing the medium is decreased and 

more enhanced Throughput is achieved in shorter time than 
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that in 802.11 DCF. The enhanced version 802.11e EDCF 

provides small Contention Window (CW) size which helps 

to access the medium more immediately than in 802.11e 

EDCF. 

 

A. Proactive Protocols in Brief 

 

The three extensively utilized protocols in Ad-hoc 

Networks that we considered Destination Sequenced 

Distance Vector (DSDV) [5], Fish-eye State Routing (FSR) 

[6], [7] and Optimized Link State Routing (OLSR) [8], [9], 

are proactive in nature. Altogether, these three proactive 

protocols practice hop-by-hop routing scheme designed for 

packet forwarding. In DSDV, packets are disseminated and 

then path is calculated by Distributed Bellman Ford (DBF) 

algorithm. In FSR, DBF algorithm is utilized for path 

calculation. The nodes keep up a table carrying link state 

information constructed on fresh statistics acknowledged via 

adjacent nodes. In addition, nodes occasionally interchange 

it with confined neighbors. Path calculation mechanism in 

OLSR is carried out through Dijikstra’s algorithm [9]. 

Proactive routing protocols in brief with their features are 

given below in Table I. 
 

TABLE I. PROACTIVE FEATURES IN BRIEF 

Features DSDV OLSR FSR 

Path 

Calculation 

DBF Algo Dijikstra’s 

Algo 

DBF Algo 

Flooding 
Control 

Mechanism 

Exchange 

topology 

info with 

neighbors 

Broadcast 
via selected 

MPRs 

Graded 
Frequency 

mechanism 

Overhead 
Reduction 

Incremental 
updates 

MPRs Fish-eye 
technique 

Packet 

Forwarding 

Hop by Hop 

routing 

Hop by Hop 

routing 

Hop by Hop 

routing 

Special 

Features 

Route 

Settling 
Time 

MPRs Multi-Scope 

Routing 

 

III. RELATED WORK AND SHORTCOMINGS 

 
After the extensive research concerning to our 

contribution, we have summarized the previously done work 

and its shortcomings with the help of Tables VI and VII. 

IV. MODELING ROUTE STABILITIES 

Modeling Route Stabilities of these three proactive routing 

protocols are determined depending upon their broadcast 

time interval Tbi. Numerical computation is carried out for 

each proactive routing protocols. Route stabilities are 

determined using the following equation (1). Suppose, we 

have two nodes na and nb. Node na transmits a packet at 

time tj which is received by nb at time tk. Link stability at 

node nb, for link l, at time tk, for a particular broadcast 

interval TBi with respect to certain routing protocol 

parameters,            
      can be defined as follows:  

           
      

                

   

                     

The above equation is accompanied by the 

following constraints: 

(i) ∀ k > 0 

(ii)      ≠ 0 

(iii) 0 <     < 1 (Ideal Situation) 

(iv)            
         , where     is a 

threshold value defined through specific 

parameter which varies from protocol to 

protocol.  

A. DSDV Route Stabilities 

In case of Trigger Updates between active links, 

   
     varies according to state of the link. When link 

breaks, trigger messages are sent by the respective node by 

increasing NRL. 

For     = 0.01,    ≤ 5 and for     = 0.07,    ≤ 

0.71, so 0.1 ≤     ≤ 0.7 

 
TABLE II. NUMERICAL COMPUTATIONS FOR DSDV 

Parameters Default Value Modified Value 

       .0588 0.1176 

   ≤ 0.85 0.425 

Stability 0.017 0.0085 

 

B. OLSR Route Stabilities  

TABLE III. NUMERICAL COMPUTATIONS FOR OLSR 

 

Parameters 

Inner Scope Outer Scope 

Default 

Value 

Modified 

Value 

Default 

Value 

Modified 

Value 

TTL 2 2 255 255 

       5s 1s 15s 3s 

   ≤ 0.01 0.05 0.0033 0.016 

Stability 0.00002 0.001 0.00006 0.003 

 

C. FSR Route Stabilities 

TABLE IV. NUMERICAL COMPUTATIONS FOR FSR 

 

Para-

meters 

TC Messages Hello Messages 

De- 

fault 

Value 

Modified 

Value 

De- 

fault 

Value 

Modified 

Value 

       5s 3s 2s 1s 

   ≤ 0.01 0.016 0.025 0.05 

Stability 0.0002 0.0003 0.0005 0.001 

 
 

TABLE V. SIMULATION PARAMETERS 

Parameters  Values Parameters  Values 

Bandwidth  2Mb Simulation 

Time 

900 sec 

Packet size 1000 B Interface 

Queue  

50 

Speed 15 m/s Channel 

Type 

Wireless 

Traffic type UDP, CBR Nodes 10 - 100 
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V. SIMULATIONS AND RESULTS 

 
Figure 2. Throughput 802.11 DCF 

In high scalabilities, (Fig. 2 and Fig. 3) MPR 

techniques achieve more optimization and efficiency, 

therefore both OLSR and M-OLSR overall produce high 

throughput among selected proactive protocols. After 

modification in all of three chosen protocols, OLSR 

produces the highest throughput both in DCF and EDCF. It 

is because of the frequent updating of routing messages that 

results in stabilized MPRs. DSDV achieves the second 

highest average throughput in DCF and EDCF as compared 

to the rest of two selected routing protocols. The reason for 

high efficiency of DSDV is due to incremental updates 

which are generated in case of any change in links of active 

routes. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

But in high scalabilities it fails to converge because 

the exchange of routing messages through flooding cause 

more overhead, and in high densities the rate of change is 

increased, thus causes more drop rates. On the other hand, 

OLSR’s throughput is more in high scalabilities of 80 

nodes, 90 nodes and 100 nodes because MPRs provide more 

optimizations in high densities.  

 

However, FSR use only periodic updates for link 

status monitoring and route updating. It is more suitable for 

hundreds and thousands of nodes, because fish-eye scopes 

with graded frequency mechanisms are best suited in very 

high densities. Frequent routing updating in FSR by 

reducing inner-scope and outer-scope intervals augments 

more throughputs in FSR-M as compared to FSR, but FSR-

M fails to converge in EDCF comparative to that of FSR. 

Whereas, increasing the interval of triggered update 

generation in DSDV-M increase throughput in EDCF while 

inDCF.

 
Figure 3 Throughput 802.22 EDCF 

TABLE VI. RELATED WORK AND SHORTCOMINGS 

 

Related Work 
Scalability 

(Nodes) 
Performance 

Metrics 
MAC Layer 

Standard Reasoning 
Modified Parameters 

and Modeling Route 

Stabilities 

In [10] Samar R Das et al 30 & 60 Throughput, 
E2ED, NRL 

Not Considered 

 

NOT CONSIDERED 

In [11]Bianchi et al  50 other Not Considered 

In [12] Daneshgram et al.  20 Throughput, 

E2ED, NRL 
802.11 

D. Malone et al. [2] & Engelstad 
et al. [3] 

20 other 802.11/802.11e 

 
TABLE VII. RESULTS AND MODIFICATIONS 

 
 
 

Our Work 

Scalability 

(Nodes) 
Performance 

Metrics 
MAC Layer 

Standard 

Reasoning 

Modified Parameters and 

Modeling Route Stabilities 

10 to 100 Throughput, 

E2ED, NRL 
802.11/802.11e Modification in Default Parameters 

of Protocols and Mathematical 
Modeling is done 

 

 

 

TwoRayGround  

FreeSpace  
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Figure 4. End2End Delay 802.11 DCF 

In Fig. 4 and Fig. 5, E2ED of selected routing 

protocols is less in EDCF as compared to DCF due to 

efficient stability checking of link in EDCF comparative to 

DCF. FSR attains the lowest routing latency in DCF as 

compared to DSDV and OLSR. Pure proactive approach 

route updating keeps overall routing latency low in FSR. 

Although in DSDV data remains for the time required for 

route settling to maintain correct information of routes 

before sending it to the destination, but this route settling 

time augments the delay. Whereas, DSDV produces the 

highest delay, moreover, it does not optimize network wise 

broadcasting (in DSDV exchange of routing messages is 

only performed through flooding, as compared to MPRs of 

OLSR which reduce number of retransmissions and scope 

updates of FSR by using graded frequency mechanism).  

 

DSDV-M has less routing latency as compared to 

DSDV in case of DCF. While DSDV-M and DSDV possess 

equal routing delay in EDCF, because efficient mechanism 

of 802.11e EDCF helps to reduce E2ED. Same is the case of 

OLSR, where OLSR-M achieves lowest delay as compared 

to OLSR in EDCF, while this delay is more in EDCF. As 

FSR-M’s periodic intervals for scope routing are reduced, 

therefore it attains low E2ED in both DCF and EDCF. 

Moreover it does not update routing information instantly 

after detection of any change in the network unlike DSDV 

and OLSR; therefore, EDCF mechanism does not effect too 

much to improve its performance. 

 
Figure 5. End2End Delay 802.11 EDCF 

All selected routing protocols have attained high 

NRL referring to Fig. 6 and Fig. 7 after modifications. The 

rate for successive routing messages exchange is highest in 

OLSR as compared to the rest of the protocols (clearly 

mentioned in the table), therefore it generates high routing 

load. As FSR does not trigger any routing messages in case 

of link breakage and relies only on periodic updating, thus it 

produces lowest NRL in DCF. Furthermore, DSDV 

produces lowest routing messages in case of EDCF as 

compared to OLSR and FSR as shown in Fig. 6, because the 

efficient information of link connectivity reduces 

incremental updates. TTL value in ring search algorithm 

increases while increase in network density is observed, this 

leads to increase in broadcast routing packets during route 

discovery as increasing NRL behavior in FSR. 

 

 
Figure 6. NRL 802.11 DCF 
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Figure 7. NRL 802.11 EDCF 

TABLE VII. DEFAULT AND MODIFIED PARAMETERS 

 
Performance Trade-offs of three proactive routing 

protocols; DSDV, OLSR and FSR as shown in Fig. 7 

according to three performance metrics carried out on the 

basis of simulation results analysis. DSDV achieves 

enhanced and high throughput with trade-off between E2ED 

but reduction in routing overhead is observed using 

incrementals. OLSR outperforms as concerned to its lowest 

E2ED observed with the increase in throughput and 

normalized routing load. FSR produces more normalized 

routing load with a minimum trade-off between other two 

performance metrics, i.e., throughput and E2ED. 

 

 
Figure 8. Performance trade-offs 

VI. CONCLUSION AND FUTURE WORK 

In this paper, we have estimated and matched the 
performance of three extensively utilized proactive 
protocols; DSDV, OLSR and FSR. Total normalized routing 
load achieved by a protocol which is centered upon two 
changing aspects; control traffic produced by control 
packets and data traffic accelerated over and done with 
routes of non-optimal path lengths. Consequently, for 
evaluating the route stabilities of these protocols in dense 
networks and with different broadcast intervals of each 
routing protocol; we have varied different scalability 
scenarios. In lieu of analysis, three performance parameters; 
E2ED, NRL and throughput are worked out by using NS-2. 
In conclusion, we perceived that OLSR is additionally 
scalable for the reason of bargain in routing overhead due to 
MPRs and lowest E2ED, as OLSR permits retransmission 
via MPRs. On the other influence, FSR is supplementary 
appropriate for extraordinary network loads owed to scope 
routing over GF (no flooding), that decreases broadcasting 
storm, as a result it saves additional bandwidth and 
accomplishes high throughput when data traffic upturns in 
high scalabilities. 

In the future, we are concerned to evaluate reactive 
routing protocols under same scalability scenarios, but with 
varying mobilities and under route stabilities computed 
using the equation proposed in (1). 
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Abstract—Cognitive radio (CR) is one of the most promising
next-generation communication systems due to its ability to
improve spectrum utilization by the detection and the use
of vacant channels of licensed users. Reliable detection of
the licensed user signal is a pre-requirement for avoiding
interference to the licensed user in a CR network. Cooperative
spectrum sensing (CSS) is able to offer AN improved sensing
performance compared to individual sensing. However, in CSS
transmission of raw data from cognitive user (CU) to the
fusion center (FC) requires large bandwidth of control channel,
long latency and high consumption power. A quantization
scheme, in which the raw data can be quantized with few
bits at the CU and then be reported to the FC, can solve
these problems of raw data transmission. In this paper, we
proposed a quantization scheme based on Kullback-Leibler
(KL) Divergence for reducing the number of quantization bits
while keeping the similar sensing performance to the case that
raw sensing data are used. Through simulation, it shown that
the proposed scheme can achieve better sensing performance
than that of uniform quantization scheme.

Keywords-cognitive radio; quantization; Kullback-Leibler
Divergence; cooperative spectrum sensing.

I. INTRODUCTION

Recently, additional bandwidth and higher bitrates have
been required in order to meet the users demands in wireless
communication systems. As a result, available frequency
bands have become a scarce resource. However, according to
the Federal Communications Commissions spectrum policy
task force report [1], actual utilization of the licensed spec-
trum varies from 15% to 80%. Cognitive radio technology
[2] has been proposed to solve the problem of ineffective uti-
lization of spectrum bands. The scarcity of spectrum bands
can be relieved by allowing some CUs to opportunistically
access the spectrum assigned to the Primary user (PU)
whenever the channel is free. However, CUs must vacate
their frequency when the presence of a PU is detected.
Therefore, reliable detection of the PU signal is an essential
requirement of CR networks.

To ascertain the presence of a PU, CUs can use one
of several common detection methods, such as matched
filter, feature, and energy detection methods [2], [3].Energy

detection is the optimal method if the CR user has limited in-
formation about a PU signal (e.g., only the local noise power
is known) [3]. With energy detection, the frequency energy
in the sensing channel is received in a fixed bandwidth, W,
over an observation time window, T, in order to compare
with the energy threshold and determine whether or not
the channel is being utilized. However, the received signal
energy may severely fluctuate due to multipath fading and
shadowing effects; therefore, it is difficult to obtain reliable
detection with only one CR user. Fortunately, improved
usage detection can be obtained by allowing some CR users
to perform Cooperative Spectrum Sensing (CSS) [4].

In CSS, a quantization scheme can help to reduce the over-
head in the control channels which is mainly due to trans-
mission of raw data from CUs and the FC. KL-divergence
theory often uses as a measure of the (dis)similarity between
two distributions [5]. Subsequently, KL-divergence can be
used to measure reliability of sensing information in CSS.
In this paper, therefore we proposed a quantization scheme
based on KL-divergence theory for CSS in CR network, in
which KL-divergence is used as a reliable level of sensing
data to decide boundary points for quantization scheme.

In particular, in Section II, we describe system model of
the proposed scheme. In Section III, we present detail of
the proposed quantization scheme based on KL-divergence.
In Section IV, simulation results are shown for evaluating
performance of the proposed scheme. Finally, we conclude
the paper in Section V.

II. SYSTEM MODEL

We consider a CR network composed of N CR users and
one PU. All of the CR users use energy detectors to detect
the presence of the PU signal. In order to perform CSS,
sensing information will be quantized at CUs and after that
they will be reported to the Fusion Center (FC) through a
control channel. At the FC, all quantization levels obtained
from the CUs will be combined to make a global decision
concerning about the presence or absence of the PU signal
by using equal gain combination (EGC) rule.
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Figure 1. KL-divergences according to the presence or absence hypothesis
of PU signal.

The received signal of a CU under absence and presence
hypothesis of PU signal can be formulated as follows:{

H0 : xj (k) = nj (k)
H1 : xj (k) = hjs (k) + nj (k)

(1)

where H0 and H1 correspond to the hypothesis of the
absence and presence, respectively, of the PU signal, xj(k)
represents the signal received by the jth CU, hj denotes the
amplitude gain of the channel, s(k) is the signal transmitted
from the PU, and nj(k) is the additive white Gaussian noise.

At the ith sensing interval for the jth CU, the received
signal energy, Ej(i), is given as

Ej (i) =

{ ∑ki+M−1
k=ki

|nj (k)|2, H0∑ki+M−1
k=ki

|hjx (k) + nj (k)|2, H1

(2)

where M is the number of samples over one sensing interval,
and ki is the time slot at which the ith sensing interval
begins. When M is relatively large (e.g. M > 200), Ej

can be closely approximated as a Gaussian random variable
under both hypotheses such that

Ej ∼
{

N(M, 2M) , H0

N(M (γj + 1) , 2M (2γj + 1)) , H1
(3)

where γj is the SNR of the channel between the PU and the
jth CU.

III. THE PROPOSED QUANTIZATION SCHEME BASED ON
KULLBACK-LEIBLER DIVERGENCE FOR COOPERATIVE

SPECTRUM SENSING

A. Kullback-Leibler Divergence

The KL-divergence [5] is also known as the relative
entropy between two probability density functions, f(x) and
g(x), such that

D (f ∥g ) =
∫

f (x) log

[
f (x)

g (x)

]
dx (4)

It is obvious that the KL-divergence is always non-
negative. Also, it is zero if and only if the two distribu-
tions coincide. KL-divergence is often used as a measure

of the (dis)similarity between two distributions. The KL-
divergence between two normal distributions with means and
variance as f ∼

(
µf , σ

2
f

)
and g ∼

(
µg, σ

2
g

)
respectively,

can be obtained such that [6]

D (f ∥g ) = D
(
µf , µg, σ

2
f , σ

2
g

)
=

1

2

[
log

(
σ2
g

σ2
f

)
− 1 +

σ2
f

σ2
g

+
(µf − µg)

2

σ2
g

]
(5)

B. The Proposed Quantization Scheme based on Kullback-
Leibler Divergence

Since KL-divergence is a useful tool to measure the
(dis)similarity between two distributions, it can be a suitable
measurement for reliability of sensing information (e.g.
received signal energy) in spectrum sensing. Subsequently,
KL-divergence will be utilized to decide quantization bound-
ary for sensing information in CU.

Firstly, based on current received signal energy, the “tem-
porary mean” and “temporary variance” of received signal
energy under H0, µj,0 te(i) and σ2

j,0 te(i), or H1, µj,1 te(i)
and σ2

j,1 te(i), hypothesis of the PU signal will be calculated
as follows, respectively:


µj,0 te (i) =

m−1
m µj,0 +

1
mEj (i)

σ2
j,0 te (i) =

m−1
m σ2

j,0

+ m−1
m2 [Ej (i)− µj,0]

2
,

(6)


µj,1 te (i) =

m−1
m µj,1 +

1
mEj (i)

σ2
j,1 te (i) =

m−1
m σ2

j,1

+ m−1
m2 [Ej (i)− µj,1 te]

2
,

(7)

where µj,0, σ2
j,0 and µj,1, σ2

j,1 are the means and variances
of the received signal energy of the jth CR user under
H0 and H1 hypothesis of the PU signal respectively, and
m is the pre-defined constant that represents the “effecting
level” of the current received signal energy to its mean and
variance. Based on numerical experiments, it is observed that
the value of m should be chosen from 20 to 50 for keeping
the accuracy of the sensing performance.

The KL-divergences will be calculated between the PDF
and temporary PDF (with temporary mean and variance)
of the received signal energy of each CR user under the
presence or absence hypothesis of the PU signal, denoted as
dj,1(i) and dj,0(i), respectively. Base on Eqn. (5), we are
able to define

dj,0(i) = D [µj,0 te (i) , µj,0, σ
2
j,0 te (i) , σ

2
j,0

]
dj,1(i) = D [µj,1 te (i) , µj,1, σ

2
j,1 te (i) , σ

2
j,1

] (8)

Fig. 1 shows an example of KL-divergence calculations
of a CU.

Here, we define the “extended KL-divergence” as follows
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Figure 2. Flow-chart of the proposed scheme.

dj (i) = dj,0 (i)− dj,1 (i)

= KL
[
Ej (i) , µj,0, σ

2
j,0, µj,1, σ

2
j,1

]
(9)

It can be seen that dj(i) can obtain higher value when the
value of dj,1(i) is smaller and the value of dj,0(i) is higher.
It means that if the value of dj(i) is higher, the current
received signal energy Ej(i) will “near” H1 distribution
than H0 distribution. In contrary, if the value of dj(i) is
smaller, the current received signal energy Ej(i) will “near”
H0 distribution than H1 distribution. Subsequently, dj(i) can
represent for reliable level of the sensing information, e.g.
with higher absolute value of dj(i), we have more reliable
sensing information.

We propose a quantization scheme based on the “extended
KL-divergence” of which flow-chart is shown in Fig. 2.

At the first state, the values range of dj [dj.min, dj.max]
will be splited into 2Nb equal parts by (2Nb + 1) “KL-
boundary” poits, Bdj , as

Bdj (n) = dj.min +
n− 1

Nb
(dj.max − dj.min) (10)

where n = 1, ..., 2Nb + 1, Nb is number of quantization
bits, dj.max = KL(maxEj) and dj.min = KL(minEj).
At the first sensing interval, the maximum value, maxEj ,
and minimum value, minEj , of received signal energy of
the jth CU can be set as (µj,1 + σj,1) and (µj,0 − σj,0)
respectively. After that, they are updated based on the real
received signal energy, that is, if the current received signal
energy is higher than maxEj , maxEj will be set to be equal
to the current received signal energy. On the other hand, if
the current received signal energy is smaller than minEj ,
minEj will be set to be equal to the current received signal
energy.

For the next state, the “energy-boundary” will be calcu-
lated according to the values of “KL-boundary” as follows:

BEj (n) = KL−1 (Bdj (n)) (11)

Based on “energy-boundary”, each CU quantizes the
received signal energy and reports quantization level to the
FC. We define uj(i) as the quantization decision and Ej(i)
as the quantization input. The quantization process Q(.) can
be expressed as

uj (i) = Q (Ej (i))

= m if Ej (i) ∈ ∆j(m), m = 1, 2, ..., 2Nb(12)

where ∆j (m) = [BEj (m) , BEj (m+ 1)).
At the FC, all quantization levels received from CUs will

be combined to make a global decision concerning about the
presence or absence of the PU signal by using equal gain
combination rule (EGC) as{

G (i) = 1, if
∑
j

uj (i) ≥ λ

G (i) = 0, if otherwise
(13)

where λ is the threshold for global decision.

IV. SIMULATION RESULTS

We consider a CR network with N = 20 CUs, in which all
CUs have the same SNR = −15dB. As references, sensing
performances of following CSS scheme are provided: EGC
with raw sensing information (denoted as EGC-raw data),
EGC with the proposed quantization scheme (denoted as
EGC-the proposed scheme) and EGC with the uniform quan-
tization scheme (denoted as EGC-uniform quantization).

Fig. 3 illustrates the ROC curves of the proposed scheme
and the considered comparison schemes. The figure shows
that EGC-the proposed scheme with 3bits can obtain the
similar sensing performance to EGC-raw data. On the other
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Figure 3. ROC curves of cooperative spectrum sensing when SNR of all
CUs are given as -15dB.
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Figure 4. Minimum probability of error of cooperative spectrum sensing
when SNR of all CUs are given as -15dB.

hand, EGC-uniform quantization needs 4 bits to achieve the
similar performance.

Fig. 4 shows the minimum probability of error of the
proposed scheme and above reference schemes, where prob-
ability of error is defined as:

Pe (λ) = Pf (λ) Pr (H0) + Pm (λ) Pr (H1) (14)

where Pf (λ) and Pm(λ) are probability of false alarm
and probability of miss detection of the global decision,
respectively. Since Pf (λ) and Pm(λ) are function of λ,
Pe(λ) is also a function of λ. We define λopt as the optimal
threshold at the FC with which probability of error of global
decision is minimized. Subsequently, minimum probability
of error can be given as Pe.min = Pe (λopt). Fig. 4 shows the
effect of the quantization bits on the minimum probability
of error. From Fig. 4, we can observe that the EGC-the
proposed scheme can achieve same performance to that of
EGC-raw data with more than 3 quantization bits while the
EGC-uniform quantization requires more than 4 quantization
bits to achieve same performance.

V. CONCLUSION

In this paper, we have proposed a quantization scheme
based on KL-divergence for cooperative spectrum sensing in
CR network. The proposed scheme can reduce the necessary
quantization bits comparison with the uniform quantization
scheme while still keeping the same sensing performance
with the raw data.
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