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COCORA 2014

Foreword

The Fourth International Conference on Advances in Cognitive Radio (COCORA 2014), held
between February 23rd-27th, 2014 in Nice, France, continued a series of events dealing with various
aspects, advanced solutions and challenges in cognitive (and collaborative) radio networks. It covered
fundamentals on cognitive and collaborative radio, specific mechanism and protocols, signal processing
and dedicated devices, measurements and applications.

Most of the national and cross-national boards (FCC, European Commission) had/have a series
of activities in the technical, economic, and regulatory domains in searching for better spectrum
management policies and techniques, due to spectrum scarcity and spectrum underutilization issues.
Therefore, dynamic spectrum management via cognition capability can make opportunistic spectrum
access possible (either by knowledge management mechanisms or by spectrum sensing functionality).
The main challenge for a cognitive radio is to detect the existence of primary users reliably in order to
minimize the interference to licensed communications. Optimized collaborative spectrum sensing
schemes give better spectrum sensing performance. Effects as hidden node, shadowing, fading lead to
uncertainties in a channel; collaboration has been proposed as a solution. However, traffic overhead and
other management aspects require enhanced collaboration techniques and mechanisms for a more
realistic cognitive radio networking.

We take here the opportunity to warmly thank all the members of the COCORA 2014 Technical
Program Committee. The creation of such a high quality conference program would not have been
possible without their involvement. We also kindly thank all the authors who dedicated much of their
time and efforts to contribute to COCORA 2014. We truly believe that, thanks to all these efforts, the
final conference program consisted of top quality contributions.

Also, this event could not have been a reality without the support of many individuals,
organizations, and sponsors. We are grateful to the members of the COCORA 2014 organizing
committee for their help in handling the logistics and for their work to make this professional meeting a
success.

We hope that COCORA 2014 was a successful international forum for the exchange of ideas and
results between academia and industry and for the promotion of progress in the field of cognitive radio.

We are convinced that the participants found the event useful and communications very open.
We also hope the attendees enjoyed the charm of Nice, France.

COCORA Advisory Committee:

Tomohiko Taniguchi, Fujitsu Laboratories Limited, Japan
Adrian Popescu, Blekinge Institute of Technology - Karlskrona, Sweden
Alan A. Varghese, Coherent Logix, USA
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Abstract— Military tactical communications systems will be 

facing great challenges in the near future. Performance of 

commercial-off-the-shelf (COTS) technologies is improving at 

fast pace while at the same time life cycles of military equipment 

seem to remain long. The goal of this paper is to highlight a few 

interesting applications where development efforts of cognitive 

radio (CR), wireless sensor networks (WSNs), mobile ad hoc 

networks (MANETs) and commercial communications 

technologies would provide practical solutions from military 

point of view. The further work will focus on evaluation of CR as 

a part of heterogeneous military network. Importance of 

situational awareness on tactics and different technologies and 

their correspondence to tactical applications are discussed. 

Cognitive radio will find many applications in tactical networks 

but technical readiness is still lacking in some areas. A key issue 

in understanding the requirements of tactical networks is that the 

latest technology that is the most capable is not necessarily the 

most appropriate alternative. The focus should be on 

technologies whose effects on own actions and systems are 

understood thoroughly. This paper sets the groundwork for the 

research that aims at answering the question of what kind of 

military communications system should be built in the future if 

there are several requirements that limit the solution 

alternatives. The requirements to be considered are: 1) cost 

limitation, 2) limitation on number of units, 3) interoperability 

requirement, 4) mobility requirement and 5) performance 

requirement. 
 

Keywords—MANET; tactical networks; cognitive radio; 

wireless sensor networks; COTS; situational awareness 

I.  INTRODUCTION 

Military tactical communications systems will be facing 

great challenges in the near future. Performance and capability 

of commercial civilian technologies are improving from 

generation to generation. Life cycles of military-grade 

equipment are typically much longer than life cycles of 

commercial technologies. On one hand, performance and high 

miniaturization level are tempting characteristics also in 

military applications. On the other hand, robustness of 

commercial technologies and security issues are not 

necessarily at the required level for military use. [1-3]  

For the past few decades several ad hoc research projects 

have been carried out and quite many interesting results have 

been achieved [4-10]. Still, there are many obstacles for 

widespread use of mobile ad hoc networks (MANETs) [11-

13]. Ad hoc networks have not been widely deployed due to 

better applicability and management of hierarchical and fixed 

infrastructure based networks. Ad hoc networks at their best 

are self-organizable and communication is based on short hops 

between nodes. Every node acts as a transceiver and a router 

that delivers internal and external traffic to other nodes at one-

hop distance.  

If we look very far to the future, it is likely that every node 

in the network actually is a cognitive MANET node due to 

technological advances and reduced unit costs. The goal of 

this paper is to highlight a few interesting areas where the 

development efforts of cognitive radio (CR), wireless sensor 

networks (WSNs), MANETs and commercial communications 

technologies would provide practical solutions from military 

point of view. There have been many research efforts 

concerning cognitive MANETs. Cognitive radio networks and 

WSN-assisted CR have been considered in [4], [21], [23], 

[25]. Many COTS-related considerations have not focused on 

cognitive radio but tactical radio issues. Dual use of VHF and 

UHF bands in tactical networks is considered in [24]. Military 

use of CR has gained more attention in recent years. Authors 

have not discovered similar approaches that consider the use 

of CR, WSNs, and COTS in MANET from the performance 

and cost point of view with the main goal of optimal solution. 

The approach taken in this paper strives to understand the 

performance requirements, geographical coverage, mobility, 

connectivity, robustness and cost of the network. This paper 

sets the groundwork for a PhD research that aims at answering 

the question of what kind of military communications system 

should be built in the future if there are several requirements 

that limit the solution alternatives. The requirements to be 

considered are: 1) cost limitation, 2) limitation on number of 

units, 3) interoperability requirement, 4) mobility requirement 

and 5) performance requirement. 

   

The following sections are organized as described here. 

First, importance of situational awareness on the battlefield 

and tactics are discussed in section 2. Section 3 looks to the 

future and describes some military applications that might use 

CR and MANET technologies. In section 4, different 

technologies and their correspondence to tactical applications 
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are discussed. Section 5 concludes the paper and presents 

some research questions for further study. 

II. COGNITIVE AD HOC RADIO NETWORKS AND COTS IN 

TACTICAL APPLICATIONS 

One of the most important factors in tactical operations is 

knowledge of operating environment and clever methods to 

benefit from awareness of surroundings. On modern 

battlefield, it is very important to preserve the communications 

channels between units in every situation. Due to limited 

resources and lack of development in radio research all units 

cannot be equipped with state-of-the-art radios. Therefore, 

awareness of operating area and understanding of radio 

propagation in different terrain and conditions is important. 

Own operation can be fitted to current situation if the location 

of units, terrain models, mobility of units and radio parameters 

are known. 

In ideal circumstances, situational picture is received timely 

for the current and next phase of operation. Delivery of the 

situational picture could be handled as lightly as possible from 

the transmission point of view. Every node knows its own 

location and the nodes have a mechanism to report their own 

location to other nodes. Situational picture application shows 

the locations of own troops on the map and situation in the 

surrounding area based on the role of the user. The closer to 

the front line the user gets, the more time-critical situational 

information from the area is needed.  Situational picture 

should be seen as a whole without every detail at the strategic 

level but there should be alarms of abrupt changes that might 

change the strategic situation, e.g., related to the capability of 

certain battalion at certain location. The level of detail 

depends on the operative status of the person, i.e., he/she 

receives the most urgent information for the current situation. 

The required information depends on location, order of battle 

and the next planned mission among other things.  

Situational picture is formed by using as many sensors as 

possible. In the future, inexpensive nodes could run a 

situational awareness application as a background task without 

any effect on the user of the node. Since the continuous 

operation consumes a lot of energy in battery-operated nodes 

there should be a system-level mechanism that selects certain 

nodes to participate in the fusion of situational picture and lets 

other nodes sleep. This mechanism could be implemented as a 

part of the topology control messages. Coarse situational 

picture could be formed by a small number of capable sensors, 

and cheap sensors could be activated to create situational 

picture more fine-grained in areas of interest.   

One should not underestimate the role of usability that has 

been taken more seriously in the commercial products. Most 

soldiers are used to use high-end technology products in off-

duty so if these same methods would be used in military 

equipment, a great deal of resources could be saved in 

somewhere else than training the user interface of military 

equipment. Military-grade equipment has traditionally been 

heavy, large and hardly mobile. Large antenna structures and 

limited frequency bands create a challenge for modern mobile 

warfare. Networking capability of military units is also 

limited. The goal is to have a network that connects different 

communications systems more tightly together and guarantees 

the information flow to different units. Interoperability with 

some legacy systems could be provided by cognitive radios 

but interoperability with all previous military radio systems is 

unrealistic.      

Deployment of CR on the battlefield forms a great threat for 

blue tactical communications so it is vital to take these issues 

into consideration in own concept planning. Development of a 

communications system should not be solely based on 

technological points of view but combination of defense 

tactics, strategy and technology should be examined in a way 

that allows flow of information and operational procedures to 

be optimized. This could be achieved by doing a thorough 

requirement analysis in co-operation of joint strategy and 

technology perspectives. Self-organization and autonomy 

should be applied at lower levels of hierarchy. Future systems 

are expected to be semi-autonomous but they require man-in-

the-loop to confirm decisions, e.g., in offensive actions. 

There are contradictory challenges to implementation of 

future military communications systems; on one hand, there is 

a need to form clusters that cover large geographical area, on 

the other hand there is a need for systems that are highly 

mobile and have a great computing capability. Due to cost 

pressures, one has to balance between the number of units and 

the level of performance of each unit. It is probable that a cost-

fitted system consists of a large number of low-cost units and 

lesser number of very capable units that process data from 

low-cost units and connect those to faster networks. These 

requirements could be fulfilled by wireless ad hoc networks 

that are based on CR or software defined radios (SDRs). The 

use of SDR/CR based nodes as capable units allows the 

flexible collection of data from different units that operate at 

different frequency bands. 

III. FUTURE TACTICAL APPLICATIONS OF COGNITIVE RADIO 

AND WIRELESS SENSOR NETWORKS 

There is an ongoing progress towards software-defined 

technologies both in commercial and military applications. 

Software-defined functionality brings increased computing 

power and flexibility on the field but there are also evident 

challenges. The short-term challenge is to have versatile radios 

interoperable with each other and with new ones. In long-term, 

the situation may not be any better due to high unit costs of 

new multifunctional SDR/CR units. 

This section takes a view to the future by considering few 

tactical applications that might benefit from SDR/CR 

technology used in ad hoc fashion. The detailed descriptions 

are given in the following subsections. 

A. Geospectral awareness 

There are several simulation tools that estimate the 

coverage of radio transmissions of, e.g., cellular base stations. 

These software programs use geographic data that contains 

height of objects, terrain types and land cover classifications. 

In the future, SDR/CR nodes will have a very high processing 

capacity so it may be realistic to assume that radio propagation 

calculation based on the environment could be done on the 
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field. Requirements regarding power consumption and real-

time operation will remain challenging issues in the long-term.    

In this concept, SDR/CR performs at specific intervals 

calculation of radio environment that is based on accurate 

geographical data, height information, classification of terrain 

and radio wave propagation models depending on the selected 

frequency band. It is important to note that there is no need to 

have capability to real-time calculations. Calculation could 

also be done in a PC that is part of the backbone network and 

thus only visualization of the results is done at each node. 

Still, there are advantages of running the calculation in the 

node to limit the calculation load to communications link. 

As a result of calculation, SDR/CR forms a frequency-

selective awareness of the radio environment. Decisions can 

then be done based on that awareness. If the terminal is about 

to send a message to another terminal at known GPS location, 

based on the calculation the terminal knows where to move to 

have the best connection to other terminal. If the movement is 

for some reason impossible, the terminal can activate more 

appropriate waveform (automatically or by user action) to 

maximize the quality for that link. If the expected direction of 

interference is known, it can be used as a boundary condition. 

Then the user can move to a direction that minimizes antenna 

gain to threat direction and/or that maximizes the quality of 

the friendly communications link. Calculation is done at the 

selected frequency, since it would be very time-consuming to 

simulate wide frequency bands. Decisions, e.g., on frequency 

change could be made based on the spectrum awareness. 

Results of calculation are shown on the screen clearly with 

instructions on navigation to the best location in terms of radio 

environment. 

B. Sensor network gateway and high-capability sensor node 

SDR/CR node could act as a gateway or master node in a 

deployed WSN. Ad hoc sensor network collects sensor data 

and routes it towards SDR/CR that has high computing 

capability. In this type of scenario, backbone network and ad 

hoc sensor network do not have to be interoperable since 

SDR/CR acts as a gateway and provides transparent access to 

sensor data. SDR/CR has two waveforms onboard: both sensor 

network waveform and waveform for communication with the 

backbone network. Typically wireless sensors have limited 

resources so SDR/CR could also have some high-level sensors 

that require more processing power and higher data rate, e.g. 

video surveillance system.  

C. Distributed interference detection and mitigation 

Distributed interference detection would be an interesting 

military application. Dozens of nodes are distributed on an 

area and they are networked in ad hoc fashion. Every node 

knows its location. Nodes are routing the communications 

traffic in ad hoc fashion. Distant high power interference 

source is activated and the nearest pair of nodes detects that 

the quality of the link is too low for transmission. Instead of 

increasing the transmit power, the message is routed via other 

route. Nodes are aware of each other’s location, since the 

location data is shared for every node in the ad hoc network. 

The message is routed via second shortest path to destination 

node. If it is also interfered, new routes are tried until the edge 

of the network is reached. Based on the signal level, ad hoc 

network can estimate the direction of interference source and 

focus the traffic to the least affected route. 

IV. DISCUSSION 

In previous section, a few interesting tactical applications 

were introduced where CRs, COTS devices, WSNs and ad hoc 

networks could provide improved performance by working in 

collaboration. Since the application requires the use of CR 

technology in every node, consideration of that application is 

not realistic in short- or mid-term perspective due to high unit 

costs of CR units.  

A. Node identities in tactical MANETs 

If the cost of the wireless military network is an issue, then 

other solutions than using CR technology in every node, 

should be found. In the typical military scenario, there are 

different network islands that should communicate seamlessly 

with each other. These islands may represent a variable-sized 

group of soldiers, WSNs or other surveillance networks. Some 

of the nodes are fixed; some of those are mobile moving at 

different speeds. A characteristic feature of this type of 

network is intermittently changing topology and traffic load at 

different times.   

Interesting topic to be considered in the research is the use 

of MANET functionality in mobile terminals. These terminals 

could be regular smart phones equipped with MANET 

technology that has a capability to connect and relay between 

other smart phones [21]. It is quite clear that MANET 

functionality between smart phones shows really important 

communications method after fixed infrastructure is not 

available or is destroyed. Base stations should be equipped 

with CR technology. 

B. Frequency issues and vulnerability of MANETs 

Typically the nodes in ad hoc network use the same 

frequency band that may be divided into separate frequency 

channels. The use of a common frequency band is possible 

due to limited transmission range and collision-detection and 

collision-avoidance methods. Frequency resources will be 

very limited in the future. The use of common frequency band 

enables the use of wide frequency bands that enable greater 

data rates. An application of direct-sequence spread spectrum 

and/or frequency-hopping in MANET is an interesting topic. 

Frequency-hopping provides robustness for the network but 

implementation is complex [14], [15]. Transmissions of other 

nodes and mobility in the same area cause interference and 

delays. These factors together lower the available transmission 

data rate. Due to low transmission power and radio 

transmission range, low probability of intercept (LPI) and low 

probability of detection (LPD) properties of ad hoc networks 

are satisfactory. The nodes are vulnerable under jamming but 

nodes have a possibility to deliver messages via optional 

routes unless the whole network is blocked. 
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C. COTS and cognitive radio in tactical applications 

Commercial communication technologies are more and 

more appropriate for military applications. There are many 

differences between a commercial CR and military CR. 

Requirements for military CR are e.g. robustness, long-term 

upgrade support from manufacturers, fast scanning speeds, 

very high frequency resolution, size, weight, power, 

interoperability with other communications equipment and the 

last but not least, security. Solutions should also be found to 

the question of how to counter hostile CR activities. CR 

traditionally preserves the capacity of the licensed primary 

users and tries to avoid interference to primary users at any 

cost. In tactical applications the same type of behavior is 

shown for neutral civilian bands but for the enemy bands the 

situation is totally different. Military CR tries to capture every 

signal that is possible from the enemy communications or tries 

to block every frequency that enemy tries to use for 

communications [16-20]. 

Many researchers have published results of 

communications simulation in recent years. The goal of those 

simulations has typically been optimization of network 

topology, performance of routing or MAC protocols, analysis 

of performance degradation due to mobility, calculation of 

radio transmission coverage or research of effects of external 

or mutual interference on communications [22]. The further 

study will examine these characteristics but the main focus of 

the research will be on evaluation of tradeoffs between 

performance of the network and cost of the network. Defense 

forces in many countries are facing the challenges of limited 

defense budgets, increased capability requirements, upgrading 

the military equipment in use and increasing prices of new 

military equipment. These challenges raise an important 

question: what level of capability and performance can be 

achieved at certain level of funding? The best capability and 

performance cannot be achieved with limited resources.      

A key issue in understanding the requirements of tactical 

networks is that the latest technology that is the most capable 

is not necessarily the most appropriate alternative to military 

applications. The focus should be on technologies whose 

effects on own actions and systems are understood thoroughly. 

If the lacking points are recognized and mitigated then the 

technology selection could be successful. It is essential to 

consider the special requirements that military environment 

poses on technology. New technology can be taken into use by 

applying old tactics. Other alternative is to develop both 

technology and tactics in parallel. The latter method will 

probably lead to a better solution in a tactical environment. 

Life cycle management is an important factor in defense 

technology procurement planning. The performance of new 

technological capability, related costs, improvement of 

technologies, interoperability and upgradability of 

technologies make in the end technology selection hit or miss.  

V. CONCLUSIONS AND FURTHER RESEARCH 

This paper delved into issues raised by CR, MANETs, 

WSNs and COTS technologies in tactical wireless networks. 

The goal of this paper was to highlight a few interesting areas 

where the development efforts of these technologies would 

provide practical solutions from military point of view. 

Recognized challenges should be mitigated when applying 

those methods to heterogeneous tactical networks. CR would 

provide better use of spectrum that is limited for military 

users. Commercial cellular networks, e.g. LTE and femto-cells 

seem promising and direct access between handsets might 

provide more capability to ad hoc connectivity on the 

battlefield. Frequency-hopping in tactical communications 

networks evidently provides more protection for handsets that 

operate at long ranges. LPI/LPD features are not so important 

for WSNs that operate over small range, e.g. tens of meters. 

The main research question is how a military 

communications network should be implemented in the future 

in order to reach severe performance requirements in different 

conditions but cost-efficiently. Cost-effectiveness has become 

a top priority lately with global economy recession, shrinking 

defense budgets and ever-increasing prices of military 

technologies. The focus should be on technologies whose 

effects on own actions and systems are understood thoroughly. 

Importance of situational awareness on tactics and different 

technologies and their correspondence to tactical applications 

were discussed. CR will find many applications from tactical 

networks but technical readiness is still lacking in some areas.  

This paper set the groundwork for a PhD research that 

focuses on the following topics. Further study aims at 

answering the question of what kind of military 

communications system should be built in the future if there 

are several requirements that limit the solution alternatives. 

The requirements to be considered are: 1) cost limitation, 2) 

limitation on number of units, 3) interoperability requirement, 

4) mobility requirement and 5) performance requirement. In 

particular, the following issues need to be taken into account. 

 

• How is the cost limitation defined? There should be 
dependence between cost limitation and performance. 

• Limitation on number of units comes from the fact that 
certain level of performance can be guaranteed to some 
percentage of units. It is not feasible to use many radios 
for one soldier. The cumulative performance may be 
better if every unit is co-operating than the performance 
of more expensive system where only few units have a 
high performance. 

• Performance should not be created by degrading 
interoperability of the systems but all systems should be 
interoperable.  

• Mobility requirement calls for high performance 
systems that can change position intermittently and can 
be functional even when moving at fast speed. 

• Performance requirement is provision of certain level of 
communications capability in every condition, e.g., 
robustness, interference tolerance, geographical 
coverage and appropriate transmission range. 
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Abstract— Due to the fast growth in wireless communication 
services, the need for radio spectrum increased. However, most 
of the suitable radio spectrum has already been allocated using 
long term licenses. A considerable part of the allocated 
spectrum is underutilized over time and space. Cognitive 
Radio (CR) technology has arisen to solve the spectrum 
scarcity problem by allowing cognitive radio devices to 
opportunistically make use of the unused frequency bands in 
the allocated spectrum, which are termed white spaces or 
spectrum holes. Four CR functions have to be performed to 
allow CR devices to efficiently utilize the available spectrum 
holes without interfering with licensed devices already 
operating in the allocated spectrum. This paper presents a 
survey of the CR technology, its architecture and operation, a 
detailed description of the four CR functions, and the 
techniques and processes used in each function.  
 

Keywords-Cognitive Radio; Spectrum holes; Spectrum 

decision;  Spectrum Sharing;  Spectrum Mobility.  

I.  INTRODUCTION  

   The radio spectrum is a natural resource managed by 

governments, which have assigned fixed portions of this 

spectrum to various operators using long term licenses. With 

the trend of using wireless devices continue to increase, 

spectrum usage increases on a daily bases, and it is becoming 

certain that there is a real need for more spectrum bands to 

facilitate the implementation of new wireless services. 

However, it is hard to find free bands, as most of the suitable 

spectrum bands have already been assigned.  

   Recent measurements [1] showed that a considerable part 

of the allocated radio spectrum is underutilized due to 

temporal and geographic disparities in how the allocated 

spectrum is used. The unused frequency bands in time or 

space are usually termed spectrum holes or white spaces. 

One way to make efficient use of these spectrum holes is to 

use Dynamic Spectrum Access (DSA) techniques, which 

enable secondary (unlicensed) users to make use of the 

spectrum when primary (licensed) users are not using it.  

   Primary Users (PUs) have rights to access a certain part of 

the available spectrum and hence have a higher priority in 

accessing the spectrum. On the other hand, Secondary Users 

(SUs) can utilize the spectrum under the condition of not 

interfering with PUs. Thus, SUs need devices that have the 

ability to determine whether the spectrum is being utilized at 

a specific location and at a certain time [2].  

   Cognitive Radio (CR) is an important enabling technology 

for DSA which helps SUs make efficient use of the radio 

spectrum. CR is a wireless communication technology based 

on Software Defined Radio (SDR), where each device is 

capable of determining its location, sensing its environment 

and learning about its radio resources [3]. The device can 

dynamically adjust its operational parameters, such as 

transmission frequency and power, to opportunistically 

utilize the empty frequency bands without disturbing PUs 

[2], [4]. A CR device has two main characteristics which are 

cognitive capability and re-configurability [2], [4]. The 

cognitive capability allows the device to sense the medium 

and determine the available spectrum bands. Re-

configurability enables the CR device to adjust its operating 

frequency, modulation technique and transmission power 

without the need for hardware modification. 

   After the transition from analog TV to digital TV 

transmissions, large amounts of frequencies in Very High 

Frequency (VHF) and Ultra High Frequency (UHF) bands 

have been freed up. These unused frequency portions on the 

TV broadcasting (UHF and VHF bands) are referred to as 

TV White Spaces (TVWS). Frequencies in the TV broadcast 

bands benefit from high bandwidth, long transmission ranges 

and better building penetration.  

   A White Space Device (WSD) is a device that can make 

use of the available white spaces when not being used by 

incumbent transmitters (TV transmitters or Wireless 

microphones). This device should not interfere with any of 

the PUs operating on that band.  

   This paper will provide an overview on CR architectures, 

its operation in both licensed and unlicensed bands, and a 

detailed description of the CR functions. A classification for 

each cognitive radio function will be also discussed. The rest 

of the paper is organized as follows: Section II provides a 

background of the regulation for utilizing white spaces and 

the countries that started making use of the available white 

spaces. The architecture of the cognitive radio network is 

then discussed in Section III. Section IV illustrates the 

operation of a CR device in the licensed and unlicensed 

bands. In Section V, CR spectrum management functions are 

presented and then a detailed description of the techniques 

used in each function is discussed in Sections VI, VII, VIII 

and IX. A conclusion is presented in Section X. 

II. BACKGROUND   

   While the USA was not the first country to switch to digital 

TV, they did become leaders in making the decision to 

utilize white spaces. The Federal Communications 

Commission (FCC) allowed unlicensed radio transmitters to 

operate in the unused frequency portions of the broadcast 
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television spectrum [5]. These unlicensed radio transmitters 

(secondary devices) have to make sure that they will not 

interfere with licensed users [6]. The FCC ruling stated that 

secondary devices must both consult a database which, given 

a certain a certain location, would be able to provide a list of 

the available channels at that location, and must also perform 

a real-time spectrum sensing every minute to ensure that no 

licensed devices such as wireless microphones exist. 

   On September 23, 2010 a Memorandum Opinion and 

Order was released by the FCC [7], in which the final rules 

for utilizing white spaces for unlicensed wireless devices was 

determined. The mandatory requirement for using spectrum 

sensing was eliminated, paving the way for geo-location 

based channel allocation. Spectrum sensing had been 

removed from FCC rules due to many reasons: 1) it is time-

consuming, 2) it increases development cost, and 3) it 

inappropriately protect other unlicensed devices, which 

should not be protected from interference, as it cannot 

differentiate between licensed and unlicensed devices. 

   In early 2011, the FCC released an order [9] conditionally 

designating nine TV white space database operators, 

including for example, Google, Motorola, and HP. Microsoft 

was later added to the list of approved operators.  The FCC 

stated that a trial period of 45 days is required for all 

database operators before being able to announce the public 

availability of each database. FCC stated also that, using 

multiple database operators will create a healthy competitive 

basis between the operators Spectrum Bridge’s database was 

the first trial that began on the 19th of September, 2011.  

   The second country to make a decision was the UK, when 

Ofcom published a document on September 2011, which 

expressed their intention to support commercial utilization of 

white spaces [10]. In that document, Ofcom mentioned that 

their approach is based on using geo-location databases 

rather than alternative approaches like sensing or beacons. 

Ofcom also explained the UK’s preference for a harmonized 

approach to WSDs across Europe, as it believes that this 

harmonized European approach would deliver greatest 

benefits for citizens and consumers. Ofcom said that it will 

continue the development of new business opportunities 

while waiting European-wide regulatory decisions.   

III. COGNITIVE RADIO NETWORK ARCHITECTURE 

   Cognitive Radio Networks (CRNs) or secondary networks 

do not have licenses to access the spectrum and can be 

referred to as un-licensed networks. CRNs can be classified 

based on their architecture [8], [11] as infrastructure-based or 

ad hoc networks. An example of infrastructure-based 

network is shown in Fig. 1 [8]. These networks have 

secondary Base Stations (BSs) or secondary Access Points 

(APs) that can coordinate the communication between 

secondary devices in their coverage areas. The secondary 

APs can be connected together through a wired network 

(Core network) to allow communication between SUs in 

different coverage areas.  

    

 

 

Fig. 1.  Infrastructure-based CRN [8]. 

 

   Ad hoc or distributed CRNs do not require an 

infrastructure. SUs or CR users can directly communicate 

with each other using certain communication protocol (Wi-Fi 

or Bluetooth) or they can utilize the available spectrum 

bands for their communications as shown in Fig. 2 [8].  

 

 
 

 
 

 
 

 

 

Fig. 2.  Ad hoc CRN [8].  

   

   CRNs either infrastructure-based or ad hoc networks 

usually work inside the transmission range of primary 

networks as shown in Fig. 3 [12]. Primary networks or 

licensed networks refer to already existing infrastructure-

based wireless networks like mobile networks that are 

allocated certain frequency bands for their operation. The 

infrastructure of these primary networks consists of base-

stations that can control the activities of PUs.  

   A CR device always has to determine the available white 

spaces in its location, to avoid interfering with users 

operating in the licensed band. In infrastructure-based CRNs, 

CR devices have two different ways to determine the a-

vailable spectrum holes. The CR devices can sense the 

medium and send the sensed information to the base station, 

which performs the spectrum decision, spectrum sharing and 

spectrum mobility functions. The other way of determining 

the available spectrum holes is through the base station itself, 

which can obtain a list of the available spectrum holes by 

contacting a database of incumbents. This approach will be 

covered in detail in Section VI-B. 

   In ad hoc CRNs, each device should have a cognitive 

ability, which allows the device to sense the medium and 

determine the available white spaces in its location. CR 

devices can cooperate in determining the available spectrum 

holes by sharing the sensed information with each other 

(cooperative sensing). A CR device may also get a list of the 
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available spectrum holes in its location by connecting to a 

database of incumbents. 

IV. USAGE PRIORITY IN LIENSED BAND  

   A CR user can operate in licensed and unlicensed band as 

well [2]. In licensed band operation, the priority is for PUs 

operations. SUs can use the spectrum when not being  

 

 
 

Fig. 3. CRNs operate inside the coverage area of primary networks [12]. 
 

used by PUs. SUs have to vacate the channel whenever a PU 

appears and move to another available channel. In unlicensed 

band operation, all users have equal opportunity for spectrum 

access (no priorities). 

V. COGNITIVE RADIO SPECTRUM MANAGEMENT 

FUNCTIONS 

   A CR device has to perform four basic functions to be able 

to manage the available spectrum holes in its location [2], 

[12]. These functions, illustrated in Fig. 4, are: White Space 

Determination, Spectrum Decision, Spectrum Sharing, and 

Spectrum mobility.   
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Fig. 4.  Cognitive Radio Functions. 

   The main function of a CR device is to determine the 

available white spaces at a certain place and at a specific 

time. After determining the available spectrum holes, the 

spectrum decision is performed by selecting the best channel 

for the operation of a CR. Channel selection is usually done 

based on specific criteria, which could be the policy, Quality 

of Service (QoS) or avoiding interference to other CR 

devices. As the spectrum is shared among multiple SUs, 

Spectrum sharing is required to coordinate how SUs can 

coexist and access the same spectrum without interfering or 

colliding with each other. In Spectrum mobility, a CR device 

has to vacate the channel and move to another available 

channel if a PU appears on that channel.  

VI. DETERMINING AVAILABLE SPECTRUM HOLES 

   The basic function of any CR device is to be able to 

determine the available spectrum holes which vary in time 

and space. A CR device should have the capability to 

determine its location as the available spectrum differs from 

one place to another. Also, the device has to repeat the 

calculation periodically as the available spectrum varies with 

time. Fig. 5 shows a hierarchal description for the 

approaches used in determining the available spectrum holes.   

A. Spectrum Sensing  

   Spectrum sensing allows a CR user to periodically sense 

the spectrum and determine its availability for use by SUs. 

There are two main categories of spectrum sensing 

techniques [2], namely, Primary transmitter detection and 

Primary receiver detection (Fig. 5). 
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Geo-Location 
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Fig. 5.  Methods used for white spaces determination. 

    

   In the case of primary transmitter detection, the medium is 

considered available if the CR device cannot hear the signal 

sent from any primary transmitter. Three methods [2], [4], 

[13] can be used for primary transmitter detection. These 

methods are matched filter detection, energy detection, and 

feature detection.  
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   The matched filter detection is the optimal detection in the 

presence of stationary Gaussian noise. This method 

maximizes the received Signal to Noise Ratio (SNR), but it 

requires prior information about the characteristics of the 

PU’s signal. The matched filter operates by correlating the 

pattern that needs to be detected (known information about 

the signal) with the received signal. If the magnitude of the 

resulting signal is above a certain threshold; the medium is 

considered busy otherwise the medium is free. The matched 

filter is a fast detection technique, but it requires previous 

knowledge about the signal to be detected.  

   In the energy detection, no prior information about the 

primary transmitter signal is required. In this technique, a CR 

device measures the energy in a certain frequency band if it 

is above a predefined threshold; the medium is considered 

busy. If the measured value is below the threshold the 

medium is considered free and can be used by SUs. One of 

the concerns of using energy detection is that it just detects 

the presence or absence of a signal, but it cannot differentiate 

whether the detected signal is from a primary transmitter or 

from a secondary transmitter. Another concern is adjusting 

the threshold value of the detector as this value is affected by 

the noise level. 

   The feature detection, also called cyclostationary detection, 

depends on detecting the cyclostationary (built-in 

periodicity) feature of the modulated signal for detecting the 

presence of a signal. This kind of detector is better than 

energy detector as it is more robust against the uncertainty in 

noise power, but requires more observation time and is 

computationally complex. 

   A main problem in the primary transmitter detection is the 

hidden node problem. Where, a CR user may be shadowed 

from detecting the signal of a primary transmitter, due to the 

presence of an object that block the transmitter signal, as 

shown in Fig. 6 [2]. The hidden node problem can be solved 

by using cooperative spectrum sensing or cooperative 

detection, which allows the CR devices to share the sensed 

information with each other. This results in a higher 

detection capability, but comes with the cost of additional 

overhead 

   The primary receiver detection technique is the most 

efficient technique in determining spectrum holes. In this 

technique, the CR user needs to detect primary receivers in 

its communication range and avoid interfering with them.  

Primary receivers detecting is not an easy process. Usually, 

primary receivers, such as televisions or cellular phones, are 

passive, which makes it hard for the CR devices to detect 

them or determine their location.  One way to allow a CR 

device to detect a primary receiver [14] is by utilizing the 

leakage power of the Local Oscillator (LO), which is emitted 

by the RF front end of the primary receivers. This method is 

currently feasible only in TV receiver detection. 

   Interference temperature is a model introduced by the FCC 

[15] to accurately measure and limit the amount of 

interference at the receiver. Interference temperature dictates 

the cumulative amount of interference from all the undesired 

RF energy sources that exist at a receiver at any point of 

time. Interference temperature provides a higher protection 

for the receiver against harmful interference. A CR user can 

use the channel while it does not surpass the limit on 

interference temperature. 

B. Geo-Location Database  

   In the Geo-location database approach, a CR device does 

not use spectrum sensing to determine the free spectrum;  

 

 

 

Fig. 6.  Shadowing uncertainty [2]. 

 

instead it depends on an up-to-data database of incumbents. 

The database stores information about all primary 

transmitters and their locations. It also stores terrain 

information. The data base uses the information it has to 

calculate available whitespaces at the CR user`s location. 

According to FCC regulation [6], a CR device should have 

the capability to determine its location, and a way to connect 

to the internet to be able to access the database. The process 

of determining the available whitespaces is done as follows. 

First, the CR device provides identifying information to 

register with the database. Then the CR device calculates its 

location and send it to the database, which uses some 

propagation models to calculate the available white spaces at 

the user`s location. After that, the database will send a list of 

the available white spaces to the user. The database may also 

inform the device with the maximum allowable transmit 

power for its operation. In this case, the device can use its 

adaptable power control to ensure that the transmitting power 

does not exceed the maximum allowed value. Using a 

database to calculate spectrum holes overcomes the problem 

of false alarm that can happen with spectrum sensing and 

thus provides more efficient use of the spectrum. 

   Microsoft presented an approach for a geo-location 

database called “SenseLess: A Database Driven White 

Spaces Network” [16]. The SenseLess architecture consisted 

of a logically centralized entity called SenseLess Service. 

Base stations and CR devices are connected to this central 
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entity which is responsible for determining the available 

white spaces for any given location. Two components mainly 

constitute the SenseLess service, the back-end store and the 

SenseLess engine. The back-end store consisted of a terrain 

server and a database of incumbents, such as TV transmitters 

(their location, antenna height, transmission power) and 

wireless microphones. The database is also used to cache the 

computed white spaces for different locations. The terrain 

server store high resolution terrain elevation data which can 

be obtained from one of the publicly available terrain maps. 

Sophisticated signal propagation modeling is used by the 

SenseLess engine to compute the available white spaces at 

any given location. Results showed that the Longley-Rice 

(L-R) with terrain propagation model [17] gave accurate 

results when determining the available white spaces for any 

given location.   

   In [18], a White Space Database (WSDB) was used to 

control the transmit power levels of the White Space Devices 

(WSDs). WSDs use one of the geo-location capabilities to 

determine their location and send it to the database. The 

WSDB sends a list of the available channels to the WSD to 

ensure that the device will not cause interference to primary 

incumbents. The database will also inform the device with 

the transmit power level that it should not exceed. The sum 

of all WSDs transmit powers should be kept below a certain 

level to avoid making interference to PUs. Considering these 

limitations an optimization problem was formulated to 

control the transmit power while maximizing the total 

throughput of the system uplink. Solution to the optimization 

problem becomes the same like the water-filling algorithm 

problem. Simulation results showed that in the case of using 

co-channel, increasing the number of users cause the 

spectrum efficiency to increase. While in case of adjacent 

channel the spectrum efficiency decrease by increasing the 

number of users. 

VII. SPECTRUM DECISION 

   Spectrum decision is the capability of a CR device to 

choose the most appropriate channel for its operation. 

Channel selection should satisfy Quality of Service (QoS) 

requirements of SUs and at the same time ensures that they 

do not cause interference to PUs. Spectrum decision consists 

of three functions, which are spectrum characterization, 

spectrum selection and CR re-configurability [19], [11].  

   The first step after determining the available spectrum 

holes is to characterize them based on PUs activities and 

conditions of the radio environment.  As the CR user 

opportunistically utilizes the channel; channel availability 

can’t be guaranteed during the whole period of its 

transmission because a PU may appear at any time. 

Modeling PUs activities can be used to predict future usage 

of the spectrum based on the historical information of 

previous spectrum usage. The condition of the radio 

environment is another factor that is used to characterize the 

channel based on interference, the number of users utilizing 

the same channel, and the strength of the received signal. 

Once the channel characterization is done, a channel that 

satisfies QoS requirements of the SU is selected. The last 

step is to adjust the transceiver parameters of the CR device 

to be able to communicate on the selected spectrum band. 

VIII. SPECTRUM SHARING 

   Spectrum sharing is the most challenging function among 

CR functions. It addresses the problem of coordinating the 

transmission of CR devices to allow them to coexist and 

share the medium without causing interference to each other. 

Spectrum sharing can be categorized according to 

architecture, scope, spectrum allocation behavior, spectrum 

sharing models and spectrum access techniques [2], as 

shown in Fig. 7. 

   The spectrum sharing architecture can be centralized or 

distributed. In centralized spectrum sharing, a central unit is 

responsible for allocating the spectrum and controlling 

access to it. In distributed spectrum sharing, spectrum 

allocation and access is done by each node according to a 

certain policy specified by the node itself. 

      The spectrum allocation behaviour can be cooperative or 

non-cooperative spectrum sharing. In the cooperative 

spectrum sharing, the CR devices cooperate together to avoid 

interference with each other. Each CR device adjusts its 

transmission power taking into account other devices 

transmission. In the non-cooperative spectrum sharing, each 

CR device behaves in a selfish manner. A CR device will 

transmit without considering if its transmission will affect 

other devices transmission. Thus, in the non-cooperative case 

there will be high interference between CR devices, which in 

turn will reduce the spectrum utilization. 

   The spectrum access techniques can be classified as 

overlay spectrum sharing and underlay spectrum sharing. In 

the overlay spectrum sharing, SUs can opportunistically 

make use of the spectrum when not being used by PUs to 

avoid causing interference to PUs. In the underlay spectrum 

sharing, SUs can transmit at the same time with PUs as long 

as their transmission is below the noise floor of PUs. In this 

case, SUs use spread spectrum techniques and can only 

transmit over short range. 

   The spectrum sharing scope in infrastructure-based CRNs, 

can be classified to intra-cell spectrum sharing and inter-cell 

spectrum sharing [20]. The intra-cell spectrum sharing is 

related to spectrum sharing between CR users in the same 

cell. The inter-cell spectrum sharing is related to spectrum 

sharing between different cells. 

   The two spectrum sharing models are exclusive allocation 

model and common use model [20]. In the exclusive
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Fig.  7.  Spectrum Sharing Categorization. 

 

allocation model, each CR user is allocated a different 

channel to mitigate the interference between CR users. This 

model is optimum in maximizing the capacity of the 

network, but it provides unfair resource allocation in 

networks that have limited spectrum availability. Although 

the focus of this approach is on spectrum allocation, power 

allocation has to be considered to avoid interfering with PUs.        

   In the common use model, several CR users can 

simultaneously use the same channel by adjusting their 

transmission power to minimize interference. This model is 

preferred in networks with limited spectrum holes; as it can 

provide fairness in the allocation of the available spectrum. 

However, the achieved capacity is lower than that of the 

exclusive model. 

   Several research papers have been proposed to address the 

spectrum sharing problem in CRNs. The main differences 

between papers addressing spectrum sharing techniques are 

in the model they used for spectrum sharing and the 

objective of the network.   

   In [21], a combined power/channel allocation method was 

applied in a WiFi-like spectrum sharing scenario in TV white 

spaces. Three types of Secondary Users (SUs) were defined 

which are protected, interfered and out of range SUs. The 

network goal was to increase the number of supported SUs 

while reducing the interference secondary devices cause to 

each other. They used the NBS to allocate transmit power for 

Secondary Access Points (SAPs). SAPs cooperate by 

exchanging the information through relaying nodes. These 

relaying nodes are the interfered SUs that can hear from 

more than one SAP. SAPs compete on their transmission 

powers to maximize the number of supported SUs. SAPs 

have to decrease their power until there is no overlapping 

between their coverage areas. Two stage of cooperation were 

made. In the first stage, only neighboring SAPs cooperate 

and compete for power control, while in the second stage, all 

the next hop neighboring SAPs can cooperate. When the 

SAPs are highly overlapped, the algorithm can switch to 

channel allocation instead of power allocation to enhance the 

network performance. The switch is done if the number of 

interfered secondary users was above a certain number. 

Simulation results showed that the number of iteration 

required to reach optimality is decreased by SAPs 

cooperation. The number of supported users increased while 

the average SAP throughput decreased.  

   A downlink channel assignment and power control for an 

infrastructure-based cognitive radio network was 

implemented in [22]. The opportunistic spectrum access 

problem was formulated as a non-cooperative game in which 

the game players are the base stations. Each base station 

bargain to increase the number of supported CRs.  Channel 

allocation was done by the base stations, which randomly 

assign channels to users. A distributed power allocation is 

then applied using the Iterative Water Filling algorithm. 

Results showed that the pure non cooperative game might 

have multiple Nash equilibrium points [23] that are 

undesirable and may lead to non-convergence. To obtain 

better results, the Nash bargaining solution was applied in 

which the cooperation of base stations was required. 

Simulation results showed that a unique optimal solution was 

achieved by using the Nash bargaining solution.  

IX. SPECTRUM MOBILITY  

   Spectrum mobility is the process of performing a seamless 

transition from one channel to another available channel. 

After a CR user selects the channel and starts transmitting on 

a certain frequency band, a PU may appear on the same 

channel; in this case the CR user has to move to another 

empty channel and vacate this channel to PU to avoid 

causing interference to the PU. The SU may also change its 

channel to access another spectrum hole with better QoS.  

Spectrum mobility consists of two processes [24], spectrum 

handoff and connection management. 

   In the spectrum handoff process, the SU transmission is 

transferred from its current channel to another empty 

channel. Three events can trigger the spectrum handoff 

process. The first event is the arrival of a PU in a channel 

occupied by a SU. The second is the spatial movement of 

SUs to a place where their coverage overlap with PUs 

already utilizing the channel. The third is the degradation of 

the link quality. 

   The spectrum handoff process consists of two phases, 

evaluation phase and link maintenance phase. In the 

evaluation phase, the SU keep monitoring the environment to 

determine if an event that trigger spectrum handoff occurred, 

then the SU moves to the next phase (Link maintenance). In 

the Link maintenance phase, the SU pauses its transmission 
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on the current channel and continues the transmission on 

another available channel. 

   Connection management process is used to compensate for 

the unavoidable handoff delay, which happens when the SU 

transmission is transferred from a channel to another, by 

adjusting the parameters of the protocol stack according to 

the existing situation. 

X. CONCLUSION 

   In this paper, we have presented a comprehensive 

overview of the CRN architecture and operation in licensed 

and unlicensed bands. The paper focused on the four CR 

spectrum management functions, white space determination, 

spectrum decision, spectrum sharing, and spectrum mobility. 

The white spaces can be calculated using either spectrum 

sensing or geo-location database. Most of the papers in the 

literature use spectrum sensing to calculate white spaces. 

However, the geo-location database approach is more 

accurate and efficient. Also, it overcomes spectrum sensing 

problems such as false alarms.  The decision to select one of 

the white spaces depends on characterizing all the available 

white spaces based on the PUs activities and the conditions 

of the radio environment. The CR device transceiver is then 

adjusted to operate on the selected band. Sharing the 

spectrum is a very interesting and challenging function 

throughout the CR functions. Spectrum sharing is concerned 

with the way that enables all the CRNs to coexist and share 

the same spectrum without interfering with PUs or with each 

other. The spectrum sharing function was comprehensively 

covered according to different aspects, architecture, scope, 

allocation behavior, sharing models, and access techniques. 

The spectrum mobility was used to avoid interfering with 

PUs by transferring CR users to another available channel if 

a PU appears on that channel. 
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Abstract—In this paper, we propose a low-complexity spectrum
leasing game for the underlay CR network with PS using adaptive
rate-based pricing strategy. In the proposed scenario, an SU can
make a request for sharing a channel with multiple PUs and
pay for the spectrum lease in proportional to his transmission
power. In the meantime, the PUs can determine the leasing
price to maximize his own revenue at the cost of ignorable
throughput degradation; In other words, one can say that the PU
can actively protect himself from using the lower transmission
rate by adaptively rising the leasing prize, rather than passively
imposing interference-limit rule as in the conventional methods.
The simulation results show that the proposed spectrum leasing
game can grant SUs transmission opportunities without causing
PUs throughput degradation. Moreover, the convergency of the
proposed scheme is numerically proved, which accounts for the
existence of Nash Equilibrium.

Keywords-Game theory, auction, cognitive radio, pricing, spec-
trum leasing.

I. INTRODUCTION

Due to the scarceness of spectrum and the increasing
demands for radio resources, the issue of radio resource
management (RRM) has attracted much attention for decades,
especially when the truth of extremely low spectrum effi-
ciency had been revealed by the US Federal Communications
Commission (FCC) [1]. To improve the spectrum efficiency,
the technology of cognitive radio (CR) has been proposed to
opportunistically and temporarily utilize the so-called spectrum
holes [2]. Accordingly, many important CR-related topics
have been extensively explored, including spectrum leasing
(trading), spectrum sensing, sub-channel allocation, power and
interference control, cooperative communications etc [3]–[8].

Speaking of spectrum leasing (trading), the auction the-
ory, one of the important applications of Game theory, can
be utilized to design effective protocols for managing the
aforementioned interactions between primary system (PS) and
secondary system (SS) as well as the competitions between
secondary users (SUs) [9], [10]. Moreover, according to CR’s
operation modes, different spectrum leasing protocols can be
designed for the purpose of protecting PS and improving the
overall spectrum efficiency (more discussions can be found in
the following literature survey). One should note that the key
to the success of CR networks lies in the harmless interactions

between the PS and SS. Therefore, from the literature, one can
find that whatever the spectrum leasing protocols are applied,
the well-known interference-limit (IT) rule is still pivotal to
regulate SS’s behaviors in the underlay CR networks.

In this paper, PUs can actively play the leading characters
in the spectrum leasing game in stead of passively imposing
the IT rule on SS. That is to say, rather than the IT rule, each
PU can adaptively set and announce the price for spectrum
sharing based on the degradation of his transmission rate. Note
that the acceptable degradation level depends on each PU’s
willingness and tolerance. Then, each SU can play a one-shot
game to decide the amount of power he can purchased from
each of PU. Afterwards, the PU may adjust the price based his
attainable transmission rate. The bidding process between PU
and SUs may go back and forth for several times until Nash
equilibrium (NE) is reached.

It should be noticed that, in the proposed scheme, all
the SUs who share the same channel (owned by a particular
PU) do not need to know whether the aggregated amount of
interference has gone beyond the IT threshold or not, which
may cost some considerable amount of message exchanges.
Via the simulation results, the proposed spectrum leasing game
can grant SUs transmission opportunities without causing PUs
significant throughput degradation. Moreover, the existence of
a unique NE can also be proved numerically, which accounts
for the convergence of the proposed scheme.

The rest of this paper is organized as follows. In Section
II, some important related works are reviewed. Section III
describes the system model and proposed spectrum leasing
game. Simulation results are provided in Section IV. Section
V concludes this work.

II. LITERATURE SURVEY

Here, we review several auction-based spectrum leasing
(trading) schemes in the underlay and interweave CR networks.

A. Underlay CR Operation Mode

In the underlay CR networks, PS can be protected by
imposing the IT rule on the SS’s transmissions. Thus, in
the following auction games, the SS’s transmission power is
regulated by this rule. In [11], two auction mechanisms were
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designed to allocating power for SUs, of which an SU can
be charged according to the received signal-to-interference-
and-noise ratio (SINR) or transmission power. The charging
policies, in other words bidding strategies, were to reach
the pre-defined balance, i.e. NE, between SUs. In [12], the
pricing method was included into the design of channel and
power allocations for the CR networks. Then, the distributed
price-based iterative water-filling (PIWF) algorithm as well as
the corresponding media access control (MAC) protocol were
proposed to reach NE. In [13], the authors allowed the primary
users (PUs) to join the auction game by actively adjusting the
tolerable amount of interference (the interference cap). Then,
a dynamic spectrum leasing strategy was designed to control
the transmission power for both PUs and SUs such that the
utility functions of SUs can be maximized under the limit of
the so-called interference cap.

In [14], the authors proposed a sub-optimal pricing strategy
for PS to own better revenue, and SUs can also adjust their
uplink transmission power to maximize their utility functions.
The price was set according to the amount of each SU’s
transmission power. Via numerical proof, the proposed method
was claimed to achieve fairness of power allocation between
SUs. In [15], the Stackelberg model was applied to deal
with the spectrum leasing problem between PS and SS. In
additional to the payment by SUs (i.e. revenue of PUs), a
shutdown mechanism was developed to prevent SUs from
using unacceptable transmission power such that the IT rule
can be satisfied. In [16], the problem of power control and relay
selection in the multi-hop CR relay-network was investigated.
An SU can pay prices to PUs who share the spectrum and SUs
who relays for him to obtain optimal performance. The effects
of difference pricing functions of PUs were investigated and
several distributed power control algorithms were developed
for the scenarios with single and multiple CR transmission
pairs.

B. Interweave CR Operation Mode

In the interweave CR networks, PS can be protected by
separating the access time slots or spectrum bands from those
of SS, and (or) by the helpful cooperative transmissions from
SS. In [17], for the purpose of maximizing quality-of-service
(QoS), a PU can allure SUs for cooperative transmissions
by offering a fracture of time slots in return. To own the
offered fracture of time, SUs compete between each others
following the distributed power control mechanism. The Stack-
elberg game was applied to model leader-follower relationship
between PU and SUs. In [18], a PU can set a price for time
sharing with a properly selected SUs and each SU can decide
the amount of time to purchase according to his own QoS
requirement. Note that the more time purchased, the more
power should be used to forward packets for the PU. Moreover,
an admission control mechanism was also develop to protect
the SUs who participate in the cooperation transmissions.
In [19], similar scenario was extended to multiple PUs, i.e.
multiple sellers, by adopting the framework of generalized
NE, of which these PUs competed with each other for the
cooperative transmissions from SUs. And SUs can become
willing to cooperate when the their QoS requirements can be
achieved.

In [20], during the spectrum leasing period, each PU can

preserve a required bandwidth for himself to satisfy his own
QoS. Then, SUs can bid for the extra bandwidth, rather
than the aforementioned a fracture of time, to maximize
their utility function and achieve the fair allocations, i.e. NE.
Similar scenario was also extended to multiple PUs. In [21], a
generalized Branco’s mechanism was proposed to tackle with
the spectrum trading between primary service providers (PSPs)
and secondary service providers. In the proposed model, the
PSPs (seller) can cooperate to gain maximal profits and further
share these profits. In [22], the bandwidth-sharing problem in
the multi-hop relaying cellular network (MCN) was modeled
by the reversed Stackelberg game. With the aid of a trust
model, the base station (BS) can encourage relay station (RS)
to cooperate and also discourage their misbehavior. Owing the
allocated bandwidth, the RSs can serve the nearby mobile
terminals. Via simulation results, the well-developed MCN
cooperation can maximize the overall network performance.

III. SYSTEM MODEL AND SPECTRUM LEASING GAME

A. System Model

Now, we consider an underlay CR network (SS) imbedded
in the incumbent cellular system (PS), which is assumed to
be in the uplink transmissions using adaptive modulation and
coding scheme (ACM) with fixed transmission power. Each
PU exclusively own a subchannel and he may share this
subchannel with multiple SUs. A CR transmitting end and a
CR receiving end form a CR transmission pair, which means
the CR network operates in the ad hoc mode. For simplicity,
a CR transmission pair is named SU in the following context.

In the proposed spectrum auction game, SUs can issue
spectrum sharing requests to the neighbor PUs. After receiving
these requests, each of PU can decide whether or not to join
this auction and then announce the price per unit of generated
interference if the requests are accepted. Note that a higher
price can resist SU from producing intolerable amount of
interference. According to the prices, each SU can decide the
amount of transmission power he can afford to allocate to each
of the subchannels. Several rounds of the bidding process (i.e.,
the price setting and power allocations) can give the balanced
portfolio (the so-called NE). In the following context, the
whole period of bidding process is named bidding phase.

B. Power Allocation of SS

The utility function of the ith SU can be defined as

US
i=
∑

k∈ΩM

uSk
i

=
∑

k∈ΩM

[
αi log2

(
1+

PSk
i GSk

ii∑
j ̸=i,j∈ΩN

PSk
j GSk

ji +Q
PS
ki +No

)
−λk(P

Sk
i GSP

ik )
]
, (1)

where usk
i represents the utility of the ith SU sharing kth

subchannel; ΩM = {1, · · · ,M} and ΩN = {1, · · · , N}
respectively stand for the sets of PUs and SUs who join
this auction; PSk

i is the ith SU’s allocated power to the kth
subchannel; GSk

ij means the channel gain between the ith SU’s
transmitter and jth SU’s receiver over the kth subchannel,
while GSP

ik is that between the ith SU’s transmitter and kth
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PU’s receiver, i.e. the base station (BS); QPS
ki denotes the

ith SU’s received interference from the kth PU; No accounts
for the additive white Gaussian noise (AWGN); λk is the
announced price for sharing the kth subchannel. Note that
αi is the adjusting weight factor which can personalize ith
SU’s characteristic. Moreover, observing (1), the first term
and second term account for the capacity reward and spectrum
sharing cost (in other words, interference penalty). Also, the
summation explains the spectrum sharing property, i.e. an SU
can share multiple subchannels with PUs.

The goal of SU is to maximize the utility function via a
proper power allocation. Thus, we can now form an optimiza-
tion problem as what follows.

max
PS

i

US
i (P

S
i ,P

S
−i)

subject to

0 ≤ PSk
i ≤ Pmax

0 ≤
∑

k∈ΩM

PSk
i ≤ Pmax , (2)

where PS
i = {PS1

i , ..., PSM
i } is the ith SU’s power allocation

vector, while PS
−i describes that of all the other SUs belonging

to ΩN . Prior to solving this optimization problem, it should
be noted that the concavity of US

i (P
S
i ,P

S
−i) with respect to

PS
i can be proved by calculating ∂2US

i /∂P
Sk2

i , of which the
negativity renders the proofs of its concavity and existence of
the maximum.

First, we relax the constraint of 0 ≤ PSk
i ≤ Pmax and

then solve the following KKT problem, which gives a power
allocation scheme to satisfy this constraint. The KKT problem
can be defined as

max
PS

i

L(PS
i , µi)

subject to

0 ≤
∑

k∈ΩM

PSk
i ≤ Pmax , (3)

where

L(PS
i , µi)=

∑
k∈ΩM

αi log2

1+ PSk
i GSk

ii∑
j ̸=i,j∈ΩN

PSk
j GSk

ji +Q
PS
ki +No


−λk(P

Sk
i GSP

ik )
]
+µi

[
(Pmax−

( ∑
k∈ΩM

PSk
i

)]
;

(4)

And µi is the Lagrangian multiplier. Solving
∂L(PS

i , µi)/∂P
Sk
i = 0 gives

PSk∗

i =

[
αi

ln 2(µi + λkGSP
ik )

− ΓSk
i

GSk
ii

]Pmax

0

, (5)

where ΓSk
i =

∑
j ̸=i,j∈ΩN

PSk
j GSk

ji + QPS
ki + No. Note that

µi can be adjusted to satisfy
∑

k∈ΩM
PSk
i = Pmax such that

higher capacity can be achieved.

C. Pricing Strategy of PS

Here, we define the utility function for PU.

UP
k =

[
λk − Ck · eβk(1−RP

k /Ro
k)
]
IPk , (6)

where Ck is kth PU’s reserved price (or the cost in other
words) for spectrum leasing; βk (similar to αi) is the price
weighting factor, which can adjust the sensitivity to the change
of transmission rate; Ro

k and RP
k denotes the original and

current transmission rate of kth PU, respectively; IPk =∑
i∈ΩN

(PSk
i GSP

ik ) is the amount of experienced interference.
Similar to the SS’s case, calculating ∂2UP

k /∂λ2
k can prove the

concavity of UP
k with respect to λk as well as the existence of

maximum. Also, observing (6), one can find that the lower the
current transmission rate RP

k , the higher the cost of spectrum
sharing, which can result in a higher price (as proved by the
following equation).

Solving ∂UP
k /∂λk = 0 gives the optimal pricing strategy

of PU as

λk = Ck · eβk(1−RP
k /Ro

k) − IPk(
∂IPk /∂λk

) . (7)

Note that whenever the price is changed, the variation of
experienced amount of interference with respect to price, i.e.
∂IPk /∂λk, can be estimated by the kth PU itself.

D. Discussions on Information Exchanges

To put the proposed spectrum auction game into practice,
only two additional information exchanges over one control
channel are needed: one for SU to broadcast the spectrum shar-
ing request and one for PU to announce the spectrum sharing
price (λk). Observing (5), ΓSk

i and GSk
ii can be estimated by

some existing techniques (which are beyond the scope of this
paper). Also, thanks to the channel reciprocality, GSP

ik can be
attained by listening to λk over the kth subchannel in the time-
division duplex (TDD) mode. Furthermore, observing (7), IPk
and ∂IPk /∂λk can surely be estimated by PU itself.

It should be noticed that conventionally, an IT rule should
be imposed on SS in the underlay CR network. However,
in the considered scenario that a PU can share his subchan-
nel with multiple SUs, some massive information exchanges
are required. For example, each of SUs should know the
percentage of the amount of interference he has produced.
Then the SU can actively control the transmission power such
that the IT rule is not violated. Or, alternatively, a group of
SUs can sequentially adjust their transmission power, which
may additionally cause some difficult problems, e.g. how to
form the group of SUs and inform each of them, the fairness
issue, scheduling protocol design etc. Certainly, PU can also
inform each of SUs to adjust transmission power. However,
in either case, massive information exchanges as well as more
additional control signals are required.

IV. SIMULATION RESULTS

The simulation environment is built up based on the
system model described in Section III(A). In addition, PUs are
uniformly distributed over the primary incumbent cell of radius
2000 (m). The transmitting end of each SU is randomly located
at where the distance to BS is uniformly distributed over the
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Figure 1: Convergence of PUs’ prices (λ1 and λ2) with β1 = β2 =
1.

TABLE I: Adaptive modulation scheme of PU

Required SINR (dB) 6 10 18 24
Throughput (bps/Hz) 1 2 4 6

interval of [500 1000] (m); And, its corresponding receiving
end is positioned randomly at where it is 50-150 meters
away. The transmission power of PU and SU’s maximum
transmission power Pmax are 1 and 0.1 watt, respectively.
The power spectrum density of AWGN is -174 dBm/Hz.
The log-distance path-loss model with exponent of three and
flat Rayleigh fading are assumed. Furthermore, the stairwise
effective throughput of ACM for PU are listed in Table I
[23]. In the simulations, it is assumed that there are two PUs
providing spectrum sharing opportunities to two SUs; And the
results are averaged over 2× 107 simulation rounds.

A. Convergency

Here, we prove the convergence of the spectrum leasing
game by showing the convergence of the PUs’ price (λ1 and
λ2) and SUs’ transmission power. Figures 1 and 2 respectively
show the snapshots of PU’s price for β1 = β2 = 1, and SU’s
transmission power for β1 = β2 = 0 and 1. As shown in
the figures, the bidding phase can be completed within ten
iterations.

B. Impacts on PUs

In advance of showing the benefit SU can obtain through
the spectrum auction, we first present its impact on PU. Figure
3 shows the impact of SU’s activity on PU’s transmission
mode, i.e. ACM mode with (a) β1 = β2 = 1, and (b)
β1 = β2 = 4, respectively. It can be observed that when the
price weighting factor β equals to zero, PU can be severely
affected, and consequently the probability of using lower ACM
mode significantly rises. One should note that the case of
β = 0 can be regarded as conventional method, i.e. simply
maximizing the utility function without adaptively adjusting
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Figure 2: Convergence of SUs’ transmission power with (a) β1 =
β2 = 0, and (b) with β1 = β2 = 1.

the cost Ck. In this situation, Pmax in (2) can be regarded as
the IT rule to regulate SU’s transmission power. Fortunately,
this unfavorable situation can be avoided by increasing the
weighting factor β, i.e. sensitivity to the change of throughput.
As shown in Figure 3(b), when β increases from zero to four,
PU can almost maintain the same ACM mode.

C. Benefit to SUs

Figure 4 shows the average throughput of SU and PU with
respect to various price weighting factors (β). One can find
that higher throughput can be reached by SU with lower value
of β. However, in this situation, it can cause larger loss of
throughput to PU. As aforementioned, rising the β value can
solve this dilemma. Therefore, using β = 4, both SU and
PU can maintain at high throughput of 3.84 and 3.44 bps/Hz,
respectively.
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Figure 3: The impacts of SU’s activity on PU’s transmission mode,
i.e. ACM mode, with (a) β1 = β2 = 1, and (b) β1 = β2 = 4.

V. CONCLUSION

In this paper, we have proposed a novel spectrum leasing
game for the underlay CR network using rate-based pricing
strategy for PU rather than the conventional interference-based
method. By using the rate-based pricing strategy, several im-
portant advantages can be obtained. First, signaling overhead
can be significantly decreased. Only two additional information
exchanges (one for issuing SU’s request and one for broadcast-
ing the price of spectrum sharing) over one control channel
are required. Second, PUs can actively join the auction and
protect himself from using lower transmission rate by rising
the price, instead of passively imposing the IT rule on SUs.
Third, both PU and SU can simultaneously maintain at high
transmission rates such that the overall spectrum efficiency can
be largely improved. Many interesting future works are worth
exploring, which could have potential impacts on the area of
CR networks. For example: (1) apply the Stackelberg model
to refine the spectrum auction game; (2) mathematically prove
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Figure 4: The average throughput of SU and PU with respect to
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the existence and uniqueness of NE.
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Abstract—Two particular semi-blind spectrum sensing algo-
rithms are taken into account in this paper: Energy Detection
(ED) and Roy’s Largest Root Test (RLRT). Both algorithms
require the knowledge of the noise power in order to achieve
optimal performance. Since by its nature the noise power is
unpredictable, noise variance estimation is needed in order
to cope with the absence of prior knowledge of the noise
power: this leads to a new hybrid approach for both considered
detectors. Probability of detection and false alarm with this new
approach are derived in closed-form expressions. The impact
of noise estimation accuracy for ED and RLRT is evaluated in
terms of Receiver Operating Characteristic (ROC) curves and
performance curves, i.e., detection/misdetection probability as a
function of the Signal to Noise Ratio (SNR). Analytical results
have been confirmed by numerical simulations under a flat-fading
channel scenario. It is concluded that both hybrid approaches
tend to their ideal cases when a large number of slots is used for
noise variance estimation and that the impairment due to noise
uncertainty is reduced on RLRT w.r.t. ED.

Keywords-Cognitive radio; spectrum sensing; hybrid detectors;
noise estimation

I. INTRODUCTION

Among the functionality provided by Cognitive Radio [1],
Opportunistic Spectrum Access (OSA) is devised as a dynamic
method to increase the overall spectrum efficiency by allowing
Secondary Users to utilize unused licensed spectrum. For this
Cognitive Radio System requires the implementation of a
spectrum sensing unit in order to gain awareness of available
transmission opportunities. This unit must indicate whether a
transmission is taking place in the considered channel. Among
several spectrum sensing methods put forward for Cognitive
Radio applications, techniques based on eigenvalues of the
received covariance matrix evolved as a promising solution
for spectrum sensing outperforming classical ED.

Semi-blind spectrum sensing algorithms, i.e., ED and RLRT,
are the optimum spectrum sensing techniques in a known
noise power level scenario. However, in real systems the
detector does not have a prior knowledge of the noise level.
In recent years, variation and unpredictability of the precise
noise level at the sensing device came as a critical issue,
which is also known as noise uncertainty. With the goal
of reducing the impact of noise uncertainty on the signal
detection performance of ED and Eigenvalue Based Detection

(EBD), several research has been proposed including [2], [3],
[4] for ED and [7], [8] for EBD. Hybrid spectrum sensing
algorithms based on the combination of ED and Feature De-
tection techniques have been put forward for the reduction of
the effect of noise variance uncertainty [5], [6]. Similar hybrid
spectrum sensing approach was discussed in [9] using the
positive points of ED and Covariance Absolute Value detection
methods while Sequeira et al. [10] used Akaike Information
Criterion (AIC), Minimum Description Length (MDL) and
Rank Order Filtering (ROF) methods for estimation of noise
power in presence of signal for energy based sensing. In [7],
the importance of accurate noise estimation has been shown
for better performance of the EBD algorithms.

This paper presents an idea of auxiliary noise variance
estimation and focuses on the performance evaluation of
Hybrid Approach of semi-blind detection algorithms, namely
ED and RLRT, using the same estimated noise variance. The
rest of this paper is organized as follows: the system model is
developed in Section II, test statistics of detection algorithms is
noted in Section III, noise estimation approaches in relation to
ED and RLRT are discussed in Section IV, Hybrid Energy De-
tection and Hybrid Roy’s Largest Root Test schemes based on
the noise estimation approaches are discussed in Section V and
Section VI respectively, the simulation results and the effect of
noise variance estimation on considered detection algorithms
are discussed in Section VII and finally, Section VIII concludes
the paper.

II. SYSTEM MODEL

We consider K sensors (receivers or antennas) for the ED
/ EBD detector, which senses and decides the presence or
absence of the single primary signal within a defined spectrum
band W. In a given sensing time interval T , the detector
calculates its detection statistic TD by collecting N samples
from each one of the K sensors. The received samples are
stored by the detector in the K ×N matrix Y.

Let us introduce the 1 × N signal matrix
S , [s(1) · · · s(n) · · · s(N)] and the K × N noise matrix
V , [v(1) · · · v(n) · · · v(N)] where,
• s(n) is the transmitted signal sample at time n, modeled

as Gaussian with zero mean and variance σ2
s : s(n) ∼
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NC(0, σ
2
s)

• v(n) is a noise vector at time n, modeled as Gaus-
sian with mean zero and variance σ2

v : v(n) ∼
NC(0K×1, σ

2
vIK×K)

As all the signal samples s(n) of S and the noise vectors
v(n) of V are assumed statistically independent, the detector
must distinguish between Null and Alternate Hypothesis given
by Y|H0

= V and Y|H1
= hS + V where, h is the complex

channel vector h = [h1 · · ·hK ]T assumed to be constant and
memory-less during the sampling window.

Under H1, the average SNR at the receiver is defined as,

ρ ,
E‖x(n)‖2
E‖v(n)‖2 =

σ2
s‖h‖2
Kσ2

v

(1)

where, ||.|| denotes the Euclidean norm and E the mean
operator. The sample covariance matrix is given by

R ,
1

N
YYH (2)

and λ1 ≥ · · · ≥ λK its eigenvalues sorted in decreasing order.

III. TEST STATISTICS

The test statistic of ED and RLRT algorithms based on the
scenario developed in Section II can be noted in the following
subsections.

A. Energy Detection (ED)

ED computes the average energy of the received signal
matrix Y normalized by the noise variance σ2

v and compares
it against a predefined threshold ted.

TED =
1

KNσ2
v

K∑
k=1

N∑
n=1

|yk(n)|2. (3)

If TED < ted it decides in favor of Null Hypothesis H0

otherwise in favor of Alternate Hypothesis H1. The detection
probability Pd = Prob{TED > ted|H1

} and false alarm
Pfa = Prob{TED > ted|H0

} probabilities for this detector
are well-known in the literature (e.g., [11]).

B. Roy’s Largest Root Test

Using the information of the received signal matrix Y and
assuming a perfect knowledge of the noise variance σ2

v and
the channel parameter h, test statistic for RLRT [12] is given
by

TRLRT =
λ1
σ2
v

. (4)

RLRT is the optimum test algorithm under the “semi-blind”
class of EBD algorithms, which is considered as the reference
test in this class whose Detection and False Alarm Probability
could be noted as [7],

Pfa = 1− FTW2

(
trlrt − µ

ξ

)
Pd = Q

(
trlrt − µx

σx

)
(5)

where, FTW2(.) is the CDF of Tracy Widom Distribution
of order 2. µ and ξ are centering and scaling parameter of a
Tracy Widom Distribution given by,

µ =

[(
K

N

) 1
2

+ 1

]2
(6)

ξ = N−2/3

[(
K

N

) 1
2

+ 1

][(
K

N

)− 1
2

+ 1

]1/3
(7)

and finally, µx and σ2
x are mean and variance parameters of

a Normal Distribution given by expression,

µx = (1 +Kρ)

(
1 +

K − 1

NKρ

)
(8)

σ2
x =

1

N
(Kρ+ 1)2

(
1−

K − 1

NK2ρ2

)
(9)

IV. NOISE ESTIMATION

It is evident that the knowledge of the noise power is
imperative for the optimum performance of both ED and
RLRT. Unfortunately, the variation and the unpredictability of
noise power is unavoidable. Thus, the knowledge of the noise
power is one of the critical limitations especially of semi-blind
detection algorithms for their operation in low SNR.

A. Offline noise estimation: Hybrid approach 1

In the first type of hybrid approaches (HED1 and HRLRT1),
noise variance is estimated from S auxiliary noise-only slots
in which we are sure that the primary signal is absent.

Consider a sampling window of length M prior and adjacent
to the detection window containing noise-only samples for
sure. Then, the estimated noise variance from the noise-only
samples using a Maximum Likelihood noise power estimation
can be written as,

σ̂2
v1 =

1

KM

K∑
k=1

M∑
m=1

|vk(m)|2 (10)

If the noise variance is constant, the estimation can be
averaged over S successive noise-only slots and (10) can be
modified by averaging over S successive noise-only slots as,

σ̂2
v1

(S) =
1

KSM

S∑
s=1

K∑
k=1

M∑
m=1

|vk(m)|2 (11)

A possible scheme of RLRT/ED detection algorithm using
offline noise estimation approach is shown in Fig. 1: ttot
represents a periodic time interval divided into a training
phase (noise estimation) and a runtime phase (detection). The
runtime interval can be much longer than the training one,
however the noise estimation needs to be updated after ttot.

B. Online noise estimation: Hybrid approach 2

In a real time scenario, it is difficult to guarantee the
availability of signal free samples so as to estimate the noise
variance. Some literature analyzed the performance of ED us-
ing estimated noise variance setting aside a separate frequency
channel for the measurement of the noise power [13]. How-
ever, it is not always suitable to assume uniformly distributed
noise in all the frequency bands of concern.
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Fig. 1. HED1 / HRLRT1 with offline noise estimation approach

The second hybrid approach does not resort to the existence
of auxiliary noise-only slots, but estimates the noise variance
information from the previous slots declared as H0 by the
algorithm. Now, the noise variance estimated from those S
auxiliary noise-only slots (previously declared H0) is used in
the following detection interval to get the decision about the
presence or absence of the primary signal.

Given PS the probability of receiving primary signal plus
noise, Pd is probability of detection, and S is the number of
slots, the Maximum Likelihood noise variance estimate σ̂2

v2(S)
using M received signal samples declared noise samples by
the detector from K receivers is given by,

 Ss∑
s=1

K∑
k=1

M∑
m=1

|hks(m) + v(m)|2 +

SN∑
s=1

K∑
k=1

M∑
m=1

|vk(m)|2


KMS
(12)

where, SS = SPS (1− Pd) is the number of primary signal
slots missed by the detector and SN = S − SS is the number
of noise samples successfully detected.

Fig. 2 shows a possible scheme of RLRT/ED detection algo-
rithm using online noise estimation approach; after a transient
stage (offline noise estimation), the detector automatically
updates the noise estimation after S slots declared H0 (sliding
window). Unlike the first approach, no further training offline
phases are required.

V. HYBRID ENERGY DETECTION

Incorporating the offline noise estimation and online noise
estimation described in Section IV in ED, hybrid approaches
of ED are developed and their performance parameters are
derived in the following subsections.

A. Hybrid ED approach 1 (HED1)

The Energy Detection Test Statistic in (3) can be modified
to HED1 test statistic using (11) as,

THED1 =
1

KNσ̂2
v1

(S)

K∑
k=1

N∑
n=1

|yk(n)|2 (13)

Moreover, (13) can be considered as the parametric likelihood
ratio test when the signal to be detected is assumed to be
Gaussian with zero mean and variance σ2

s .
Under Null Hypothesis, after rigorous simplification, the test

statistic in (13) could be approximated with a Normal Random
Variable whose Probability of False Alarm PHED1

fa for number
of sensors K, number of samples N , number of auxiliary slots
S and threshold thed1 is given by,

PHED1
fa = Q

 thed1 − 1√
MS+Nt2

hed1
KMNS

 (14)

Similarly, under Alternate Hypothesis, the test statistic in (13)
also approximates to Normal Random Variable with different
mean and variance parameters whose Probability of Detection
PHED1
d could be written as,

PHED1
d = Q

 (thed1 − 1− ρ)√
t2
hed1
KMS

+ Kρ2+2ρ+1
KN

 (15)

B. Hybrid ED approach 2 (HED2)

Using (12), decision statistic of HED2 can be written as,

THED2 =
1

KNσ̂2
v2

(S)

K∑
k=1

N∑
n=1

|yk(n)|2 (16)

Under Null Hypothesis, after rigorous simplification, the test
statistic in (16) could be approximated with a Normal Random
Variable whose False Alarm Probability PHED2

fa for number
of sensors K, number of samples N , number of auxiliary slots
S for noise estimation using (12) and threshold thed2 is given
by,
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Fig. 2. HED2 / HRLRT2 with online noise estimation approach

PHED2
fa = Q


thed2 −

S

S + ρSS√
t2hed2NC +MS2

KMN(S + ρSS)2

 (17)

where, C = (SSKρ
2 + ρSS + S).

Similarly, under Alternate Hypothesis, the test statistic in
(16) also approximates to Normal Random Variable with
different mean and variance parameters whose Probability of
Detection PHED2

d in a similar scenario could be written as,

PHED2
d = Q


thed2 −

S(ρ+ 1)

S + ρSS√
t2hed2NC +MS2(Kρ2 + 2ρ+ 1)

KMN(S + ρSS)2

 (18)

VI. HYBRID ROY’S LARGEST ROOT TEST

In a similar way as for ED, if we incorporate offline
noise estimation and online noise estimation in RLRT, hybrid
approaches of RLRT are developed and their performance
parameters are derived in the following subsections.

A. Hybrid RLRT approach 1 (HRLRT1)

HRLRT1 is a similar approach as HED1, which deals with
the study of detection performance of the RLRT algorithm
using estimated noise variance. Noise variance is estimated
from S auxiliary noise-only slots where we are sure that
the primary signal is absent. Using the ML estimate of the
noise variance (11), the decision statistic of HRLRT1 can be
expressed as,

THRLRT1 =
λ1

σ̂2
v1

(S)
(19)

Under Null Hypothesis, after rigorous simplification, the test
statistic in (19) could be approximated to the ratio of a Tracy

Widom Random Variable of order 2 and a Normal Random
Variable. Hence, the False Alarm Probability PHRLRT1

fa for
number of sensors K, number of samples N , number of
auxiliary slots S for noise estimation using (11) and threshold
t1 is given by,

PHRLRT1
fa = 1− FH1

0 (t1) (20)

where FH1
0 (t1) is the Cumulative Density Function CDF of

the Probability Density Function shown below,

fH1
0 (t1) = C1

∫ +∞

−∞
|x|fTW2

(
xt1 − µ

ξ

)
e

−D(x−1)2

4 dx (21)

with fTW2(.) being the pdf of Tracy Widom Distribution and
C1 = 1

2ξ

√
D
π .

Similarly, under Alternate Hypothesis, the test statistic in
(19) approximates to Normal Random Variable whose Proba-
bility of Detection PHRLRT1

d under a similar scenario is given
by,

PHRLRT1
d = Q

 t1 − µx√
2t21
D

+ σ2
x

 (22)

where, µx (8) and σ2
x (9) are mean and variance of a Normal

Random Variable.

B. Hybrid RLRT approach 2 (HRLRT2)

HRLRT2 is an alternate hybrid approach of RLRT where
noise variance given by (12) is estimated from the previously
received signal slots declared as H0 by the algorithm. The
decision statistic of HRLRT2 can be written as,

THRLRT2 =
λ1

σ̂2
v2

(S)
(23)

Under Null Hypothesis, after rigorous simplification, the test
statistic in (23) could be approximated to the ratio of a Tracy
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Widom Random Variable of order 2 and a Normal Random
Variable. Hence, the False Alarm Probability PHRLRT2

fa for
number of sensors K, number of samples N , number of
auxiliary slots S for noise estimation using (12) and threshold
t2 is given by,

PHRLRT2
fa = 1− FH2

0 (t2) (24)

where, FH2
0 (t2) is the Cumulative Density Function CDF of

the Probability Density Functions shown below,

fH2
0 (t2) = C2

∫ +∞

−∞
|x|fTW2

(
xt2 − µ

ξ

)
e

−(x−µ1)2

2σ21 dx (25)

with C2 = 1
ξσ2

1

√
2π

.
Similarly, under Alternate Hypothesis, the test statistic in

(23) approximates to Normal Random Variable whose Proba-
bility of Detection PHRLRT2

d under a similar scenario is given
by,

PHRLRT2
d = Q

 t2 − µx/µ1√
t22σ

2
1+σ

2
x

µ2
1

 (26)

where, µx (8), µ1 (27) and σ2
x (9), σ2

1 (28) are mean and
variance parameters with,

µ1 =
S + SS

S
(27)

σ2
1 =

S + 2ρSS + ρ2KSS

KMS2
(28)

VII. SIMULATION RESULTS

This section shows the simulation of the ROC curves and
performance curves of hybrid approaches of ED and RLRT
spectrum sensing algorithms. The accuracy of the the closed-
form expressions is confirmed by the results presented in Fig. 3
and Fig. 4, respectively, where the theoretical formulas are
compared against the simulated detection performance over
S auxiliary noise-only slots (S ranges from 1 to 8). Perfect
match of the theoretical and the numerical curve validates the
considered model. As it can be noticed, with the increase in
the number of auxiliary slots used for the estimation of the
noise variance, the probability of detection increases for both
hybrid approaches.

Fig. 5 illustrates the comparison of ED, HED1 and HED2
performance as a function of the SNR. Performance of HED1
and HED2 varies typically around 0 dB SNR but no visible
difference can be noted in extreme high or low SNR values.
Since there is a chance of mis-interpretation of noise plus
primary signal as only-noise samples (used to estimate the
noise variance) by ED in case of HED2, performance of HED2
is slightly lower than HED1 near 0 dB of SNR. By increasing
the number of slots used for the estimation of the noise
variance, the gap between HED1 and HED2 decreases and
both approaches approximate the known-variance ED curve.

The convergence of the hybrid approach of RLRT to an ideal
RLRT (known variance) is illustrated in Fig. 6. By increasing
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the number of auxiliary slots used for the estimation of noise
variance, the performance of HRLRT1 and HRLRT2 converge
at the ideal RLRT performance.

The performance of HED1 and HRLRT1 is compared in
Fig. 7. The noise variance is estimated using (11) from S
auxiliary sure noise-only slots. The curves approach the ideal
ED and RLRT curves by increasing the number of auxiliary
slots S, but the rate of convergence of HED1 is slower.
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The effect of the noise variance estimation uncertainty on
ED and RLRT algorithms is considered in Fig. 8. Assuming
the Gaussian distribution of the noise variance estimate with
mean equal to nominal value, the ROC for ED and RLRT is
plotted, setting var(σ̂2

v) = 0.0032(−25dB). The result shows
that, for the same uncertainty of the noise variance estimate,

the performance gap between the ideal curve and the curve
with wrong variance is larger for ED as compared to RLRT.
Thus, it can be easily noticed that RLRT is more robust to
noise variance uncertainty as compared to ED algorithm.

VIII. CONCLUSION

In this paper, the analysis of two semi-blind spectrum
sensing algorithms, ED and RLRT, is extended to hybrid ap-
proaches. Analytical expressions for the performance parame-
ters, Pd and Pfa, are derived for each algorithm. Analytical re-
sults are verified by Monte Carlo simulation and by numerical
methods. In addition, the impact of noise variance estimation
on ED and RLRT was carried out based on ROC curves. The
results showed that the fluctuation of noise variance estimate
from nominal value is severe in case of small number of
auxiliary slots used for the estimation of the noise variance.
Moreover, for the same uncertainty on the noise variance
estimate, the performance gap between the ideal curve and
the curve with wrong variance is larger for ED as compared
to RLRT.
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Abstract—With the increment in data rates and new wireless 

services, the necessity for more radio frequency (RF) 

bandwidth for data transmission increases. Frequency 

spectrum is a scarce resource, and there is a necessity to 

optimize its use; in cognitive radio, spectrum sensing is the first 

task toward this optimization. It consists of detecting unused 

spectrum portions, allowing its use by a secondary user. In this 

paper, we apply the blind source separation method called 

Independent Component Analysis (ICA) for spectrum sensing, 

by detecting the presence and bandwidth of transmitted signals 

and by a complementary analysis to obtain non-used spectrum 

portions. A measurement setup with three uncorrelated 

sources and predefined bands is proposed. A software-defined 

radio implementing three independent transmitters and a 

broadband receiver antenna used to capture all signals. The 
results show the feasibility of using ICA for spectrum sensing. 

Keywords-Spectrum sensing; ICA; blind sources; software-

defined radio; cognitive radio. 

I.  INTRODUCTION 

Cognitive radios are communication systems with 
capabilities of monitoring the environment, to analyze the 
obtained parameters, to decide about possible adjusts, and to 
adapt itself according to this decision [1]. In this scenario, 
cognitive radio can adjust the transmission frequency to an 
unused frequency band to optimize the spectrum use. 
Spectrum sensing is the determination of empty frequency 
bands, realized in two steps: sensing the channels and using 
the obtained information to decide about what channels are 
empty.  

Spectrum sensing methods are in three broad categories, 
namely energy detection, stochastic methods, and analysis of 
signal characteristics [2], [3]. Energy detection methods due 
their simplicity have low performance, mainly in a noisy 
environment. The stochastic methods are implemented by 
analyzing some statistical characteristics of the signal. These 
methods have good performance, even in noisy environment, 
but they have high computational complexity. Whereas 
signal features analysis is also very accurate, it implies in a 
previous knowledge of the signal characteristics, what may 
be difficult to detect in transmission of other secondary 
users, using their own systems. 

Independent component analysis (ICA) is a blind method 
for source separation that has been very efficient in various 

scenarios. It has been applied in communications, image 
processing, audio separation [4], determination of direction-
of-arrival (DoA) [5]. In this work, ICA is applied to identify 
signal sources in a broad band of frequencies and to use this 
information for spectrum sensing. Besides its low 
computation complexity [4], the ICA algorithm has good 
performance in presence of low signal-to-noise ratio (SNR), 
and it does not require prior information about the sources 
that occupy the monitored spectrum [6].  

The spectrum sensing by ICA was implemented in a 
software-defined radio. An experimental setup was used to 
validate the proposed method.  

The paper is organized as follows: the basic principle of 
ICA method is described in Section II. The software-defined 
radio is presented in Section III. We describe the experiment 
setup in Section IV. The results and some comments about 
them are shown in Section V. Finally, the conclusions are 
drawn in Section VI. 

II. INDEPENDENT COMPONENT ANALYSIS 

The ICA method uses statistical assumptions for blind 
source separation, and it allows recovering statistically 
independent signals from compositions of this signal, called 
mixture signals [7]. A linear model relates independent 
signals and mixed signals. This is model let us consider a 
vector of n signals s = [s1, s2,…, sn]

T , and a vector of m 
measured signals x = [x1, x2, …, xm]

T, where each signal xi (i 
= 1, …, m) is a linear combination of the n source signals. 
We consider n < m to obtain the best ICA performance, as in 
[7]. 

Fig. 1 represents the basic principles of ICA, where the 
measurement vector x is formed by combining elements of 
vector sources s, via a matrix A (x = As). Even s and A are 
unknown, ICA can find a separation matrix W, such that the 
output vector y (y = Wx) is the optimal approximation of s. 

Figure 1.  The ICA block diagram. 
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In this work, we use the FastICA algorithm. Fast ICA is 
an iterative fixed-point algorithm that minimize the mutual 
information of the estimated components from contrast 
function (g = y3, for example) [9]. Assuming a whitened data 
vector and wT is one of the rows of the separating matrix W 
(Fig. 1). Estimation of wT is done iteratively optimizing the 
nongaussianity of the contrast functions and symmetric 
orthogonalization of W until a convergence is achieved. The 
convergence means that the old and new value of w point in 
the same direction, i.e. their dot-product is (almost) equal to 
1[3]. 

III. SOFTWARE-DEFINED RADIO 

Software-Defined Radio (SDR) proposed by Joseph 
Mitola III [10] as the implementation of flexible and 
reconfigurable radio based on software. Compared to 
traditional hardware implementations, SDR gives the 
possibility of implementing various radios on the same 
hardware, or changing the configuration by adjusting the 
software parameters. In addition, with the increase of 
processing power it becomes possible the use of 
sophisticated signal processing in the implemented radios. 

GNU Radio [11] is an open source framework for 
development of SDR. Each SDR in GNU Radio is composed 
by a set of independent interconnected signal processing 
blocks, obtained from the built-in library or created by the 
user. The SDR developed using GNU Radio can run in a 
general-purpose processor, as a personal computer, and using 
a Radio Frequency (RF) interface, it is possible to transmit or 
to receive real signals. 

The Universal Software Radio Peripheral (USRP) [12] is 
a RF front-end composed by a motherboard and a set of 
daughterboard. In the motherboard, there are analog-to-
digital converters in the reception path (antenna to 
computer), digital-to-analog converters in the transmission 
path (computer to antenna), and a Field-Programmable Gate 
Array (FPGA) to multiplex the data from the reception 
daughterboard to computer and vice-versa. 

The daughterboard performs the down conversion 
(reception) or up conversion (transmission). Each 
daughterboard is projected to a range of frequencies, and in a 
typical configuration have four daughterboard: two to 
transmission and two to reception. 

IV. EXPERIMENTAL SETUP  

To validate the use of ICA for spectrum sensing, an 
experimental setup is implemented, where three SDRs, as a 
signal sources, and another one as receiver of the mixed 
signals. Each source is considered as primary user (channel 
owner) to transmit a signal occupying a bandwidth in a 
specific frequency. Care was taken for signal bandwidths to 
not overlap. Transmitting antennas were arranged side-by-
side, and they are positioned d = λ0/2 (λ0 is wavelength in 
free space at 1.252 GHz) a part. The SDR receiver is 
composed by an antenna and a spectrum analyzer, it receives 
the mixture signal. Once captured, the data are recorded and 
used in an offline application of ICA. 

Fig. 2 shows the measurement setup with three primary 
users, and up to four measurements positions. The distances 

(li, i = 1, 2, 3, 4) between the transmitters and receiver 
antennas can be chosen randomly, assured the far field 
condition. For obtained results, the chosen distances are: l1 = 
2.0 m, l2 = 2.06 m, l3 = 2.06 m, and l4 = 2.24 m. 

Figure 2.  Measurement setup with three sources implemented in SDR. 

As depicted in Fig. 2, each signal source is composed by 
one USRP connected to GNU Radio (computer). The SDR 
permits to configure the transmitted signal parameters like 
bandwidth, transmission frequency and amplitude. Dotted 
parts in Fig. 2 indicate the measurement points P#1, P#2, 
P#3 and P#4, sequentially. 

Compared to other available setups, namely the ones that 
use signal generator as transmitters, the SDR provides more 
flexibility. In the former, waveforms are pre-programmed, 
and in the later the user has the capability of to configure the 
waveforms according to the application, e.g., by choosing the 
probability distribution of the signals, or any other parameter 
of interest. 

A. Description of Measurement Setup 

In the setup, each transmitter uses a log-periodic antenna; 
model WA5JVB, 0.9 – 2.6 GHz, and in the receiver was 
used a high gain broadband antenna (RX) (log-periodic A.H 
Systems, SAS 510-7, 0.29 – 7.0 GHz). USRP and computer 
are connected via a Universal Serial Bus (USB) cable; and 
USRPs and antenna by coaxial cables of 1.10 m long. 
Measurements in positions P#1, P#2, P#3, and P#4 were 
done using a spectrum analyzer, R&S FSL6 (9 kHz – 6 
GHz). The RX positions (P#1 to P#4) were randomly chosen. 

B. Measurement Procedure  

Each primary user transmits a chirp signal generated by 
the SDR with 6 MHz bandwidth. Primary user frequency 
transmissions are User1 = 1.240 GHz, User2 = 1.252 GHz, 
and User3 = 1.264 GHz. The receiver was configured to 
operate from 1.235 GHz to 1.270 GHz, with RBW 30 kHz , 
VBW 100 kHz, trace mode: max hold, and sweep point: 
10,000. 

The system was initially calibrated for each user 
individually. Firstly, the User2 and User3 are OFF, and 
measurement taken from User1 as a single canal; secondly, 
by setting User1 and User3 in OFF, User2 is measured; and 
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finally, by setting User1 and User2 in OFF, the User3 is 
measured.  

V. RESULTS AND DISCUSSION  

the spectra of primary users are show in Fig. 3. They 
were obtained for measurements in position P#1. These 
measurements were done for comparison purposes with the 
recovered spectrum by ICA. 

Figure 3.  Spectrum original of the users, measured in position P#1. 

In Fig. 3, it can be observed that the bandwidth between 
User1 and User2 is 5.1 MHz, and between users User2 and 
User3 is 5.4 MHz. The main goal in cognitive radio is to 
detect these empty spaces. Therefore, using ICA to detect the 
SDR transmission the empty band can be identified. All 
graphs presented here have undergone a smoothing of 
0.005% through the method of moving average. 

Details about signals of each user are given in Table I. 

TABLE I.   PARAMETERS OF USERS 

Primary 

users 

Parameters 

Carrier Frequency (MHz) BW (MHz) 
Maximum Power 

(dBm) 

User1 1.240 6.2 – 21.01 

User2 1.252 5.3 – 26.51 

User3 1.264 8.6 – 19.34 

After measured each individual signal, the next step is to 
measure the three users simultaneously (User1, User2 and 
User3 in ON) transmitting. The transmitters (Users) are 
positioned near to each other. The measurements were 
conducted in free space, covering the band from 1.235 to 
1.27 GHz (BW = 35 MHz). This bandwidth is six times 
larger than the one used in [13]. The spectrum of the 
received signals (User1, User2 and User3) in four different 
positions is shown in Fig. 4. 

At the top of Fig. 4 is shown the spectrum of the received 
signal that is composed by three users, measured at positions 
P#1 and P#2 (User1 + User2 + User3); in the bottom it is 
shown the spectrum measured in positions P#3 and P#4. 
Note that the spectrum has bandwidths available between the 
one allocated by primary users. In a practical case, such 

space must be found by the spectral detection method. In this 
work ICA was used. 

Figure 4.  Composition of the spectrum received in positions P#1 to P#4. 

The obtained measurements were used as the input of the 
ICA method. No additional information is needed in the 
receiver, as in [13] for instance, where it is assumed that the 
receiver already knows the bandwidth of the channels and 
the carrier frequency. 

ICA was applied to the data measured in positions P#1 to 
P#4. They are the elements of the x vector (see Fig. 1). 
Initially, only three measured positions of the spectrum 
presented in Fig. 4 were considered. The results for the 
estimated spectrum using FastICA algorithm are shown in 
Fig. 5.  

Figure 5.  Estimated spectrum by ICA, from data shown in Fig. 4, in 

positions P#1 to P#3. 

The spectrum obtained by ICA (Fig. 5) shows the 
frequency bands occupied by the primary users (4.5 MHz, 
5.7 MHz and 4.9 MHz). The detected empty bandwidths are 
(2.2431 - 2.2485 GHz, and 2.2556 - 2.2665 GHz). The 
information about empty bands is the objective of this work, 
since it indicates where secondary users can be allocated to 
transmit. To determine the bandwidths, we consider points 
where the signal reaches 0 dBm. We can observe that the 
bandwidths are not the same as the original (Fig. 4), but are 
close to, except for the primary User3. To overcome this 
problem, another measurement was considered in the 
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estimation. Fig. 6 shows the spectrum estimated to four 
measurements in positions P#1 to P#4. 

Figure 6.  Estimated spectrum by ICA, from data shown in Fig. 4, in 

positions P#1 to P#4. 

In the new estimated spectrum, shown in Fig. 6, it can be 
observed that the frequency bandwidths occupied by primary 
users are closer to the original spectrum, particularly for 
User3. Estimated and occupied bandwidths by primary users 
are: 5.45 MHz, 5.75 MHz and 8.5 MHz. Once these bands 
are detected, such channels can be used to identify the empty 
bands, which are: 2.2438 - 2.2485 GHz (4.7 MHz) and 
2.2546 - 2.2595 GHz (4.9 MHz). As expected, one can 
conclude that with more input data the ICA method was able 
to identify more precisely the primary users and the free 
frequency bands, which can be used for cognitive radio 
applications.  

The necessity of more input data to make a better 
estimation does not compromise the computational cost of 
the FastICA algorithm. Although the signals used in the 
experiment do not have a defined bandwidth, the obtained 
results show that ICA can be applied to spectrum sensing in 
cognitive radio.  

VI. CONCLUSION AND FUTURE WORK 

In this paper, it was shown the application ICA methods 
to spectrum sensing. Results showed that ICA has 
advantages over traditional methods for spectrum detection, 
since it does not requires prior information about the 
channels to be detected. This fact allows it to detect the 
existence of other users that are not regulated (primary 
users). ICA can also sweep a wide frequency range without 
compromising the complexity and speed of the algorithm. 

As a future work, we propose to compare ICA methods 
with traditional spectrum sensing methods in same 
conditions, to analyze the response of ICA in three scenarios: 
when the user bandwidth is not constant; in the low SNR 
regime (around 2 dB) that is different from was shown here; 
and when users are occupy open TV channels. 

We also intend to use SDR in the receiver, instead of the 
spectrum analyzer, for implementing real time spectrum 
estimation. 

ACKNOWLEDGMENT 

The authors wish to thank the Applied Microwave and 
Electromagnetics Laboratory (LEMA), Signal Processing 
Laboratory (LAPS), Federal University of Campina Grande 
(UFCG), the Federal Institute of Science and Technology of 
Paraíba (IFPB) – Campus Princesa Isabel, and the Brazilian 
Agency (CAPES). 

REFERENCES 

[1] S. Haykin, “Cognitive radio: brain-empowered wireless 
communications”. IEEE Journal on Selected Areas on 
Communications, vol. 23, No 2, February, 2005, pp. 201–220. 

[2] S. G. Mohapatra, A. G. Mohapatra, and Dr. S. K. Lenka, 
“Cyclo-stationarity Based Windowing Method for Spectrum 
Sensing in Cognitive Radio Networks”, in International 
Conference Information Communication and Embedded 
Systems (ICICES 2013), Tamilnadu, India, 2013, pp.603 – 
608. 

[3] R. S. Babu and M. Suganthi, “Review of energy detection for 
spectrum sensing in various channels and its performance for 
cognitive radio applications”, American Journal of 
Engineering and Applied Sciences (AJEAS), ©2012 Science 
Publication, 2012, pp. 151 – 156. 

[4] A. Hyvärinen and E. Oja, “Independent component analysis: 
algorithms and applications,” in  Neural Network, vol. 13, Iss. 
4-5, May – Jun 2000, pp. 411 – 430. 

[5] A. K. Khan, T. Onoue, K. Hashiodani, Y. Fukumizu, and H. 
Yamauchi, “Signal and noise separation in medical diagnostic 
system based on independent component analysis,” in IEEE 
Asia Pacific Conf. on Circuits and Systems (APCCAS 2010), 
Kuala Lumpur, Malaysia, 2010, pp. 812 – 815. 

[6] P. I. L. Ferreira, G. Fontgalland, and B. B. Albert, “Spread-
out overlapping sources by independent component analysis 
for location positioning,” in IEEE Transactions on Magnetics, 
vol. 49, No 5, May 2013, pp.1805 – 1808. 

[7] P. I. L. Ferreira, G. Fontgalland, S. E. Barbin, and G. F. 
Aragão, “Separation of electromagnetic sources by the 
method of independent component analysis,” in IEEE 
International Instrumentation and Measurement Technology 
Conference (I2MTC 2013), May 6-9, 2013, Minneapolis, 
MN, EUA, pp. 476 – 479. 

[8] P. I. L. Ferreira and G. Fontgalland, “Blind separation of 
multiple electromagnetic radiation sources,” Antenna 
Measurement Techniques Association, (AMTA 2013), in 
press. 

[9] P. I. L. Ferreira, G. Fontgalland, and B. B. Albert, 
“Identification of sources with small phase difference by the 
method of independent component analysis,” IEEE CEFC 
2012, Oita, Japan, Nov. 11 – Nov. 14, 2012 [Digests of the 
15th Biennial IEEE Conference on Electromagnetic Field 
Computations]. 

[10] J. Mitola III, Software Radio Architecture: Object-Oriented 
Approaches to Wireless Systems Engineering. New York: 
Third John Wiley & Sons, 1996. 

[11] GNU Radio home page, http://gnuradio.org/trac, accessed 
May 2013. 

[12] Universal Software Radio Peripheral website, 
http://www.ettus.com/, accessed May 2013. 

[13] N. Han, S. H. Shon, J. H. Chung, and J. Moung. Kim, 
“Spectral correlation based signal detection method for 
spectrum sensing in IEEE 802.22 WRAN systems”, the 8th 
International Conference Advanced Communication 
Technology (ICACT 2006), Gangwon-Do, Republic of 
Korea, 2006, pp. 1765 – 1770. 

 

29Copyright (c) IARIA, 2014.     ISBN:  978-1-61208-323-0

COCORA 2014 : The Fourth International Conference on Advances in Cognitive Radio

                            34 / 45



FBMC/COQAM: An Enabler for Cognitive Radio

Hao Lin and Pierre Siohan
Orange Labs

Cesson Sévigné, France
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Abstract—To solve the issue of spectrum scarcity, new paradigms
of spectrum access must be investigated. The Cognitive Radio
(CR) is an efficient solution to response to the requirement. But
it needs the support from physical layer design, especially the
signal modulation. In the literature, Filter-Bank-based Multi-
Carrier with Offset QAM (FBMC/OQAM) and Generalized Fre-
quency Division Multiplexing (GFDM) were proposed as suitable
enablers for CR. However, both of them have some drawbacks
that eventually prevent them from a practical usage. In this paper,
we present an improved modulation scheme, which successfully
combines these two schemes into one named FBMC/Circular
OQAM (FBMC/COQAM). With this scheme, we are able to
overcome all the drawbacks of its predecessors, while still keeping
their advantages.

Keywords-Cognitive Radio; FBMC; GFDM; OQAM.

I. INTRODUCTION

In the vision towards future radio systems, the spectrum
scarcity tends to be an inevitable issue, which urgently calls
for some new spectrum access paradigms. The CR as an
emerging application effectively addresses the requirement for
efficient spectrum usage. Nevertheless, the implementation of
CR solutions needs the support from a suitable modulation.
Indeed, one important requirement is that the modulation
scheme must provide a good spectrum localization. Orthogonal
Frequency Division Multiplexing (OFDM) has been widely
used in today’s radio communications. However, the main
drawback of the OFDM systems is the rectangular pulse shap-
ing, which leads to an unsatisfactory energy localization in fre-
quency domain. This drawback can cause several consequences
in CR applications because the high out-of-band radiation
may severely pollute the neighbors in the adjacent bands.
To overcome this problem or, otherwise said, to enable the
CR concept, more advanced modulation scheme is necessarily
required. During the past years, two main alternatives have
been proposed in the CR field, i.e., FBMC/OQAM and GFDM.

The FBMC/OQAM scheme shifts the conventional OFDM
paradigm [1]. The key idea is that the modulated data at each
subcarrier is shaped by a well-designed prototype filter, which
is different from the rectangular pulse in OFDM, so that it
indeed provides a large number of degrees of freedom to use
different waveform shapes that can be intentionally optimized
towards the localized frequency content, straightforwardly en-
abling the CR applications [2]. Since then, many research
works have been conducted towards the CR applications,
in particular for FBMC/OQAM [3]–[7]. However, since the
FBMC/OQAM is a continuous transform based scheme, it

is not easy to employ a Cyclic Prefix (CP), which makes
it less robust against the frequency selective fading. Another
alternative, which is the GFDM, extends the traditional OFDM
paradigm to a general framework by introducing a circular
filtering at each subcarrier with an improved pulse shape.
By this way, it trades the orthogonality with the possibility
of using a non-rectangular pulse. This is the reason why
the GFDM is recognized as a non-orthogonal system [8].
The GFDM was first presented for the communication over
TV white space. Later, due to its good out-of-band energy
attenuation, it rapidly captured a lot of attention in the CR
field [9]–[12]. Nevertheless, its non-orthogonality could be a
vital drawback in a practical usage. The in-band interference
severely causes a performance degradation, which further
was proved to be pulse shape dependent [13]. To mitigate
the performance degradation, one possible solution is to use
an iterative interference cancellation [11]. Thus, the receiver
complexity gets largely increased and might even get exploded
when considering it together with Multiple-Input-Multiple-
Output (MIMO) transmission. Although, it is absolutely neces-
sary to seek for an advanced Multi-Carrier Modulation (MCM)
scheme at a price of increased complexity, when it exceeds an
affordable limit, the practical implementation of such system
cannot be envisaged in a near future.

In this paper, we propose a novel MCM concept that
successfully combines FBMC/OQAM with GFDM. To be
specific, we adopt the circular filtering for the FBMC/OQAM,
which makes it a block transform scheme. Such that the CP can
be easily inserted. We call this scheme FBMC/COQAM. More-
over, the core part of this scheme remains the FBMC/OQAM
structure, which indeed allows to guarantee a true orthogonal-
ity system. Thus, the non-orthogonality issue of GFDM can be
solved and in the meantime it enhances the robustness against
the fading channels. Ultimately, it shows a good suitability
for CR applications. The rest of the paper is organized as
follows: in Section II, we give a brief recall of FBMC/OQAM
and GFDM schemes. In Section III, we present the concept
of the FBMC/COQAM and its motivation behind. In Section
IV, we detail the FBMC/COQAM transmitter design in radio
transmission. In Section V, we evaluate the FBMC/COQAM
efficiency. Some conclusions are drawn in Section VI. For
simplicity, in the following, we ignore the term FBMC for
FBMC/OQAM and FBMC/COQAM, respectively.

II. OQAM AND GFDM BACKGROUND

In this section, we give a brief introduction of the OQAM
and GFDM schemes which clearly shows the difference be-
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tween these two schemes, paving the way for an introduction
of our proposal.

A. OQAM modulation

The remarkable contribution of the OQAM concept is that
it introduced a staggered transmission structure, which allows
it to escape from the Balian-Low Theorem (BLT) [14]. So that
the OQAM scheme can simultaneously employ an improved
pulse shape; keep full orthogonality; and transmit at the Nquist
rate. Contrary to the OFDM scheme that transmits complex-
valued at subcarriers, in the staggered structure, the real and
imaginary parts of the complex-valued symbols are transmitted
separately with a delay of half OFDM symbol duration. More
details for the OQAM concept can be found in [1] and the
references therein. The baseband OQAM modulated signal
writes as [15]

sOQAM[k] =
M−1∑
m=0

∑
n∈Z

am,n g[k − nN ]ej
2π
M m(k−D

2 )ejϕm,n︸ ︷︷ ︸
gm,n[k]

, (1)

where M is the number of carriers; g is the prototype filter
with a length of Lg and D = Lg−1 (here, g is assumed to be
real-valued and symmetrical); N = M/2 is the discrete-time
offset; ϕm,n is an additional phase term at subcarrier m and
symbol index n which can be expressed as π

2 (n + m). The
transmitted symbols am,n are real-valued. They are obtained
from a QAM constellation, taking the real and imaginary
parts of these complex-valued symbols. To address a perfect
reconstruction of real symbols, the prototype filter must satisfy
the orthogonality condition:

ℜ

{∑
k∈Z

gm,n[k]g
∗
p,q[k]

}
= δm,pδn,q, (2)

where ∗ denotes the complex conjugation, δm,p = 1 if m = p
and δm,p = 0 if m ̸= p.

B. GFDM modulation

The idea of GFDM is to group a set of complex-valued
symbols from time-frequency lattice into one block. Then, for
each block, a subcarrier-wise processing is carried out, which
includes the up-sampling, pulse shaping, tail biting and finally
is followed by a modulated operation to a set of subcarrier
frequencies (cf. [8, Fig. 1]). The baseband GFDM modulated
signal of one block, i.e., for k ∈ [0,MK − 1], is expressed as

sGFDM[k] =
M−1∑
m=0

K−1∑
n=0

cm[n]h̃[k − nM ]e
j2πkm

N , (3)

with M the subcarrier number; K the number of symbol slots
considered in one block; cm[n] the complex-valued symbols
at m-th carrier and n-th symbol slot. The pulse shape h̃[k]
indicates a periodic repetition of the prototype filter h[k] with
a period of MK, i.e.,

h̃[k] = h[mod(k,MK)]. (4)

The periodic filter is used to realize the circular convolution
at the transmitter, which is equivalent to the tail biting process
[8]. Note that there does not exist any orthogonality condition
for the filter design because the GFDM itself is a non-
orthogonal system.

III. COQAM: MOTIVATION AND CONCEPT

As previously stated, the OQAM and GFDM schemes
inherit some weak points. For the OQAM scheme, due to its
continuous transform nature, it is not straightforward to use
a CP. Thus, in the radio environment, the frequency selective
fading usually ruins the orthogonality of the OQAM system,
leading to a performance degradation. Therefore, more com-
plex multi-tap equalizers are needed to warrant the quality of
the transmission [16]–[18]. Similar to the OQAM, the GFDM
itself is a non-orthogonal scheme. Thus, the performance
must be guaranteed with a more powerful receiver design.
The authors in [13] have shown that even in a distortion
free channel the matched filter cannot address a satisfactory
performance. Although the degradation can be relieved by an
appropriate filter, with an example of a raised cosine filter
given in [13], the filter must be driven close to its ideal
limit, which increases the complexity. Alternatively, the GFDM
can employ an iterative interference cancellation method [11],
resulting, nevertheless, in a high complex receiver, in particular
when it is in combination with MIMO transmission.

The drawback of OQAM is due to the fact that the OQAM
is not a block processing scheme, while the drawback of
GFDM is due to that its non-orthogonality is restricted by the
BLT. Knowing the problematic for these schemes, an intuitive
question is whether we can find an improved modulation that
keeps all the benefits of OQAM and GFDM and at the same
time gets rid of their drawbacks. With this motivation in
mind, we investigated a new MCM scheme called COQAM,
whose idea is to replace the linear convolution inherited in
the OQAM with a circular convolution used in the GFDM.
By this way we get a modulation scheme which, as CP-
OFDM and GFDM, corresponds to a block transform. The
baseband COQAM modulation structure is depicted in Fig. 1.
For a discrete-time signal s[k] defined in a block interval such

×

×

×

↑ N

↑ N

↑ N

Cyclic Conv
g[k]

×

×

×

+

a0[n]

a1[n]

aM−1[n]

s[k]

ejϕ0,n

ejϕ1,n

ejϕM−1,n

1

ej
2πk
M

ej
2πk(M−1)

M

Figure 1. FBMC/COQAM baseband modulation.

that k ∈ [0,MK − 1], the baseband COQAM modulation is
expressed as

sCOQAM[k] =
M−1∑
m=0

K−1∑
n=0

am[n]g̃[k − nN ]ej
2π
M m(k−D

2 )ejϕm,n ,

(5)
with K the number of real symbol slots per each block. Like
GFDM, to implement a circular convolution with a prototype
filter g of length L = KM , we introduce a pulse shaping filter
denoted g̃, obtained by the periodic repetition of duration KM
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of the prototype filter g, i.e.,

g̃[k] = g[mod(k,MK)]. (6)

The orthogonality condition for the filter design is in line with
(2). This can be readily proven using the symmetrical property
of the filter.

IV. COQAM TRANSMITTER DESIGN IN A RADIO SYSTEM

In order to maintain a perfect orthogonality after a trans-
mission through a multi-path channel, we introduce a CP to
cancel the inter block interference. Moreover, as we want to
prevent an alteration of the Power Spectral Density (PSD),
resulting from a spectral leakage due to the block processing,
a windowing is applied after CP insertion. The transmission
system resulting from these two operations is named windowed
CP-FBMC/COQAM (WCP-COQAM). Denoting the CP length
by LCP, we get LCP = LGI +LRI, where LGI is the CP part used
to fight against the multi-path channel interference and LRI is
the portion devoted to windowing.

The l-th block of the WCP-COQAM signal sWCP-COQAM[k],
for k = 0, · · · ,KM + LCP − 1, can be obtained from the l-th
block of the COQAM signal, for k = 0, · · · ,KM − 1, by

sWCP-COQAM[k] =
l+1∑

r=l−1

sCOQAM[mod(k − LCP,KM)]

× w[k − rQ], (7)

where Q = KM + LGI and w[k], defined in the k =
0, · · · ,KM + LCP − 1 interval, is the window function com-
puted as follows

w[k] =

{ window coeffs. k ∈ [0, LRI − 1]
1 k ∈ [LRI,KM + LGI − 1]
w[KM + LCP − 1− k] otherwise.

The WCP-COQAM transmitter structure is depicted in Fig. 2,
where s1[k] denotes sCOQAM[k], which is obtained from Fig. 1
and s2[k] stands for sWCP-COQAM[k].

S/P

CP
insertion

×

×

×

↑ Q

↑ Q

↑ Q

+

+

z−1

z−1

z−1

s1[k]

w[0]

w[1]

w[KM + LCP − 1]

s2[k]

Figure 2. Transmitter of the windowed CP-FBMC/COQAM system.

There are extensive works on the window design [19].
In this paper, we simply use the Hamming window for this

windowing process. Particular investigation on the window
design in the context of COQAM will be envisaged in the
future step. Furthermore, it is worth noting that the additional
part LRI does not reduce the spectral efficiency as it falls only
in the overlapped samples between two successive blocks.

V. SIMULATION EVALUATION

To illustrate the efficiency of the proposed WCP-COQAM
scheme, we first evaluate the PSD of the afore-mentioned
MCM candidates. In our simulation, the PSD is estimated
using the Welch method [20]. The parameters used in our
simulation are: number of subcarriers is fixed to M = 128 for
all MCM schemes. Regarding the prototype filter for OQAM,
WCP-COQAM and GFDM, in our simulation a Square Root
Raised Cosine (SRRC) filter is used with the roll-off factor
0.5 and length up to 6M . The CP contains 32 samples
for CP-OFDM, WCP-COQAM and GFDM. In particular, the
windowing interval for WCP-COQAM is LRI = 16 samples.
The result of the PSD comparison is given in Fig. 3. It clearly
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Figure 3. PSD simulation, M = 128, SRRC with roll-off 0.5.

shows that the WCP-COQAM can remain a satisfactory low
level of the out-of-band spectral leakage. In fact, for some CR
applications, non-contiguous bands are sometimes considered
for addressing dynamic spectrum sharing. In this sense, the in-
band notch spectrum shape becomes extremely important, as it
directly reflects the spectrum management granularity, which
can be used to drive its dynamics to the ultimate limit. A good
MCM scheme is expected to provide a low spectral radiation
in the notch band, in order not to create severe interference to
the neighboring bands. As shown in Fig. 4, the WCP-COQAM
is able to keep a low power leakage in the notch band. On
the other hand, we note that although the PSD of GFDM
is improved compared with CP-OFDM, it cannot provide a
similar PSD as for the OQAM and WCP-COQAM schemes,
because the block processing of GFDM still generates the
spectral leakage due to the discontinuity on the edge of each
block [19]. Hence, the windowing process can alternatively be
employed to the GFDM for further spectral leakage mitigation.
However, this cannot relieve its non-orthogonality issue.
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Figure 4. PSD simulation with notch, M = 128, SRRC with roll-off 0.5..

Next, we provide an orthogonality evaluation to show
that the WCP-COQAM perfectly retains the orthogonality.
Moreover, it is quite robust against the frequency selective
fading. Our evaluation follows two steps. In the first step,
which is similar to [13], we evaluate the Bit Error Rate
(BER) performance in an Additive White Gaussian Noise
(AWGN) channel. We keep the same parameter setting as in
the PSD evaluation and the symbol constellation is QPSK. The
receiver does not employ any equalizer but a matched filter.
The simulation result is reported in Fig. 5, where we use the
CP-OFDM curve as a reference because it reflects the QPSK
Matched-Filter (MF) bound in AWGN. It is clearly shown that
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Figure 5. Matched filter BER for uncoded QPSK in AWGN channel.

the conventional OQAM and WCP-COQAM systems are fully
orthogonal because their BER curves are overlapped with the
CP-OFDM curve. On the other hand, the GFDM curve cannot
merge with the other ones due to its non-orthogonality. A per-
formance degradation can be seen, confirming that the matched
filter cannot cancel the interference brought by the neighboring

10 15 20 25 30
10

−4

10
−3

10
−2

10
−1

SNR (dB)

B
E

R

 

 
CP−OFDM
OQAM
WCP−COQAM
GFDM

Figure 6. BER for uncoded QPSK in dispersive channel with ZF equalizer.

symbols. Thus, it needs a more advanced equalizer. In the
second step, we show that the WCP-COQAM is still quite
robust against the frequency selective fading. In our simulation,
we consider a wireless dispersive fading channel, similar to
[21], with impulse response hch[k] =

∑
p αpδ(k − p), where

αp are complex i.i.d. Gaussian variables with the power profile
following E[|αp|2] = e−p/r and, r, the normalized delay
spread. In our simulation, we choose r = 4, reflecting a severe
frequency selective fading. The channel is normalized and is
truncated at −20 dB. The receiver equalization technique uses
a one-tap Zero-Forcing (ZF) equalization for all the MCM
schemes. The simulation result, presented in Fig. 6, shows that
even under a severe fading environment, the WCP-COQAM
curve is still merged with the CP-OFDM. While for the OQAM
and GFDM, a degradation by several decibels is displayed.
Hence, the result proves that the WCP-COQAM is very robust
against the frequency selective fading. With our simulations,
we can conclude that the WCP-COQAM can keep all the
benefits of the proposed MCM schemes and get rid of their
drawbacks. Thus, this scheme can be seen as a good physical
layer enabler for the CR applications.

VI. CONCLUSION AND FUTURE WORK

In this paper, we presented a novel multi-carrier modu-
lation scheme, which combines the conventional OQAM and
GFDM concepts and successfully keeps all their benefits and
at the same time overcomes their drawbacks. The simulation
confirmed the achievements of this new scheme and further
proved its efficiency as a suitable physical layer modulation
for cognitive radio applications. In the next step, we will
investigate a dedicated window design, as well as an analysis
on the Peak-to-Average-Power-Ratio (PAPR).
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Abstract—Efficiently programming Software Defined Radio
applications still remains a pending challenge. While most of
the efforts are focused on the processing part of a design, com-
munications are a great source of performance and portability
issues that is often neglected. Within the frame of a Model Driven
Engineering methodology for the design of dataflow processing
applications, this paper proposes a novel approach to model
complex communication interactions. This approach relies on
communication patterns to capture communication protocols and
standards at system-level, independently of computations. A case
study for cognitive radio shows how communication patterns are
efficiently used to generate cross-platform models that can be
ported and refined to specific applications and architectures.

Keywords—Software defined radio; hardware/software code-
sign; model-driven engineering

I. INTRODUCTION

In the last decade, the demand for more flexible and
reconfigurable solutions able to support multiple communi-
cation standards has lead to a shift from radios where the
full range of capabilities was supplied by hardware elements
to Software Defined Radios (SDRs) [1] where some or all
of the physical layer functions are software defined [2]. This
technological shift takes advantage of common Digital Signal
Processing (DSP) algorithms, shared by modern air-services
protocols and standards (e.g., Global Positioning System). A
SDR system is composed of a platform, intended as the set
of hardware elements (e.g., DSPs) and software layers (e.g.,
Operating System), on top of which a software waveform is
executed. The latter is defined as the software application
coordinating and configuring the platform in order to transform
the information contained in the signals to be transmitted
and received. Implementing a waveform in software adds
greater flexibility to radio systems as their functionality can
be changed by a simple software update without the need
to change equipment. This added flexibility yields numerous
advantages including increased service life time of equipments,
cross-platform portability of the software, reduced costs and
better ease in terms of system implementation, upgrade and
maintenance. In order to adequately exploit the benefits of
software waveforms, SDR platforms provide a way to im-
plement computations and communications in a very generic
and flexible way. However, the price to pay for this flexibility
and genericness is an increase in the complexity of program-
ming SDR platforms [3]. Currently, the latter are manually
programmed by system experts in languages like C/C++.
Nevertheless, such languages do not shield programmers from

the system complexity, leading to higher development costs,
longer time-to-market of new products, as well as reduced
cross-platform portability of waveforms.
Thus, a current hot topic for the industrial and scientific
community is to find an efficient way to automatically program
such complex systems [4]. Currently, the most promising
strategies rely on Model Driven Engineering (MDE) com-
bining Domain Specific Modeling Languages (DSMLs) with
transformation engines and generators to synthesize source
code or alternative model representations [5]. Methodologies
for the design of SDR systems employing the above strategies
are discussed in Section II. These methodologies, however,
either informally prioritize computations over communications
or propose non-portable solutions that are specific for a given
platform. A consequence of such approaches is that the limited
expressive power of models restricts the systems that can be
described and does not allow to efficiently exploit all the
platform capabilities in terms of addressing and data transfers.
The work presented in this paper enriches DiplodocusDF [6], a
methodology for design and code generation of heterogeneous
processing applications of type dataflow, based on MDE and
UML. The main contributions introduced here are (1) a novel
feature to capture complex communication schemes, early at
system-level, independently of computations and (2) a novel
approach for modeling SDR systems in a portable way.
This paper is organized as follows: the related work is de-
scribed in Section II followed by the context of our works,
in Section III. Section IV describes our solution to model
communications, its integration into DiplodocusDF and how
the latter paves the way to a novel modeling approach. To show
the benefits of our contributions, Section V applies them to a
practical case study for cognitive radio. Conclusion along with
the state and directions of our works are given in Section VI.

II. RELATED WORK

SDR design is a hardware/software co-design topic that
deals with most issues of design space exploration for embed-
ded real-time systems. The complexity of SDR systems and
their need to dynamically adapt to the environment (cognitive
radio) make current methodologies for embedded real-time
systems unsuitable to properly cope with all the requirements
of SDR design (e.g., flexibility, heterogeneous processing,
hardware abstraction). UML methodologies that reflect this
statement, are those for the development of embedded ap-
plications that are based on the MARTE profile [7]. UML-
MARTE in fact, lacks the notations to describe dataflow
applications such as SDR in a pure abstract way and its
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procedural approach leads to models with only one cen-
tralized controller, as mentioned in [6]. UML-MARTE has
been successfully proposed for platform design, instead: the
MOPCOM [8] project applies this profile to describe real
time properties and to modeling in order to generate code
for implementation and verification. On the other hand, closer
to the aims of DiplodocusDF, the A3S project [9] provides
a tool and a methodology to design, model and verify SDR
systems in UML, targeting non-functional characteristics of
both hardware and software components. A3S defines a UML
profile, specific to SDR, but lacks the generation of valida-
tion and implementation code, as opposed to DiplodocusDF.
Nevertheless, UML is not the only solution for abstract system
modeling of SDR systems: other existing approaches are based
on dataflow graph (DFG) representations. [10] is a MDE
approach that proposes a lightweight programming model for
describing SDR applications, by means of dataflow Models
of Computation. The authors propose a minimally intrusive
design flow that, however, needs preexisting tools, libraries and
processes to breathe life into models. The paper [11] presents
an interesting solution that, to our knowledge, shares the most
with DiplodocusDF in terms of gathering within a unique
framework several concepts and tools for heterogeneous de-
sign of SDR systems. The authors propose a methodology
based on the Syndex tool [12], that allows executable code
generation from high-level models through a series of graph
transformations. The proposed approach is oriented to ultra-
fast prototyping for heterogeneous platforms so as to deal
with realistic implementations instead of simulation results.
Applications are described as extended DFGs where nodes rep-
resent processing operations and edges represent data transfers.
Similarly in the architecture graph, vertexes model hardware
components and hyper-edges represent communication media.
The key strength of the proposed methodology lays in its
support for heterogeneous processing platforms (e.g., Field-
Programmable Gate Arrays), the automatic code generation
and the associated scheduling. With respect to communication
modeling, [11] does not extend the way communications
are handled in Syndex, so the critics related to graph-based
approaches in Section III-C can be addressed to [11] also.

III. CONTEXT

In order to illustrate SDR platforms, this section provides
an outline of the hardware architecture of Embb [13], the
platform on which the implementation code generated by
DiplodocusDF has been successfully executed. A more de-
tailed description of DiplodocusDF follows.

A. The hardware platform Embb

The authors in [13], propose a new generic baseband
architecture for SDR applications. An instance of such a
platform is depicted in Fig. 1. It is composed of (1) DSP
units, (2) a system interconnect and (3) a main CPU. The
DSP units are in charge of executing the processing operations
(e.g., FFT). They are equipped with a hardware accelerator
as computational unit (Processing SubSystem, PSS), a DMA
to transfer data, an internal memory mapped on the main
processor memory and a microncontroller (µC) that allows to
reduce interventions of the main CPU. The latter is linked
to DSPs via the system interconnect that allows data-blocks

and control information to be exchanged among units. The
main processor executes the waveform control operations: it
manages data-transfer operations, the computational units and
the interface with the external environment (Fig. 1, yellow
area).

Interconnect (AVCI Crossbar)

External Env.

Interface

JTAG, ...)

(Flash, I2C,
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Fig. 1. The architecture of an Embb instance

Executing parallel applications on SDR platforms is not trivial
because of both memory and computational resource pooling.
This implies dense flows of data and control information
being transferred among hardware units. Since these flows
access shared resources (e.g., the bridge in Embb between
the control and the processing systems), their impact over
the system’s performance cannot be neglected and urges for
modeling techniques to properly take them into account when
designing applications.

B. The DiplodocusDF methodology

DiplodocusDF [6] is a UML MDE methodology for the
design of heterogeneous dataflow applications for real time
embedded systems, in particular radio (such as Software
Defined Radio), Fig. 2. It stems from DIPLODOCUS, [14],
a UML Model Driven Engineering methodology for hw/sw
partitioning of Systems on Chip at high abstraction level,
currently implemented by the free software TTool [15]. The
core strength of DIPLODOCUS is the automatic transforma-
tion of models for simulation and formal verification [16].
However, the DIPLODOCUS approach is too abstract to
permit automatic code generation for SDR systems as models
lack the necessary expressiveness to face the complexity of
platforms and waveforms. DiplodocusDF is a first attempt to
fill the aforementioned gaps; it enriches DIPLODOCUS with
the following extensions:

• A dataflow semantics: an application is modeled
as a dataflow graph, where nodes represent tasks
(processing, routing, addressing operations) and edges
are used to carry data-blocks and the related control
parameters (e.g., r/w memory addresses).

• A specialization of the architecture language: het-
erogeneous platforms are represented as a network
of computation nodes (e.g., DSPs), storage nodes
(e.g., memories) and data-transfer nodes (e.g., bus)
interconnected by communication edges.

• An environment for automatic generation of exe-
cutable code: the description of a waveform mapped
over a platform is translated in C-language code via
an Intermediate Representation completed by the plat-
form Application Programming Interface (API) and by
a Run Time Environment for scheduling computations.
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Fig. 2. The DIPLODOCUS (solid lines) and DiplodocusDF (dotted lines)
methodologies

C. Communication modeling in DiplodocusDF

Since DiplodocusDF is a graph-based methodology, it mod-
els communication exchanges among processing operations by
means of edges in the waveform DFG. At mapping stage,
edges are projected over buffers, defined as memory regions
of the platform storage elements, in a one-to-one fashion.
Consequently, this forces the buffer of the producer operation
to reside in the same memory as the one of the consumer
operation. At mapping stage, the application graph is adapted
to the platform addressing capabilities in order to take into
account data transfers. This typically implies the injection
of additional nodes in the application, e.g., to map multiple
edges to the same buffer, to model data transfers that employ
a DMA. This adaptation may also lead to alter the natural
sequence of processing operations. As for the graph-based
approaches of Section II, in DiplodocusDF application models,
data transfers from a producer node to a consumer node can
only be mapped on simple P2P paths in the platform. In other
words, no complex data-transfer scheme with more than one
DMA and with intermediate memories between the source and
destination memories can be described. The source node and
the destination node of a transfer must be able to directly
access a storage element via either a bus or one single DMA.
These characteristics restrict the design space in terms of
waveforms and platforms that the methodology can describe.

IV. COMMUNICATION PATTERNS

In addition to computations, the processing of radio sig-
nals includes communication exchanges between architecture
nodes (e.g., DSP, bus). For instance, these communications
represent exchanges for operations running on different units,
or items (i.e., data, instructions) fetched from memory as part
of one processing operation. These communications may be
implemented by means of different standards and protocols
(e.g., AMBA, PCI Express) within the same platform, thus
making each transfer different in terms of performances and
interactions among nodes. However, communications share
common patterns independently of the mechanisms being used.
Thus, our objective is not to model communication standards in
details, but rather to model their underlying patterns at a high
level of abstraction and adapt them to the transfer capabilities

of a specific platform. This permits to describe the influence of
communication interactions on the system’s performance and
to provide models with the expressive power to generate code
for communications in a portable way. To reach this target, the
initial concepts of communication pattern [17] are extended
and the resulting contribution is integrated into an enriched
DiplodocusDF methodology.

A. Communication Patterns in a Nutshell

A Communication Pattern (CP) describes a transfer be-
tween architecture actors. It is associated to a communication
flow, between a source S and a destination D nodes in the
application that are continuously connected by a set of edges.
In other words, edges must build a path in the application
graph that links S to D without interruptions. More formally,
a communication pattern is defined as a tuple:

CP = (Narch, Earch,≺N ,Napp, Eapp,A,≺A)

• Narch is the set of architecture actors involved in the
transfer;

• Earch is the set of architecture edges connecting the
architecture actors of Narch;

• ≺N ⊆ Narch ×Narch is a total order relation among
architecture actors;

• Napp represents the source S and destination D nodes
from the application;

• Eapp is the set of edges from the application graph
that make up the communication flow from S to D;

• A is a set of actions performed by Narch to accom-
plish the transfer;

• ≺A ⊆ A×A is a partial order relation among actions;

A CP is represented independently with respect to the wave-
form and platform models as an extended UML Sequence
Diagram. Fig. 3 shows an abstract communication pattern for
the communication flow of edge ed1 in Fig. 6. In Fig. 3, a
generic data transfer is requested by a Controller actor and
executed by a Transfer actor between a source and a destination
storage actors. The actors (Narch) in Fig. 3, are architecture
supernodes representing generic architecture elements that
are purely functional. Supernodes can be classified in three

SRCstorage Controller Transfer DSTstorage

TransferRequest(Id, SIZE)

Transfer(Id, SIZE)

Transfer(Id, SIZE)

Transfer(Id, SIZE)

TransferDone(ID)

Fig. 3. An abstract communication pattern

classes: storage (e.g., memory) for item storing, controller
(e.g., CPU, DSP) for control and configuration, transfer (e.g.,
bus, bridge) for routing and dispatching. Fig. 3 also shows
some of the actions A among the architecture actors. An action
is associated to an actor and provided with a type representing
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its functionality and a set of parameters to specify the latter.
Actions are classified in three types: Message Actions, Execu-
tion Specification Actions and Conditional Actions.

Message Actions represent an abstraction of the interactions
used by communication protocols and standards. A message
action can either be blocking or non-blocking: the former
blocks the sender until completion while the latter allows the
sender to switch to another task (e.g., TransferRequest() in
Fig. 3).

Execution Specification Actions model the processing time
of an ongoing communication. The semantics of these actions
depend on the underlying architecture node and can be ob-
served after mapping CPs over the architecture. Two execution
specification operators are defined: Exec, which represents the
cost of actively executing a communication operation (e.g.,
the number of cycles taken by a bus to execute a transfer) and
Delay, which is a generic time interval used when a node is
not actively involved in a communication operation, e.g., to
model the time taken to complete a DMA transfer from the
CPU perspective.

Conditional Actions add conditional behavior to communi-
cation patterns to capture, for instance, precedence constraints
in complex transfers. Conditional actions are of two types: the
loop construct (Fig. 5, 10) and the if-else construct, respec-
tively for iterative and conditional communication exchanges.
A conditional action includes other actions and may be nested
according to the scenario being described.

B. The Proposed Methodology

Following the above description of what a communication
pattern is and looks like, it is now illustrated how describ-
ing communications with CPs results in a novel modeling
approach. The added value of communication patterns is the
separation of concerns between communications and compu-
tations that allows to elegantly capture the functionality of
an application description. Since both communications and
computations involve different sets of architecture elements,
this separation of concerns translates into a separate mapping
and refinement on the architecture graph. Fig. 4 illustrates
such a novel approach that intends to replace the classic Y-
Chart [18] scheme adopted by DiplodocusDF in the modeling
phase of Fig. 2. Instead of projecting the application on the
architecture in one single stage, followed by an adaptation
stage, computations in the waveform DFG are mapped first
and communications (CPs) are mapped next. In our approach,
computations are atomic operations whose execution cannot
be split over several processing nodes. Thus, mapping of
computations is done in a single step by associating the
application nodes onto the architecture processing nodes (level
L2, Fig. 4). Conversely, as complex communication paths are
expressed by multiple kinds of elements, a separate mapping
step is required. In Fig. 4, the box corresponding to level L3
regroups this mapping in a single stage.

The top-most level of the methodology, L0 in Fig. 4, is
represented by three sets of repositories containing the building
bricks of the application, architecture and communication
patterns. The application repository contains nodes for signal
processing operations and edges for inter-node communication
that are used to build the waveform DFG. For the architecture
graphs and the communication pattern models, two separate
repositories are provided, as supernodes in CPs have a higher
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COMCMP
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(e.g., controller)
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mapping

Communication pattern
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Communication
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Intermediate Representation,
Further Refinement

Graph

Waveform
DataFlow
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Fig. 4. The proposed modeling approach

level of abstraction with respect to nodes in the platform.
Thus, at level L1, models consist in a waveform DFG (Fig. 6),
a platform graph (Fig. 8) and stand-alone communication
patterns (Fig. 3 and 9). At this level of abstraction, the purpose
of such high-level models for communications (CPs) and
computations (waveform DFG) is to express the application
in a functional and portable way, that transcends from the
actual platform implementation since the methodology aims
at designing portable SDR applications.
Once level-L1 models are available, at level L2 computations
are mapped over the architecture processing units according to
their computational power (Fig. 8). Due to the communication
capabilities of processing units, this mapping step constraints
the mapping of communication patterns at level L3. Here,
the abstract supernodes are mapped over the platform nodes:
storage supernodes are associated to memories, controller
supernodes to CPUs and transfer nodes to a network of DMAs,
buses and bridges (Fig. 5, 10). It is important to state that map-
ping of storage and controller supernodes takes place in a one-
to-one fashion. In fact, none of the two types of supernodes can
be split over multiple platform units. Allowing such a one-to-
many mapping would in fact imply additional transfers, within
the set of mapped units, that were not described in the initial
communication pattern. On the other hand, transfer supernodes
nodes are associated to a network of transfer units in a one-
to-many fashion to permit modeling of complex transfer paths
requiring intermediate elements in between the source and the
destination storage.
Fig. 5 shows the abstract communication pattern of Fig. 3,

BRIDGE Interconnect AXImainCPUFEP_MSS FEPdma FEPbus

TransferRequest(Id, SIZE, FEP_MSS, FEP_MSS)

TransferRequest(Id, ..., FEP_MSS)

TransferRequest(Id, ..., FEP_MSS)

TransferRequest(Id, ..., FEP_MSS)

Read(data_size, FEP_MSS)
Read(data_size, FEP_MSS)

Transfer(data)

Transfer(data)

transferred_size += data_size

Write(data, FEP_MSS)

TransferDone(Id)

TransferDone(Id)

TransferDone(Id)

TransferDone(Id)

transferred_size = 0

LOOP ( transferred_size <= SIZE )

Fig. 5. The Communication Pattern of Fig. 3, after mapping level L3

mapped (level L3) on the architecture of Fig. 8. At level L2,
SRC and FFT computations have been mapped to mainCPU
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and FEP (a DSP unit), respectively. Fig. 5 describes how data
between SRC and FFT is moved within memory FEP MSS
(where SRCstorage and DSTstorage supernodes have been
mapped) via the DMA FEPdma. mainCPU requests the DMA
transfer via a network of transfer nodes made up of AXI bus,
BRIDGE and Interconnect. Such a transfer is then executed
by iteratively reading data from FEP MSS, storing them into
the intermediate FIFO of FEPdma and writing to FEP MSS.
The latter actions are governed by a loop conditional action
that iterates according to the value of transferred size. A
notification is eventually sent back from FEPdma to mainCPU
via Interconnect, BRIDGE and AXI.

V. CASE STUDY: WELCH PERIODOGRAM DETECTOR

In this section, an implementation of the Welch
Periodogram Detector (WPD) algorithm is taken from [6]
as a scenario for a case study. WPD is a energy detection
algorithm used for sensing the spectrum and detecting when
a given frequency band can be opportunistically used. Fig. 6
shows the dataflow graph of level L1 for WPD, where only
edges and processing operations are modeled, together with
a FORK node to broadcast data. Here, a source (SRC)
produces the input vectors whose frequency representation
(FFT) is processed by the component-wise square of modulus
(CWM). Next, two CWM output vectors are component-wise
added (CWA) and the elements of the resulting vector are
summed (SUM) and collected (SINK). On the other hand,
Fig. 7 illustrates how the DFG of Fig. 6 is adapted, in
DiplodocusDF, to Embb by injecting routing and addressing
nodes (e.g., OVLP, DMA). Fig. 8 shows the architecture
graph of level L1 for the portion of Embb (Fig. 1) relevant
to the case study. The latter figure also displays mapping of
computation operations (level L2) and the mapping of storage
supernodes (level L3) for the CPs relevant to the case study.
The Front End Processor (FEP) DSP [13], offers all the
computational power required to process the WPD waveform.
It is modeled as an interconnected subsystem with a CPU
(FEP) for executing computations, a memory (FEP MSS)
for storing data and a DMA (FEPdma) for transfers to/from
the memory via an internal bus (FEPbus). The remaining
elements in Fig. 8 model the interconnect (Interconnect,
TAVCI, BRIDGE) and the control part (mainCPU, mainBus,
mainMemory, mainDMA) of Embb.
With respect to [6], the original case study is re-visited by
adding the following requirement: let us suppose that sensing
the spectrum with WPD is part of a larger scenario where the
frequency representation of the input signal must be stored
apart for later processing. Modeling such a requirement in
DiplodocusDF or in one of the graph-based methodologies
of Section II, would require a waveform re-design, e.g., to
add a node collecting the output of FFT plus the related
addressing and routing operations to perform the transfer.
Instead, communication patterns can capture this exigency
handily by adding one simple edge, ed8 in Fig. 6, to the
waveform DFG of level L1. The communication pattern of
level L1 for the communication flow corresponding to edges
ed1 and ed8 is showed in Fig. 9. Here, data are transferred
between Storage1 and Storage2 (edge ed1), then copied from
the latter to Storage3 (edge ed8). Computations at level L2
are mapped to FEP, while at level L3 the transfer path can
now be described with much greater flexibility: the designer

can chose to copy data to FEP MSS, mainMemory or any
combination of the two. Similarly, the communications can
be executed with or without DMA, via FEPdma, mainDMA,
Interconnect, FEPbus or any combination of these elements.
In this case study, it has been chosen to copy the FFT output
to mainMemory by means of mainDMA.

FORK
CWA

CWMFFT

SUM

SRC

SINK

ed1 ed2

ed6 ed7

ed3

ed4

ed5

ed8

Fig. 6. WPD waveform DataFlow Graph of level L1
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CWMDMA FFT
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Fig. 7. WPD waveform DataFlow Graph of level L1 adapted to Embb
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FEPdma
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mainDMA
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WPD::Storage1

WPD::Storage2
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WPD::DSTstorage

<<MEMORY>>
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<<CPU>> FEP

WPD::SUM

WPD::FFT

WPD::CWM

WPD::CWA

<<CPU>> mainCPU

WPD::SRCWPD::SINK

<<BRIDGE>>
TAVCI

<<BRIDGE>>
BRIDGE

<<BUS>>

FEPbus

<<BUS>>
AXI

<<BUS>>
Interconnect

WPD::Storage3

Fig. 8. The graph of the instance of Embb used for the WPD case study

For the sake of simplicity, Fig. 10 only illustrates the CP of
level L3 for edge ed8. The complete CP of level L3 for both
ed1 and ed8 can be composed by merging those in Fig. 5
and Fig. 10. In Fig. 10, the scenario is similar to that of
Fig. 5, but more actors are involved and data are copied instead
of being transferred. So, mainCPU programs a CopyRequest
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Transfer1 Transfer2Storage1 Controller Storage2 Storage3

TransferRequest(Id, SIZE, storage1, storage2)

Read(Id, SIZE, storage1, storage2)

Transfer(Id, SIZE, storage1, storage2)

Write(Id, SIZE, storage1, storage2)

TransferDone(Id)

CopyRequest(Id, SIZE, storage2, storage3)

Copy(Id, SIZE, storage2, storage3)

Transfer(Id, SIZE, storage2, storage3)

Write(Id, SIZE, storage2, storage3)

CopyDone(Id)

Fig. 9. Communication Pattern of level L1 for edges ed1, ed8

Copy(data_size, FEP_MSS)

Copy(data_size, FEP_MSS)
Copy(data_size, FEP_MSS)

Transfer(data_size, FEP_MSS)

Copy(data_size, FEP_MSS)

Transfer(data_size, FEP_MSS)

Transfer(data_size, FEP_MSS)

Transfer(data_size, FEP_MSS)

Write(data, mainMemory)

Write(data, mainMemory)

CopyDone(Id)
CopyDone(Id)

CopyRequest(Id, SIZE, FEP_MSS, mainMemory)

CopyRequest(Id, SIZE, FEP_MSS, mainMemory)

mainMemoryAXIInterconnect TAVCImainDMA

copied_size += data_size

FEPbusmainCPU

copied_size = 0

FEP_MSS

LOOP ( copied_size <= SIZE )

Fig. 10. Communication Pattern of level L3 for edge ed8

to mainDMA via the bus AXI. mainDMA then reads data
from the source memory FEP MSS via the transport network
made up of Interconnect, TAVCI and FEPbus. The read data
are stored in a FIFO in mainDMA and then written to the
destination mainMemory via the bus AXI. The latter actions
are iteratively executed until all data have been transferred ac-
cording to the loop conditional action and an acknowledgment
is sent to mainCPU by FEPdma via AXI bus.

VI. CONCLUSION AND FUTURE WORK

This paper described Communication Patterns, a novel
feature for modeling the behavior of complex communication
schemes at system-level. While CPs are presented here for
SDR systems, they also represent a solution for other dataflow
processing domains, e.g., image processing. As illustrated
by the case study, our contributions provide the expressive
power to describe complex multi-point transfer schemes that
cannot be captured by traditional graph-based approaches that
normally call for a re-design of the application. Moreover,
CPs make application models portable by eliminating the need
to adapt the latter to the addressing capabilities of a specific
platform, thus leading to finer and faster designs. This paves
the way to a novel modeling approach where waveform and
platform graphs are disjoint and information contained in the
models is separately mapped on the architecture in a extended
Y-Chart fashion. The main gain of Communication Patterns
results in the developer having complete control over commu-
nications, independently with respect to the rest of the appli-
cation and portably with respect to different platforms. Our
current works are dedicated to integrate CPs and the proposed
methodology in TTool. At this stage, the advantage of using
CPs is given in terms of modeling. However, once completely
integrated into TTool, CPs will allow the user to separately
investigate and extract information about the performance

of data/control transfers, either via simulation or via code
generation, without changing the rest of the system’s models.
Our future works will provide a more complete description of
mapping and refinement rules for CPs. For instance, level L3
will be extended into intermediate mappings where each class
of supernodes will be addressed separately, in order to target
buffer addressing and indexing. These aspects are currently
handled in DiplodocusDF waveforms by decorating edges
with addressing parameters (e.g., read/write memory offsets)
and instantiating dedicated nodes (e.g., OVLP in Fig. 7) that
define how data are stored in memories. Our aim is to embed
these functionalities in communication patterns and processing
operations in order to achieve portable waveforms made up of
pure dataflow representations like the one in Fig. 6.
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