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The Sixth International Conference on Cyber-Technologies and Cyber-Systems (CYBER 2021)
continued a series of events covering many aspects related to cyber-systems and cyber-technologies
considering their challenges and potential solutions. It was also intended to illustrate appropriate
current academic and industry cyber-system projects, prototypes, and deployed products and services.

The increased size and complexity of the communications and networking infrastructures are making
it difficult to investigate resiliency, security, safety, and crimes. Mobility, anonymity, counterfeiting, are
characteristics that add more complexity in Internet of Things and Cloud-based solutions. Cyber-physical
systems exhibit a strong link between the computational and physical elements. Techniques for cyber
resilience, cyber security, protecting the cyber infrastructure, cyber forensic and cybercrimes have been
developed and deployed. Some new solutions are nature-inspired and social-inspired, leading to self-
secure and self-defending systems. Despite the achievements, security and privacy, disaster
management, social forensics, and anomalies/crimes detection remain challenges within cyber-systems.
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these efforts, the final conference program consisted of top-quality contributions. We also thank the
members of the CYBER 2021 organizing committee for their help in handling the logistics of this event.
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Abstract—Industrial cyber physical systems are exposed to 

attacks. Security standards define how such systems and the 

used devices can be protected against attacks (prevent). Despite 

all efforts to protect from attacks, it should always be assumed 

that attacks may happen. Security monitoring allows to detect 

successful attacks (detect), so that corresponding measures can 

be performed (react). This prevent-detect-react cycle is common 

approach in security of information technology and operation 

technology. This paper describes an additional approach for 

protecting cyber physical systems. The devices are designed in a 

way that makes it harder to use them for launching attacks on 

other devices. A device-internal hardware-based or isolated 

firewall limits the network traffic that the device software 

executed on the device can send or receive. Even if the device 

software contains a vulnerability allowing an attacker to 

compromise the device, the possible impact on other connected 

devices is limited, thereby enhancing the resilience of the cyber 

physical system in the presence of manipulated devices.  

Keywords–cyber security; cyber resilience; system integrity; 

cyber physical systems; industrial automation and control system; 

Internet of Things. 

I. INTRODUCTION 

Traditionally, IT security has been focusing on 
information security, protecting confidentiality, integrity, and 
availability of data at rest and data in transit, and sometimes 
also protecting data in use by confidential computation. In 
Cyber-Physical Systems (CPS), major protection goals are 
availability, meaning that automation systems stay 
productive, and system integrity, ensuring that it is operating 
as intended. Typical application domains are factory 
automation, process automation, building automation, railway 
signaling systems, intelligent traffic management, and power 
system management. Cyber security is covering different 
phases during operation as there are protect, detect, and react: 
Protecting against threats, detecting when an attack has 
occurred, and recovering from attacks.  

When designing a security solution for a CPS or a device 
used within the CPS, the focus is on protecting the assets of 
the CPS or device, by preventing attacks against the relevant 
assets. However, this is not sufficient from a more holistic 
perspective: Also, the environment of a device or a CPS has 
to be protected from attacks originating from a manipulated 

CPS or one of its devices. In particular, Internet of Things 
(IoT) devices have been attacked with the objective to use 
them for launching attacks against other systems. Dao, Phan 
et al. described distributed denial of service (DDoS) attacks 
originating from manipulated IoT devices [1]. As (consumer) 
IoT devices have often also a weak security management, so 
that vulnerabilities are often not patched in time, making them 
an easy victim.  

This paper presents an approach for protecting the network 
environment, i.e., other devices of a CPS and further connect 
devices, from attacks originating from a manipulated 
component of the CPS. The objective is to limit the impact of 
a manipulated CPS device on other devices of the CPS, 
enhancing resilience of the CPS. The intention is to keep the 
CPS in an operational state even if some devices of the CPS 
should have been successfully attacked and be manipulated. 
Devices have to be designed in a way that it is made hard to 
use them for attacks even if they should be hacked. After 
giving an overview on cyber physical systems and on 
industrial cyber security in Sections II and III, a new approach 
on protecting the network environment from manipulated 
devices of a CPS is described in Section IV. It is a concept to 
increase the resilience of a CPS when being under attack. 
Aspects to evaluate the new approach are discussed in Section 
V. Section VI concludes the paper. 

II. CYBER PHYSICAL SYSTEMS 

A cyber-physical system, e.g., an Industrial Automation 
and Control System (IACS), monitors and controls a technical 
system. Examples are process automation, machine control, 
energy automation, and cloud robotics. Automation control 
equipment with sensors (S) and actuators (A) is connected 
directly with automation components, or via remote 
input/output modules. The technical process is controlled by 
measuring its current state using the sensors, and by 
determining the corresponding actuator signals.  

Figure 1 shows an example of an industrial automation and 
control system, comprising different control networks 
connected to a plant network and a cloud backend system. 
Separation of the network is typically used to realize distinct 
control networks with strict real-time requirements for the 
interaction between sensors and actuators of a production cell, 
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or to enforce a specific security policy within a production 
cell. Such an industrial automation and control system is an 
example of a CPS and is utilized in various automation 
domains, including discrete automation (factory automation), 
process automation, railway automation, energy automation, 
and building automation. 

Figure 2 shows the typical simplified structure of 
automation components. The functionality realized by an 
automation component is largely defined by the 
firmware/software and the configuration data stored in its 
flash memory. 

 

Automation Component / Remote IO
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CPU
NW 
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Figure 2. Automation Component  

In practice, it has to be assumed that each software 
component may comprise vulnerabilities, independent of the 
effort spend to ensure high software quality. This is one reason 
why automation systems are usually organized in separate 
security zones. Network traffic can be filtered using network 
firewalls between different zones, limiting the impact of an 
impact in one security zone on other connected security zones. 
In addition, it is often not possible to fix known vulnerabilities 
immediately by installing a software update, as updates have 
to be tested thoroughly in a test system before being installed 
in an operational system, and as an installation is often 
possible only during a scheduled maintenance window. Also, 
the priorities of security objectives in different security zones 

are often different, too. In CPSs, the impact of a vulnerability 
in an OT system may not only affect data and data processing 
as in classical IT, but it may have an effect also on the physical 
world. For example, production equipment could be damaged, 
or the physical process may operate outside the designed 
physical boundaries, so that the produced goods may not have 
the expected quality or even that human health or life is 
endangered.  

III. INDUSTRIAL CYBER SECURITY 

Protecting IACSs against intentional attacks is 
increasingly demanded by operators to ensure a reliable 
operation, and also by regulation. This section gives an 
overview on industrial security, and on the main relevant 
industrial security standard IEC 62443 [11].  

A. Industrial CPS Security Requirements 

Industrial security is called also Operation Technology 
security (OT security), to distinguish it from general 
Information Technology (IT) security. Industrial systems have 
not only different security requirements compared to general 
IT systems, but come also with specific side conditions 
preventing the direct application of security concepts 
established in the IT domain in an OT environment. For 
example, availability and integrity of an automation system 
often have a higher priority than confidentiality. As an 
example, high availability requirements, different 
organization processes (e.g., yearly maintenance windows), 
and required certifications may prevent the immediate 
installations of updates. 

The three basic security requirements are confidentiality, 
integrity, and availability (“CIA” requirements). However, in 
automation systems or industrial IT, the priorities are 
commonly just the other way around: Availability of the IACS 
has typically the highest priority, followed by integrity. 
Confidentiality is often no strong requirement for control 
communications, but may be needed to protect critical 
business know-how. 
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Figure 1. Example – Industrial Automation and Control System 
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Figure 3. The CIA Pyramid [9] 

Figure 3 shows that in common IT systems, the priority is 
“CIA”. As shown graphically, the CIA pyramid is inverted 
(turned upside down) in many automation systems.  

Specific requirements and side conditions of an IACS like 
high availability, planned configuration (engineering info), 
long life cycles, unattended operation, real-time operation, 
and communication, as well as safety requirements have to be 
considered when designing a cyber security solution. Often, 
an important aspect is that the applied security measures do 
not put availability and integrity of the automation system at 
risk. Depending on the considered industry (vertical), they 
may also be part of the critical infrastructure domain, for 
which security requirements are also imposed for instance by 
the European Network and Information Systems (NIS) 
directive [10] or country specific realizations of the directive. 
Further security requirements are provided by applying 
standards defining functional requirements, for instance 
defined in IEC 62443. The defined security requirements can 
be mapped to different automation domains, including energy 
automation, railway automation, building automation, process 
automation.  

Security measures to address these requirements range 
from security processes, personal and physical security, 
device security, network security, and application security. No 
single security technology alone is adequate, but a 
combination of security measures addressing prevention, 
detection, and reaction to incidents is required (“defense in 
depth”).  

B. Overview IEC 62443 Industrial Security Standard 

The international industrial security framework IEC 
62443 [11] is a security requirements framework defined by 
the International Electrotechnical Commission (IEC). It 
addresses the need to design cybersecurity robustness and 
resilience into industrial automation and control systems, 
covering both organizational and technical aspects of security 
over the life cycle. Specific parts of this framework are 
applied successfully in different automation domains, 
including factory and process automation, railway 
automation, energy automation, and building automation. The 
standard specifies security for Industrial Automation and 
Control Systems (IACS) and covers both, organizational and 

technical aspects of security. Specifically addressed for the 
industrial domain is the setup of a security organization and 
the definition of security processes as part of an Information 
Security Management System (ISMS) based on already 
existing standards like ISO 27001 [12] or the NIST cyber 
security framework. Furthermore, technical security 
requirements are specified distinguishing different security 
levels for industrial automation and control systems, and also 
for the used components. The standard has been created to 
address the specific requirements of industrial automation and 
control systems. 

Different parts of the IEC62443 standard are grouped into 
four clusters, covering:  

− common definitions and metrics; 

− requirements on setup of a security organization (ISMS 

related, similar to ISO 27001 [12]), as well as solution 

supplier and service provider processes;  

− technical requirements and methodology for security on 

system-wide level, and  

− requirements on the secure development lifecycle of 

system components, and security requirements to such 

components at a technical level.  

The framework parts address different roles over different 
phases of the system lifecycle: The operator of an IACS 
operates the IACS that has been integrated by the system 
integrator, using components of product suppliers. In the set 
of corresponding documents, security requirements are 
defined, which target the solution operator and the integrator 
but also the product manufacturer.  

According to the methodology described in IEC 62443 
part 3-2, a complex automation system is structured into zones 
that are connected by and communicate through so-called 
“conduits” that map for example to the logical network 
protocol communication between two zones. Moreover, this 
document defines Security Levels (SL) that correspond with 
the strength of a potential adversary. To achieve a dedicated 
SL, the defined requirements have to be fulfilled. 

Part 3-3 of IEC 62443 [14], addressing an overall 
automation system, is in particular relevant for the system 
integrator. It defines seven foundational requirements that 
group specific requirements of a certain category: 

− FR 1 Identification and authentication control 

− FR 2 Use control 

− FR 3 System integrity  

− FR 4 Data confidentiality  

− FR 5 Restricted data flow 

− FR 6 Timely response to events  

− FR 7 Resource availability 

For each of the foundational requirements, several 
concrete technical security requirements (SR) and 
requirement enhancements (RE) are defined. Related security 
requirements are defined for the components of an industrial 
automation and control system in IEC 62443 part 4-2 [15], 
addressing in particular component manufacturers.  
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IV. PROTECTING NETWORK ENVIRONMENT FROM 

MANIPULATED IOT DEVICES 

The security objective “resilience under attack” means that 
a CPS, e.g., an IACS or an industrial Internet of Things (IoT) 
environment, should stay operational even when some devices 
would be manipulated. Considering the manifold of devices 
used in real-world CPS, it has to be assumed that some of them 
will have vulnerabilities that can be used to install malware to 
attack other devices. Hence, it shall be avoided that a 
successfully hacked device can be used to launch attacks 
against other devices. This is a specific security objective: 
When designing the security architecture for a device, usually 
attacks against the device are investigated. Here, it shall be 
avoided that even if a device would be attacked successfully 
despite its designed-in protection means, the impact of this 
attack on the network environment is reduced.  

The software execution environment executes the 
software (firmware) of the device that might have a 
vulnerability. A separated, e.g., a separate hardware based, on-
device firewall limits the network communication that the 
executed software can perform. This enforcement is realized 
independently from the executed device software, so that it is 
still working even if the device software has been manipulated 
by an attacker. This independence is a necessary pre-requisite. 
In the described design, this independence is achieved by 
separate hardware-based component. However, the 
independence from the executed device software could be 
achieved also by using an isolated software execution 
environment, e.g., a separate processor or a separate trusted 
execution environment. Using a hardware-based realization 
has the advantage of limiting the impact on real-time 
communication properties as delay and jitter, and also on the 
energy consumption. It can be easily implemented if a 
dedicated hardware-based network interface is in use anyhow 
to support real-time communication protocols.   

Possible filter criteria are source and destination network 
addresses, protocols, port numbers, transmit rate 
(frames/packets per second), or data volume. In an advanced 
form, the firewall may even verify on application level, 
whether certain control flows are aligned with either the 
typical (historical) behavior of the device or with an 
engineered process. The policy might be fixed, e.g., for 
embedded control devices with a fixed functionality, or 
configurable. Important is that the device software cannot 
modify the filter policy on its own.  

The filter policy might be adapted automatically 
depending on the patch status of the device software, or 
depending on a cryptographically protected health check 
confirmation received from a device integrity monitoring 
service. This would allow to keep the system operational, 
although with potentially limited capabilities, thus keeping it 
resilient. Also, limiting specific functionalities as result of 
missing device integrity may stipulate the timely application 
of patches, to get the system back to normal operation with 
full functionality and performance.  

Figure 4 shows an IoT Field Device with a central 
processing unit CPU executing device firmware/software 
stored in a flash of RAM memory. 
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Figure 4. Attack-preventing IoT Device Architecture 

The software can communicate over the network interface 
(NW IF) with other devices, e.g., using HTTPS or OPC UA 
over TCP/IP. Also, sensors and actuators can be connected via 
an input-output (I/O) interface. An USB interface allows to 
configure the device or to install a firmware update.  

To enhance resilience, the device includes a hardware-
based network firewall to protect the network environment 
from attacks originating from the IoT field device. It limits the 
type of network communication that can be performed by the 
device software executed on the CPU. This function is fixed, 
so that the device software cannot modify it, so that the 
filtering is performed with high level of trustworthiness. The 
hardware-based network firewall is still effective even if the 
device software should be manipulated.  

The hardware-based firewall can be realized by an 
integrated circuit, e.g., an application-specific integrated 
circuit (ASIC), a field programmable gate array (FPGA), or a 
separate microcontroller or security controller, or it can be 
integrated with a hardware-based network interface. The filter 
policy might be adapted, depending on whether a 
cryptographically protected network access token (NAcT) is 
provided to the hardware firewall. The NAcT can be provided 
by a backend device integrity check service. The device 
software may provide a received NAcT token to the device 
hardware firewall, but cannot manipulate it. This allows the 
backend device integrity check service to temporarily activate 
a less restrictive policy if the device integrity has been verified 
successfully. A NAcT token can be protected by a 
cryptographic checksum, e.g., a digital signature (e.g., RSA, 
DSA, ECDSA) or a symmetric message authentication code 
(e.g., HMAC, AES-CBC-MAC). The NAcT token realizes an 
authenticated watchdog, as described by England, Aigner, 
Marochko, Mattoon, Spiger, and Thom [3]. However, here it 
is used for selecting a firewall policy, not for initiation a 
device recovery procedure. If an integrity monitoring system 
monitoring the integrity of control devices or a network-based 
intrusion detection system, realizing the device integrity check 
service, detects an ongoing attack in the IACS, it can limit 
reliably the network communications of devices, allowing to 
confine the attack.   

A different approach compared to attack monitoring is to 
monitor write access to the flash memory, i.e., to check 
whether the device software (firmware) stored in the flash 
memory is updated regularly. The less restrictive, open filter 
policy stays activated only if the device firmware is updated 
regularly.  
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V. EVALUATION 

While the original motivation for ”plug and produce”, as 
defined for Industry 4.0, is to increase flexibility in production 
and to reduce the time needed to reconfigure an automation 
environment for different manufacturing tasks or batches, this 
flexibility is also advantageous for increasing resilience under 
attack: Even if some of the devices are manipulated (attacked) 
and cannot be used for production until they are patched, the 
flexibility of the overall production system allows to 
reconfigure the IACS components, avoiding or at least 
limiting the interaction with affected devices. Therefore, 
production can continue, maybe with limitations, even when 
some devices should have been manipulated. When using the 
enhancement described in section IV, it depends on the 
specific IACS and on the specific attack scenario to what 
degree the IACS can stay operational under attack. For the 
evaluation, it has to be determined to what degree relevant 
risks of the IACS are reduced by introducing such protection 
measures.  

The security of a CPS is evaluated in practice in various 
approaches and stages of the system’s lifecycle: 

− A Threat and Risk Analysis (TRA, also abbreviated as 

TARA) is typically conducted at the beginning of the 

product or system development, and updated after major 

design changes, or to address a changed threat landscape. 

In a TRA, possible attacks (threats) on the system are 

identified. The impact that would be caused by a 

successful attack and the probability that the attack 

happens are evaluated to determine the risk of the 

identified threats. The risk evaluation allows to prioritize 

the threats, focusing on the most relevant risks and to 

define corresponding security measures. Security 

measures can target to reduce the probability of an attack 

by preventing it, or by reducing the impact.  

− Security checks can be performed during operation or 

during maintenance windows to determine key 

performance indicators (e.g., check compliance of 

device configurations) and to verified that the defined 

security measures are in fact in place.  

− Security testing (penetration testing, also called 

pentesting for short) can be performed for a system that 

has been built, but that is currently not in operation. A 

pentest can usually not be performed on an operational 

automation and control system, as the pentest could 

endanger the reliable operation auf the system. 

Pentesting can be performed during a maintenance 

window when the physical system is in a safe state, or 

using a separate test system. Security testing can be 

performed also on a digital representation of a target 

system, e.g., a simulation in the easiest case. This digital 

representation is also called “digital twin”. This allows 

to perform security checks and pentesting for systems 

that are not existing yet physically (design phase), or to 

perform pentesting of operational systems in the digital 

world without the risk of disturbing the regular operation 

of the real-world system.  

As long as the technology proposed in the paper has not 
been proven in a real-world operational setting, it can be 
evaluated conceptually by analyzing the impact that the 
additional security measure would have on the identified 
residual risks as determined by a TRA. The general effect of 
the presented security measure is that the impact of a threat, 
i.e., a successful attack, on the physical world controlled by 
the CPS is reduced. Whatever attack is ongoing on the IT-
based automation and control system, still the possible impact 
on the real, physical world is limited. While security measures 
often target the prevention of attacks, the proposed resilience 
measure reduces the impact and thereby the risk. The impact 
of a threat is reduced if the IACS in fact can stay operational, 
at least with limited functionality, in relevant attack scenarios.   

However, TRAs for real-world CPS are not available 
publicly. Nevertheless, an illustrative example may be given 
by a chemical production plant performing a specific process 
like refinery, or a factory producing glue or cement. If the 
plant is attacked, the attack may target to destroy the 
production equipment by immediately stopping the process 
leading to physical hardening of the chemicals / consumables 
and thus to a permanent unavailability of the production 
equipment. In this case, trusted sensors could be used to detect 
a falsified sensor signal, and the physical-world firewall can 
be used to limit actions in the physical world. Both, the trusted 
sensors and the physical world firewall build a security 
overlay network, independent from the actual operational 
control network. Thereby, a physical damage of the 
production equipment can be avoided. If needed, a controlled 
shutdown of the production site can be performed.  

As the evaluation in a real-world CPS requires significant 
effort, and as attack scenarios cannot be tested that could 
really have a (severe) impact on the physical world, a 
simulation-based approach or using specific test-beds are 
possible approaches, allowing to simulate or evaluate in a 
protected test-bed the effect on the physical world of certain 
attack scenarios with compromised components. The 
simulation would have to include not only the IT-based 
control function, but also the physical world impact of an 
attack. Using physical-world simulation and test beds to 
evaluate the impact of attacks have been described by Urbina, 
Giraldo et al. [24].  

VI. CONCLUSION 

A CPS comprises the operational cyber-technology and 
the physical world with which the system interacts. Both parts 
have to be covered by a security concept and solution. 
Traditional cyber security puts the focus on the cyber-part, 
i.e., automation and control systems. The security of the 
physical part, like machinery, is protected often by physical 
and organizational security measures, only. This paper 
presented a concept for a new approach that enhances the 
resilience of a CPS in the presence of attacked devices, by 
making it harder that a compromised device is used for 
attacking other devices of the CPS. This can be a useful 
element to ensure the availability of the automation system, as 
even under attack, the automation system has not to be shut 
down. It is complementary to other approaches for enhancing 
CPS resilience by protecting the physical-world interface [2].  
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Abstract— Rigorous assessment of disaster risk requires an 

exceedance probability function relating the probability that 

‘S’, a random variable representing the severity of the disaster, 

exceeds some threshold ‘s’ above which destruction is 

expected. Calculating a valid exceedance probability function 

for disasters is not straightforward. The Power Law has served 

as a panacea for this difficulty, often erroneously. Here, an 

alternative approach is demonstrated using empirical data for 

interstate war, the coronavirus pandemic, and identity theft. 

The method relates the frequency distribution of severity S 

(deaths or failures per state) to the product of frequency 

distributions for vulnerability V (deaths or failures per case or 

combatant), exposure E (cases or combatants per capita), and 

population P (population per state). The probability density 

function for S, from which the exceedance probability function 

is derived, may then be computed using obtainable 

distributions for V, E, and P if data for S is not directly 

available. The method is used to estimate the risk of a global 

cyber disaster. Results suggest that the probability density 

functions for this situation follow log-gamma distributions. 

The fits can be used in stochastic decision formulae enabling 

authorities to optimally choose among alternative cyber 

preparedness or resilience measures to minimize overall risk. 

Keywords- catastrophe theory; military; power law; risk 

analysis. 

I.  INTRODUCTION 

“What is cyber risk?” – “What are the costs and 
detrimental effects caused by cyber risk?” – “Where do we 
find data on cyber risk?” – “How can we model cyber risks?” 
These first four of ten key questions posed by The Geneva 
Association [1] suggest that as recently as 2016 very few of 
the technical fundamentals of cyber risk are understood. Fast 
forward five years; a global biological virus – not a digital 
virus – will help to answer these critical questions. 

Malicious, replicating digital software is called a 
“computer virus” because it is characterized by rapid 
proliferation and high unpredictability, just like a biological 
virus. One phenomenon has real-life implications for the 
other. These implications ought to be studied and applied for 
common benefit, such as in decision formulae used to 
minimize risk.  Informed by empirical data, these equations 
can help optimally choose long-term investments to mitigate 
cyber threats, be integrated into operational software to 

defend against cyber-attacks in real-time or be used by 
actuarial scientists to determine insurance premiums when 
cyber-defenses fail, among other applications.  

Network epidemiology holds that the spread of disease 
can be modelled with network theory [2]. Social and 
commuter networks, modelled as nodes and segments in a 
matrix, approximate disease transmission. Similarly, in the 
case of a computer virus it is the internet cables, servers, and 
client computers that form the network. If the impacts of a 
virus across a network are great, sudden, and unforeseen, a 
disaster ensues. Catastrophe theory was developed to address 
the stochastic nature of these events so that logical 
investments into preparedness and resilience measures could 
be made.   

In this study, we extend previous catastrophe theory that 
has been applied to interstate war [3] to the coronavirus 
pandemic to develop a method for characterizing the 
magnitude and uncertainty of the severity of a worst-case 
computer virus that spreads to Internet-connected computers. 
The results are expected to help inform the development and 
implementation of cyber preparedness and resilience 
measures.  

Section II provides additional background on exceedance 
probabilities and why use of the Power Law is not valid. 
Section III describes a method to estimate the exceedance 
probability for a global computer virus. Section IV reports 
the results. Section V is a summary of conclusions.  

II. BACKGROUND 

Probability distributions of severity embody the highly 
unpredictable nature of catastrophic phenomena. A 
Probability Density Function (PDF) quantifies the relative 
likelihood that the value of a random variable ‘S’ 
representing severity is equal to some severity ‘s’. The 
complement (i.e., subtracted from one) of the integral of the 
PDF from zero to s is the exceedance probability function, 
P(S>s). The exceedance function relates the probability that 
S exceeds a threshold s above which destruction is expected 
[4]. For example, to construct a building to survive 
earthquakes, the architect is concerned with the probability 
that the earthquake will be less than some specified Richter 
value, such as “9”. Above this severity, destruction of the 
building cannot be reasonably avoided. We would write this 
exceedance probability as P(S>9).  
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War is a man-made disaster that may be characterized by 
an exceedance probability. Beginning in 1960 with Lewis 
Fry Richardson’s famous “The Statistics of Deadly Quarrels” 
[5] the Power Law has been widely used to model the 
exceedance probability of war. A phenomenon may be 
probabilistically distributed according to the Power Law if 
the logarithm of the exceedance probability plotted against 
the logarithm of severity s appears as a straight line with 
slope –q. This is written as P(S>s) = s-q and is quantified by 
grouping data according to consecutive ranges of severity 
and examining the frequency that wars fall into these groups. 
It turns out that the Power Law may be applied to many 
phenomena [6]. An example of the Power Law applied to 
cyber-crime data [7] is illustrated in Fig. 1. It is the straight 
line with an approximate slope of -0.7 (Note that variable b 
in the figure is negated in the Power Law formula). 

Fig. 1 is an example of how the Power Law is often 
misapplied. For identification (ID) theft in the U.S., Circle A 
shows that the Power Law misrepresents data from 1 to 
10,000 or about half of the entire range of the graph. Circle B 
shows that the data does not match the Power Law fit for 
greater than 107. Critically, the Power Law fails as a 
probability when q<1 unless the use is properly qualified. A 
proper qualification will recognize that “data held to be 
power-law distributed represent samples from some 
underlying population. As these samples often cover a 
narrower scale range than that of the population as a whole 
they are truncated” [8]. A q value less than one indicates that 
the exceedance probability decreases slower than the 
increase in severity. In such “long-tail” cases, the severity 
increases arbitrarily, causing the mean to become 
mathematically divergent. The slope associated with the 
Power Law fit to identification theft data in Fig. 1 is less than 
one, meaning that it is invalid as a probability distribution for 
the range indicated and, therefore, cannot be used in 

mathematical decision criteria (e.g., a likelihood ratio test) 
that may be used to compute minimum risk.  

Curvature in log-log data, such as that observed at both 
ends of the data in Fig. 1, suggest the applicability of 
logarithmic distributions other than the Power Law, like the 
log-normal distribution [9]. A Log-Normal (LN) distribution 
is a normal distribution applied to the logarithm of the 
statistic. Curvature in the integral of LN data is evident in 
many plots meant to demonstrate the applicability of the 
Power Law. The LN is a symmetric distribution, but often 
data will appear non-symmetric. A non-symmetric 
distribution skewed toward higher statistics is the log-gamma 
(LG). Conspicuously absent from disaster modelling 
literature is application of the LG to severity, except for one 
[10] linking LG and LN distributions of combat deaths to 
economic theory [11]. When plotted in a log-log graph, the 
middle section of the integral of the LN and LG PDFs will 
always appear somewhat straight, explaining why the Power 
Law is so often misapplied. Application of the Power Law in 
these cases is not only mathematically invalid, but it fails to 
reveal the true nature of the underlying phenomena.   

Finding a valid exceedance probability is not 
straightforward. The Power Law erroneously serves as a 
panacea for this difficulty. The deficiencies noted in Fig. 1 
illustrate how the Power Law is misapplied to cyber-risk. A 
better quantitative method is needed to estimate exceedance 
probabilities. An approach based on the spread of known 
computer viruses would be the best way to proceed. 
However, the data needed for such an approach is not 
available and/or public. Another method is needed.  

III. METHOD 

A novel alternative to the Power Law is demonstrated 
here with empirical interstate war and coronavirus pandemic 
fatality data that relates frequency distribution for severity S 
(deaths per state) to frequency distributions for vulnerability 
V (deaths per case or combatant), exposure E (cases or 
combatants per capita), and population P (population per 
state) by (1). Because all three of these variables are found to 
conform to parametric distributions associated with random 
variables, each may be viewed as a random variable.   

S = VEP         (1) 

In war, deaths are “transmitted” from one combatant to 
another by contact following geographic movement, much 
like how an airborne biological virus is transmitted. 
Similarities between interstate war and a global pandemic, 
including the finding that war is a network phenomenon 
[12], lead us to posit that the statistics of interstate war are 
representative of these and similarly networked phenomena. 
War data used in this study are from the Correlates Of War 
(COW) Project. Combat death statistics were obtained from 
the COW War Data, 1816 - 2007 (v4.0) [13]. Population and 
military personnel (i.e., combatant) statistics were obtained 
from the COW National Material Capabilities (NMC) (v5.0) 
dataset [14]. The two datasets were combined manually for 
this study. The data involves 93 wars. However, proper 

 

 

Figure 1. Normalized ID theft data and Power Law fit reported by [7]. 
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application of game theory [15] requires that these wars be 
differentiated by participating nations, of which there are 
337. Due to missing military personnel data for some of 
these wars, the number of states is reduced to 250. Other 
defects further reduce the set to 236 states. Moreover, it is 
reported that 25 of these warring states lost more combatants 
than reported in the NMC database. In these cases, we limit 
the number of combat dead to be 100% of the combatants. 

The magnitude and variability of S for interstate war, 
measured in terms of combat dead, is represented by the red 
lines in Fig. 2(a). The solid red line with square markers 
indicates combat deaths taken directly from the COW War 
Data set. The thick semi-transparent red line with no markers 
indicates combat dead computed using (1). The solid green 
line with circle markers is the distribution of state 
populations taken from the NMC dataset, which represents P 
in the equation. The solid blue line with solid diamond 
markers indicates the distribution of combatants per capita, 
also taken from the NMC dataset, which represents exposure 
E. The distribution of vulnerability V, or deaths per 
combatant, taken from the interstate war dataset, is indicated 
by the solid orange line marked by triangles. In all graphs, 
solid lines with solid markers indicate empirical data, 
whereas dotted lines with no markers indicate parametric fits 
to data.  

Curves in Fig. 2 appearing to the right of zero on the 
logarithmic axis are greater than one, while those to the left 
of zero are numbers between zero and one. The calculated 
deaths per nation S, a number greater than one, is the product 
of a random number P and likewise greater than one, with 
two random variables E and V that are both fractions. For 
this reason, the red curves are situated between the green 
curve and zero on the x-axis. The fact that the thick semi-
transparent red curve overlaps the solid line with square 
markers is a good indication that estimation of deaths using 
S=VEP accurately reflects what is reported in empirical data. 
Small mismatches are mainly attributed to inaccurate army 
sizes reported in the COW NMC dataset.  

Parametric fits are important because they help to 
determine if the data are mathematically well-behaved, 
discern what processes underly the phenomena, and 
applicable to risk-minimizing formulae. The distribution of 
state populations P follows a negatively Skewed LN (SLN) 
distribution. The E and V curves follow an LG distribution, 
described by (2). The distribution of combat deaths S follows 
an LG distribution. 

                (2) 

 

(b)

(a)

 

Figure 2. PDFs for (a) interstate war (top) and (b) the COVID-19 pandemic (bottom). Solid lines with solid markers indicate empirical data, dotted lines 

with no markers indicate parametric fits to data, and the thick semi-transparent line indicates the curve computed using the relation S = VEP. 
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Fig. 2(b) reports the S, V, E, and P curves associated with 
the coronavirus pandemic derived from Our World In Data 
(OWID) statistics [16]. Of the 217 nations reporting data, 
only 199 are used because zero values reported by 18 nations 
cannot be included in a logarithmic graph. The coronavirus 
graph is presented just below and in alignment with the 
interstate war graph using the same scales to help the reader 
compare and contrast the two sets of curves. The meaning of 
the solid and dashed lines is the same as for Fig. 2(a). It turns 
out that the same parametric functions fit the coronavirus 
data, except with different parameters. 

Similarities and differences between phenomena are 
more evident when their data are separated into constituent 
random variables in this way. The similarities between the 
cases of interstate war and COVID-19 appear to be mostly a 
result of similar population data. The only difference 
between the population distribution for these cases is that the 
interstate war data spans 191 years from 1816 to 2007, 
whereas the COVID-19 pandemic population data is taken 
only from 2020.  The most striking difference between the 
two are their vulnerability curves. For interstate war, there is 
a 40% chance that a nation loses all its combatants in a war. 
Compare this to the COVID-19 pandemic, where there is a 
zero probability that all exposed to the virus will die, but an 
80% chance that 10% of those exposed will die. At first 
glance, these curves appear to be associated with two 
different parametric distributions because the V distribution 
for interstate war looks like an exponential. This difference is 
resolved by the fact that an exponential distribution is a 
gamma distribution for certain combinations of parameters. 
In other words, they both can be considered gamma 
distributions applied to the logarithm of the statistic.   

Comparison of S, V, E, and P data for interstate war and 
the COVID-19 pandemic appear to make clear that two very 
different phenomena have real-life implications for the other, 
possibly due to common or similar underlying phenomena 
(e.g., both involve networks), and that the same might be true 
for cyber phenomena. One may choose different populations 
to study, or the populations themselves may change. 
However, for a given threat (e.g., war, coronavirus, etc.), we 
suspect that distributions for E and V may be common to or 
similar for these different populations. Thus, we can use this 
knowledge to estimate underlying distributions for E and/or 
V and use them in (1) to determine S for a given population 
under consideration. In contrast to the threat, vulnerability, 
and consequence model used by the Federal Emergency 
Management Agency (FEMA) where Risk=TVC [17], ours is 
based on a population because the threat and severity both 
derive from the population itself and exposure expresses the 
population’s ability to convey the threat. 

IV. RESULTS 

We apply the method to the case of a hypothetical 
computer virus that spreads like COVID-19 and inflicts a 
combat-like mortality rate on Internet-connected computers. 
For this case, the population distribution is taken to be the 
number of people per nation with access to the Internet. For 
all nations, OWID [16] reports the fraction of people with 
Internet connections, which is multiplied by the population 

of the respective state. For E and V distributions, we intend 
to use those associated with the coronavirus pandemic and 
interstate war, respectively. Before doing so, however, we 
would like some evidence that these distributions are 
appropriate for modelling a computer virus. Unfortunately, 
there is no quantitative data available that directly serves this 
purpose.   

The Privacy Rights Clearinghouse (PRC) is one of the 
few organizations to publish an online database quantifying 
different types of cyber-crime [18]. However, this database 
does not provide any statistics about the number of attacks or 
infiltrations per capita or the number of records per attack or 
infiltration. That is, the database does not help quantify E or 
V. Only the distribution of S can be discerned from the PRC 
data. Our approach in this case is to “reverse-engineer” the 
vulnerability distribution using (1) by first positing that the 
exposure distribution is the same as for the coronavirus. We 
then adjust the vulnerability distribution until the relation 
S=VEP produces an S distribution that matches the 
distribution of the PRC data. State populations in the U.S. 
were taken from Wikipedia [19]. The result of this process 
applied to “datalossdb” records in the PRC ID theft database 
is reported in Fig. 3. As before, S=VEP is represented by the 
thick semi-transparent red line and the empirical data for S is 
represented by the solid red line with square markers. The 
resulting V distribution is more consistent with the 
vulnerability associated with interstate war than to 
vulnerability associated with the coronavirus, a finding that 
gives us some confidence that the respective E and V 
distributions for the Coronavirus and interstate war can be 
applied to our hypothetical computer virus.  

Fig. 4 reports the exceedance probability for S computed 
using P and E distributions from the coronavirus pandemic 
and a reverse-engineered V distribution. Only a thick semi-
transparent red line is reported (i.e., no solid line with square 
markers) because the severity distribution is based on 
S=VEP and there is no S data with which to compare 
directly. However, we can compare the S=VEP curve to the 
exceedance probability for the PRC ID theft data, which is 
indicated by the solid black line with solid square markers. 
The main difference between the curves is that they diverge 
beginning at a value of 5 (i.e., 100,000) on the x-axis. The 
Power Law approximation associated with the PRC is 
reproduced in Fig. 4 as the black dotted line. Our best fit of a 
power law to the PRC data is with a slope of -0.65, which 
rounds to -0.7, the value reported by Maillart and Sornette 
[7]. As with the Power Law fit in Fig. 1, the fit in Fig. 4 
diverges from the data for s values less than 4.5 and greater 
than 7.5. 

Parametric fits to each of the four PDFs (i.e., S, V, E, and 
P) for each of the four phenomena (i.e., interstate war, the 
COVID-19 pandemic, U.S. ID theft, and hypothetical global 
computer virus) are recorded in Table 1. For the hypothetical 
virus, a non-skewed LN distribution (α=0) fits the population 
of internet-connected devices, which is slightly different than 
the other populations fit by a SLN distribution. The curve for 
the computed severity of the hypothetical computer virus 
appears to follow an LG distribution, which is the same as 
for interstate war and the coronavirus pandemic. 
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 Parametric distributions that mimic empirical data are 
valuable to decision formulae. What is particularly important 
in the case of logarithmic severity distributions, like those in 
this study, is that the parametric fits adequately model the 
high-severity portion of the data. Consider the data and fits 
to the data in Fig. 4. The data represented by the solid black 
line is turning downward, gaining a more negative slope 
whereas the black dotted line (i.e., the Power Law fit) is a 
straight line with negative slope 0.7. The Power Law 
approximation cannot be used in probabilistic decision 
formulae because it is divergent for slopes equal to or greater 
than negative one. Conversely, the LG fit represented by the 
dotted red line, which faithfully mimics the solid red data 
line, is valid for use in such formulae because it becomes 
increasingly negative. As can be seen in these exceedance 
probabilities, there is a portion in the middle that is 
approximately straight, which creates the temptation to 
report the distribution as a Power Law. This tendency is 
particularly prevalent for war statistics [20].  

Results should not be overinterpreted. The method is not 
useful for investigating microscopic causes of cyber-risk, 
although it can be used to posit or confirm the macroscopic 
result of microscopic causes vis-à-vis parametric 
distributions. However, the method is a better bookkeeping 
and estimation tool for uncertainty in the constituents of risk 
when the threat is created and propagated by the population. 
FEMA’s model is applicable to threats that are independent 
of the population (e.g., earthquakes). 

V. CONCLUSION 

Risk is the product of probability and severity. 
Exceedance probability is the mathematical object 
connecting both. The magnitude and variability of the 
severity S of a computer virus can be computed in terms of 
frequency distributions representing the subject population, 
P, that part of the population exposed to the risk, E, and the 
vulnerability of the exposed, V. Currently there is not enough 
cyber risk data to calculate S directly, so the advantage of 
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Figure 4. Exceedance probability functions, P(S>s), for U.S. ID theft (solid black with square markers) and a highly “contagious” global computer virus 

(thick semi-transparent red) developed using the S=VEP relation, with power law fit to U.S. ID theft data (dotted black) and log-gamma fit to S=VEP curve 

for the global computer virus (dotted red).  

 

Figure 3. PDFs for ID theft in the U.S. The severity distribution is based on Privacy Rights Clearinghouse data [18]. The population distribution, which 
is Internet access per nation, is based on OWID [16]. Curve formats have the same meaning as for curves in Fig. 2.  
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this method is that the PDF of S, from which the exceedance 
probability function is derived, may be computed indirectly 
using more readily obtainable or representative probability 
densities for V, E, and P. The Power Law is divergent when 
applied to the cyber-risk so it should be avoided for these 
purposes in favor of methods such as the one proposed here. 
The method was applied to a hypothetical computer virus 
given the propensity to spread like COVID-19, predicated on 
the hypothesis that the frequency distributions associated 
with interstate war, COVID-19, and computer viruses 
manifest similar network behavior. Results are consistent 
with this hypothesis.  

The PDF associated with the logarithm of severity for a 
worldwide computer virus is fit by a gamma distribution. 
This parametric distribution can be used in operational 
computer software designed to detect and react to cyber 
threats in real-time, in stochastic decision formulae enabling 
authorities to optimally choose among alternative cyber 
preparedness or resilience measures, or in actuarial equations 
to determine insurance premiums for cyber risks.  

Using data from Tab. 1, we compute the logarithmic 
variance of the computer virus to be 1.44 (=α×β2) and the 
logarithmic standard deviation to be 1.2, which is equal to a 
factor of 16 (=101.2). For x-axis values greater than 6 in Fig. 
4, the exceedance probability varies by an order of 
magnitude in one standard deviation, meaning that the risk of 
a global cyber disaster is associated with very high 
uncertainty. This finding is likely to hold for a real-live 
computer pandemic because it is rooted in empirical U.S. 
cyber-crime data that has been corrected in terms of its 
population, exposure, and vulnerability distributions.  

DISCLAIMER 

The opinions, conclusions, and recommendations 
expressed or implied are the authors’ and do not necessarily 
reflect the views of the Department of Defense or any other 
agency of the U.S. Federal Government, or any other 
organization. 
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TABLE 1. PARAMETRIC FITS TO PROBABILITY DENSITY FUNCTIONS. 

 
Interstate 

War 

Coronavirus 

Pandemic 

Records  

Theft  

Computer 

Virus 

 P 
SLN 

ξ=8, ω=1.2, 

α=-3 

SLN 
ξ=8.4, ω=1.5, 

α=-3 

SLN 
ξ=7.8, ω=1.2, 

α=-2 

SLN 
ξ=7, ω =0.9, 

α=0 

E 
LG 

α=17,  

β=0.13 

LG 
α=14,  

β=0.20 

LG 
α=14,  

β=0.20 

LG 
α=14,  

β=0.20 

V 

LG 

α=1.0,  
β=2.0 

LG 

α=5.5,  
β=0.35 

LG 

α=1.0,  
β=0.50 

LG 

α=1.0,  
β=0.50 

S 

LG 

α=9.8,  
β=0.34 

LG 

α=4.0,  
β=0.6 

LG 

μ=3.5,  
σ=1.3 

LG 

α=4.0,  
β=0.6 
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Abstract—Many organizations with critical infrastructure sec-

tors and other businesses have started to adopt the National 

Institute of Standards and Technology (NIST) cybersecurity 

framework. As cybersecurity is a long-term investment, organi-

zations adopting the framework need to sustain their cyberse-

curity capabilities and ensure growth toward the maturity level 

needed to deliver the desired outcome. Therefore, the maturity 

capability of the cybersecurity program needs to be assessed 

regularly. Several capability maturity models can be used to 

measure the progress of implementing the cybersecurity pro-

gram. However, attempts are still being made to define a capa-

bility maturity model to be used specifically for measuring the 

cybersecurity programs that adopt the NIST cybersecurity 

framework. With the aim of identifying and applying evalua-

tion criteria, this paper reviews multiple existing maturity 

models and compares their scale levels definitions and the used 

assessment methodology. The researchers determined the crite-

ria based on subject matter experts’ feedback.  A survey was 

conducted to define the values of the criteria that organizations 

are looking for in order to select the best-fit capability maturity 

models to use in measuring the progress of NIST CSF imple-

mentation. 

Keywords-cyber security; information security; maturity 

model; measurement metrics. 

I. INTRODUCTION  

The National Institute of Standards and Technology 

(NIST) issued the Cyber Security Framework (CSF) in 2014 

[1] as a response to the Executive Order signed by President 

Obama on February 12, 2013 [2]. This framework was 

quickly adopted by many organizations around the world. In 

a study by Gartner [3], the framework was expected to grow 

in usage from 30% in 2015 to 50% by 2020. However, after 

the Executive Order signed by President Trump on May 11, 

2017 [4], the framework is expected to be adopted by more 

organizations worldwide. The executive order clearly places 

the accountability for managing the cybersecurity risk on the 

heads of executive departments operating critical infrastruc-

ture and heads of federal agencies; thus making the compli-

ance to the framework requirements involuntarily. The 

growth of the framework implementation has been fast out-

side the United States of America too. For example, many 

Oil and Natural Gas (ONG) companies around the world 

have adopted the framework [5].  

The NIST issued an update to the framework, with new 

features added and more clarifications for some of the terms 

used to measure cybersecurity such as, the term compliance 

[6]. The update also addressed the supply chain as one new 

cybersecurity category was added to the previous 22 catego-

ries. Moreover, the link between the framework and the In-

ternet of Things (IoT) was established as a possible area of 

risks associated with operational technology and cyber-

physical system environments [7]. Table I below summariz-

es the structure of the core components of the framework 

along with the key changes and updates in the new version 

of the framework. 

TABLE I: FRAMEWORK VERSIONS COMPARISON 

Version Functions Categories 
Sub-

categories 

Informative 

References 

V1.0 [1] 5 22 98 5 

V1.1 [6] 5 23 108 5 

One of the key changes in the new version of the frame-

work emphasizes the role of cybersecurity risk management 

measurement (cost vs. benefit) in a newly added section 

called “Self-Assessing Cybersecurity Risk”. Moreover, the 

NIST officially recognized the importance of measuring 

cybersecurity by including it as an item on the Roadmap for 

Improving Critical Infrastructure Cybersecurity. Using the 

framework components will enable organizations to measure 

their risk along with the cost and benefits of mitigating it 

while deciding which level of risk (risk tier out of the four 

risk tiers) is acceptable to the organization. This is deter-

mined by considering many factors including legal regulato-

ry requirements, the threat environment, and an organiza-

tion’s current risk management practices. The framework 

suggests leveraging external guidance such as, existing Ca-

pability Maturity Models (CMMs) to allow organizations to 

measure the status of their NIST CSF implementation pro-

gress [8].  

However, there are varieties of CMMs that may or may 

not be associated with specific best practices standards or 
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frameworks. For example, industry best practices standards, 

such as, Control Objectives for Information and Related 

Technologies (COBIT) and the Information Security Forum 

(ISF) Standard of Good Practice (SoGP) for Information 

Security have their own Maturity Models (MMs) that can be 

utilized to measure the NIST CSF implementation progress 

[9] [10]. On the other hand, the Systems Security Engineer-

ing Capability Maturity Model (SSE CMM) [11], Capability 

Maturity Model Integration (CMMI) [12], ONG subsector 

Cybersecurity Capability Maturity Model (ONG C2M2) 

[13], Information Security Management Maturity Model 

(ISM3) [14], and Community Cybersecurity Maturity Model 

(CCSMM) [15] are examples of MMs that can be used to 

measure the implementation of any given framework. Worth 

noting is that the wide range of NIST CSFs adopted not only 

spans many organizations but also covers more areas such 

as, building cybersecurity [17] and cyber cloud security 

[18]. 

Therefore, due to the varieties of available CMMs, or-

ganizations may lose some benefits of using a unified CMM 

or compatible ones that allow smooth mapping to the NIST 

CSF framework. For example, an organization may not get 

an accurate progress update if it does not use the same 

CMM for identifying the baseline (where it stands currently) 

and the desired higher levels of cybersecurity maturity over 

time. This is due to various difficulty levels of mapping each 

CMM to the NIST CSF framework and vice versa [19]. 

Benchmarking is another benefit that might not be possible 

if organizations not using a unified CMM or compatible 

ones that allow smooth mapping to the NIST CSF frame-

work. 

This paper’s main objective is to identify and apply 

evaluation criteria through reviewing multiple existing MMs 

and comparing their scale levels definitions and their used 

assessment methodologies. The researchers sought the feed-

back of Subject Matter Experts (SME) through a survey to 

define the criteria for selecting the best-fit CMMs that can 

be used in measuring the NIST CSF implementation pro-

gress.  

This paper consists of seven sections: The first section is 

the Introduction, and the second section provides an over-

view of the NIST CSF framework and its components, Sec-

tion III reviews seven CMMs, Section IV reviews and com-

pares the levels of the CMMs, Section V discusses the sur-

vey, Section VI analyzes the survey results, and Section VII 

is the Conclusion. 

II. THE NIST FRAMEWORK COMPONENTS 

The NIST CSF has three components: 1) the profile, 2) 

the risk tiers, and 3) the core functions [6]. The three com-

ponents can be utilized by organizations in a variety of 

ways, considering the current situation of the organization, 

that is, whether they are at the very initial stages of imple-

menting a cybersecurity program or are already adopting 

existing best practices and standard frameworks. The 

framework is not meant to be a substitute for any existing 

cybersecurity program of the organization, but to comple-

ment and allow for more improvement opportunities to 

strengthen the cybersecurity program. 

A. The Profile Component  

This component of the framework is considered the tool 

for capturing the organization’s current cybersecurity status. 

It is utilized to document the current and the planned risk 

tiers and determine which of the cybersecurity activities 

should be selected for implementation in improving the cur-

rent situation and to track progress to achieve the desired 

security status. 

B. The Risk Tiers Component 

The risk approach followed by an organization for man-

aging the cybersecurity risk and the processes in place influ-

ence the organization’s placement in one of the four risk 

tiers defined by this component. Yet the risk tiers do not 

indicate the maturity of the cybersecurity program of the 

organization [6] [8] [20]. 

C. The Core Functions Component 

The core functions component is the part of the frame-

work where all controls are listed as “subcategories”. The 

latest version of the framework [6] has 108 subcategories as 

against the 98 subcategories of the previous version [1]. The 

subcategories account for 23 categories that can be looked at 

as processes of cybersecurity activities or objectives to be 

achieved by implementing some or all subcategories.  

While the previous version of the framework has 22 cat-

egories, the new version has added one more to address the 

supply chain. The categories then make the core five func-

tions: Identify, Protect, Detect, Respond, and Recover. The 

five functions shape the high-level and strategic view of the 

organization’s efforts in managing its cybersecurity risk and 

the implemented cybersecurity program. Table II provides 

examples of the subcategories of the framework. 

TABLE II.  EXAMPLES OF SUBCATEGORIES OF THE NIST CSF 

FRAMEWORK 

Function Category Sub-Categories 

P
ro

te
ct

 

(P
R

.D
S

) 
D

at
a 

S
ec

u
ri

ty
 PR.DS-1: Data-at-rest is protect-

ed 

PR.DS-2: Data-in-transit is pro-

tected 

PR.DS-3: Assets are formally 

managed throughout removal, 

transfers, and disposition 
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III. CAPABILITY MATURITY MODELS 

This section will review the selected CMMs and analyze 

their levels, domains, and assessment methods. 

A. Community Cyber Security Maturity Model 

(CCSMM) 

This model was originally designed to measure the capa-

bility maturity of cybersecurity practices run by communi-

ties [15]. It is not meant to assess individual organizations, 

though it was also extended later to cover organizations and 

states. The model is structured to address the improvement 

of four areas on a scale of five levels [16]. The improvement 

areas are called dimensions, namely planning, policies, 

awareness, and information-sharing. The maturity of these 

dimensions is measured in five levels starting with “Initial” 

as the lowest level, through “Established”, “Self-Assessed”, 

and “Integrated” till “Vanguard”, which is the highest ma-

turity level. The model uses assessment criteria that help 

check the level of the community with respect to the four 

dimensions, which range from minimal or little at the initial 

level to mandatory, fully integrated, full-scale, or “van-

guard”, which is the fifth level. The scale levels and the di-

mensions are measured as per the satisfaction of the criteria 

used to verify the status of cybersecurity implementation. 

Table III illustrates the criteria of the CCSMM. 

 

B. Information Security Management Maturity Model 

(ISM3) 

This model was originally designed as an extension of 

quality management, that is, ISO 9001 for Information Secu-

rity Management (ISM) systems, to focus on the common 

cybersecurity processes of organizations and not on controls. 

As an extension of the quality assurance standard, the ISM3 

is used to build a quality assurance process framework [14]. 

The five ISM system configuration levels are like maturity 

levels that measure organizations’ progress in implementing 

cybersecurity programs. 

The five maturity levels of the model are 1) undefined, 

2) defined, 3) managed, 4) controlled, and 5) optimized. The 

domains of the models are grouped into the following four 

categories, each of which includes the required processes for 

achieving every maturity level:  

1. General (3 processes) 

2. Strategic management (6 processes) 

3. Tactical management (11 processes) 

4. Operational management (25 processes) 

This model provides optional certifications related to 

ISO 9001 at each maturity level and ISO 27001 at Levels 4 

and 5. Table IV illustrates the processes used in the ISM3. 

 

TABLE III.  CCSMM CRITERIA FOR VERIFYING CYBERSECURITY MATURITY 

5. Vanguard 

Awareness is man-

datory by the busi-

ness 

Fully integrated Full-scale combined 

exercises and assessment 

of complete fusion ca-

pability 

Continue to integrate 

cyber in Continuity of 

Operations Plans (CO-

OP) 

4. Integrated 
Leaders and organ-

izations promote 

awareness 

Formal information-

sharing internal and ex-

ternal to the community  

Self-directed cyber ex-

ercises with assessment 

Integrate cyber in CO-

OP 

3. Self-Assessed 
Leaders promote 

awareness 

Formal local infor-

mation sharing 

Self-directed tabletop 

cyber exercises with 

assessment  

Include cyber in COOP; 

formal cyber incident 

response/recovery 

2. Established Leadership is aware 

of cyber threats 

Informal information-

sharing 

No assessment but 

aware of requirements 

Aware of the need to 

integrate 

1. Initial Minimal cyber 

awareness 

Minimal information-

sharing capabilities 

Minimal cyber assess-

ments and policy evalua-

tions 

Little inclusion of cyber 

in the community’s 

COOP 

Levels\ 

Diminutions 
Awareness Information Sharing Policies Plans 
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C. Process Assessment Model (PAM) for the COBIT 

Framework 

PAM is a process capability base assessment model for 

assessing information technology enterprises’ implementa-

tion of COBIT 5 [9] [21]. The model is structured to address 

the improvement of 37 processes on a scale of six levels 

[14]. The 37 processes are defined and classified into five 

categories (domains). Each process is assessed against nine 

pre-defined attributes distributed among the maturity levels.  

A standard rating scale of four status levels is used to 

further evaluate and score each attribute as defined in the 

ISO/IEC 15504 standard [14]. The rating scale measures 

and scores the percentage of achievement; it considers a 

process in achievement range from 0 to 15% as “not 

achieved”, a process in achievement range between 15% and 

50% as “partially achieved”, a process in achievement range 

between 50% and 85% as “largely achieved”, and process in 

achievement range between 85% and 100% as “largely 

achieved”. The levels commence with Level 0 that indicates 

“Incomplete Process” and then Levels 1 to 5 to indicate the 

statuses of “Performed Process”, “Managed Process”, “Es-

tablished Process”, “Predictable Process”, and “Optimizing 

Process”, respectively.  

The 37 processes have been classified under the five cat-

egories as follows: 

1. Evaluate, Direct, and Monitor (5 processes) 

2. Align, Plan, and Organize (13 processes) 

3. Build, Acquire, and Implement (10 processes) 

4. Deliver, Service, and Support (6 processes) 

5. Monitor, Evaluate, and Assess (3 processes) 

Table V illustrates the attributes used in the PAM. 

D. Information Security Forum (ISF) Standard of Good 

Practice (SoGP) for Information Security 

The ISF MM assesses, in combination, the activities per-

formed and the supporting processes’ capabilities [10]. The 

maturity level is an indication of how comprehensive the 

implementation of high-level activities is along with the ca-

pabilities of the processes supporting the activities that 

maintain and sustain the performance consistency and effec-

tiveness. The model is structured to assess the processes’ 

capabilities by evaluating the 21 domains in which each do-

main covers one information security discipline. The 21 

domains are grouped into the following five strategies: 

1. People (2 domains) 

2. Strategic (6 domains) 

3. Technical (6 domains) 

4. Connections (2 domains) 

5. Crisis (5 domains) 

The model uses a scale of six levels that starts with Level 

0, which indicates that the process is “Incomplete”. Levels 1 

to 5 represent the following process statuses: “Performed”, 

“Planned”, “Managed”, “Measured”, and “Tailored”. The 

maturity level is defined by the number of requirements to 

be met in each activity. A standard rating scale of three sta-

tus levels is used to further evaluate and score each activity. 

The rating scale measures and scores the percentage of re-

quirements met; it considers the implementation of 0 to 15% 

requirements as “Not Met”, implementation between 15% 

TABLE IV.  ISM3 CRITERIA FOR VERIFYING THE PROCESS CAPABILITY MATURITY 

5. Optimized 
for a high investment in ISM processes that are managed to result in a high-

est risk reduction with compulsory use of process metrics 

4. Controlled 
for a high investment in ISM processes that are managed to result in a high-

est risk reduction 

3.  Managed 
for a significant investment in ISM processes that are managed to result in a 

highest risk reduction 

2.  Defined 
for a moderate investment in ISM processes that are managed to result in a 

further risk reduction 

1.  Undefined 
for a minimum investment in essential ISM processes that are managed to 

result in a significant risk reduction 

Levels\ 

Categories 

G
P

1
 

. . . . . 

S
S

P
1

 

. . . 

S
S

P
6

 

T
S

P
1

 

. . . 

T
S

P
1

1

1
 

O
S

P
1

. . . . . 
O

S
P

2

5
 

General 
Strategic Manage-

ment 

Tactical 

Management 

Operational Manage-

ment 

16Copyright (c) IARIA, 2021.     ISBN:  978-1-61208-893-8

CYBER 2021 : The Sixth International Conference on Cyber-Technologies and Cyber-Systems

                           25 / 130



and 85% of requirements as “Partially Met”, and implemen-

tation of more than 85% of requirements as “Met”.  

Table VI illustrates the assessment criteria of the ISF 

MM.  

E. Systems Security Engineering Capability Maturity 

Model (SSE CMM) 

The SSE MM was developed to address the absence of a 

comprehensive framework for evaluating security engineer-

ing practices in order to measure and improve the perfor-

mance of security engineering principles [11]. The model’s 

scope is the security engineering secure system lifecycle, 

from designing to commissioning and decommissioning. 

Thus, this model can be applied to organizations that pro-

vide security engineering services. 

The model was designed to be a fixable tool that can 

measure process improvement, process capability, or the 

trustworthiness of the process outcome.  

The model has been structured to assess process capabil-

ities by evaluating all the practices (called best practices) 

TABLE V. PAM CRITERIA FOR VERIFYING THE PROCESS CAPABILITY MATURITY 

5. Optimizing 
Process: 1) Innovation 

2) Optimization 

4. Predictable 
Process: 1) Measurement 

2) Control 

3. Established 
Process: 1) Definition 

2) Deployment 

2. Managed 
1) Performance management 

2) Work product management 

1. Performed 1) Process performance 

0. Incomplete No attributes 

Levels\ 

Categories 

Evaluate, 

Direct and 

Monitor 

Align, Plan and 

Organize 

Build, Acquire, 

and Implement 

Deliver, Service, 

and Support 

Monitor, Evaluate, 

and Assess 

TABLE VI. ISF MM CRITERIA FOR VERIFYING PROCESS CAPABILITY MATURITY 

5. Tailored The activity is performed, planned, managed, measured, and subject to continuous improve-

ment. It is tailored to specific areas. 

4. Measured The activity is performed, planned, managed, and is monitored. 

3. Managed The activity is performed and planned, and there are sufficient organizational resources to sup-

port and manage it. 

2. Planned The activity is performed and supported by planning (which includes the engagement of stake-

holders and relevant standards and guidelines) 

1. Performed The activity is performed. 

0. Incomplete The activity is not performed. 

Levels\ 

Categories 

D
1
 

D
2
 

. . 

D
6
 

D
7
 

. . 

D
1

2
 

D
1

3
 

D
1

4
 

D
1

5
 

. . . 

D
1

9
 

D
2

0
 

D
2

1
 

Strategic Technical Connections Crisis People 
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under each process. The model uses a scale of six levels that 

begins with Level 0, which indicates that the process is “Not 

Performed”. Levels 1 to 5 represent the following process 

statuses: “Performed Informally”, “Planned and Tracked”, 

“Well Defined”, “Qualitatively Controlled”, and “Continu-

ously Improving”, respectively. The model assesses about 

60 security practices that are classified under 11 process 

domains that address the major areas of security engineer-

ing. 

Moreover, the model has been expanded to assess over 

60 practices performed under 11 process domains in the 

project and organizational areas. The model uses general 

assessment criteria that check the capability of the process 

based on the applied practices. Table VII illustrates the as-

sessment criteria for SSE CMM.  

F. Capability Maturity Model Integration (CMMI) 

The new version of the CMMI was announced by the 

CMMI institute in early 2018 [12]. After expanding the 

model to include services and supplier management later in 

the same year, the model now consists of 22 process areas 

grouped into four categories: project management, process 

management, engineering, and support [12]. The model’s 

objective is to build organizational capability for improving 

performance for their selected activities, which may include 

cybersecurity. 

The model is structured to assess the process categories 

by evaluating all 22 practices under each process area. The 

model uses a scale of five levels, which includes Level 1 

“Initial” that indicates that no process area has been per-

formed. Levels 2 to 5 represent the process statuses of 

“Managed”, “Defined”, “Quantitatively Managed”, and 

“Optimizing”.  

The model assesses the 22 process areas that are per-

formed and distributed over the four maturity levels (Levels 

2 to 5). The distribution of the process areas is as follows: 7 

in maturity level 2, 11 in maturity level 3, 2 in maturity level 

4, and 2 in maturity level 5. Each process area consists of 

best practices, guidance, or activities to be performed. Table 

VIII illustrates the assessment criteria for CMMI. 

G. Oil and Natural Gas Subsector Cybersecurity Capability 

Maturity Model (ONG C2M2) 

This model was originally designed as a derivative of the 

Electricity Subsector Cybersecurity Capability Maturity 

Model (ES-C2M2) to serve the ONG subsector [13]. The 

model has been structured to address the implementation of 

a set of cybersecurity practices, grouped into 10 domains, on 

a scale of four levels.  

Each domain consists of a number of practices that are 

categorized into the following groups of objectives: 

1. Risk Management (three objectives) 

2. Asset, Change, and Configuration Management 

(four objectives) 

3. Identity and Access Management (three objec-

tives) 

4. Threat and Vulnerability Management (three ob-

jectives) 

5. Situational Awareness (three objectives) 

6. Information Sharing and Communications (two 

objectives) 

7. Event and Incident Response, Continuity of Op-

erations (five objectives) 

8. Supply Chain and External Dependencies Man-

agement (three objectives) 

9. Workforce Management (five objectives) 

10. Cybersecurity Program Management (five objec-

tives) 

Each domain is assessed independently and scored cu-

mulatively where all the practices in a given level and its 

predecessor levels are implemented. Unlike other MMs, 

ONG C2M2 defines a different set of evaluation criteria for 

each objective to verify the implementation of practices. 

Table IX provides examples of the evaluation criteria for 

one objective. 

TABLE VII. SEE CMM CRITERIA FOR VERIFYING PROCESS CAPABILITY 

MATURITY 

5. Continuously 

Improving 

Improving Organizational Capability 

4. Qualitatively 

Controlled 
Establishing Measurable Quality Goals 

Objectively Managing Performance 

3. Well Defined 
Defining a Standard Process 

Performing the Defined Process 

Coordinating the Process 

2. Planned and 

Tracked 

Planning Performance 

Disciplined Performance 

Verifying Performance 

Tracking Performance 

1. Performed 

Informally Base Practices are Performed 

0. Not Performed No process is performed 

Levels\ 

Categories 

P
A

1
 

. .  

P
A

1
1

 

. 
P

A
2

2
 

Security Engineering Pro-

cess Areas 

Project and 

Organiza-

tional Pro-

cess Areas 
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The model maturity scales, called Maturity Indicator 

Levels (MILs), include MIL 0, which indicates that no prac-

tice has been performed, and MILs 1 to 3, which indicate the 

statuses of “performed but Ad-hoc”, “Defined and Re-

sourced”, and “Governed and Effectively Resourced”, re-

spectively. 

IV. SCALE LEVELS OF CAPABILITY MATURITY MODELS  

Table X compares the seven CMMs and gives an insight 

into the similarity of the descriptions and the meanings of 

the levels.  

A. Level 1: Practice Existence 

All CMMs define the first level as the mere existence of 

the assessed practice in the organization. However, each 

CMM leverages a slightly different language to convey the 

same meaning. SSE focuses on the “base practices” that are 

categorized by the statement “you have to do it before you 

can manage it.” Whereas, both ISF and ONG focus on the 

concept of “performed practices” to emphasize their exist-

ence. Finally, PAM requires processes to be “implemented” 

TABLE VIII.  CMMI CRITERIA FOR VERIFYING PROCESS CAPABILITY MATURITY 

5. Optimizing 1. Causal Analysis and Resolution  

2. Organizational Performance Management 

4. Quantitatively 

Managed 
1. Organizational Process Performance 

2. Quantitative Project Management 

3. Defined 

1. Decision Analysis and Resolution  

2. Integrated Project Management  

3. Organizational Process Definition 

4. Organizational Process Focus 

5. Organizational Training 

6. Product Integration  

7. Requirements Development 

8. Risk Management 

9. Technical Solution 

10. Validation 

11. Verification 

2. Managed 

1. Configuration Management 

2. Measurement and Analysis 

3. Process and Product Quality Assurance 

4. Project Monitoring and Control 

5. Project Planning 

6. Requirements Management 

7. Supplier Agreement Management 

1. Initial No process area has been addressed 

Levels\ 

Categories 

P
A

1
 

. . . . . . . . . 

P
A

1
1

 

P
A

1
2

 
. . . . . . . . . 

P
A

2
2

 

Process Management Project Management Engineering Support 

TABLE IX. EXAMPLES OF EVALUATION CRITERIA FOR ONG C2M2 

OBJECTIVES 

Manage Asset Configuration 

MIL1 

a. Configuration baselines are established 

for inventoried assets where it is desira-

ble to ensure that multiple assets are 

configured similarly. 

b. Configuration baselines are used to con-

figure assets at deployment. 

MIL2 
c. The design of configuration baselines 

includes cybersecurity objectives. 

MIL3 

d. Configuration of assets are monitored for 

consistency with baselines throughout 

the assets’ life cycles. 

e. Configuration baselines are reviewed 

and updated at an organizationally de-

fined frequency. 
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due to its process-oriented nature. It is worth noting that 

such processes are not required to be documented at this 

level by the PAM. This is also true for the ONG model, as 

practices are explicitly stated to be “ad-hoc”. This formality 

aspect is less clear in the other models, though it can be im-

plicitly inferred by contrasting this particular level with the 

next levels. Cybersecurity can be assessed against this level 

for the presence of its core best practices. Therefore, a cy-

bersecurity CM would consider this level as the first level. 

B. Level 2: Practice Formalization 

Apart from SSE, all CMMs define this level around for-

malizing practices by involved stakeholders through docu-

menting and endorsing process/procedure requirements such 

as, inputs/outputs, clear roles and responsibilities, and plan-

ning of resources. Cybersecurity can be assessed against this 

level for the formalization of its core best practices into or-

ganization-wide processes/procedures. Therefore, a cyberse-

curity CM would consider this level as its second level. 

SEE, on the other hand, defers this level to the third level 

and requires an intermediate level before practice formaliza-

tion, which is focused on project-level formalization. Pro-

jects are regarded by the SSE as learning opportunities for 

the organization, from which formal processes/procedures 

are later established. Common lessons learned are the basis 

for the later formalized processes/procedures. Projects can 

be formalized similar to processes/procedures, though only 

at the project level.  

Other CMMs implicitly consider this intermediate level 

as part of Level 1. Such projects can be seen as more than 

ad-hoc practices but also less than formalized process-

es/procedures. Projects tend to have a shorter lifespan and 

are more focused on the group of practices. Whereas, pro-

cesses/procedures tend to have a much longer lifespan and 

apply to the whole organization. Therefore, it is safe to in-

clude this SSE level under Level 1 by expanding the defini-

tion of existent practices to ad-hoc and formalized projects. 

C. Level 3: Practice Governance 

Again, except SSE, all CMMs define this level as estab-

lishing governance over formalized practices by defining 

and enforcing organizational structures with proper authori-

ty/accountability, policies/standards/guidelines, and job 

specifications in terms of required knowledge/skills. This 

level is as far as ONG goes; hence, it lacks the subsequent 

levels. PAM, however, extends the definition of this level by 

requiring a certain degree of the Planning, Doing, Checking, 

and Adjusting (PDCA) lifecycle for a more flexible and ag-

ile style of governance. Cybersecurity can be assessed 

against this level for the governance of formalized organiza-

tion-wide processes/procedures. Therefore, a cybersecurity 

CM would consider this level as its third level. 

D. Level 4: Practice Monitoring 

All CMMs, excluding the ONG one, define this level 

around the quantification of outcomes by governed process-

es/procedures against organizational goals using metrics for 

measuring performance and enabling informed optimiza-

tions based on facts. Stockholders set the operational limits 

of these metrics and are kept informed on the metrics on an 

TABLE X. A COMPARISON OF THE LEVELS OF CMMS 

Levels/ 
CMM 

Level 1 Level 2 Level 3 Level 4 Level 5 

SSE CMM [11] 
Performed 

Informally 

Planned and 

Tracked 
Well Defined 

Quantitatively 

Controlled 

Continuously Im-

proving 

PAM [21] 
Performed 

Process 
Managed Process Established Process 

Predictable Pro-

cess 
Optimizing Process 

ISF [10] Performed Planned Managed Measured Tailored 

CMMI [12] Initial Managed Defined Quantitatively 
Optimizing Man-

aged 

CCSMM [15] Initial Established Self-Assessed Integrated Vanguard 

ISM3 [14] Undefined Defined Managed Controlled Optimized 

ONG [13] 
Performed 

but Ad-hoc 

Defined and Re-

sourced 

Governed and Ef-

fectively Resourced 
N/A N/A 
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agreed-upon regular basis. Cybersecurity can be assessed 

against this level for the monitoring of governed process-

es/procedures. Therefore, a cybersecurity CM would con-

sider this level as its fourth level. 

E. Level 5: Practice Optimization 

All CMMs, excluding the ONG one, define this level as 

the requirement of regular/continuous improvement cycles 

of monitored processes/procedures. This level is associated 

with operational excellence programs in first-class world-

wide companies, which satisfy their specific/unique needs. 

Improvements are based on data from monitoring desired 

operational limits. It is important to note that improvement 

must be sustainable over a considerable number of years to 

claim this level. Cybersecurity can be assessed against this 

level for the optimization of monitored process-

es/procedures. Therefore, a cybersecurity CM would con-

sider this level as its fifth level. 

V. EVALUATION CRITERIA 

To identify the best fit CMM for measuring the maturity 

of organizations that are adopting or planning to adopt NIST 

CSF, we sought the opinions of SMEs. Interviews were con-

ducted with four SMEs in the field of cybersecurity, infor-

mation security management, information systems audits, 

and internal control management. The feedback of the inter-

views was analyzed, and the common areas of focus were 

combined to draft the survey questions. The drafted survey 

focused on four aspects related to the CMM: the scale, do-

mains, assessment criteria, and administration. 

Figure I Common Areas of Focus for SMEs for Evaluating CMMs 

Scale: Capability Maturity Models represent the organi-

zation’s capability through various numbered levels. How-

ever, the majority are five-level scales. The descriptions of 

those levels vary.   

Domains: Each CMM assesses the capability maturity of 

the activities that build, cumulatively or by stages, the ma-

turity level based on requirements defined as domains. The 

NIST CSF provides informative resources for mapping the 

number of framework domains to func-

tions/categories/subcategories. Additionally, some frame-

works map their domains with the NIST CSF func-

tions/categories/subcategories. 

Assessment Criteria: There are two types of assessment 

criteria: one that assesses each domain activities with the 

same generic question/s for each level over the different 

domains and the other uses specific questions about each 

level or even about each domain for verification. 

Administration: Some of the CMMs were originally de-

signed to be used with specific frameworks, while many are 

generic and not linked to any specific framework. Some are 

freely available, and others are licensed. Training and as-

sessment guides could be provided in various formats, in-

cluding in-class and hands-on practices. Some are associated 

with industry certificates, while others are not.  
 

 

VI. SURVEY DESIGN AND ANALYSIS 

To address the common areas of focus, we designed a 

survey consisting of 16 questions and shared the draft with 

the interviewed SMEs. The final sets of survey questions 

were communicated to many organizations in the oil and gas 

industry. Given the short survey period, twelve cybersecurity 

professionals responded to the survey. Of the participants, 

58% were Governance, Risk, and Compliance (GRC) spe-

cialists (that is, 25% compliance specialists, 17% govern-

ance, and 17% as risk specialists). Another 25% of the par-

ticipants were senior information system auditors. Further-

more, 8% of the participants were compliance officers, and 

8% were process performance assessors. The key selection 

criteria of the participants were their roles, profession, and 

involvement in cybersecurity capability implementations and 

maturity assessments.  

The feedback received on the survey was analyzed, and 

top organizational preferences were considered for con-

structing the evaluation criteria for comparing the reviewed 

CMMs. Table XI illustrates the selected criteria and com-

pares them with each CMM.  

Q1: Does your organization adopt the NIST CSF or 

is it planning to?  

Of the responses, 75% were that their organizations are 

currently adopting the NIST CSF, and 25% are that their 

organizations were planning to adopt the framework.  

Q2: Is there any governance requirement that man-

dates the adoption of the NIST CSF? 

More than 66% of organizations are adopting or plan-

ning to adopt the framework due to governance require-

ments. The remaining are voluntarily adopting the frame-

work.  

Q3: How many times have you assessed your organi-

zation’s maturity? 

While all organizations assessed their cybersecurity ma-

turity at least once, more than 58% did the assessment more 

than three times. 

Q4: Did you use the same CMM in all the assess-

ments? 

Out of all the organizations that did the assessments 

more than once, 75% used the same CMM for the assess-

ment and 25% used different CMMs. 
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Q5: Did you use or do you plan to use the result for 

benchmarking? 

It was found that 90% of the organizations either have 

used the result of the assessment or are planning to use it for 

benchmarking with other organizations in their field of op-

eration.  

Q6: Did you use or do you plan to use CMMs to cer-

tify your organization? 

Including the certification as part of the assessment goals 

was the intent of 50% of the organizations.  

Q7: What is your preference related to training? 

More than 90% of the organizations prefer that the se-

lected MM provide training in various formats, including in-

class. 

Q8: Did you use or do you prefer using a CMM 

linked to a framework?  

It was found that 75% of the organizations prefer that the 

selected MM be linked to a framework. 

Q9: Did you use or do you prefer using a CMM that 

is mapped to the NIST CSF func-

tions/categories/subcategories?  

It was found that 75% out of the organizations preferred 

to use a CMM linked to a framework or preferred to have 

the linked CMM mapped to the NIST CSF func-

tions/categories/subcategories in general. 

Q10: Would you prefer that the mapping was done 

by the NIST or the CMM owner?  

More than 66% of the organizations want the mapping to 

be done by the NIST, specifically as part of the informative 

references. 

Q11: What is the preferred level of mapping? 

More than 66% of the organizations prefer “one-to-one” 

mapping, while 25% prefer “close to one-to-one” mapping, 

and the remaining have no preferences. 

Q12: What are the scale levels you have used or pre-

fer using?  

More than 83% of the organizations prefer using a five-

level scale CMM. 

Q13: Do you prefer using the descriptions of the scale 

levels as they are or do you modify them?  

More than 66% of the organizations prefer using the de-

scription of the scale levels as they are, while the remaining 

preferred to modify it. 

Q14: Did you use or do you prefer using generic cri-

teria or specific criteria for assessing each domain in 

each level?  

In terms of the assessment methods, more than 83% of 

the organizations prefer using generic criteria for assessing 

each domain of each level. The remaining prefer using spe-

cific criteria for assessing each domain of each level. 

Q15: Did you use or do you prefer using assessment 

criteria that allow different weights for the assessed pro-

cess/activity?  

More than 66% of the organizations have used or are 

planning to use assessment criteria that allow different 

weights for the assessed process/activity. About 16% do not 

prefer using criteria that allow different weights. Moreover, 

the same percentage of organizations have no preferences 

regarding the weights specified. 

Q16: What is the scoring preference? 

Finally, 50% of the organizations preferred the use of a 

cumulative scoring method, 25% of the organizations pre-

ferred using a non-cumulative, and 25% of the organizations 

preferred using a combined scoring method (non-cumulative 

for compliance and cumulative for performance).  

As shown in Table XI, none of the reviewed CMMs has 

a one-to-one mapping to the NIST CSF framework. ISM3 

gets first place for satisfying all other evaluation criteria (8 

out of 10), followed by PAM, which satisfied 7 out of 10.  

VII. CONCLUSION 

There exist several CMMs that can be used to measure 

the progress of implementing a cybersecurity program. 

However, with the evolving risk of cybersecurity threats, 

specifically for organizations with critical infrastructure, the 

adoption of the NIST CSF has been widely popular. Yet no 

specific CMM has made a clear-cut model to be used specif-

ically for measuring the cybersecurity programs that adopt 

the NIST cybersecurity framework. Many factors need to be 

considered by an organization in choosing one CMM versus 

another; additionally, one CMM should be used over time to 

accurately measure the progress of implementing the NIST 

CSF and to maintain and sustain the desired maturity level. 

Moreover, benchmarking with other organizations has been 

deemed necessary for sharing the lessons learned and best 

practices for maintaining and sustaining the high cybersecu-

rity maturity level efficiently and effectively. This is another 

reason for organizations to use a unified CMM or compati-

ble ones that allow smooth mapping to the NIST CSF 

framework. 

This paper has come up with evaluation criteria based on 

SMEs’ feedback and a survey of the most common require-

ments that organizations have regarding choosing a CMM 

for measuring the progress of their implementation of NIST 

CSF. The criteria considered four aspects for selecting the 

CMM. These aspects are the scale, domains, assessment 

criteria, and administration. This article also reviewed seven 

CMMs: CCSMM, ISM3, PAM for the COBIT framework, 

ISF SoGP for Information Security, CMMI, SSE CMM, 

CMMI, and ONG C2M2. The reviews of these CMMs con-

sidered the models’ scales, domains, and assessment meth-

ods. Further, the paper compared the models based on the 

above aspects as well, as determined the evaluation criteria.  

The result showed that all models did not meet the “one-

to-one” mapping criterion and did not allow the use of 

weighted values for each control. ISM3 meets the remaining 

criteria followed by PAM for COBIT. However, no evi-

dence indicates that these two CMMs are as wildly used as 

the NIST CSF. Future studies could aim to identify which 

CMM is in the top quadrant in practical life.  
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Additionally, in the future, case studies on organizations 

that have implemented the NIST CSF should be reviewed. 

Furthermore, the possibility of one-to-one mapping of NIST 

CSF to other frameworks or domains of CMMs needs to be 

assessed. 
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Abstract— The Internet of Things (IoT) involves the 

interconnection of devices and humans to the Internet. IoT is 

rapidly being adopted in different sectors of life, including the 

health sector. Numerous sensing devices are used to gather 

patients’ information, generating a large volume of data. The 

traditional applications and algorithms are not efficient in 

processing and managing the patients’ data, which presents a 

challenge. Much research on the Internet of Things in 

healthcare focuses mainly on hospitals with little focus on care 

homes. This research uses care homes as a case study as these 

are regarded as the homes of service users for an extended 

period of time, much longer than the time they spend in 

hospitals. This research proposes a system that would enable 

healthcare staff to monitor the pressure sores in service users 

with low mobility and provide them with a secured system 

against attacks from cyber criminals. The system implements 

the use of sensors to monitor pressure exerted from bedridden 

service users in real-time using ThingSpeak, provides a secure 

system by implementing two-factor authentication (2FA) for 

caregivers for safe login, transmitting data securely over a safe 

network using raspberry pi 4 as the edge devices, and applying 

machine learning to help monitor the network for intrusion 

detection from hackers. With the current gap in research in 

care homes, this paper emphasises the need for the adoption of 

real-time monitoring and having a secured system framework 

for care homes to improve their services provided. 

Keywords – Internet of Things, IoT Security, Edge devices, 

Esp8266, Embedded Systems, Bedsores, IoT Healthcare. 

I.  INTRODUCTION 

A. Importance of  IoT  In Healthcare 

The Internet of Things (IoT) is a concept that is believed 
to be the future of the Internet. It is the interconnectivity of 
devices with humans, thereby linking the virtual world with 
the physical world and is seen as a massive network of 
things: people-to-people, people-to-devices, devices-to-
devices [1]. Communication in IoT thrives from the constant 
advancements in Wireless Sensor Networks (WSN), Radio 
Frequency Identification (RFID), Mobile Communication, 
Cloud technology, among a few others. IoT has hugely 
helped advance people's standard of living and made life 
easier as devices and the different sectors of life are adopting 
smart technology. With the rapid adoption in the utilization 
of IoT applications, CompTIA predicted that roughly 50.1 
billion devices would be connected to the Internet by 2020 

[2] of which the number of devices connected to the internet 
has increased. The Internet of Things has in recent years 
become the key focus of research as millions of devices are 
becoming intelligent and being used in different fields such 
as healthcare, business, security, schools, asset tracking, 
agriculture, automobiles, smart cities, smart homes, smart 
metering [3]. 

The architecture of an IoT system is made up of a 

variety of layers built with sensors and actuators embedded 

as part of their structure. While the sensors gather 

information from its surroundings and process this data to 

produce useful information, actuators, on the other hand, 

adjust or modify the condition of their environment based 

on the information received from the sensors. Some 

examples include transceivers, thermometers, thermostats, 

cloud administrations, etc. With the accelerating growth and 

rapid adoption and use of these smart devices, the security 

of the sensitive data being shared, the applications and 

platforms on which they are used becomes top priority to 

avoid data being compromised. From a functionality and 

implementation point of view, the IoT systems architecture 

should be built with a very high and secure level of 

cryptographic abilities to ensure data authentication, 

integrity, confidentiality, and validation. Systems having 

these security features would be protected against all forms 

of attacks from hackers and cybercriminals that target 

vulnerable systems with low security.  
The constant expansion and growth of the Internet of 

Things has led to the emergence of Edge Computing. Quite a 
high number of IoT edge devices that are used very often 
have high vulnerabilities, and users of these devices are 
advised to use the inbuilt security features in each device to 
avoid cyber-attacks [4]. This paper presents an overview of 
the IoT systems architecture, IoT enabling technology, and 
its security at the edge. We focus on the application of IoT in 
healthcare by monitoring pressure sores in patients with low 
mobility. 

The rest of this paper is organized as follows: Section II 
discusses the literature review of IoT security in healthcare. 
Section III is the methodology. Section IV addresses the 
experimental setup. Section V presents the conclusion and 
future work. 
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B. Monitoring Pressure Sores 

Pressure sores, also called bedsores, are known as 

injuries to the skin and the underlying tissues due to 

continuous pressure being applied on the skin for a 

prolonged period, which results in a shortage of blood flow. 

This pressure occurs most of the time around parts of the 

body that are quite bony and prone and faced with 

continuous friction, immobilization, and malnourishment 

[5]. Pressure sores have long posed a massive burden in 

healthcare [6]. People at risk of developing pressure sores 

are mostly the elderly, disabled patients in wheelchairs, and 

bedridden patients in hospitals and care homes. In care 

homes, high profile beds are used especially for patients that 

are prone to bedsores. Pressure relief cushions are used in 

chairs and wheelchairs as well to help relieve pressure when 

sitting. 

While in bed, hourly repositioning is done for 

patients to relieve pressure on the sides laid. It is also done 

when patients sit in their recliners and wheelchairs; these 

actions are known as pressure relief mechanisms. Patients 

are assisted to stand up for a few minutes and if they can, 

take a short walk to help relieve the pressure that has built 

up while they were seated for a while. Barrier creams are 

also regularly applied to the pressure points to protect the 

skin and act as a barrier. Moody et. al. [7] proposed a 

platform that shows the pressure distribution map of the 

body, collects information from sensors embedded in the 

patient's bed, has the data analysed to create a timestamp, 

and has the actuators readjust its surface profile to make 

sure pressure is distributed all over the body. 

Different solutions have been proposed to reduce 

bedsores, like smart beds, sensors, and artificial intelligence 

to monitor the whole body lying in bed or sitting in a chair. 

Nair et al. [8] proposed a smart air mattress that can inflate 

and deflate, thereby relieving the body pressure. Benet et al. 

[9] also proposed an algorithm that automatically detects 

parts of the body that have been relieved by pressure points 

from under a supine subject without assumptions or input by 

users. 

II. RELATED  WORK 

Much research is being carried out in the use of IoT and 

its security in the healthcare sector with the main focus on 

hospitals, and not necessarily in care homes, and this is what 

this research focuses on. In care homes recently, IoT is 

being deployed like using sensor mats to detect falls, 

wearable devices to monitor the patients' vitals, temperature 

sensors, humidity sensors, and a few others. Many care 

homes still implement the traditional method of storing 

patients’ data and monitoring sensors via their care plans 

and daily logbooks. Real-time monitoring of patients’ vitals 

and information in care homes is not common. It is mostly 

their personal records and information that can be accessed 

online, and it is mostly managers, nurses and senior carers 

who have access to these. Most existing research focuses on 

highlighting the trends and current challenges, and 

proposing more solutions which IoT can offer the health 

sector in general as carried out by [10], but there has been 

little research on implementing a more secured IoT system. 

Most care homes do not implement two-factor 

authentication (2FA) to ensure a more secure system, and it 

is just staff login details that grant them access to the 

system. This is not very safe and can be very detrimental 

should a third party hack the system and steal or alter 

patient’s information; that is what this research is focusing 

on, providing a 2FA system for more security and providing 

a more secure system while transmitting these patients’ data 

using edge devices. [11] presented the main problems facing 

narrowband IoT (NBIoT) currently and presented some 

solutions to help tackle these challenges. [12] addressed the 

important areas of IoT technologies for smart sensors, big 

data analytics and advanced health care systems. They used 

various case studies to identify possible perspectives by 

highlighting ongoing research issues like interoperability, 

scalability, security, and device-network-human interfaces. 

[13] focused on the applications and networks of IoT 

devices in healthcare, attacks on these devices, the security 

requirements for the IoT systems, and the organizational 

approach towards the development and implementation of 

IoT security. [14] investigated the current IoT security and 

privacy requirements and provided a new framework that 

sorts out all aspects of these security and privacy measures, 

requirements, and recommendations in healthcare. [15] shed 

light on the importance of IoT-based elderly healthcare 

systems and their classification by reviewing different 

research studies focused on developing and utilising these 

systems. This research also addressed the security and 

architecture of IoT systems in healthcare and how they are 

implemented in the home and hospital. [16] designed a 

system for smart homes to assist care for people with special 

needs for a prolonged period. The system tracks and 

analyses how residents behave at different time intervals 

and provide caregivers with reports and alerts. [17] 

proposed a novel healthcare IoT system model that provides 

information on the current health status of patients. Using a 

Raspberry Pi 3, patients can get an immediate response 

about hospitals close to them and if the physicians are 

available to see them. [18] proposed a multi-agent approach 

to advanced continuous threat detection using machine 

learning for predictive analysis in identifying security 

vulnerabilities and patterns to make predictions and 

recognize outliers. 

A. IoT Systems 

The IoT systems involve simple, smart devices ranging 
from wearables to more complex systems such as the 
recently developed self-driving cars. These devices aim to 
bring more comfort to the lives of people. IoT systems have 
improved the quality of life of people greatly. It has made 
room for everything around us to be automated. Every sector 
of life uses IoT to improve the services they provide [19]. A 
combination of all these smart systems gave rise to smart 
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healthcare, smart transportation, smart homes, and smart 
industries. 

B. Security Issues in Internet of Things (IoT) 

With the security of the IoT being a top priority, many 

researchers propose different solutions using different 

technologies to help reduce cyberattacks [20]. Many 

research projects have been carried out to address the 

modelling of the system, its design, setup and the IoT 

enabling technologies that allow for the proper functioning 

of the system and, most importantly, its security. The 

continuous integration of IoT and its applications has drawn 

attention to several security issues which should be 

addressed. The more devices become a part of the Internet 

framework, the more global exposures would give rise to 

more security vulnerabilities giving room for attackers and 

cybercriminals to exploit these security flaws. Hewlett 

Packard, in a survey, stated that a high percentage of IoT 

devices that are often used are vulnerable and defenceless to 

attacks [21]. IoT devices can be exposed to these security 

risks due to inadequacies in their systems design, which 

may lack security features such as authentication and 

authorization and have deficient communication media. 

Some of the main security issues in IoT include Botnet, 

Malware attacks, Man-in-the-Middle attacks, and Denial of 

Service attacks [22]. Hackers can attack IoT devices due to 

the default software configuration, inconsistent software 

updates and the extended distance between the patch release 

and its installation [23]. Security in IoT is crucial and needs 

to constantly be maintained to protect the billions of devices 

connected to the Internet. 

      The design of the IoT system should involve the 

following security features: 

· Confidentiality 

· Integrity 

· Authenticity 

· Authorization 

· Availability 

C. Edge Devices in Healthcare 

IoT in healthcare consists of edge devices used to sense 
and process data. These edge devices connect a very high 
number of sensing devices that are smart [24]. They come 
between the source of information and the cloud [25]. Edge 
devices provide healthcare with smart systems that allow for 
speedy health diagnosis and help in providing precise, 
effective treatments. IoT sensors and its healthcare 
applications have greatly changed and improved the 
healthcare approach, with the number of IoT healthcare 
devices estimated to be more than 162 billion in the year 
2020 [26]. The structure of Edge-based IoT healthcare has 
aided remote monitoring with the help of smart sensors for 
patients. Data obtained from sensors are sent over to the 
edge devices for prepossessing before they can be trained 
using machine learning to also help in monitoring illnesses 
in real-time and treat these diseases. Solutions for remote 
monitoring of patients in real-time and the secured 

transmission of their health reports have for many years 
been the main area of research for health researchers [27]. 
[28] suggested the use of computers and microcontroller-
based monitoring systems like the electrocardiogram (ECG) 
and heartbeat sensors to monitor the heartbeat and notify 
high heart rate. Because of their limited resources, Edge 
devices are quite vulnerable to different types of threats that 
could affect their performance. Hence, the cryptographic 
algorithms should be deployed to increase security. 

D. Embedded Devices and Edge devices in IoT 

Edge Computing means data being processed at the edge 
of a network as close to the source of data as possible. It is 
the expansion of the Internet of Things that led to Edge 
Computing. Commonly, edge devices are regarded as 
microcontroller-based systems [29]. As data is being 
collected from various IoT Edge devices, it is first pre-
processed before it is sent to the cloud. Unlike the 
centralized cloud computing, edge computing is a distributed 
architecture even though it is based on cloud technologies. 
With traditional cloud computing being centralized and 
having all its computation and storage done in a single data 
centre, it faces some limitations with the continuous 
emergence of new technology that needs low latency, real-
time response and decision making. This is where edge 
computing comes into play as it is used to improve cloud 
computing [30]. Data generating devices are considered edge 
devices. Edge devices in the IoT context are mostly 
microcontroller-based systems that are resource-constrained 
and are short of memory and computing power, and they 
could also be remotely located, meaning they need to 
optimize their power consumption as they rely on small 
batteries. Some embedded devices in IoT include Raspberry 
pi, Jetson Nvidia, etc. 

Edge devices directly interact with the physical 
environment by using RFID tags, sensors, actuators, and 
embedded devices. The edge layer, which is a critical 
component of IoT application, is a major target to attackers 
as they try to gain access to the whole system in the bid to 
take it down. Figure 1 below shows the architecture of edge 
devices. 

 

 
Figure 1. Edge Architecture 

E. Security at the Edge in Healthcare 

Statistics published a few years back showed that one 
sector that faced the highest level of threat was the health 
sector [31]. Security and privacy are major concerns to the 
security of patient’s data. The slightest form of attacks on 
both patients' personal data, tampering with their medication 
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file, can be catastrophic to the patient and life-threatening 
[32]. Because of these security concerns, ongoing research 
on data security concentrates mainly on developing and 
implementing encryption, authentication, and solutions for 
wearable and implantable devices [33]-[35]. [36] evaluated a 
case study for patient biosignal data and designed a structure 
that uses edge devices to process the data sent to the cloud 
and enhance the processing and response time while 
maintaining a very high-level accuracy and data privacy. 

F. Artificial Intelligence (AI) Tools For IoT Security in 

Health Care 

Artificial Intelligence is a combination of different 

technologies. AI in healthcare deploys different software 

and algorithms to emulate human intelligence to process 

complex medical data and carry out analysis, tasks, 

reasoning, detecting patterns and solve problems with no 

direct human input [37]. AI has brought a massive change in 

diagnosing diseases, patient care and medical analysis [38]. 

Since its adoption in healthcare, AI has proven to be the 

most efficient technology used to process big data and 

enabling results analysis in real-time [39]. Some of the AI 

tools for security in healthcare are Machine Learning, Deep 

Learning, Big Data, Cloud Technology [40] and 

Blockchain. Based on research conducted, many papers use 

deep neural networks to tackle privacy and security in 

healthcare systems [41]. 

- Machine Learning is an aspect of artificial 

intelligence that uses intelligent software to enable 

machines to work effectively. Training models in 

machine learning are Supervised and 

Unsupervised. Some of the ML algorithms are 

Decision Trees, support vector machine (SVM), K-

Nearest Neighbour (KNN), Logistic Regression 

(LR), Naives Bayes, Discriminant Analysis. 

Popular software used for ML is MATLAB. 

- Deep Learning can be defined as learning by 

example using neural network architecture. It is a 

specialized ML technology where computer 

models are trained to classify data given such as 

images, sounds and texts and, with a result, achieve 

a high level of accuracy. 

- Big Data is a huge amount of data gathered from 

billions of IoT devices. Analysts expend these 

gathered data, and valuable information retrieved 

and conveyed to organizations. This valuable 

dataset can affect an organisation's decision-

making strategies, hence the need to employ 

advanced technology to help manage the high 

volume of data. 

- Cloud Technology can be used to store data that is 

easily accessed over the Internet or network. Cloud 

Computing works with smart devices such as 

sensors and allows this sensing data to be saved 

and used for intelligent monitoring and actuation. 

- Blockchain technology allows the storage and 

exchange of data based on peer-to-peer (P2P) 

network. Blockchain is open-ended and its 

operation is decentralised. 

III. METHODOLOGY 

The research adopted in this investigation consists of 

investigating IoT, edge computing, security in IoT and on 

edge, and experimentation to evaluate a secured IoT system. 

A combination of qualitative and quantitative research will 

inform the design of such IoT systems for healthcare 

applications. 

A. Qualitative Research  

A survey was carried out in care homes, and this was 
aimed at nurses and carers who work with elderly patients 
who are prone to developing pressure sores. This survey 
aimed to identify the gap in knowledge in the use and 
adoption of IoT in healthcare to help reduce the occurrence 
of bedsores and the need for IoT systems and security. The 
following information was gathered to help gain a better 
understanding of the current situation; 

• The time intervals that service users are turned 
to prevent sores from developing 

• If pressure sores are monitored in real-time 

• How the patients’ data are viewed and logged 

• Security measures currently in place 

• The security measure that they would be applied 
to prevent attacks and detect intrusion.  

Below shows some feedback from the survey 
conducted: 

 

 
         Figure 2a. Adoption of pressure sensors monitoring 

 

     
                         Figure 2b. Time interval of turns 
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Figure 2c. Paper-based reminder of turn times 

 
Figure 2d. Preference of the Two-factor authentication implementation 

 

 
Figure 2e. Preference of the passcode for the two-factor authentication 

Many healthcare staff are used to the traditional method 
of periodically checking on the patients and turning them. 
Many times, these patients are turned even before the next 
expected reposition time. Moreover, with this constant turn, 
not to forget, these carers hurt their backs with the frequent 
bending positions while repositioning patients. An IoT 
system in place would save the health staff time of checking 
patients' position and the level of pressure being exerted by 
different parts of the body, but they would be able to monitor 
the pressure being applied on the skin in real-time. 

B. Quantitative Research  

With the information gathered from the survey, 
experiments would be performed to design the system 
required to monitor patients prone to developing sores in 
real-time. A secured system using edge devices to monitor 

and detect intrusion by deploying machine learning would be 
developed. 

IV. EXPERIMENTAL SETUP  

The IoT based system would enable the healthcare staff 
to monitor patients’ vitals in real-time. This system will help 
prevent sores from developing in these patients. Different 
service users are turned at different time intervals depending 
on the skin’s vulnerability to developing sores, everyone 
hour, two hours, or three hours, but the most common is two-
hourly turns. Certain parts of the body are more prone to 
sores than other parts. The pressure sores monitoring system 
would monitor the pressure exerted in real-time on the 
ThingSpeak network so the health staff can keep track of the 
pressure being exerted on that part of the body and reposition 
the patient as needed. This system is designed to gather, 
process, store and analyze the data. 

The system consists of the pressure sensors, LED, 
Arduino UNO, Esp8266 and ThingSpeak network cloud 
platform. 

 
Figure 3. Architecture of the proposed system. 

A. Obtaining sensing data 

The pressure sensor reads when pressure is exerted on 
different body parts and passed through to the edge device 
and the cloud network. To provide a more secure system, a 
two-factor authentication (2FA) system would be deployed. 
Staff would be required to input a passcode while logging 
into the platform through a webpage. 

 
Figure 4. Real time pressure monitoring on ThingSpeak 
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B. Creating a Secured Website and Implementing the Two-

Factor authentication (2FA). 

A webpage was designed where the 2FA would be 
required to get into the system. The staff would need an 
authentication code to log into the system not just the 
traditional login method involving staff email and password. 
The authentication code was used based on the feedback 
that was received from the survey that was conducted. 

 
Figure 5. Staff login page 

 
Figure 6. Authentication page 

C. Obtaining the data from ThingSpeak and applying ML 

The sensor will be connected to the edge device, which 
would transmit the data safely over the network through the 
transceiver ESP8266, acting as a gateway to ThingSpeak. 
ThingSpeak provides a secured Transport Layer Security 
(TLS) protocol. The data obtained would be used in 
MATLAB to train the model to detect intrusion. To test that 
the system is functioning, unauthorized access data would 
be injected into the system for intrusion detection. 

V. CONCLUSION AND FUTURE WORK 

In this paper we present our research on the IoT 
application in care homes. The care staff are still using the 
traditional paper-based methods of logging patients’ data as 
evident from the survey conducted. There is a need for a safe 
IoT system for storage, transfer, and easy retrieval of 
patients’ data on the cloud. The proposed IoT system is 
designed to fill this need. The system will enable a transfer 
of data from the IoT based sensors, such as pressure sensors, 
to the cloud (TTN and ThingSpeak) and will have strong 
security features. Two-factor authentication (2FA), which 
was implemented is proving to be one of the safest security 

features to ensure data protection and security and prevent 
unauthorized access. The staff will be able to access the 
cloud platform, record the data on the system and retrieve 
real-time information on patients’ data. In addition, the 
proposed system would involve analysis of the data on the 
ThingSpeak platform and using machine learning algorithms 
in MATLAB to run simulations and train machine learning 
models to detect safety breaches. Future work would be 
focused on evaluating the effectiveness of the proposed 
system in a case study that will involve a monitoring of 
pressure to prevent pressure sores. The effectiveness of the 
system will consider the safe communication of the sensors 
data, storage, and retrieval of the information on a cloud and 
safe access to the data by the home care staff.  
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Abstract—The education sector is considered to have the 

poorest security culture score amongst many sectors. Human 

aspects of cyber security including cyber security culture 

which have often been overlooked in the study of cyber 

security have not been fully explored in Higher Education 

Institutions (HEIs). The lack of understanding of cyber 

security culture, unclear definition of the concept and guidance 

on how to measure and foster it, are challenges HEIs face. To 

address this lack of knowledge and understanding, we explore 

the factors that influence people's view of cyber security 

culture in UK HEIs. We interviewed senior HEI leaders, 

academics, professional services staff, and students (19 

participants in total) in three UK universities of similar 

characteristics. We find that communication necessary to 

influence security culture in HEIs is lacking. There is lack of 

policies/frameworks in place to guide user behaviour. We also 

observe that IT expectations are not well defined, and phishing 

exercises create problems between the IT team and users. 

There is no onboarding security training and awareness for 

students which make up the largest percentage of the HEI 

populace. We recommend that senior HEI leaders invest in 

training and awareness programmes for IT staff and other 

users, focusing on communication, engagement, collaboration, 

and social engineering. We also recommend that senior HEI 

leaders prioritise the creation and implementation of a cyber 

security strategy, on which policies and other security efforts 

could be based. The adoption of these recommendations could 

influence the mindsets of users towards engaging in safe cyber 

security behaviours and by doing so improving the culture of 

security in HEIs. 

 
Keywords- Cyber security culture; Higher Education 

Institutions (HEIs); security behaviour; communication; 

phishing; training. 

I.  INTRODUCTION  

The increasing use of technology in the twenty-first 

century continues to yield huge benefits to nations, 

organisations, and individuals in their day-to-day activities. 

Modern technological advancements such as Artificial 

Intelligence (AI), Internet of Things (IoT), big data, 5G, 

cloud computing and blockchain have affected different 

areas of society [1][2]. The application of these technologies 

has brought improvements to different industry sectors, 

ranging from medical to education. However, the reliance 

on technology also has its challenges. The application of the 

technological advancements in different domains translate 

into more data being generated. With the increase in the 

attack surface (that is, the total of all exposures of an 

information system) [3] due to the abundance of data 

generated, organisations become easy targets for cyber 

attacks.  

Huge volume of data has caused organisations and users 

to be prime targets for cyber attacks and hackers [4]. Cyber 

attacks use innovative approaches. Cyber attacks and 

hackers use different methods, and in some instances, they 

use advanced technology to prevent staff and students from 

gaining access to the needed data and networks. This is a 

major threat in HEIs, where the availability to information 

could be denied by cyber attacks [5]. According to [5], most 

UK HEIs are not well prepared to defend their human and 

information assets from breaches, phishing attacks, and 

other security vulnerabilities.  

    Users continue to pose a threat to the information assets 

of HEIs. As the PwC Information Security Breaches Survey 

[6] reports, three quarters of large organisations suffered 

staff-related security breaches while for small businesses it 

was one third, a respective percentage rise of 17% and 9% 

from 2014 to 2015. When organisations were questioned 

about the single worst breach suffered, 50% attributed the 

cause to inadvertent human error. This was a percentage 

increase of 19% from 2014 to 2015.  

    Human error can be attributed to accidents or negligence. 

The importance of paying attention to human error is further 

corroborated by the IBM survey which states that nine out 

of ten information security incidents are caused by some 

sort of human error [7]. 

    Thus, it is reasonable to hypothesise that human factors 

constitute a challenge for HEI leaders too. The approach 

many organisation leaders have taken to reduce the risk 

posed by cyber threats is focusing on and increasing their 

investments on technical controls [8]. Traditionally, the 

focus of risk mitigation in information security has been on 

technical solutions. Despite following this approach to 

defend the organisation ecosystem, cyber security breaches 

have not declined [9]. While technical solutions offer some 

protection, it is not a panacea for all cyber security breaches. 

Hence, this calls for additional defence to be employed [10].   

    Over the years the approach to information security has 

evolved and gone through many stages. As study [11] 

shows, the information security evolution moved from the 
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initial stages where information security was characterised 

solely by technical approach, best left for technical experts 

[12] to a stage where efforts were made to understand and 

address the human element as an essential security factor 

[13]. 

    The industry is now at a stage where researchers and 

organisations are becoming more aware of the importance 

of the often-overlooked area, that is, the human aspect of 

cyber security with emphasis on Cyber Security Culture 

(CSC). This stage is characterised by researchers defining 

CSC, identifying, and attempting to address the gaps that 

exist in the domain [14]. Although there are studies that 

indicate associations between CSC and characteristics such 

as attitudes and social norms, there are only indirect 

associations between CSC and secure behaviour [15].   

    While some organisations have different training and 

awareness programmes in place, a study of CSC definitions 

[16] shows the ineffectiveness of security awareness and 

education demonstrating that training itself is not enough. 

Therefore, more research is required to gain a deeper 

understanding of the human aspect of cyber security.  

    An understanding of CSC will provide an insight which 

could be used to address users’ unsafe security behaviours. 

There are gaps that have been identified based on extant 

literature on CSC, which argue that the field lacks guidance 

on how to foster it. For instance, the descriptive and 

theoretical solutions offered by researchers can be 

impractical to apply in organisational settings, tool 

validation is needed, and guidelines and practices are 

needed for developing and implementing security culture in 

organisations. Also, a gap exists between awareness levels, 

respective practices, and behaviour [16]. Security culture 

improvement is needed in organisations to maintain a 

healthy posture.  

    Importantly, there are limited empirical studies on CSC in 

HEIs. Cyber security culture is ill-defined and there are no 

clear guidelines on how to foster security culture. The 

education sector lacks understanding about this important 

domain. The consequence of this is that users exhibit certain 

security behaviours which make their institution a prime 

target for cyber attacks. If we know personnel and students’ 

perception of CSC, then we will better understand why they 

exhibit such security behaviours which put their institutions 

at risk of cyber breaches. 

    In this paper, we focus on CSC in the education sector. 

Our aim is to explore what influences personnel (senior 

management members, academics, professional services/ 

administrative staff) and students’ views of CSC in HEIs. It 

is when we understand what is happening in this domain 

and in this environment, that effective strategies, methods, 

and appropriate course of action could be proposed and 

taken to defend information assets in the institutions. Then, 

plans could be made to instil security behaviours in people 

which will lead to a healthy security posture in HEIs.  

II. BACKGROUND AND IMPORTANCE  

The sector is an attractive target for ransomware attacks 

enabled by phishing operations. Many HEIs around the 

world and in the UK suffer from cyber attacks on a regular 

basis. A Joint Information Systems Committee (JISC) report 

[17] indicates that UK HEIs are not well prepared to defend 

themselves and recover from cyber attacks if and when they 

happen. In a survey of CSC in 17 industry sectors, 

distributed across 24 countries, the Security Culture Report 

[18] confirms that the education sector has the poorest 

security culture score among other poor performers such as 

transportation and energy and utilities.  

    The education sector continues to be an increasingly 

attractive target for cyber attacks because of the wealth of 

information repositories it holds. Information ranges from 

intellectual property to information about staff, students, and 

alumni. Cyber attacks in UK HEIs are increasing and are 

becoming more targeted at users in this sector because of its   

poor security culture. Indicatively, breaches have been 

reported at University of Greenwich [19], and University of 

Edinburgh [20]. This could lead to financial and indirect 

losses, such as reputational damage, cost of containing the 

breach, etc. The security solutions that have often been 

proposed and offered by organisations and security 

professionals have little or no involvement with users. With 

a new perspective, we make some recommendations.  

    We identified three UK universities with similar 

characteristics to conduct interviews. In the next section, we 

discuss our research methodology. 

 

III. CURRENT STATE OF CYBER SECURITY CULTURE 

CSC studies have been conducted in different sectors, 

such as banking and finance, healthcare, and government 

organisations. CSC related work has focussed on the 

definitions of information security culture (ISC) and CSC, 

with the two considered to be similar. Although, there are 

similarities between ISC and CSC, there is no universally 

agreed definition of CSC [16]. 

    Researchers have also developed models and frameworks 

to provide guidance in the understanding of CSC. Some of 

these have built on Schein’s iceberg model of organisation 

culture [21]. The STOPE framework [22] have been used as 

a basis to develop another framework such as the 

Information Security Culture Framework (ISCF) in [23].  

Other areas that are important for building and maintaining 

CSC are management support or involvement, security 

awareness and training, security policy, communication and 

change management [24]-[30]. 

    Some of the existing solutions that have been offered are 

theoretical and conceptual in nature, mainly geared towards 

industry and not HEI-focussed. The solutions are not 

adequate for fostering CSC in industry nor in HEIs. Hence, 

there is the need for some of the solutions to be tested 

through empirical studies. To the best of our knowledge, 
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there is a lack of empirical studies focusing on the cyber 

security posture of UK HEIs. In view of the inadequate 

solutions, we investigate the perceptions of personnel and 

students of CSC in UK HEIs.  

Our goal is to highlight the current problems in UK HEIs 

through a practical approach, allowing pertinent issues of 

security culture to emerge. Findings could then be used by 

researchers as a basis for further CSC investigations in UK 

HEIs and beyond. 

 

IV. METHODOLOGY  

We approached staff in three HEIs, all located in the 

south of England, that were considered similar in terms of 

student numbers (between 10,000 and 20,000) and staff 

numbers. The websites of the three UK universities were 

used to contact participants (N=19) that fit the criteria of our 

target group, resulting in interviews with three senior 

management members, six academics (three of whom have 

information security background), seven professional 

services/administrative staff, and three PhD students.  

    Interviews started with general questions on the role and 

responsibilities of the interviewee [31][32]. Questions 

included security perceptions, governance, devolution, 

university structure and culture. Other questions focused on 

training and development, security of information and 

records.  

    To understand what influences personnel and students’ 

views of CSC, we conducted semi-structured interviews, 

with questions designed and conducted by a 

multidisciplinary team of three researchers.  

   One-to-one interviews were conducted between 29 

January 2020 and 21 July 2020. Sixteen interviews were 

conducted face-to-face while three were done online. The 

interview duration was approximately 30 minutes. 

Participant’s personal identifiable information was 

anonymised during data cleaning by one of the researchers 

and were therefore unidentifiable for the other researchers.  

    Interviews were recorded, transcribed, and then analysed. 

Content analysis of the interviews, based on the approach 

described in [32]-[34], was conducted with support of 

NVivo software. In total 1961 statements were identified.  

    We focus on the individual level of the security culture 

model presented in [11]. The individual level of the model 

focuses on user attributes and characteristics which impact 

security attitude and behaviour. We make the model more 

comprehensive by adapting it to cover more factors related 

to the user’s internal-driven individual notions which affect 

their security attitude and behaviour. Other relevant 

dimensions are identified from [18] and the comprehensive 

model is presented in Figure 1. The individual level is 

further broken down into the seven dimensions of CSC. The 

definitions of the dimensions are as shown in TABLE 1. 

DIMENSIONS OF CYBER SECURITY CULTURE. From the 

detailed analysis of our interviews, themes, that is, recurring 

topics emerge.  

 

Figure 1. A Comprehensive Security Culture Model [11] 

 

TABLE 1. DIMENSIONS OF CYBER SECURITY CULTURE [18] 

V.  RESULTS  

From the analysis of the 1961 interview statements 

identified within the 19 interviews, Condensed Meaning 

Units (CMUs) were generated. A CMU is the shortened 

version of an interview statement that retains the primary 

meaning. The relevant CMUs related to CSC dimensions 

(TABLE 1. DIMENSIONS OF CYBER SECURITY CULTURE) 

were grouped into codes and were labelled in relation to 

their content or context; thus, allowing the formation of 

categories. From the categories, six themes, which reveal 

underlying meanings, emerge. The themes are: 

communication; policies and frameworks; IT expectations; 

moving away from phishing exercises; training, reinforced 

training and awareness; and CSC measurement. 

 

 

Dimension  Definition 

Attitude The feelings and beliefs that employees have 

toward the security protocol 

Behaviours The actions and activities of employees that have 
direct and indirect impact on the security of the 

organisation 

Cognition/ 
Awareness 

Employees’ understanding, knowledge, and 
awareness of security issues and activities 

Communication The quality of communication channels to discuss 

security-related topics, promote a sense of 

belonging and provide support for security issues 
and incident reporting 

Compliance The knowledge of written security policies and the 

extent that employees follow them 

Norms The knowledge of and adherence to unwritten rules 

of conduct in the organisation 

Responsibilities How employees perceive their role as a critical 

factor in sustaining or endangering the security of 
the organisation 
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    In this section, we present our findings and the emerging 

themes from the qualitative analysis; indicative interview 

excerpts are provided for each finding. 

A. Communication  

Communication is the main emerging theme in this study 

that underpins all other themes. Communication is a vital 

tool which must be mastered and used effectively in 

collaboration, relationship building, policy conveying, 

awareness raising and training. The key categories from the 

study which contribute to the emergence of this theme are 

communication improvement, beneficial outcomes of 

collaboration, communication, and information 

management. The latter captures poor and impersonal 

communication with users and consists of unclear university 

cyber security plans, which are poorly communicated with 

users.  

1) Communication Finding 1: Lack of systematic 

communication from the IT team to users 

Communication problems exist in HEIs. As an interviewee 

explains “there is a lack of systematic communication 

between the IT services regarding cyber security to staff in 

general”. IT communication is seen as unclear and opaque, 

and because of this, users have had to form their own 

judgements based on the little or no information they have 

about security. The following indicative extracts support 

this: “I don't even know that. So, I would just like them to 

be a bit more clear”; “So I feel there's a real [problem], 

everything is very opaque”. While another interviewee 

understands that the IT team could be busy because of other 

priorities, they state “They have priorities and that security, 

because I don't hear about any of this stuff. I don't know. So, 

I formed judgements because I don't have information”. 

    The following extracts demonstrate the lack of 

communication from the IT team to users: “I don't think 

there is enough communication. That's my big thing, just 

not communicating enough”. An interviewee explains the 

need for the IT team to listen more “I think that generally 

our IT department do a very good job of communicating, 

but we don't always do a very good job of listening”. 

    Further, as another user indicates there is a lack of 

transparency from the IT team: “[IT] haven't told us 

anything about it. They don't tend to tell us stuff about that. 

So yeah, maybe they could communicate with us better 

about what they are doing”. Hence, users demand for more 

communication. An interviewee suggests that 

communication from the IT team needs to be refined “And 

clearly they are monitoring phishing emails, and they are 

sending reminders to people. So ‘don't click things’ and so 

on. Let's forget if that is a correct reminder because you 

can't actually tell people not to click the link [..]. It's part of 

the job”. Thus, there is a query on how people can even do 

their work if such information is being promulgated without 

an alternative solution being offered. 

    Participants highlighted the specific need for pre- and 

post-phishing communication where phishing exercises 

have been planned. An interviewee sums this up: “I feel like 

there should be a message to say like, [..], this was a 

phishing test” and on post phishing exercises 

communication “but then definitely there needs to be a clear 

explanation afterwards as to why they did that and then how 

students should react and what would be beneficial for them 

to do in that situation”.  

2) Communication Finding 2: Collaboration problems 

exist between the IT team and academics 

An observation made is that there are collaboration 

problems, where academics’ offer of their cyber security 

expertise and this is not embraced by the IT team, as the 

following extracts indicate: "I try to work with them and to 

offer help and to try to increase the level of communication 

and collaboration, that has proved to be difficult". This 

signifies a challenge in information sharing between 

academics and IT staff. 

3) Communication Finding 3: Communication is 

impersonal 

Another finding from our study indicates that 

communication is impersonal. There are no names on emails 

received from IT services. An interviewee says, “I don't like 

the fact that [..] you don't ever get a signature, you have a 

conversation with someone over a few emails and you don't 

know who you're talking to”.  

B. Policies and Frameworks for Guiding Cyber Security 

Behaviour   

This theme is concerned with the need to have policies 

and frameworks in place to guide the cyber security 

expectations and behaviours of HEI information asset users. 

The policies cover behaviour sets that influence how people 

practice cyber security. The behaviour sets are compliance 

with security policy, intergroup coordination and 

communication, phishing email behaviour, and password 

behaviour [35]. The policies act as guide for users 

(including IT staff) in their daily use of information assets 

and interactions with other users and technology. It also 

covers regulatory, legal, and compliance information, 

including General Data Protection Regulation (GDPR).  

    Our aim is to assess personnel and students’ perception of 

the policies and frameworks that are in place and their 

impact on influencing user behaviour towards security 

compliance. 

1) Policies and Frameworks Finding 1: Lack of enough 

policies/frameworks 

Our findings show that enough policies and frameworks are 

not in place for guiding user behaviour in HEIs. With 

reference to policies and processes that are specific to cyber 

security an interviewee states “I don't think there are 

enough, policies and processes in place that people would 

want to work around it". An interviewee does not feel the 

HEI security policy defines the boundaries through which 

they operate, “there is nothing to stop me sending a personal 

email from my work account, so we don't have anything, I 

believe, in our terms or policies that prevent you from doing 
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that". Further, another interviewee says, "there is too much 

writing of policies and not enough doing it", suggesting a 

lack of policy implementation.  

    The policies that are in place are not communicated 

effectively to students and staff. Policy information is 

shared via employment contract suggesting a passive 

approach of communication. An interviewee comments "..a 

lot of it is covered by individual employment contracts with 

us, or student enrolment with us in those different areas, as 

to the standards that [we are] required to meet and what they 

can and can't do with our network and our information 

assets". 

2) Policies and Frameworks Finding 2: Lack of 

prioritisation  

Prioritisation is another problem identified through this 

research. For instance, an interviewee comments: "I think 

one of the challenges [the university] has had around cyber 

security is that it has tried to do everything in terms of 

policy standard and technology all at once without any real 

sense of priority and without any real sense of priority based 

on an intelligent assessment of what the actual threat and 

risk is". While another interviewee states "Is it in a 

framework, is it written down? Can I put my hand on it and 

say, in priority order, these are the most critical data sets and 

services to the running of this organisation, you know, 

prioritise these for security and resilience over others? No. I 

don't think there is" 

C. IT Expectations    

This theme is about the need for the IT team to engage 

more with users to understand the challenges that they face 

in terms of not knowing what is expected of them. The 

scope of the theme relates to compliance and non-

compliance with IT expectations. Its purpose is to explore 

users’ attitude and behaviour towards compliance with IT 

expectations.    

1) IT Expectations Finding 1: IT Expectations are not 

well defined 

IT expectations are not defined clearly. An interviewee says, 

“that sounds a little bit weak because the expectations are 

probably not very well defined, as I probably mentioned 

there is a lack of systematic communication between the IT 

services regarding cyber security to staff in general". This 

finding also demonstrates that there is a link between IT 

expectations and communication.  

2) IT Expectations Finding 2: Academics do not see the 

need for IT compliance 

An interviewee comments about the attitude of academics 

towards compliance, “I think academic ones, they often 

don't see why they should and don't understand the 

implication of what they're doing. And you get that in other 

things like financial regulations and HR regulations as well. 

They just think that it's getting in their way. They've got 

things to do and it's the silliness, and they don't understand 

really the serious implications of what they're doing”. And a 

comparison is made between academics and professional 

services staff with interviewees commenting that: "Some of 

us are very into it and others just don't understand and it [is] 

just blocking their job, which it isn't, but they think it is"; “I 

think you'll have a higher compliance rate with us than you 

would with other teams around or other roles around 

campus”. This demonstrates that there is compliance 

disparity between user groups across the HEI. 

3) IT Expectations Finding 3: Users want to comply 

Users want to comply with IT expectations because “it's 

within the framework of the organisation”. A senior 

academic state their willingness to comply "Well, [..] we're 

in the business of [..] we're information security academics. 

So, I guess our day job is about- I mean in some sense, one 

part of our mission is to keep the world secure, to educate 

people about security practice". An interviewee comments, 

“so you know, [..] there's no clear guidance on how to 

behave with stuff like this and what to do if there's a 

problem." 

    Although, users are willing to comply with IT 

expectations, but there are some instances when they may 

not comply, as the following interviewee extract indicates: 

"I think we are very likely to comply, because I don't think 

they are too difficult to comply with. So again, I think 

there's this trade off, if they expect a lot from us, it will be 

more difficult to comply with, right? So not asking a lot, but 

asking something that is reasonable, is, [..] again makes it 

easier for us to comply". Further, interviewees say they will 

not comply under certain conditions: “if this is a restriction 

on my research"; things start to sound unreasonable and 

they start to become, an obstacle to our work, then the 

temptation not to comply increases"; "I think we’d only 

think it's excessive if it was actually hindering us being able 

to interact". 

D. Moving Away from Phishing Exercises   

The theme focuses on the observation that was made 

about how unproductive phishing exercises are and about 

the need to move away from it. The theme establishes the 

context for phishing exercises, if at all they are to be done. 

In which case it needs to be planned, people need to be 

informed and carried along, this has not been the case in 

HEIs. 

1) Moving Away from Phishing Exercises Finding 1: 

Phishing exercises create more problems between the IT 

Team and users 

Phishing exercises create problems of distrust and 

resentment between IT team and users. An interviewee says,  

"these kind of so-called realistic phishing exercise [..] will 

probably cause more problems than solving problems 

because it will cause some confusion, that can potentially 

even make the functionality fail". Another interviewee 

comments, “I’d find it a little bit, I guess in a way I’d feel 

it’s a little bit violating that your own university is trying to 

phish you, even if it's to teach you a lesson, you know, it 

feels a bit off-putting”. Phishing of staff creates anger as 

these interviewee extracts indicate: "I know some 
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colleagues who were very angry about it, particularly, they 

thought, they were insulted that they were being phished by 

the, especially the information security staff"…"but equally 

I think it annoys people as well". 

2) Moving Away from Phishing Exercises Finding 2: 

Phishing exercises results used to blame others 

There is the tendency that phishing exercises results could 

be used by the university to blame people [36]. This is the 

undertone of this extract "[..] for those that got caught, it 

would have been a bit of a wakeup call, I suspect, and it 

wasn't, and are probably feeling a bit stupid and being a bit 

cross about it, but actually if they think about it for 30 

seconds, they should be quite glad that they clicked on 

something that was quite innocent and it was helping them 

raise awareness". Similarly, an interviewee raises a concern 

about “the risks with these phishing techniques are that they 

might be just used to blame users and that’s, not ideal”. In 

view of aforementioned arguments, some users feel it causes 

panic and advise that “it is not the way forward”. 

3) Moving Away from Phishing Exercises Finding 3: 

Phishing exercises opposed 

Phishing exercises are opposed to. For instance, one 

interview states that there is "a lot of bad feeling from staff 

who felt that this is not a particular way to go". Due to the 

negative feelings from users, they have shown resistance to 

the implementation of phishing exercises. 

E. Training, Reinforced Training and Awareness    

Training is needed in universities by users and cyber 

security staff alike. This theme majors on user behavioural 

change through training and awareness, with a knock-on 

effect on security culture. The focus of the theme is on all 

users (including IT staff and students) and how to better 

equip them to secure information assets. It is through 

training and awareness that mindsets that influence unsafe 

user behaviour could be changed.  

1) Training, Reinforced Training and Awareness 

Finding 1: Cyber security training is lacking 

Our finding shows that cyber security training is lacking as 

an interviewee admits, “No. There's no such thing as far as I 

understand. There’s no cyber security training for staff or 

students as far as I'm aware”. Further, another interviewee 

states that there is “No cyber security training for staff or 

students”. Interviewees recognised that it may be about 

signposting for the training: “But I've not been on anything 

[portal] that says, “this is cyber security, and you shall do 

it”; “there isn't any, what I would describe as dedicated on-

boarding training around students for cyber security and 

institution”. The lack of cyber security training could create 

vulnerabilities and awareness problems that cyber attacks 

may exploit. 

F. Cyber Security Culture Measurement    

Cyber security culture is hard to define, grasp and 

measure [16]. In view of this, it is the observable aspects of 

CSC that should be measured. These aspects of CSC are 

training over time, training uptake, incident reporting, cyber 

security climate, etc. This is an upcoming area of research 

that is currently being explored. The theme revolves around 

how to measure the observable aspects of CSC and its 

implementation across HEIs. 

1) Culture Measurement Finding 1: Lack of knowledge 

about culture measurement 

Interviewees feel that security culture is not measured in the 

HEIs, that it is difficult to measure, and that there is lack of 

understanding on how to measure it. For instance, 

interviewees commented that: "I don't think we measure 

culture, and I don't think most people know how to measure 

the culture"; "it's quite difficult to measure the culture". 

VI. DISCUSSION AND RECOMMENDATIONS 

A. Communication 

The lack of systematic communication on cyber security 

between the IT team and users could be due to the absence 

of the needed training and communication skills among IT 

staff. 

    In some HEIs, restructuring of the cyber security and IT 

teams have led to under-resourced teams with reduced 

manpower. Hence, IT teams must prioritise and concentrate 

on technical solutions and approaches, the “traditional 

means” for defending universities’ information assets. 

Focusing on technical solutions over the human aspect of 

cyber security could have resulted in the lack of interest in 

systematic communication with users. The restructuring 

within universities could also have been influenced by 

limited financial budget and insufficient cyber security 

investment, a challenge many Western HEIs face [37]. The 

same resource issue is a problem Malaysian HEIs 

experience, which delay the adaptation and implementation 

of security policies [38]. 

    A reason for unclear communication could be the lack of 

understanding of what is to be communicated. For example, 

policies, training content, safe security behaviours or best 

practices. The communication problem is corroborated by 

the JISC survey on digital experience insight in UK HEIs 

[39]. The survey reports that 39% of students state that they 

were not informed by their institution how their personal 

data was stored or used. Also, it could be challenging for IT 

staff to translate technical information into simple layman’s 

language for non-technical users to understand. Conversely, 

translating information on human aspects of security into 

technical solutions by IT staff is not an easy task as ENISA 

reports [40]. 

    The collaboration problem between the IT team and 

academics could be caused by the lack of engagement in 

times past, which leaves no room for ideas to be shared and 

received. The IT team may also see the offer from 

academics as a way of monitoring their work. The culture of 

‘us versus them’ could also have influenced the IT teams 

not embracing the offer of help from academics. 
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    Some of the different perspectives provided by academics 

with information security background is that of their 

willingness to offer their expertise to assist the IT team and 

improve the cyber security posture in the HEI. Some feel 

that it is through the sharing of experiences and best 

practices that HEIs could be better prepared for security 

incidents. 

    Furthermore, issues of distrust caused by the 

implementation of phishing exercises in HEIs could have 

strained the relationship between academic and IT staff, thus 

making collaboration less likely. It is also likely that the IT 

team and the university have been busy ‘firefighting’ and 

have been overwhelmed by the ‘catch-up game’ with cyber- 

attacks; as a result, they may not have time for engagement 

with users. 

    The impersonal communication from the IT team may be 

something that IT does not have control over. For instance, 

not putting an IT staff member’s name on a service desk 

email could have been a senior management decision to 

increase request response rates. However, interviewees do 

not comment negatively on IT team’s efficiency or 

excellence. 

    In view of our findings, a recommendation would be that 

senior management invest more in training and development 

for IT teams with specific focus on informing, engaging and 

persuading.  

B. Policies and Frameworks for Guiding Cyber Security 

Behaviour   

The lack of enough policies/framework could have been 

caused by lack of clear strategy needed to influence these 

written rules. Also, senior management may not have the 

expertise required to create polices/frameworks. 

Furthermore, other priorities could have taken the place of 

policy creation. The implication of these is that users engage 

in actions, activities, and habits which they perceive to be 

right but that may turn out to be detrimental to the security 

of HEIs assets.  

    Unclear and insufficient policies will lead to limited 

knowledge, understanding and awareness among users, as 

the available policies may not cover some security aspects 

which need protection. This creates some compliance gaps 

as some security expectations will not be known and cannot 

be followed. It then becomes difficult for users to see their 

role as critical in sustaining the security of their university. 

Users’ attitude could also be affected negatively because 

they are not aware of frameworks that could guide them. 

Hence, they may see security as the IT team’s problem and 

may not bother about incident reporting. 

    At times, policy creation responsibility of senior 

management is delegated to other staff members, but there 

is no guarantee that the staff members have the necessary 

skills to execute the duties. The study [41] shows where 

duties intended for senior leaders are delegated, outcomes 

are suboptimal. 

    It is possible that policies are not in place because they 

are not prioritised by senior management. Maybe regulatory 

compliance like GDPR is prioritised over security policies, 

to avoid reputational damage and fines. Prioritisation issues 

in policies could be caused by lack of understanding about 

the risks and threats HEIs face. Also, there is the lack of 

understanding on how to conduct cyber security 

measurement. It then becomes difficult for senior 

management to make decisions about policies, prioritise the 

allocation of significant but limited resources to address 

increasing vulnerabilities and cyber attacks.  

    We observe that HEIs’ cyber security strategy is unclear 

and not fully operational. This means that strategy could not 

influence policies, resulting in a lack of clarity and 

prioritisation in policies. Communicating policies will be 

hindered further because of the problems we identify in the 

key theme, communication.  

    To address the aforementioned problems, a 

recommendation would be that senior management 

prioritise the creation of a cyber security strategy, around 

which security policies could be built. This could be a 

starting point which expands to various cyber security areas. 

HEI leaders should engage academics’ expertise within their 

institutions, to assist in the creation of policies, something 

that we did not observe, and which caused additional 

friction. Policies should specify the expected security 

behaviours of users. There should also be a way testing 

users’ understanding of policies as communication is not 

effective until recipients understand the information being 

conveyed. Additionality, training on using quantitative 

approach for CSC measurement should be provided to the 

relevant HEI teams.   

C. IT Expectations 

IT Expectations Finding 1 indicates that IT expectations 

are not well defined. The possible cause of this could be that 

those responsible for defining IT expectations lacks the 

required understanding. This is similar to the lack of 

understanding of security culture that results in CSC being 

ill-defined [16]. Other possible causes of unclear IT 

expectations could be the lack of cyber security strategy, 

resource limitations, and time pressures on the IT staff. 

    The lack of strategic direction and expectations that users 

see may result in them not having trust in any of the IT 

expectations that they are advised about. The act of senior 

cyber security academics approaching IT teams to offer help 

may indicate that serious problems exit in the IT teams and 

within its processes.  

    Also, there could be a knowledge gap between IT staff 

and academics which might have an influence on the users’ 

attitudes to learning about cyber security. This attitude could 

have resulted in compliance disparity that we observe 

among the user groups. For example, we saw reported a 

higher security compliance rate among administrative staff, 

who are better informed on security-related processes, in 

comparison to academics.  
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    Users indicate they will comply with IT expectations if 

they know what these expectations are. Their willingness to 

comply is a positive attitude towards security. From our 

study, we observe that users, ranging from academics to 

students see the need for compliance and understand its 

benefits. This compliance readiness is what the HEIs could 

work with and use for ‘nudging’ users towards cultivating 

certain security behaviours in the university [42]. Small 

changes could be introduced in the design of solutions, 

where decisions need to be made. For example, nudges 

could be used where a user needs to decide whether or not 

to report a security incident. In this way, the user is 

encouraged to adopt the desired behaviour leading to an 

incident reporting. While a one-size-fits-all nudge approach 

may produce a useful outcome, personalised nudges could 

be more effective, although personalised nudges have been 

seen as threat to user autonomy [43]. 

    However, compliance even when expectations are known 

does not always happen. Our study shows that users will 

resist unrealistic expectations, as common sense implies. It 

is therefore important for IT staff in HEIs to engage and 

communicate with users, particularly where expectations 

could be perceived as borderline/unrealistic. This might 

enhance user understanding and, thus, compliance. 

    Extant literature confirms our finding of distrust, and it 

states that phishing exercises create more problems than 

solve them [36]. The literature points out the reasons why an 

organisation should not phish staff as it creates distress, and 

even distrust between users and security, as some of the 

interviewees in our research explain. 

    Given the aforementioned challenges, we recommend that 

IT expectations are reviewed by a multi-disciplinary team. 

D. Moving Away from Phishing Exercises   

To promote collaboration and engagement between the 

IT team and users, the implementation of phishing exercises 

is to be avoided. HEIs represent freedom of expression and 

openness. Utilising an approach which causes distrust stifles 

relationship-building and collaboration. Using the outcomes 

of phishing exercises to blame users could create an 

environment that is void of transparency and openness. 

There is a tendency that blaming users could stop them from 

reporting security incidents or near misses when they occur. 

Therefore, an opportunity for the IT team to address a 

vulnerability could be left to a cyber attack to exploit. 

    It seems that resistance to phishing exercises come from 

almost all users, except for senior management that might 

have authorised them in the first place. Even if phishing 

exercises were to be used, the time needed to think through, 

and administer non-repetitive innovative exercises by HEIs 

IT teams may not be available.  

    Some academics feel phishing exercise could be used to 

understand the current cyber security state of the university. 

For example, the level of preparedness of users, which 

individual needs to be upskilled. Increasing security 

knowledge in HEIs is seen as important but there is a feeling 

that there is more to security knowledge that sending out 

phishing emails and making personnel attend mandatory 

training. 

    In line with a senior security staff interviewee, we argue 

that the implementation of phishing exercises approach 

should be avoided. We recommend that HEIs senior 

management investigate the problems caused by 

implementing phishing exercises in their HEIs from users’ 

perspective. A clear picture could only be seen if senior 

management examine users’ attitude toward security issues, 

their security behaviours and how critical they now consider 

their responsibilities to be in securing HEIs information 

assets, after they have been phished. This is likely to change 

senior management’s opinion towards implementing 

phishing exercises in their HEIs.  

E. Training, Reinforced Training and Awareness    

The lack of enough cyber security training in HEIs could 

be because of limited financial resources in HEIs [38]. Also, 

prioritisation issues identified in policies and ill-defined IT 

expectations may mean that the most pressing security need 

is not identified and as a result could not be addressed by 

training. For example, our study did not observe social 

engineering training as a matter of priority in HEIs. 

    The implication of insufficient training is that users 

engage in unsafe security behaviours that could compromise 

security. Without adequate training, users are not aware, are 

uninformed, and are not equipped to deal with current 

security issues. This could make HEIs and other users 

susceptible to cyber attacks.  

    We observe that a link exists between training, 

communication, and policies. Training can be used to 

communicate policies to users, thus bringing awareness, 

understanding, and influencing cyber security culture across 

the HEIs. Training approach and training content are also 

important. When training users, storytelling and other 

approaches that have been found to promote engagement 

and knowledge transfer should be considered. 

    As security compliance is influenced by training, it is 

important for cyber security training to be taken seriously by 

HEI senior management. Furthermore, there are cloud 

computing challenges with distant learning following the 

changes introduced by Covid-19 lockdown which affects 

education delivery [44].  

    We recommend that senior management prioritise and 

invest in trainings, including offering training that focuses 

on social engineering and other human aspects of security. 

F. CSC Measurement 

An understanding of how to measure CSC and its 

implementation across institutions is needed. From our 

analysis, we found that people/universities do not know how 

to measure CSC. Also, the scales and the matrices that have 

been promoted by standard bodies such as International 

Organisation for Standardisation (OSI), National Institute of 

Standards and Technology (NIST) and Open Web 
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Application Security Project (OWASP), does not consider 

the complexity of cyber security, changing technology and 

human agents [3]. Hubbard and Seiersen [3] argue that 

compliance with standards and regulations does not improve 

cyber security risk management and the metrics for 

assessing the risks are flawed.  

    If the approach of assessing cyber threats and measuring 

security risk and culture is flawed or not known, then the 

true state of security in HEIs may not be determined. This 

makes informed decisions about resource allocation and 

other security investments a challenge for HEI senior 

management. Without the ability for assessing the current 

state of security through training uptake, incident reporting 

and behaviour change, we cannot demonstrate that progress 

has been made in terms of CSC in HEIs.  

    We recommend that HEIs consider ways of conducting 

CSC measurement.  

VII. CONCLUSION AND FUTURE WORK 

Communication is the central theme that must be fully 

embraced and continuously utilised if CSC is to be 

developed in HEIs. Communication with its approaches is 

significant because without it, all the other themes that we 

identify in this study will not be impactful in HEIs. Thus, 

we establish that communication is interwoven with the 

themes – policies and frameworks, IT expectations, moving 

away from phishing exercise, training, reinforced training 

and awareness, and CSC measurement. These themes are 

the factors that influences personnel and students’ view of 

CSC in HEIs.  

    Currently, the approach of communication in the HEIs we 

examined needs to change. This includes communication 

between the IT team and users, as well communication from 

senior management to HEI staff. While there is information 

flow from the IT teams to users, we observe that dialogue is 

lacking. Hence, a new approach is needed that promotes 

engagement and collaboration. 

    Training, reinforced training and awareness are necessary 

to ensure that security information communicated through 

policies, frameworks and programmes are always at the 

fingertips and on the minds of users. Hence, training and 

awareness require an effective communication strategy so 

that its delivery could make maximum impact and change 

people’s mindsets towards cyber security. In view of this, 

no-one should be exempted from training, irrespective of 

their status or hierarchy within the institutions. 

    There must be a conscious effort and drive from senior 

management team to create multi-disciplinary team of 

experts who will champion the promotion of CSC in HEIs 

and challenge the reactive attitude of “always being in the 

catch-up game with cyber attacks”. The multi-disciplinary 

team could also be involved in co-creating policies by 

involving other users and fostering engagement. This 

approach will be a useful one for replacing phishing 

exercises which we have proved to be problematic, 

ineffective and have also been strongly opposed by 

academics, students, and other users. 

    The expertise of academics in HEIs have not been fully 

utilised in the quest to defend the institutions from cyber 

attacks. We recommend that senior management members 

kick-start an initiative to engage academics and seek ways 

of using their expertise, experience, and their innovative 

approach for defending the information assets of the HEIs. 

Any solutions that come out of the initiative could be 

integrated into the university training and awareness 

programmes and could also be shared with other sectors.  

    In sum, the implementation of a communication strategy, 

engagement and collaborative effort will be valuable in 

developing a cyber security culture and by so doing securing 

information assets of HEIs and reducing security breaches 

caused by human error.  

    There are a few limitations of the study. As in all 

qualitative analysis, researchers bias could be a concern. To 

avoid self-reporting bias [45] and maximise the value of our 

approach, leading questions were avoided. We used open-

ended questions, allowing the interviewees to give detailed 

answers, using their own words. Further, more personnel 

could have been interviewed in our study. The barrier to 

this, was the Covid-19 lockdown which affected the 

response we received from the HEI personnel we contacted. 

    Our research shows that there is limited or no 

measurement of CSC in the HEIs that we examined. Hence, 

future research could investigate how CSC could be 

measured in different HEIs. Also, research can explore how 

cyber security training needs of different users in various 

departments could be identified. Appropriate training can 

then be geared towards an individual user instead of 

applying a one-size-fits-all approach. Another aspect that 

could be researched is HEIs’ response to embracing 

technological change following the disruption introduced by 

the Covid-19 pandemic. 
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Abstract—A plethora of fuzzing Tactics, Techniques, and 
Procedures (TTPs) have been either proposed or described in 
the literature for the purpose of discerning software 
vulnerabilities with efficacy. The benefits of fuzzing have been 
well documented, such as when researchers found dozens of 
vulnerabilities in 4G LTE wireless networks, and fuzzing has 
become prevalent among the disparate actors within the 
wireless network ecosystem (to include 5G). However, fuzzing 
implementations are varied, and ironically, in some cases, 
implementations have utilized software bundles that have 
contained known “High Severity” Common Vulnerabilities 
and Exposures (CVE). On the surface, it seems that fuzzing the 
fuzzing module itself would constitute a simple solution to this 
issue. However, prototypical fuzzers have coverage issues (i.e., 
they only fuzz certain lines of code or sections of the software 
program). In addition, as numerous fuzzers utilize Docker 
containers, which are essentially inert when not in use, the 
complexity of the challenge is non-trivial. This paper 
introduces a fuzzing framework that capitalizes upon a 
sequence of bespoke grey-box concolic (i.e., hybridized 
symbolic and concrete execution) fuzzers (one set that fuzzes 
the next) to better address the coverage issue (as well as more 
likely to discern CVEs) and leverage their hybridized nature to 
overcome the disadvantages of black-box (higher 
computational performance, but lower coverage) and white-
box fuzzers (e.g., lower computational performance, but higher 
coverage). The introduced bespoke grey-box concolic fuzzer 
architecture has certain advantages over other Coverage-based 
Grey-box Fuzzers (CGF) via the numerical stability-centric 
approach by which it selects seeds, undertakes seed scheduling, 
and operationalizes the seed pool. 

Keywords-cyber security; fuzzing; wireless networks; 5G; 
autonomous vehicles; grey-box concolic fuzzer. 

I.  INTRODUCTION 
The growth within the 5G arena is well documented in 

the literature. According to TeleGeography, “nine 5G 
networks went live globally in Q1 2021, bringing the global 
total up to 172 networks” [1], and  according to the Global 
Mobile Suppliers Association (GSA), there are now “511 
commercially available 5G devices as of June 2021” [1]. To 
date, the rollout of 5G has occurred by way of three core 
service categories (a.k.a., “5G triangle”): Enhanced Mobile 
Broadband (eMBB), Ultra-Reliable Low-Latency 
Communications (URLLC), and massive Machine-Type 
Communications (mMTC). These service categories support 
a wide range of Quality of Service (QoS) needs. The QoS 

needs differ by application (e.g., fixed wireless access, 
connected machinery/equipment, video monitoring/ 
detection, as well as connected/autonomous vehicles) [2]. 
QoS needs are constantly evolving as existing applications 
become more sophisticated and emergent applications are 
designed for the envisioned capabilities of 5G, Beyond 5G 
(B5G), and the 6G ecosystem. 

A key aspect of the 5G/B5G/6G ecosystem is that 
hardware is principally supplanted with software so that 
future upgrades will be software-centric. However, this 
increased utilization of Software-Defined Networking (SDN) 
within the network core also expands the attack surface 
opportunities [3][4]. In fact, the literature shows that cyber 
security researchers have found a plethora of security 
vulnerabilities (e.g., improper handling of procedures, 
invalid integrity protection, and security procedure 
bypasses), via fuzz testing (a.k.a., fuzzing), within wireless 
networks [5].  

It should be of no surprise that governments and 
industries around the world are concerned about availability 
(a key aspect of the cyber notion pertaining to the 
Confidentiality, Integrity, and Availability Triad) being 
compromised, particularly as pertains to critical/strategic 
infrastructure and mission-critical applications [6]. Given the 
recent surge in issued directives, such as the “Improving the 
Nation’s Cybersecurity” (Executive Order 14028, which was 
issued on 12 May 2021 and proceeded to direct the National 
Institute of Standards and Technology or NIST to enhance 
software supply chain security guidelines), it seems ironic 
that there remains software supply chain vulnerabilities 
within certain mission-critical software fuzzing paradigms; 
after all, these are the very mechanisms that are supposed to 
discern cyber vulnerabilities and enhance the cyber posture. 
The main contribution of the paper is to introduce a bespoke 
fuzzing framework that addresses the issues of limited 
coverage and inadvertent inherent vulnerabilities within 
certain fuzzing paradigms. 

This paper is structured as follows. Section I introduces 
the problem space. Section II presents background 
information and discusses the operating environment and the 
state of the challenge. Section III delineates the referenced 
software supply chain challenge and presents some 
experimental findings derived from scrutinizing a particular 
architectural stack, which supports a mainstay of the 5G 
network core — the family of Fast Fourier Transform (FFT)-
related functions for signal processing. Section IV posits a 
potential mitigation pathway for the discussed cyber 
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exposure. Section V concludes with some observations, puts 
forth envisioned future work, and the acknowledgements 
close the paper. 

II. BACKGROUND INFORMATION   
Within the 5G/B5G/6G ecosystems,  maximizing 

spectrum efficiency by optimal allocation of 
frequency/time/power resources is vital, and the 
orchestration of the involved waveforms is complex. 
Exemplar waveforms include Generalized Frequency 
Division Multiplexing (GFDM), Filter Bank Multicarrier 
(FBMC), Orthogonal Frequency Division Multiplexing 
(OFDM), Universal Filtered Multi-Carrier Modulation 
(UFMC), etc. In turn, there are variants of these waveform 
types. For example, FBMC has two principal variants: 
Quadrature Amplitude Modulation (QAM) and real-valued 
Offset QAM (OQAM) (a.k.a. FBMC/OQAM). OFDM, 
which conjoins the advantages of QAM and Frequency 
Division Multiplexing (FDM), has an even greater number of 
variants. UFCM (a generalization of FBMC and OFDM) has 
greater variants still. 

The library of FFT-related functions for signal processing 
is of critical import, and as just one example, the library is 
used for spectrum enhancement of the previously referenced 
Orthogonal Frequency Division Multiplexing (OFDM)-
based waveforms within Fifth Generation New Radio (5G 
NR) development [7]; 5G NR  is, in essence, a new Radio 
Access Technology (RAT) for cellular networks. The 
involved functions include not only FFT, but also Inverse 
FFT (IFFT), Real-Valued FFT (RFFT), Inverse RFFT 
(IRFFT), Short-Time Fourier Transform (STFT), and Inverse 
STFT (ISTFT), among others. In particular, STFT is a key 
requisite functionality within the 5G/B5G/6G ecosystem. 

Prior research has indicated that the selection and 
utilization of, by way of example, specific STFT 
implementations from the available machine learning 
libraries/toolkits is critical; it is vital for the 5G/BFG/6G 
researcher/programmer to understand and contend with the 
implementation intricacies of the numerical algorithms being 
utilized for the involved functions. For example, signature 
consistency and dependency intricacies have been shown to 
result in errors and/or incorrect results, and these issues can 
cause a non-graceful degradation of the involved system [8]. 
Clearly, this would be unacceptable, particularly for those 
applications (e.g., autonomous vehicles), which have mission 
critical requirements that necessitate a certain QoS (and even 
Quality of Experience or QoE for some cases). In particular, 
those applications with mission critical requirements would 
be extremely sensitive to the issues of data rate (the data 
packet transfer rate per unit time), latency (the delay before 
the mandated transfer of data packets begins), and jitter (the 
variation in the time between data packets arriving). 

Network Slicing (NS) is often utilized to satisfy varied 
NS QoS requirements (e.g., data rate, latency, jitter). 
Typically, a Service Function Chain (SFC) handles specific 
traffic within each NS. As each NS has its own cyber 
characteristics, each SFC will encounter varied cyber 
requirements. Consequently, the involved fuzzing modules 
will have varied implementations; each implementation will 

have its own set of potential cyber vulnerabilities. This 
challenge is more fully described in subsections A through D 
below. 

 

A. Network Slice (NS) 
To support a wide range of applications with varying 

QoS requirements (and particularly for mission critical QoS 
requirements), 5G/B5G/6G networks endeavor to provide 
high data rates with low end-to-end (E2E) latency and 
minimal jitter. To achieve this, among a myriad of 
approaches, NS is often utilized. In essence, each NS QoS 
requirement is met for the particular involved application 
while the overall involved 5G/B5G/6G network resources 
are still, ideally, optimally distributed for all involved NS 
[9]. 

B. Service Function Chain (SFC) 
Operationally, NS leverages both Software Defined 

Networking (SDN) and Network Function Virtualization 
(NFV). In essence, NFV is the de-coupling of Network 
Functions (NFs) from a myriad of hardware appliances and 
the running of NFs as software in Virtual Machines (VMs). 
The various NFs (e.g., traffic control), which consist of the 
involved core network and Radio Access Network (RAN) 
component, are referred to as Virtual Network Functions 
(VNFs). Each SFC handles specific traffic within the NS, 
over varied technological and administrative ecosystems, and 
is an ecosystem in it of itself [10],[11]. 

C. Cyber Implications of  using SFCs 
The varied ecosystems can equate to physically 

dispersed, low-cost, short-range, small-cell antennas (e.g., 
low-power femtocells, picocells,  and microcells). 
Functionally, each of these small-cell antennas leverages the 
5G/B5G/6G dynamic spectrum sharing capability, wherein 
multiple streams of information share the available 
bandwidth, via a NS. In turn, each NS has its own varying 
degree of cyber risk [12][13]. To continually evaluate the 
ongoing risks, oftentimes a fuzzing module (which 
intentionally injects malformed inputs into the involved 
software, so as to ascertain failure/vulnerability points) is 
utilized. 

D. Potential Cyber Vulnerabilities within the Fuzzing 
Module Itself 
Given that 5G/B5G/6G protocols/specifications are still 

evolving and actively being defined by standards bodies, 
(e.g., 3rd Generation Partnership Project or 3GPP, Internet 
Engineering Task Force or IETF, International 
Telecommunication Union or ITU), and since each NS has 
its own associated cyber risks, varying implementations of 
fuzzing modules exist within 5G/B5G/6G architectural 
frameworks [14]. On the surface, it seems that the very use 
of a fuzzing module is in keeping with the spirit of cyber 
hygiene best practices. However, upon scrutinization of 
varied implementations, potential cyber vulnerabilities have 
been uncovered within the fuzzing module itself. In these 
cases, the fuzzing module represents a potentially specious 
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cyber security offering for 5G/B5G/6G, as it itself is subject 
to compromise. 

 
Overall, the work presented in this paper differs from 

prior research in that a particular sequence of bespoke grey-
box concolic fuzzers is utilized to mitigate against the known 
coverage issue and better discern known CVEs. The chosen 
sequence shows promise in that it overcomes some of the 
disadvantages of prototypical black-box and white-box 
fuzzers. 

III. EXPERIMENTATION FINDINGS 
This paper examined a 5G/B5G/6G architectural 

framework, which was used in a Technology Readiness 
Level (TRL) 5 (i.e., laboratory environment) and 6 (i.e., 
relevant environment). Typically, fuzz testing is conducted 
in a controlled, isolated laboratory environment (such as in 
the case of TRL 5), and isolation is often provided, via 
containerization. The notion of utilizing containers (as a 
testing target) is predicated upon the notion that it provides 
enhanced consistency and reproducibility (particularly when 
using container images) [15].  

The previously discussed implementation intricacies 
(e.g., signature consistency, dependencies) that result in 
inadvertent errors and/or incorrect results are already 
problematic enough; however, this paradigm can be 
exacerbated when it is intentionally exploited. To better 
delineate this point, first, the containerization aspect is 
described. Second, some identified vulnerabilities related to 
the containerization paradigm are presented. Third, further 
vulnerabilities are identified within underlying legacy 
supply chains. 

A. Containerization Aspect of Fuzzing 
Traditionally, containerization has provided the desired 

isolation paradigm for fuzzing. The often-used workflow for 
containerization (e.g., specifying configuration, building a 
Dockerfile — a text file that contains all the commands 
required to build a Docker images — for each desired 
image, and using Docker Compose to assemble the images) 
facilitates reproducible/consistent testing results. Typical 
fuzzing architectures might utilize, by way of example, 
either of two container orchestration platforms for 
containerization: Docker (referring to either Docker Swarm 
or Classic Swarm, which was initially released in 2014, or 
Swarmkit, which was initially released in 2016; of note, 
Swarmkit stemmed from Docker’s acquisition of 
SocketPlane, an SDN technology firm, in March 2015) and 
Kubernetes. Generally speaking, Docker, by default, 
prioritizes isolation between containers; this is construed by 
some to represent higher security. In contradistinction, 
Kubernetes prioritizes communication between multiple 
containers within the same pod; this is construed by some to 
represent higher efficacy, but lower security. Depending 
upon the specific requirement, the choice of orchestrator 
(i.e., Docker or Kubernetes) can be made explicitly. 

Over the past several years, the leadership for container 
orchestration, potentially, has shifted from Docker to 
Kubernetes. In fact, Docker itself adopted Kubernetes and 
announced native support for Kubernetes at DockerCon 
Europe in Copenhagen on 17 October 2017. Yet, Docker’s 
architecture enables users to select the desired orchestration 
engine (Docker, Kubernetes) at runtime. On the Kubernetes 
side, as of Kubernetes v1.20, Docker (specifically, 
Dockershim, which communicates with Docker Engine, 
which was renamed to Docker Community Edition or 
Docker CE in March 2017) has been deprecated as a 
container runtime.  

Whatever the case may be with regards to the leadership 
for container orchestration, Docker images remain a 
mainstay within the development ecosystem. In addition, 
Docker Compose still remains in wide use for building 
Dockerfiles. While container images can indeed be built with 
tools, such as Kaniko (an open-source tool for building 
container images from a Dockerfile) [16], Podman, Buildah, 
and Buildkit, etc., Docker images assembled with Docker 
Compose may be more prevalent for certain facets of 
5G/B5G/6G architectural stacks (particularly those utilizing 
GNU Octave). Indeed, there is a plethora of GNU Octave-
related experimentation (e.g., [17]). By way of background 
information, whereas the utilization of docker run can indeed 
start up a container, Docker Compose is often utilized to 
automatically start up multi-container applications. 
Historically, Docker Compose has been the configuration 
component of the Docker ecosystem (whereas Docker 
Swarm was the scheduling component of the Docker 
ecosystem and determined where to place the containers 
within the cluster of Docker hosts, which were in the form of 
physical computer systems or VMs running Linux). Overall, 
containerization remains an accepted methodology for 
consistency/reproducibility; yet, this containerization 
paradigm for fuzzing modules introduces a new set of 
potential vulnerabilities. 

B. Identified Vulnerabilities Related to certain 
Containerization Paradigms of Fuzzing Modules 
The system of Common Vulnerabilities and Exposures 

(CVE) is a compilation of Information Security (InfoSec) 
issues. For example, CVE-2020-1971 identified an OpenSSL 
(wherein the identity of an involved website/web service is 
validated, and the information flowing between the 
website/web service and user is encrypted) “High Severity” 
issue, which had been reported on 8 December 2020 [18]. 
The Cybersecurity & Infrastructure Security Agency (CISA) 
noted that, “OpenSSL has released a security update to 
address a vulnerability affecting all versions of 1.0.2 and 
1.1.1 released before version 1.1.1i. An attacker could 
exploit this vulnerability to cause a denial-of-service 
condition” [19]. In brief, the vulnerability issue simply 
affected OpenSSL v1.0.2, which was out of support and no 
longer receiving public updates; theoretically, OpenSSL 
v1.1.1i and beyond are no longer vulnerable to the 
referenced issue, and the matter should be closed. However, 
the key issue is not simply that there was a vulnerability 
issue in a deprecated version; more importantly, various 
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Github commentators/contributors had noted, such as years 
prior (e.g., [20]) that various bundled OpenSSL versions had 
been out of date. Yet, various offerings (e.g., various Docker 
Compose offerings) still continued to incorporate outdated 
OpenSSL versions, such as can be seen in Table I below. 

TABLE I.  DOCKER COMPOSE WITH BUNDLED OPENSSL VERSION 

 
Exemplars 

Constituent Components of the Bundle 
Docker 

Compose 
Version 

Docker-Py 
Version 

CPython 
Version 

OpenSSL 
Version 

Case #1a 1.23.2, 
build 

1110ad0 

3.7.3 
 

2.7.16 
 

1.1.1c 28 
May 2019 

Case #2b 1.26.0-rc3, 
build 

46118bc5 

4.2.0 3.7.6 
 

1.1.1d 10 
Sep 2019 

 
Case #3c 1.26.2, 

build 
eefe0d31 

4.2.2 
 

3.7.7 
 

1.1.0l 10 
Sep 2019 

a. https://dockerlabs.collabnix.com/intermediate/workshop/DockerCompose/version_Command.html 
b. https://github.com/docker/compose/issues/7348 
c. https://github.com/docker/compose/issues/7686 

 
Cases #1 through #3 represent just a small sample set of the 
implications of CVE-2020-1971. Additional OpenSSL CVEs 
are available at the OpenSSL portal (e.g., [21]), and other 
CVEs are available at the National Vulnerability Database 
(NVD) (https://nvd.nist.gov) as well as the U.S. Computer 
Emergency Response Team (CERT)-CISA (https://us-
cert.cisa.gov) portals. As discussed, OpenSSL versions 
affected by CVE-2020-1971, among others, had been 
bundled with Docker Compose. Yet, despite the published 
CVEs, it should be noted that certain images of Docker 
Compose v1.28.0 might still be deploying with OpenSSL 
v1.1.1h (i.e., vulnerable to CVE-2020-1971); OpenSSL 
v1.1.1i and above have the security update for CVE-2020-
1971. As of the writing of this paper in January 2021, 
v1.28.2 was the current version of Docker Compose; as of 
the finalization of this paper in July 2021, v1.29.2 is the 
current version of Docker Compose. The latest OpenSSL 
tarball source files can be found here: 
https://www.openssl.org/source/; this page asserts that the 
latest stable version is the 1.1.1 series, which is the 
OpenSSL.org’s Long Term Support (LTS) version, which is 
slated to be supported until 11 September 2023. For 
convenience, please refer to Table 2 below. The current 
version (v1.29.2) is bolded for convenience as are the 
referenced v1.28.0, v1.28.2, and v1.26.2. 

TABLE II.  DOCKER COMPOSE RELEASE VERSIONS WITH DATES 

Release Version Release Date 
1.29.2 2021-05-10 
1.29.1 2021-04-13 
1.29.0 2021-04-06 
1.28.6 2021-03-23 
1.28.5 2021-02-26 
1.28.4 2021-02-18 
1.28.3 2021-02-17 
1.28.2 2021-01-26 
1.28.0 2021-01-20 
1.27.4 2020-09-24 
1.27.3 2020-09-16 
1.27.2 2020-09-10 

1.27.1 2020-09-10 
1.27.0 2020-09-07 

1.26.2 (Case #3 from Table I) 2020-07-02 
Source: https://docs.docker.com/compose/release-notes/ 

 
The Docker Compose bundling issue has persisted for 

quite some time — as far back as 25 June 2015 (e.g., 
https://github.com/docker/compose/issues/1601) (e.g., [22]). 
The bundling issue has also been noted in Linux binaries (as 
well as Mac binaries). Despite the delineated bundling issue, 
many vendors, who bundle OpenSSL, “will selectively 
retrofit urgent fixes to an older version of code, in order to 
maintain [Application Programming Interface] API 
stability/predictability. This is especially true for ‘long-term 
release’ and appliance platforms” [23]. This trend is 
significant, for in the current environment, 5G App 
developers are actively leveraging the faster speeds and 
lower latencies to innovate and release next-generation 
Augmented Reality (AR) and other immersive experience 
Applications (a.k.a., apps), which are used by healthcare 
providers (e.g., collaborative apps for sharing high-resolution 
medical images for telemedicine triaging), manufacturers 
(e.g., inspection apps to assist in identifying defects more 
quickly), and others. As the involved industries require 
mission-critical QoS, API stability/predictability is 
paramount. Therein resides the dilemma; many vendors have 
utilized older software release versions to maintain the 
requisite stability/predictability. However, this has resulted 
in the described bundling issues, which contain — in many 
cases — deprecated versions of various constituent 
components of the bundle. 

For the architectural stack scrutinized, it was found that 
the containerization implementation, for an extended period 
of time (until flagged by the author), contained “High 
Severity” versions of OpenSSL and other components 
utilized for the involved fuzzing modules. The implication is 
that the entire fuzzing TTP could have been compromised, 
and discovered vulnerabilities within the fuzzing target 
might have been non-logged; the significance of logs has 
been previously illuminated by various reports, such as the 
“Verizon Data Breach Report: Detective Controls by 
Percent of Breach Victims” (which highlighted the fact that 
71% of breach victims relied predominantly upon System 
Device Logs, 20% for Automated Log Analysis, and 11% 
for Log Review Process), and extensively discussed in the 
literature [24]; in essence, logs remain a mainstay of a cyber 
framework. 

C. Further Legacy Vulnerabilities within the Fuzzing 
Module Supply Chain 
Given the possibility of discovered vulnerabilities being 

non-logged, among other paradigms, the notion of a script, 
which serves to ensure the bundling of an apropos (e.g., 
patched) OpenSSL version, as just one example of a bundled 
component, and the notion of a vetted installer (e.g., 
PyInstaller) that links to an apropos OpenSSL version 
dynamically, have been discussed extensively [25]. The 
notion of such a script to check for CVEs on an ongoing 
basis seems quite simple; however, because Docker 
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containers are essentially inert when not in use, a systematic 
evaluation of what CVEs are present is non-trivial. In 
addition, as the constituent components of a bundle are ever-
evolving, and as certain sub-components become deprecated, 
legacy issues are ongoing. For example, as each network 
operator has its own 5G/B5G/6G network roll-out plan, at 
least for the interim, each operator’s network is actually a 
patchwork of 2G, 3G, 4G, and 5G networks. Since 5G 
networks will, for the foreseeable future, continue to 
interoperate with legacy networks, they will be subject to 
prototypical legacy vulnerabilities (e.g., spoofing, denial-of-
service, etc.). By way of example, network operators will 
continue to rely upon General Packet Radio Service (GPRS) 
Tunneling Protocol (GTP) (designed to facilitate data 
packets moving backing and forth between the wireless 
networks of different operators, such as when a user is 
roaming). Furthermore, in addition to fuzzing modules 
within the 5G/B5G/6G ecosystem containing vulnerable 
constituent components within their bundles, fuzzing 
modules within the 4G ecosystem, etc. have also been found 
to contain the described vulnerabilities. Hence, even if the 
5G/B5G/6G fuzzing modules are robustly scrutinized, the 
fuzzing modules (a.k.a., fuzzers) of the underlying 
patchwork (i.e., 2G, 3G, 4G) need commensurate 
scrutinization. 

The implications of this underlying legacy patchwork are 
profound, particularly in the matter of mission-critical QoS 
and 5G-enabled software defined networks, such as 
vehicular networks (5G-SDVN), which have been 
burgeoning (to support the ever-growing autonomous 
vehicle market). However, the cyber security issues 
surrounding 5G-SDVN are complex not only because of the 
underlying legacy patchwork issues, but also because 
conventional fuzzers are comprised of varied classes — 
each with certain advantages/disadvantages: black-box 
(coverage information is not considered and inputs are 
randomly generated), white-box (coverage is maximized by 
considering the data structure/logical constraints of the 
internal implementation, and inputs are crafted, but the time 
requirement is higher),  and grey-box (in contrast to black-
box fuzzing, coverage information is considered, but 
perhaps not to the extent of white-box fuzzing so as to save 
on time). Among other distinctions, coverage-based 
evaluation metrics are difficult to ascertain as it is difficult 
to determine “which parts of a [software] program a fuzzer 
actually visits and how consistently it does so,” and the lack 
of a standardized methodology for evaluating coverage 
remains a challenge [26]. 

IV. A PROSPECTIVE MITIGATION PATHWAY  
As discussed, white-box fuzzers produce quality inputs, 

but the computational overhead is much higher, while black-
box fuzzers that focus upon random mutation have  
computational overhead that is much lower, but have 
difficulty producing quality inputs [27]. Even state-of-the-art 
fuzzers are sub-optimal at discerning “ ‘hard-to-trigger’ bugs 
in applications that expect highly structured inputs” [28]. 

While grammar-based fuzzers (capable of generating 
syntactically correct inputs) can indeed be effective, the 
computational overhead is high and feature engineering is 
required. 

To address these challenges, in this paper, we present a 
bespoke grey-box concolic fuzzing module, which is 
comprised of four differing bespoke grey-box concolic 
fuzzers. A primary grey-box concolic fuzzer is able to 
achieve higher coverage (on average) and able to more 
robustly discern which parts of a software program it visits 
and how consistent it is in doing so; the primary fuzzer is 
complemented by a secondary fuzzer, which utilizes 
different classes (from that of the primary fuzzer) for 
mutating a seed. Together, they comprise an aggregate fuzzer 
for the test target; this is an improvement upon prototypical 
fuzzers, which might simply report on the number of lines or 
basic blocks (a straight-line code sequence that has no 
branches except to the entry and from the exit), but does not 
indicate whether it missed visiting certain sectors of the 
software program. By having a myriad of distinct and 
disparate classes (e.g., Class 1a Family, Class 2a Family, etc) 
for mutating a seed and by utilizing differing seed schedules 
(i.e., varying distributions of the fuzzing time spent among 
the seeds) for coverage (e.g., Class 1b Seed Schedule, Class 
2b Seed Schedule, etc.), the primary and secondary fuzzers 
constitute a complementary set. In turn, this set is fuzzed by 
tertiary and quaternary grey-box concolic fuzzers, so as to 
mitigate against inadvertently not discerning vulnerabilities 
within the primary and secondary fuzzers themselves. The 
utilization of distinct and disparate tertiary and quaternary 
fuzzers (which utilize different classes for mutating a seed as 
well as seeding schedules) increases the likelihood of 
increased coverage (on average). The described paradigm is 
shown in Figures 1 and 2 below, wherein the entirety of 
Figure 1 is situated within the yellow box of Figure 2, which 
is roughly based upon [29]. 
 

 
Figure 1.  Bespoke Grey-box Concolic Fuzzers 
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Figure 2.  Grey-box Concolic Fuzzing Module  

The coverage feedback derived by both primary and 
secondary fuzzers help to operationalize an underpinning 
numerical stability-centric Deep [Learning] Convolutional 
Generative Adversarial [Neural] Network (DCGAN)-
facilitated Enhanced Context Module (ECM). The ECM is 
comprised of a Numerical Stability-Centric Module 
(NSCM), which in turn contains two Convolutional 
Adversarial Neural Networks (CANNs), each with a 
different implementation and version of PyTorch; PyTorch 
v0.4.1 (more numerically stable) is used in CANN #1, and 
PyTorch v1.7.0 (less numerically stable) is used CANN #2. 
The ECM’s NSCM, which is shown in light purple in Figure 
3 below, directs the aggregate fuzzer set for the test target 
(a.k.a., directed grey-box concolic fuzzing) to progress more 
rapidly into deeper code sectors.  
 

 
Figure 3.  Numerical Stability-Centric Module (NSCM) which Leverages 

Coverage Feedback and an Adaptive Weighting System for Assigning 
Relative Weights to Fuzzer Seed Mutations/Schedules 

The NSCM architecture is loosely based upon work that 
had been previously articulated in [8], but this version 
leverages coverage feedback and utilizes an adaptive 
weighting system to assign a relative weight to the fuzzer 
seeds rw(fs) that have the potential to achieve greater 
coverage, as shown in (1) below, 
 

    rw(fs) = 1/fr(pw(fs))e ,                                        (1) 
 
where pw(fs) is the pathway identifier selected by fs, fr(pw) 
is the frequency at which the pathway pw is actually selected 
by the generated inputs, and e is a given exponent. The 
schedule is dynamically updated depending upon the 
frequency for which each pathway fr(pw) is utilized.  

Overall, the feedback orientation (e.g., coverage, 
schedule) provided by the ECM well lends to a runtime 
coverage feedback paradigm, which in turn lends to, 
interestingly, enhanced thread-context. In this way, feedback 
can be operationalized, via the dynamic seed selection, 
mutation, weighting, and ensuing execution so as to better 
discern vulnerabilities within even a multi-threaded context 
[30]. With regards to the inner workings of the ECM of 
Figure 3, the entirety of Figure 1 is situated within the yellow 
box of Figure 2, the entirety of Figure 2 is situated within the 
light blue box of Figure 3, and the various components are 
described as follows.  

A. Grey-box Concolic Fuzzing Module 
Standard performance metrics for assessing the Grey-box 

Fuzzing Module (GFM) include, but are not limited to: (1) 
Unique Crashes, (2) Computational Resources Overhead, 
and (3) Coverage. First, Unique Crashes are further 
translated into unique bugs; it can also further be subdivided 
into quantity of unique bugs found, quality of bugs found 
(e.g., common or rare, CVE severity level, etc), speed at 
which bugs are found (i.e., Time-to-Exposure or TTE), and 
performance stability for finding bugs (i.e., Relative 
Standard Deviation or RSD for the number of unique bugs 
found for the fuzzing iterations; a lower RSD implies higher 
performance stability) [29]. Second, Computational 
Resources Overhead reflects the computing resources 
required by the involved fuzzing paradigm; if a particular 
paradigm is effective at finding more bugs, but the resources 
consumed are disproportionate, then that must be taken into 
consideration. Third, Coverage signifies the intrinsic ability 
of the fuzzer for exploring new pathways; this is of import 
for pursuing the desired pathway, which leads to the 
vulnerable code (i.e., quality versus quantity). 

B. Bespoke Grey-box Concolic Fuzzers 
The GFM is, in essence, powered by an amalgam of four 

bespoke grey-box concolic fuzzers: primary, secondary, 
tertiary and quaternary. Each utilizes distinct class families 
for mutating the seed as well as a multi-objective 
optimization seed schedule (whose aim is to decrease the 
TTE). Furthermore, the seed schedule is further subdivided 
into seed pool states (e.g., wide area search, targeted search, 
and assessment). First, for the wide area search, the aim is to 
seek high-promise pathways. Second, for the targeted search, 
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the aim is to allocate increased weighting (via the Adaptive 
Weighting System) towards those identified high-promise 
pathways. Third, for the assessment, the aim is to ascertain 
and assess promising seeds. The primary and secondary 
fuzzers form an aggregate fuzzer set for the test target. The 
tertiary and quaternary fuzzers are tasked with fuzzing the 
primary and secondary fuzzers. This amalgam of fuzzers 
comprise the Fuzzing Module. 

C. Deep Learning Convolutional Generative Adversarial 
Neural Network-facilitated Enhanced Context Module 
The Enhanced Context Module (ECM) encompasses the 

Fuzzing Module; its purpose is to serve as a macro feedback 
loop. In essence the ECM selects a seed, mutates it, and 
serves it as input to the test target. If the input causes a crash, 
it will be added to the ECM’s crash set. Alternatively, if the 
input segues to new coverage, it will be added to the search 
seed pool. In turn, the Fuzzing Module derives Coverage 
Feedback from the Aggregate Fuzzer Set for the Test Target. 
This then serves an input to the NSCM, which processes the 
information and informs the Adaptive Weighting System, 
which dynamically weights the Class Families for Mutating 
Seed and Seed Schedules. This should segue to a more 
optimal Seed Schedule for decreasing TTE as well as RSD; 
the resulting lower RSD/higher performance stability can be 
attributed to the NSCM and Adaptive Weighting System. 

Given the page limitations of this paper, future work will 
include more quantitative comparison with various CGFs, 
such as AFLGo (generates input to reach specified target test 
sectors) [31], FairFuzz (discerns rare branches within the 
target test and adapts mutation strategies to enhance 
coverage) [32], MOPT (utilizes Particle Swarm Optimization 
or PSO to optimize the mutation schedule and reduce TTE) 
[33], etc. 
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V. CONCLUSION 
In a not insignificant portion of the 5G/B5G/6G 

ecosystem cyber cases, the more serious security problems 
are implementation imperfections (e.g., network protocols); 
these constitute attack surface areas, which are often 
exploited. In the case for which 5G/B5G/6G protocols are 
still evolving and being defined, these implementation 
imperfections can be amplified. Conventional software cyber 
security frameworks, which involve code review, risk 
analysis, penetration testing, and prototypical fuzzing, do not 
currently suffice for robustly addressing a domain space, 
such as the 5G/B5G/6G ecosystem, wherein the protocols are 
evolving at a rapid pace. Indeed, prototypical fuzzers are 
challenged by the coverage issue, and conventional CGFs are 
as well. In an endeavor to provide a mitigation pathway, this 
paper presented an architectural stack comprised of a 

sequence of bespoke grey-box concolic fuzzers; as the 
primary grey-box concolic fuzzer (used against the testing 
target) is designed to work in conjunction with a secondary 
grey-box concolic fuzzer, so as to better mitigate against 
coverage issues (e.g., increasing the probability of visiting 
certain blocks/lines of code of the software program), and 
both are fuzzed by tertiary and quaternary grey-box concolic 
fuzzers (which utilize different classes for mutating a seed as 
well as seeding schedules), so as to mitigate against 
inadvertently not discerning vulnerabilities within the 
primary and secondary fuzzers themselves, the likelihood of 
increased coverage (on average) is enhanced. The feedback 
for coverage and adaptive weighting, as well as seed 
scheduling schemas, contribute to the efficacy. Future work 
will involve more quantitative experimentation. 
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Abstract—Data privacy polices mandate requirements to pro-
tect the privacy of individuals, prevent fraud, and support
audits. Organizations also implement their own internal data
policies to minimize liabilities and protect user privacy. In
practice, it is difficult (or impossible with most systems active
today) to achieve the desired purpose of these policies due to
technological limitations of storage systems. These limitations
are ultimately caused by the lack of native database support
for data privacy compliance. This paper surveys the principles
of data compliance and analyzes the requirements imposed on
organizations. We begin by defining data compliance terminology
that must be shared between legal and technology domain
experts; legislation and litigation examples provide real-world
context and motivation for our analysis. Since the data life
cycle model is universally accepted in data management, we next
discuss how data compliance can be integrated into this model
to fully support data management policies. Finally, we consider
the open problems with current data storage systems and discuss
the requirements for automated privacy regulation compliance.

Keywords: Compliance Management; Privacy Regulations

I. INTRODUCTION

Data management by an organization is bound to data
governance policies (e.g., internal requirements or government
agency mandates) that define how the data must be stored
and used. These policies include data retention (how long the
data must be kept), data purging requirements (when the data
must be destroyed), and data consent (whether the data can be
used for a particular purpose). Failure to comply with these
policies could result in large fines, a loss of customers, and
an irrecoverable breach of customer data privacy.

Data policies set forth by legislation have been in place
for decades. Some examples include the Health Insurance
Portability and Accountability Act (HIPAA) of 1996 [8]
(patient healthcare data) and the Gramm–Leach–Bliley Act
of 1999 [32] (business records of financial institutions); ad-
ditionally, new policies are continuously introduced, such as
California’s Proposition 24 of 2020 [7] (which expanded on
the previous law “The California Consumer Privacy Act”).
Furthermore, there are also instances where organizations
must follow additional internal policies or policies of business

contacts [10]. We further discuss these motivating examples
and more in Section III.

A. Motivation

The data life cycle model is the state-of-the-art structure
for organizations to understand and manage their data as-
sets [25]. By examining the data life cycle phases, we can
clearly see how compliance must be considered throughout an
organization’s processes. Since published literature presents
several variations of the life cycle phases, we have abstracted
the relevant phases from [4], [13], and [23] in Figure 1. Our
phase definitions bridge the different goals of domain experts,
legal departments, and other stakeholders associated with the
data and legal requirements. These were developed to promote
discussion on where policy compliance must be considered.
For example, some data life cycles model “Usage” as multiple
phases (e.g., analysis, reporting). However, for the purposes
of privacy compliance, we believe that a single phase captures
all necessary aspects of “Usage”. To evaluate data lifecycle
outside the scope of policy compliance, alternative models
may be more applicable. For example, to analyze security
considerations, the transition of data between phases would
be modeled in further detail. Overall, we use our phases to
guide a discussion on future research necessary to remedy
the database software shortcomings and facilitate automated
compliance management.

Figure 1 illustrates the connections between data life cycle
management phases (we detail phase requirements in Sec-
tion IV). For example, archival phase follows data usage phase;
usage phase may also affect the decisions associated with
the storage phase. Adding to the complexity, not all data
goes through each phase. For example, data may be under an
indefinite retention policy, staying in the archival phase and
never proceeding to the destruction phase.

B. Contributions

Current systems are missing key functionality, which pro-
hibits complete automated compliance; until these gaps are
filled, consumer privacy will suffer. Due to the limitations
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Figure 1. Data life cycle phases

in both research and technological implementations focusing
on policy compliance, we believe our discussion provides the
following contributions:

1) Surveys the current domain challenges and background
information on data privacy compliance.

2) Analyzes how compliance must be considered at each
phase of the data life cycle to satisfy legal requirements.

3) Discusses the current technological shortcomings that
must be explored to automate policy compliance.

II. DOMAIN CHALLENGES

A. Concepts
Business Record: Organizational rules and requirements

for data management are defined in units of business records.
United States federal law refers to a business record broadly
as any “memorandum, writing, entry, print, representation or
combination thereof, of any act, transaction, occurrence, or
event [that is] kept or recorded [by any] business institution,
member of a profession or calling, or any department or
agency of government [...] in the regular course of business or
activity” [31]. In other words, business records describe any
interaction or transaction resulting in new data.

Business records can be represented using different logical
layouts. A business record may consist of a single document
for an organization (e.g., an email message). In a database, a
business record may span many combinations of rows across
multiple tables (e.g., a purchase order consisting of a buyer,
a product, and the purchase transaction from three different
tables). The process of mapping business records to underlying
data can vary depending on an organization and the data
storage medium.

Policy: A data policy is any formally established rule for
organizations dictating the requirements (i.e., how long data
must be saved, when data access requires consent, and when
data must be purged). Policies can originate from a variety of
sources such as legislation or as a by-product of a court ruling
(examples in Section III). Companies may also establish their
own internal data retention policies to protect confidential data.
In practice, database administrators work with domain experts
and sometimes with legal counsel to define business records
and retention requirements based on the written policy.

Policies can use a combination of time and external events
as the criteria for data retention and destruction. For example,
retaining employee data until employee termination plus 5
years illustrates a policy criteria that is based on a combination
of an external event (employee termination) and time (5
years). The United States Department of Defense (DoD) “DoD
5015-02-STD” [2] outlines the minimum requirements and
guidance for any record system related to the DoD, which
includes how organizations must preserve and destroy data.
Moreover, multiple US government agencies, such as the
National Archives, use the same standards.

Policy compliance can be complex due to multiple over-
lapping policies or criteria for the same business record, or
due to different data points belonging to different business
records. For example, different rows or columns of a table
belonging to an order purchase could be governed by different
policies: purchase information (e.g., price) may fall under
different retention policies versus customer information (e.g.,
address). Policy mapping must also consider the potential
conflict between multiple policies with data retention and
destruction requirements.

Verification: Data curators must be able to query the
policies and the status of all business records in storage.
Data storage systems must support a standard mechanism for
defining the policies, listing or modifying current policies,
and checking for potential conflicts (e.g., policies requiring
retention and destruction of the same data) or overlap between
different policies. For example, if an organization is unable to
destroy data when requested by a customer, their refusal must
be justified.

Enforcement: Enforcing policies includes archiving and
deleting data as required as well as verifying consent when
processing data. Enforcing a policy maintains an organiza-
tion’s compliance. Current database management systems do
not incorporate automated robust data policy features; as a
result, organizations are forced to develop manual solutions for
policy compliance. Automated enforcement of policy require-
ments will both increase compliance and customer privacy.

B. Data Governance Topics

Retention: Retention defines the conditions when a business
record must be preserved. Some organizations may choose to
delete data once it is no longer needed to minimize liability
(e.g, data theft or requested through legal discovery). Others
may store the data longer than minimally required (in the gray
area between “must be retained” and “must be destroyed”).
DoD guidelines state that any storage system must support
retention thresholds such as time or event (Section C2.2.2.7
of [2]). Some retention requirements, such as HIPAA with
healthcare data, may require a complete historical log of any
and all business record updates (e.g., current address and full
history of address changes for a patient) [8]. Organizations
subject to this level of retention must archive the complete
business record before every update to ensure a complete audit
trail history was preserved.

Consent: Per GDPR Recital 40, “In order for processing to
be lawful, personal data should be processed on the basis of the
consent of the data subject concerned or some other legitimate
basis” [27]. Additionally, per Article 4(11), “Consent of the
data subject means any freely given, specific, informed and
unambiguous indication of the data subject’s wishes by which
he or she, by a statement or by a clear affirmative action,
signifies agreement to the processing of personal data relating
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to him or her.” The processing of these business records must
be verified according to customer’s consent (e.g., marketing
versus order processing). Not all processing requires consent;
data necessary to complete the business transaction for which
data was collected does not require explicit consent.

Purging: In data retention, purging is the permanent and
irreversible destruction of data in a business record [20].
Purging requirements establish when a business record must
be destroyed. A business record purge can be accomplished
by physically destroying the device which stored the data,
encrypting and erasing the decryption key (although the ci-
phertext still exists, destroying the decryption key makes it
inaccessible and irrecoverable), or by fully erasing data from
all storage. If any part of a business record’s data remains
recoverable or accessible in some form, then the data purge
is not considered to have been successfully completed. For
example, if a file is deleted through a file system, but can still
be recovered from the hard drive using a forensic tool, this
does not qualify as a purge [20].

Some policies require an organization to completely purge
business records either after the passage of time, at the
expiration of a contract, or purely when the data is no
longer needed. Additionally, there are an increasing number
of regulations, such as the European Union’s General Data
Protection Regulation (GDPR) [27], which require organiza-
tions to purge business records at the request of a customer.
Therefore, organizations must be prepared to comply with
purging policies as well as ad-hoc requests.

III. LEGAL PRECEDENT

Although it is beyond the scope of this paper to provide
an overview of all data privacy legislation across different
domains, we discuss some of the most impactful government
regulations. Private organizations (such as in the financial
industry) may set additional policies for any companies that
do business with them [10]. Overall, we believe the following
examples offer the most significant motivation to increase
database support of data privacy compliance.

General Data Protection Regulation: In the European
Union, the General Data Protection Regulation greatly ex-
panded consumer power over personal data. This regulation
was put into effect May 25, 2018, and is arguably “the
toughest privacy and security law in the world” [27]. Any
organization which is registered in the European Union, offers
goods or services, or monitors behavior of EU residents must
comply with GDPR requirements (regardless of whether the
organization is based in the EU).

One significant addition to data privacy rights due to GDPR
is the “Right to be Forgotten” [12], which allows individuals
to request that companies delete all of their personal data. In
Recital 65, Recital 66, and in Article 17 GDPR states: “The
data subject shall have the right to obtain from the controller
the erasure of personal data concerning him or her without
undue delay and the controller shall have the obligation to
erase personal data without undue delay” [33].

Requesting data deletion does not guarantee that customer’s
data will be purged. When customers request their data to be
deleted, organizations must check if they are legally permitted
to do so. If an organization has a retention requirement on
this data, they will not be able to purge it despite the request.
Without automated verification, organizations must manually
check for any applicable retention obligation when deleting
data. The “Right to be Forgotten” requests require a response
within a month. Thus, without an automated process, organi-
zations must manually process requests within a deadline.

GDPR non-compliance carries significant penalties. On Jan-
uary 15, 2020, TIM was fined AC27.8 million by the Italian data
protection authority, the Garante, for violations of GDPR [16].
A large number of complaints were filed between January 1,
2017 until early 2019 due to TIM’s unwanted promotional
calls. Some customers (who did not consent) were contacted
over 150 times in a single month. Because TIM did not enforce
data consent, this eventually led to being fined due to failing
to comply with GDPR.

California Consumer Privacy Act of 2018 & Proposition
24: California passed the California Consumer Privacy Act
of 2018 (CCPA) [6], which was greatly inspired by GDPR
and offers many similar privacy rights. CCPA went into effect
on January 1, 2020 and California Attorney General began
enforcing CCPA on July 1, 2020 [5]. Regardless, some privacy
advocates believe CCPA did not go far enough to protect data
privacy and are still pushing for additional regulations [11].
The California Secretary of State summarizes the position
of the advocates for Proposition 24, who believe that this
proposition will further increase consumer data privacy [7].
Data retention and management legislation is continuously
evolving as Proposition 24 [19] just passed in November 2020.

Proposition 24 exemplifies the continuous battle of pri-
vacy advocates against those who are concerned about too
much government regulation. Data retention is an evolving
field where requirements are continuously changing; organi-
zations must be able to quickly adapt to new and changing
requirements. Because systems currently cannot easily add
retention protections, any organization which manually added
protections with CCPA now must manually update all of those
protections due to Proposition 24.

Zubulake v. UBS Warburg: Between 2003 and 2004 in
New York, the case of Zubulake v. UBS Warburg resulted in
many additional electronic record keeping requirements [34].
According to Li at ABAJournal.com, “Companies were put
on notice that they had a duty to preserve data once they
reasonably anticipated they might be sued. [...] Otherwise, the
consequences could be severe and a party could be hit with
sanctions [which] could cripple its ability to mount a defense”
[22]. In summary, this ruling clarified that organizations are
required to retain all pertinent electronic data if they are
aware of a forthcoming lawsuit, even before being explicitly
requested to do so.

The plaintiff’s attorneys argued that they were not given
all of the relevant evidence to her case; the judge concluded
that UBS Warburg did not hand over all relevant data. It
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was determined that the only copies of some relevant data
was archived on tapes (which, in turn, made it expensive and
difficult to acquire and review). This led to the judge’s opinion
that “anyone who anticipates being a party or is a party to a
lawsuit must not destroy unique, relevant evidence that might
be useful to an adversary” [34].

Health Insurance Portability and Accountability Act: In
1996, the United States passed a law that had a significant
influence on the way privacy and retention of health care
data was managed. HIPAA imposes requirements for both
data retention as well as for purging. Per the United States
Department of Health and Human Services, HIPAA increases
healthcare recipients power over their own data in respect
to both privacy as well as transparency [30]. According to
research by Annas, HIPAA requires that “[...] a patient’s
entire medical record can seldom be lawfully disclosed without
the patient’s written authorization” [1]. HIPAA raised the
minimum standards of privacy and medical data, empowering
individuals to control their data.

For example, HIPAA Subpart D §164.504 “Uses and Dis-
closures: Organizational Requirements” [8], requires an indi-
vidual’s data to be destroyed at the expiration of a contract.
“At termination of the contract, if feasible, return or destroy
all protected health information received from, or created or
received by the business associate on behalf of, the covered
entity that the business associate still maintains in any form
and retain no copies of such information[....]” Therefore,
organizations must have a robust data purging process.

HIPAA also requires healthcare recipients in the United
States to be clearly informed of their privacy rights. Per
the United States Health and Human Services, “The HIPAA
Privacy Rule requires health plans and covered health care
providers to develop and distribute a notice that provides
a clear, user friendly explanation of individuals rights with
respect to their personal health information and the privacy
practices of health plans and health care providers” [18].
Currently, there is no automatic process in deployed database
systems to report all active retention policies and their relevant
business records. Any request on which retention policies
apply requires a manual lookup process.

IV. PRIVACY REQUIREMENTS IN THE DATA LIFE CYCLE

A. Creation

In most organizations, every transaction creates data that
could be stored and processed. Whether this data will move
on to the storage phase of the life cycle depends on the
requirements defined by the owner. In certain industries, such
as the financial industry, all transactional data must be stored.

The first step of compliance is mapping the new data to
policy requirements. This process typically involves domain
experts working with the database administrators and legal
professionals. Choosing protections placed on the data must
be done immediately, lest retention compliance be violated
before protections have been implemented.

Currently, many organizations have standardized processes
which include data classification, but this classification is

orthogonal to data policy compliance. For example, organi-
zations may automatically label data generated from specific
sources as “Internal Only” or “Highly Confidential”. These
labels indicate that the data must only be accessed by a
specific audience but may not align to policy requirements. For
example, “Highly Confidential” does not align to any specific
requirement dictating when data must be purged.

B. Storage

After data is created, it enters a data storage management
system. A number of considerations are factored into the data
storage software choice. Organizations with large volume of
transactions and a consistent (structured) data will typically
deploy a relational database. For data which is less structured
and more dynamically evolving, organizations may choose
a NoSQL database [17]. Alternatively, keeping data in file
documents in a simpler database may satisfy an organization’s
data storage requirements.

The type of storage used can greatly impact the difficulty in
complying with data retention policies. When business records
are stored in documents, this task will be simpler. When
using advanced databases, the mapping of business records
to the stored data is much more complex. When retention and
purging requirements correspond to individual files, solutions
such as Amazon S3 (which offers a file-level object life-cycle
management) facilitate retention and purging compliance. The
DoD’s “Electronic Records Management Software Applica-
tions Design Criteria Standard” (DoD 5015-02-STD) requires
systems support both time or event criteria.

Furthermore, most storage solutions require finer granu-
larity than storing a file per business record. As discussed
in Section II-A, businesses records may span multiple tuples
across tables in relational databases. Prior research addressed
retention [28, 3] and purging [29] in relational databases.

C. Usage

The use of data depends on the data owner’s policies as well
as the organizational need for the data. Common data uses
include storing customer information, running statistical anal-
ysis to discover underlying trends, and documenting business
transactions. Data may be continuously used for an extended
duration and for multiple purposes. For example, customer
records which are used for shipping orders may also be used
for analyzing trends in customer purchase patterns.

Data consent support must be an inherent part of data
privacy management. Databases neither offer functionality to
define business records (with respect to consent) nor filter on
consent for various processing uses (e.g., marketing). Because
data privacy regulations require organizations to acquire cus-
tomer consent when processing data for certain purposes, stor-
age systems must guarantee verification of customer consent.
Business records which have not been allowed to be processed
must be excluded from the query output. Access control based
on the identity of data analyst would not facilitate compliance.

On May 25, 2018 (the day GDPR took effect), Google
was found in violation of GDPR [15], leading to a fine of
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AC50 million. Google was convicted for lack of transparency
and failing to acquire user consent for data processing in an
instance where consent was required.

D. Archival

HIPAA [9] requires medical data to be retained for at least 6
years. Therefore, organizations have an increased obligation to
maintain archived data, even after the data is no longer needed
for their operation. Business records that are no longer needed
but must be preserved under a retention policy must be moved
to an archive until the retention criteria has expired.

In order to reach the archival phase of the data life cycle,
data from business records which are no longer needed in
usage phase must be under a retention policy. Archived data
is the data that has lost its primary relevance but is still
required to be available in storage (e.g., historical or reporting
purposes). Therefore, archived data does not require regular
updates nor is expected to be actively used. Instead, it is stored
in a separate repository until it is eligible for destruction (i.e.,
no longer requiring retention). As long as the data is subject
to at least one retention policy, it must remain archived.

Archived business records do not require any updates nor
should they be deleted while under retention. In rare situations,
data in archive may be returned to active storage for usage
(e.g., the result of a lawsuit). Any retention compliant system
must purge business records from the archive once they no
longer require retention and have a purge policy requirement.

E. Destruction

Once data is no longer needed and is not subject to retention
requirements it may enter the destruction phase of its life cycle.
Some organizations have data with a retention period “for
the life of the company” meaning that it will never enter the
destruction phase. On the other hand, some policies, including
those from government regulation, explicitly require business
records to be destroyed when no longer used nor requiring
retention. HIPAA Subpart D §164.504 requires organizations
to delete data at the end of a contract if there are no other
applicable retention requirements [8]. The Children’s Online
Privacy Protection Act states that personal information for
children can be retained “for only as long as is reasonably
necessary to fulfill the purpose for which the information was
collected” (Section 312.10 of [14]).

Google has been repeatedly fined for violating GDPR’s
“Right to be Forgotten” [24]. Google refused to delete cus-
tomer data at their request despite having no legal basis for
retaining the data. France, Sweden, and Belgium have all
imposed fines for violations of failing to delete requested data.

To fully comply with purging requirements, systems must
implement functionality that allows organizations to define
business records and policies, which will automatically be
enforced across active databases and backups [29]. This
functionality must implement some form of secure deletion
to render the required data permanently and irrecoverably
destroyed. If any data belonging to a business record requiring
purging is recoverable (whether the data exists in the active

Figure 2. The relationship between life cycle phases and
requirements.

database, underlying database pages recoverable using forensic
tools, or in a backup), the purge policy has not been properly
enforced, and the system would not be considered compliant.

V. OPEN PROBLEMS

The complexity caused by data policy requirements coming
from a variety of sources (each with their own changes in
requirements) means manually achieving compliance is an
extremely difficult task. Throughout this paper, we outlined
where in a data life cycle each type of compliance must be
implemented. Manually achieving compliance requires each
individual user to know which policies apply to which business
records for each purpose. Therefore, facilitating comprehen-
sive policy enforcement requires automated data policy com-
pliance tools. Regardless of policy type, legacy systems will
continue to be a difficult challenge. In this section, we discuss
the requirements for the three main areas of data compliance
and how they overlap with data life cycle phases.

Retention must be considered during each phase of the
data life cycle. On the other hand, purging and consent must
only be considered during some of the phases. For example,
destruction does not require user consent (although users
can request their records to be deleted, they cannot prevent
required record purging). Figure 2 provides an overview on
where each phase aligns to each governance requirement.

In practice, DBAs work with domain experts and legal
counsel to define business records and retention requirements
based on policies. Automated systems typically assume that
data curators can express business records as a query or as a
collection of files. The initial process of mapping the business
records and retention policies to database tuples will always be
a manual process; any automated system then will reference
these definitions to enforce policy compliance.

A. Retention

Retention compliance is achieved by maintaining all rel-
evant business records until some criteria (time or event)
has been met. This can be achieved by either 1) blocking
transactions which would delete or update protected data or 2)
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automatically archiving business records in a separate database
before deleting or updating data. Either solution requires
guaranteeing that update and delete operations automatically
cross-reference defined policies and retention criterion.

Databases do not currently offer functionality to enforce re-
tention and archival compliance. Currently, organizations build
ad-hoc solutions manually. If any data targeted by a delete or
update is protected by a policy, the automated system must
either archive the entire business record as-is before executing
the transaction [28] or block the transaction [3]. Systems must
automatically cross-reference defined business records and
retention requirements to archive data when deletes or updates
would violate retention requirements. Systems proposed by
Scope et al. [28] and Ataullah et al. [3] use triggers in
relational databases to enforce retention policies.

Lawsuits may impose sudden and critical retention require-
ments on various business records. Zubulake v. UBS Warburg
expanded on the precedent of organizations being required
to retain any applicable business records for the duration of
the case [34]. Organizations must be able to easily retain and
archive all applicable records.

As shown in Figure 2, retention must be considered at each
phase of the data life cycle. Retention must be immediately
mapped at creation, and must protect data across storage,
usage, archival, and destruction phases. If data prematurely
enters the destruction phase from any of the other phases when
retention is still required, compliance has been violated.

B. Consent

Regulations such as GDPR require user consent for certain
types of data processing. Because the same analyst may
process data for a variety of purposes, user-based permissions
do not satisfy consent requirements. Therefore, research must
implement automated filtering where business records require
consent for an input purpose.

Consent must defined at data creation (although customers
can revoke or give consent at any time). Additionally, this
consent must be applied during data usage depending on
whether consent is required. On the other hand, consent
policies do not have to be considered during storage, archival,
and destruction phases.

One common paradox are customers who demand that all
of their data is deleted and to not be contacted in the future.
Although the customer is revoking their consent to use their
data, the organization cannot delete all of the data without
risking contacting them in the future. Thus, organizations must
maintain some data on a do-not-contact list, as long as the data
maintained on this list is only referenced as a filter.

Although detailed usage requirements are beyond the scope
of this paper, we also must note that consent is defined
differently by different governing bodies. While some simply
require customers to be remain anonymous (but still allowing
their data to be used in aggregations), others do not allow
any customer data to be included without their permission.
Therefore, multiple independent solutions may be required to
satisfy the different definitions and requirements.

C. Purging

Purging requires that organizations irreversibly and irrecov-
erably destroy their data after some criteria has been met.
Database administrators must work with domain experts to
guarantee that these are mapped as to not conflict with
retention policies. If data is prematurely destroyed as the result
of a user input or automated policies, this does not violate
compliance (unless this violates retention).

Purging must remove data from both all backups (both
accessible and inaccessible) and from active storage. If data
is recoverable by forensic tools or by backup, compliance
has not been achieved. Because data requiring purging is
simultaneously stored in systems with data requiring retention,
simply destroying the physical storage would satisfy purging
compliance at the cost of retention compliance.

Multiple enhancements must be developed to achieve full
compliance. First, automated systems must automatically
delete all files or tuples in a database as necessary. Once the
files or tuples are deleted, they may still be recoverable via
forensic means. Therefore, the data must be deleted so that it
is no longer accessible to forensic tools. Finally, data must be
purged from all backups.

Reardon et al. [26] offered a comprehensive overview of
secure deletion, which both provides various approaches and
requirements for completely purging data from a storage
systems. In their paper, the authors defined three user-level
approaches to secure deletion: 1) execute a secure delete
feature on the physical medium 2) overwrite the data before
unlinking or 3) unlink the data to the OS and fill the empty
capacity of the physical device’s storage. For all three methods,
one requirement is the ability to directly interact with the
physical storage device. Therefore, these approaches are only
applicable for physically accessible databases (which may not
be possible for backups in storage).

Lenard et al. [21] provided an analysis on how long deleted
or updated data remains in underlying database pages, which
eventually leads to them being included in backups. Therefore,
to fully purge data from all storage, it is necessary to both
implement steps to remove the data from active storage as
well as backups. Scope et al. [29] proposed using a form of
cryptographic erasure to purge pertinent business records from
backups of relational databases.

D. Performance Considerations

Throughout this paper we outlined the requirements and
benefits of automated compliance. This automation does have
an associated performance cost. Research by Scope et al. [28]
and Ataullah et al. [3] performed experiments detailing the
runtime overhead of their additional retention protections.

Balancing performance with automated enforcement is a
difficult problem for future research. For example, financial
organizations are heavily motivated by system performance.
Automated trading system measure execution time in mil-
liseconds. These systems use speed for a competitive trading
advantage, but they are also subject to extreme regulations by
both the exchanges as well as major government bodies. For
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these industries, implementing automated compliance will re-
quire optimization to minimize impact on system performance.
For the necessary functionality enhancements to be widely
adopted, these enhancements must both guarantee compliance
and minimize system performance overhead.

VI. CONCLUSION

In this paper, we outlined the data life cycle model and the
steps that must be Incorporated into the process to facilitate
privacy compliance. Recognizing the data retention needs at
each phase of the data life cycle provides a framework for
where additional research must be prioritized to satisfy compli-
ance management requirements. Current storage solutions do
not have the necessary functionality to automatically enforce
data governance policies. Until the necessary functionality is
implemented, ad-hoc manual solutions will continue to risk
violating privacy regulation requirements. Privacy compliance
is only continuing to grow in importance; these issues must
be addressed to increase user privacy protections.
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Abstract—The goal of Domain Generation Algorithm (DGA)
detection is to recognize infections with bot malware and is
often done with help of Machine Learning approaches that
classify non-resolving Domain Name System (DNS) traffic and
are trained on possibly sensitive data. In parallel, the rise
of privacy research in the Machine Learning world leads to
privacy-preserving measures that are tightly coupled with a
deep learning model’s architecture or training routine, while
non deep learning approaches are commonly better suited for
the application of privacy-enhancing methods outside the actual
classification module. In this work, we aim to measure the privacy
capability of the feature extractor of feature-based DGA detector
FANCI (Feature-based Automated Nxdomain Classification and
Intelligence). Our goal is to assess whether a data-rich adversary
can learn an inverse mapping of FANCI’s feature extractor
and thereby reconstruct domain names from feature vectors.
Attack success would pose a privacy threat to sharing FANCI’s
feature representation, while the opposite would enable this
representation to be shared without privacy concerns. Using three
real-world data sets, we train a recurrent Machine Learning
model on the reconstruction task. Our approaches result in poor
reconstruction performance and we attempt to back our findings
with a mathematical review of the feature extraction process. We
thus reckon that sharing FANCI’s feature representation does not
constitute a considerable privacy leakage.

Keywords—Data privacy; Intrusion detection; Machine learn-
ing.

I. INTRODUCTION

Machine Learning (ML) has had great success in solving
advanced data-driven problems and its application also yields
great performance for solving the Domain Generation Algo-
rithm (DGA) classification problem. Instead of using static
IP-addresses or domain names, bots use DGAs to generate
pseudo-random domain names and then query the Domain
Name System (DNS) to obtain the IP address of their com-
mand and control server. The botnet herder knows the DGA
generation scheme and is therefore able to register a subset
of the generated domains, while the connection is now more
difficult for the defender to block. Most of the bot’s queries
result in non-existing domain (NXD) responses as only the
domain names that are registered in advance are resolved to
valid IP addresses. ML classifiers can be trained to separate
benign NXDs, e.g., caused by typos or misconfigured software,
from DGA generated domains. Thereby, DGA activities can be
detected even before bots receive instructions from the herder.

For reasons such as the availability, diversity, or size of
data, it is uncommon that ML models are trained solely on
a large data set obtained from a single source. On the other
hand, collecting or sharing sensitive data is a privacy-concern.
For ML-based DGA detection on NX traffic, the malicious
training samples are publicly sourced, e.g., obtained from
DGArchive [1], while samples of benign NXDs are often
locally collected and can contain privacy-sensitive information
as their disclosure may allow drawing conclusions about
sensitive activity on the network, e.g., usage of a particular
software or end-user browsing. Deep Learning (DL) is de-
signed to allow models to directly receive raw data as input
and therefore privacy-preserving measures are often coupled
with the training routine. Non-DL approaches are commonly
preceded by a feature extraction stage that performs a data
transformation with the goal of reducing size of the data
while increasing expressiveness by compressing data samples
to finite and fixed length vectors. Whether such transformation
can also yield a sufficiently abstract data representation able
to hide sensitive information is our main research focus.

In this work, we thus take a step back from the advances in
DL-based DGA detection and reconsider a simpler, feature-
based DGA detection approach and evaluate its practicabil-
ity towards privacy-preserving intelligence sharing: FANCI
(Feature-based Automated Nxdomain Classification and Intel-
ligence) [2] is the first feature-based classifier that achieves
significant performance in DGA detection while only consid-
ering few hand-crafted features. Complementing the research
on its classification performance [2], we investigate whether
FANCI’s public feature extractor is prone to malicious inver-
sion. More concretely, we ask whether knowledge of FANCI
features threatens the disclosure of the original domain names
as the latter could be reconstructable from features. If the
feature extraction process can be deemed inversion-resilient,
then this allows the risk-free publication of sensitive NX data
in the form of FANCI’s feature representation and would thus
enable to provide data-privacy in otherwise privacy-concerning
sharing tasks, e.g., (1) collaborative learning approaches in
which many parties join their data or (2) classification out-
sourcing in which DGA detection is offered as a service.

Our approaches exhibit poor reconstruction performance
even when provided with real-world data samples. Conse-
quently, we believe that FANCI’s feature extractor is hard to
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invert, which motivates low-risk publication of feature vector
sets for aforementioned sharing scenarios.

The work is structured as follows: Sections II & III elaborate
on relevant related work and preliminaries such as FANCI and
its feature extractor. Section IV gives a mathematical review
of the feature extraction process to assess the limitations of
any reconstruction approach. Then, these insights are used
to motivate the subsequent data-driven approach, detailed in
Section V & VI, in which a DL model is trained to learn a
reconstruction mapping based on three large real-world NX
data sets. These allow us to asses whether a reconstructor
trained on one data set may perform well on another data set at
test time. Results, quantified by a normalized edit distance, are
presented in Section VII followed by a discussion in Section
VIII. Finally, Section IX concludes the paper with an outlook
on future work.

II. RELATED WORK

We briefly give an overview of DGA detection methodolo-
gies and position ourselves in the research area of ML privacy.

A. DGA Detection

A variety of different DGA detection techniques have been
proposed in the past, which can broadly be divided into
context-less [2]–[6] and context-aware approaches [7]–[12].
Context-less approaches only use information that can be
extracted from a single domain name to determine whether
a domain name is benign or malicious while context-aware
approaches use additional contextual information to im-
prove classification performance. Previous studies suggest that
context-less approaches achieve state-of-the-art detection per-
formance while being less resource intensive and less privacy
invasive than context-aware approaches [2]–[4][6] .

The context-less approaches can further be divided into
feature-based classifiers such as random forests or support
vector machines (e.g., [2]), and feature-less classifiers such as
recurrent, convolutional, or residual neural networks [3][4][6].
The former group uses domain knowledge to extract hand-
crafted features from a single domain name prior to classifica-
tion. The latter group of approaches consists of DL classifiers
that learn to extract valuable features on their own, yet require
many training samples.

The main object under study is the context-less and feature-
based DGA detector FANCI [2] that comprises a feature ex-
tractor and implements a random forest classification module.

B. Privacy in Machine Learning

ML has become the main suspect of privacy research
investigating threats and defenses regarding models’ and train-
ing procedures’ natural information leakage of the consumed
sensitive training data (e.g., [13]–[18]). The attack class that
relates closest to our work is Model Inversion [14][19] which,
for a given model output, iteratively searches for the best
fit input candidate based on some likelihood maximization
scheme, e.g., by misusing loss and gradient of a neural network
model. In our work however, the object under study is not a

probability-outputting classifier, but rather just a data transfor-
mation module. While the general goal of our studied threat
and that of Model Inversion are aligned (finding a suitable
input for a given output), our work more closely matches the
terminology of [17]: There, the term reconstruction specifies
malicious inversions of the feature extraction stage with the
goal to map features back to raw training data samples.

III. PRELIMINARIES

This section briefly introduces FANCI’s feature extractor
and presents the concept of Sequence-to-Sequence learning,
which we leverage as reconstruction tool later in the study.

A. FANCI’S Feature extractor

We utilize the most recent open-source implementation of
FANCI’s feature extractor [20], which extracts 15 structural,
8 linguistic, and 22 statistical features from domain names
as listed in Table I. For some features, an according footnote
highlights that the implementation deviates from the defini-
tion in the original paper [2], e.g., contains_ipv4_addr

should also regard IPv6 addresses. The feature extraction
recognizes 39 unique characters (letters a-z, digits 0-9 and
special characters dot, hyphen and underscore). For our study,
we flatten the representation of the feature vector: Feature
number_of_subdomains is represented as a one-hot encoded
vector and clips the number of sub-domains at value 4.
Although it is in fact just one feature, we keep the represen-
tation via four values. Similarly, we also view each entry of
the one-, two-, and three-gram distribution vectors as single
feature. Thereby, our feature count differs slightly from the
one presented in the original work [2] and we end up with
45-component feature vectors.

As marked in Table I, many of FANCI’s features are
computed on the Dot-free public-Suffix-Free (DSF) part of
the domain which excludes both dot characters and the public
valid suffix, which is usually the Top-Level-Domain (TLD).
The validity of a suffix is determined by checking against a
predefined list that is included in the feature extractor.

For the rest of this work, we formally refer to the feature
extractor as a function E : S → F mapping domains from S
to the feature space F , where S is the set of strings over the
39-character alphabet with lengths up to 253.

B. Sequence-to-Sequence Learning

Sequence-to-Sequence learning (Seq2Seq) encompasses
encoder-decoder models that solve ML tasks related to map-
ping variable-length input sequences to variable-length output
sequences [21] [22] . Usually, both the encoder and decoder
of a Seq2Seq architecture utilize recurrent units to process
the variable-length sequences and work together as follows:
The encoder consumes and compresses the input sequence to
a fixed-length state while the decoder is trained to create the
target sequence from this state. A common use case is machine
language translation on token sequences (i.e., words or charac-
ters). To train the model, bounds of the output sequences must
be encoded in some fashion such that the token-wise decoding
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TABLE I
FEATURES EXTRACTED FOR FANCI

Feature Name Type Choices Normalized by
1 length integer 250 253

2-5 number of subdomainsa integer 1 1
6 subdomain lengths meana rational 250 length
7 contains wwwdot binary 2 1
8 has valid tld binary 2 1
9 one char subdomainsa binary 2 1

10 prefix repetition binary 2 1
11 contains tld as infixa binary 2 1
12 only digits subdomainsa binary 2 1
13 only hex subdomains ratioa rational 250+1 1
14 underscore ratioa rational 250+1 1
15 contains ipv4 addra,c binary 2 1
16 contains digitsa binary 2 1
17 vowel ratioa,b rational 250+1 1
18 digit ratioa,b rational 250+1 1
19 char diversitya,b,c rational 250 1
20 alphabet sizea,b integer 38 38
21 ratio of repeated charsa,b rational 38+1 1
22 consecutive consonant ratioa,b rational 250+1 1
23 consecutive digits ratioa,b rational 250+1 1

for n ∈ {1, 2, 3}:
24,31,38 n-grams stda,b rational 1 

features of
n-grams
are
normalized
by their
respective
max value


25,32,39 n-grams mediana,b rational 250
26,33,40 n-grams meana,b rational 1
27,34,41 n-grams mina,b integer 250+1
28,35,42 n-grams maxa,b integer 250
29,36,43 n-grams perc 25a,b rational 250
30,37,44 n-grams perc 75a,b rational 250

45 shannon entropya,b rational ≈ 194 log2(alphabet size)
aFeature ignores public suffix. bFeature ignores dots.
cDefinition of feature in implementation deviates from original paper.

process begins with a start marker and can be stopped once the
end marker is encountered or predicted. At test time a sequence
can be sampled from the decoder of a trained Seq2Seq model,
i.e., beginning with the start marker, the model iteratively
predicts the next character with the currently sampled prefix
as prior. This sampling technique is commonly referred to as
closed-loop, since the predicted characters are fed back into
the model at each step.

IV. A MATHEMATICAL REVIEW

Here we view the plain mathematical definition of the
feature extraction process as such and assess the invertability
of the process. The goal of inversion is to find a valid function
E−1 : F → S. Due to the feature extractor E : S → F
not being bijective, function E−1 can obviously only fulfill
E−1(E(s)) = s for samples s ∈ R of a certain subset R ⊂ S
for which we are concerned that it includes real-world NXDs.
Estimating E−1 by sampling a complete look-up table would
require iterating over all domains in S. In theory, the domain
space is of size |S| =

∑253
i=4 39

i ≈ 3.55 · 10402. Size of the
feature space F can be estimated based on the multiplication
of possible choices for each value in a feature vector (see
Table I). For this, we respect the specification’s maximum
domain length of 253 [23] and choose the minimum length
to be four. For the rational-valued features the number of
choices is determined by the size of the divisor or if the
divisor is another feature, then we view the number of choices
as the maximum possibilities for the dividend. Occasionally,
the dividend is allowed to be zero, which is denoted by a
“+1” in Table I. For the entropy feature we estimate the
average amount of distinct values it can accommodate. For
features that are dependent on others we view the amount of

choices as fixed, or “1” in Table I. Finally, we approximate that
|F | ≈ 2.71 ·1065. Consequently, the feature extraction process
performs a reduction of order of magnitude 1.311 · 10337, i.e.,
there may on average exist 10337 pre-images for each feature
vector. In the best case, where all pre-images are distributed
equally among all images, inversion would thus be impossible.

A. Inference of new Information

It is possible to infer new information about the original
domain sample s ∈ S via the combination of existing
features in f = E(s) and thereby more accurately capture
the number of possible pre-images. The information is new
in the sense that it is not previously held directly as a value
in f . Examples of inferable information are listed in Table II.
Further, Shannon entropy is computed as weighted sum of
character frequencies H =

∑n
i=1 freq(xi) · log(freq(xi))

with restrictions
∑n

i=1 xi = p1 and xi ∈ N≥1∀i ∈ {1, ..., n}.
The underlying character frequency distribution freq(·) over
n=alphabet_size unknown characters is uniquely deter-
mined based on p1 and entropy.

B. Limitations

Finding the unique solution for the discrete frequency
distribution that matches the entropy feature may require
enumerating all solution candidates. Due to the way the
entropy is calculated, the number of solution candidates is
given by the binomial coefficient

(
n−1
k−1
)
. It is further possible

to estimate the amount of unique digits (ud), vowels (uv) and
other characters (uo) by iterating over all valid allocations of
bins in the frequency distribution to one of the three groups
such that the sum of frequencies for each group’s bins matches
with the previously inferred total count (i.e., p4, p5 and p6).
There is not necessarily a unique solution to this.

With help of combinatorics we can specify a tighter bound
on the number of possible pre-images per feature vector f .
First, dsf-struct(f) captures the possibilities to structure the
DSF in (1): Given the inferred total occurrences of digits
(p4), vowels (p5) and others (p6), one can virtually choose
p4 character slots in the DSF of length p1 and similarly p5
slots of the remaining p1−p4. The final slots are for the third
group. Then, there are

(
p1−1
p2−1

)
possibilities to split the DSF

into p2 sub-domains by inserting the p2 − 1 separating dots.

TABLE II
NEW INFORMATION INFERABLE FROM OTHER FANCI FEATURES

ID New Information Inference Rule

p1 Length of the DSF p1 = alphabet_size
char_diversity

p2 Amount of sub-domains p2 = p1
subdomain_lengths_mean

p3 Length of the public suffix p3 = length− (p1 + p2)

p4 Total digit occurrences p4 = digit_ratio · p1
p5 Total vowel occurrences p5 = vowel_ratio · (p1 − p4)

p6 Occurrences other chars p6 = p1 − (p4 + p5)
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dsf-struct(f) =
(
p1
p4

)
·
(
p1 − p4

p5

)
·
(
p1 − 1

p2 − 1

)
(1)

Secondly, for a fixed valid setting of unique character counts
u = (ud, uv, uo) we can estimate the following: Possibilities
for digit occurrences in the DSF is determined by the choices
of an ud-large subset of all digits and all permutations of
each subset of length of the total occurrences of digits in the
DSF, i.e., p4. Same holds for unique count of vowels (uv &
p5) and others (uo & p6). Since there does not have to be
a unique solution for u, one needs to sum over the possible
choices for u. Similarly, we can thus capture the total amount
of possibilities for the DSF’s content by dsf-cont(f) in (2):

dsf-cont(f) =
∑
u

(
10

ud

)
·
(

5

uv

)
·
(
24

uo

)
·ud

p4 ·uv
p5 ·uo

p6 (2)

Finally, the public suffix list used by the feature extractor
fixes the amount of choices for the public suffix or TLD with
known length to tf and in total this results in (3), which more
reasonably models the number of possible pre-images.

pre-images(f) = tf · dsf-struct(f) · dsf-cont(f) (3)

However, the number of pre-images still remains signif-
icantly large and improving this manual reconstruction ap-
proach ultimately fails due to the lack of more linguistic in-
formation: Even if a frequency distribution can be determined,
then the allocation of characters to those frequencies remains
undetermined as that information is not held in the feature
vector itself. Clearly, the function is not bijective and it is
impossible to distinguish between equally likely pre-images.
Arguing, to which extent more useful information can be
extracted or whether a different manual approach would be
more beneficial is a complex matter, which is why we attempt
to let a DL model learn a reconstruction mapping based on
real-world data.

V. METHODOLOGY

In reality, neither the amount of valid pre-images is equally
distributed among all possible feature vectors nor are all pre-
images for one feature vector equally likely. In fact, real-world
examples for benign NXDs and their corresponding feature
vectors will only make up a small fraction of the respective
domain space S and feature space F : Besides that some
subspace of S (and thereby also a subspace of F ) is occupied
by the malicious samples, benign NXDs that result from
typographical errors may still exhibit linguistic characteristics
that are of low-entropy. For feature vectors, we argue that
there are semantically invalid combinations of features, e.g.,
alphabet_size = 1 while both vowel_ratio > 0 and
digit_ratio > 0. Subsequently, the feature extractor will
only act on a restriction of the mapping S → F in reality.

True pre-image distributions and domain-feature relations
are best captured by real-world NXD samples, and hence, we
leverage such data sets two-fold: (1) To train a DL model that

may learn the distribution of the sample data and (2) as ground
truth to assess the reconstruction capability of the trained
models. The rest of this section defines the methodology for
the experiment, and the evaluation of a DL reconstructor.

A. Attack Model

The context in which the following experiment is conducted
is defined by the following aspects: (1) We assume an adver-
sary that is interested in learning the real inputs to the FANCI
feature extractor E : S → F for a foreign feature set S′ ⊂ S
of a target, i.e., for any E(s) = f ∈ F , the adversary aims
to find a corresponding s′ ∈ S such that E(s′) = f holds
and some closeness s′ ≈ s is satisfied (Note, that finding just
any s′ ∈ S with E(s′) = f is trivial). (2) The adversary
is semi-honest, i.e., he reliably participates in any sharing
scenario through which he acquires the foreign feature set.
(3) The feature extractor is public knowledge. (4) We only
consider the disclosure of benign NXDs as privacy critical.
(5) We assume feature sets are shared in the clear, hence
no interaction with the target is required. (6) We allow the
adversary to be in possession of an arbitrary large data set
S′′ ⊂ S of benign NXDs that does not intersect with the
target’s data, i.e., S′′ ∩ S′ = ∅. (7) We do not restrict the
adversary’s computational power that he may apply to his own
data. Hence, we allow the adversary to train an ML model.

B. Reconstruction Quantification

We leverage existing members from the family of edit dis-
tances on the string space to compare pairs of original and re-
constructed samples. Due to the possible encounter of unequal
lengths, the only suitable candidates are the Levenshtein [24]
distance metric and its variant Damerau-Levenshtein, which
both compute a minimum-change distance via the number of
character edit operations (substitutions, insertions or deletions)
required to transform the one input string into the other. We
use the latter of both metrics which additionally considers
the transposition of adjacent characters as a single operation.
Further, we compute a normalized version for the metric by
dividing the resulting minimum-change-distance by the length
of the longest of both input strings. This division operation
invalidates none of the metric’s axioms. Note, however, that
the normalized metric is a ratio of edit-operations to string
length and which can be interpreted as a lower bound on the
percentage of misplaced characters in the longer input string.

Consequently, a metric value of zero indicates equality,
while dissimilarity grows in parallel to larger metric values.
Thereby, quantifying the closeness, as previously mentioned
in the attack model, becomes possible. Note that the choice
of any threshold ε > |s− s′| indicating attack success is sub-
jective, as the metric does not regard a semantic comparison.

C. Benign Data Sets

In the following, we briefly comment on the nature and
origin of the real-life benign NXD data we use, that are
sourced locally by distinct institutions in different countries.
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1) UniversityA: RWTH Aachen University in Germany
provided us with a record comprising approximately 26 mil-
lion unique NXDs recorded in the month of September 2019
by their central DNS resolver. This resolver handles academic
and administrative networks, the university hospital as well as
networks of student residences.

2) UniversityB: We obtained another data set comprising 8
million unique samples recorded between mid-May 2020 and
mid-June 2020 at Masaryk University that is located in the
Czech Republic.

3) Association: CESNET is a 27-member association of
Czech universities which develops and operates a national e-
infrastructure for science, research, and education, including
several university networks. We obtained a partial quantity of a
one-day recording on June 16th 2020 containing approximately
362k unique samples.

We use the complete record of the Association and draw a
random sub-sample in the size of the Association’s record from
each of the other two institutions’ records. Intersections with
one another and with malicious samples drawn from the open
source intelligence feed of DGArchive [1] (up until September
1st 2020) are removed from all records prior to sub-sampling.

D. Evaluation Setup

In the following experiment, we assess the reconstruction
performance of trained DL reconstruction models via the
above mentioned distance metrics. More concretely, we train
a DL model for each one of the benign data sources and
evaluate each of these models against all the data sources
including the one on which the individual model was trained
on. For each pair of training and evaluation sets we average
each metric’s scores over all samples. Thereby, we assess the
models’ capability to reconstruct domains from foreign feature
sets.

VI. DATA-DRIVEN RECONSTRUCTION

The following describes the training setup for the Seq2Seq
decoder which is trained on the task of domain sample recon-
struction (i.e., learning an inverse mapping E−1|R : F → S
on subset R) using an attack set of benign NXDs and their
corresponding feature vectors {(fi, si)}ni=0 ⊂ F × S. This
is a realistic scenario in any sharing use case where a party
receiving a feature set may also be in possession of an own
data set of benign NXDs. Basically, we assume that the feature
extractor is unknown to the model, and we let it learn the
inverse mapping without any domain-specific assistance.

A. Model Architecture

To reconstruct a variable-length domain sample from a
fixed-length feature vector, the decoder of a Seq2Seq model is
utilized. All models share the same architecture whose design
follows a related approach [22]. Beginning with two parallel
sequences of two dense layers with 200 units each, this leaves
opportunity for the model to manipulate the representation of
the input feature vector before the two outputs are used as
the initial states for the recurrent unit in the decoder. For the

recurrent unit, a single Long Short-Term Memory (LSTM)
layer with 200 units is used. Finally, the model ends with a
dense layer of size 42 and a softmax activation to output a
prediction vector over all relevant characters, which includes
the 39 recognized domain characters plus start, end and empty
markers used internally for the sequence encoding of domains.
In total, the architecture comprises 301,642 trainable weights.

B. Training Setup

For a good balance between training time and model perfor-
mance, we fix a batch size of 64 for our experiment. Models
are trained using the cross-entropy loss to penalize wrong
character predictions. Being unaware of any unbalance-bias, a
focal loss is used to dynamically down-weigh well-classified
samples in the cross-entropy loss during training [25].

Training data is prepared as follows: The test set is a random
20% split of the total data. Another random 5% split of the
remaining training data is used as validation set. All entries in
a FANCI feature vector are in some finite bounded range of
the non-negative rationals and are normalized to the range of
[0, 1] by dividing each entry by the upper bound of its value
range (see last column of Table I). Domain names are encoded
to character sequences with start and end markers.

Each model is allowed to train for at most 1000 epochs,
while the training data is shuffled after each epoch and training
is stopped early whenever 10 epochs without improvement
of the validation loss are exceeded. We follow the common
methodology to train a Seq2Seq model and thus employ
Teacher Forcing to train the decoder [26]. This essentially sets
the input of the decoder to the target sequence shifted by one
time step (open loop) instead of feeding the decoder’s outputs
of previous time steps back into the model (closed loop).

VII. RESULTS

For each domain in an evaluation set, we sample a recon-
structed domain from the trained reconstructor models using
the normalized feature vector of the original domain as initial
state input to the model. Averaged closed-loop reconstruction
performance for all combinations of trained models and eval-
uation sets are given on the left side of Table III.

A. Baseline Reconstruction Performance

Rows in Table III with a highlighted evaluation set show
the average Damerau-Levenshtein metric score for the case
that the evaluation data is equal to all the data used to train,
validate and test the model, and is to be interpreted as baseline
reconstruction performance of a trained model.

Although the models achieve a small training and test
loss, reconstruction performance is mediocre: For UniversityA,
UniversityB and the Association we measure that on average
respectively 47.85, 15.00 and 13.66 character edit operation
separate each original domain and its reconstruction. The
normalized version of the metric measures an average score for
UniversityA and UniversityB that is just larger than 0.5, i.e., on
average at least 50% of characters in each reconstruction are
misplaced. For the Association, we measure a slightly smaller
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TABLE III
CLOSED LOOP RECONSTRUCTION PERFORMANCE OF SEQ2SEQ RECONSTRUCTOR & FEATURE SPACE OVERLAP

Network Data Source Averaged Reconstruc-
tion Performance

Feature Space Overlap

Training Evaluation Dam-Leven. norm. #Unique FVa

(Training Data)
Training ∩
Evaluation

% of
Eval Data

#Unique FVa

(All Data)
% of

Total Data
UniversityA 47.85 0.51

288118
- -

3462

10.3UniversityA UniversityB 23.22 0.72 5789 32.9
Association 20.61 0.66 4809 12.1
UniversityA 72.94 0.75

182786
5789 11.5

30.7UniversityB UniversityB 15.00 0.53 - -
Association 18.61 0.61 12 985 41.8
UniversityA 62.07 0.67

169921
4809 24.6

22.9Association UniversityB 20.01 0.65 12 985 30.9
Association 13.66 0.46 - -

aFV = Feature Vectors.

average score of 0.45. It seems that the models’ baseline
reconstruction performance is similarly bad on all data sets.

B. Transferability

The remaining lines in Table III demonstrate the trained
models’ reconstruction performance on data from foreign
networks, i.e., exactly the scenario which we describe in our
attack model. In all cases the reconstruction error is higher
than in the baseline cases (score higher than 0.65) with the
worst performance (0.75) in the case where the model trained
on data from UniversityB is evaluated on that of UniversityA.

VIII. DISCUSSION

After re-consideration of the mathematical review of the
feature extractor, it is plausible that the overall reconstruction
performance is poor. After all, FANCI’s feature extractor con-
siders only very few features and thereby performs a compres-
sion of such extent which is tolerable for good classification
performance but hinders good reconstruction quality. In the
rest of this section we continue to argue about a quantifiable
proof that E is not injective when restricted to the subspace of
real-world benign NXDs and review the adversary’s theoretical
information gain for well-reconstructed domains.

A. Feature Space Overlap

We place our experiment in the scenario in which adversary
and target NXD data are disjunct. This does, however, not
imply that the sets of feature vectors of each respective data
set are also disjunct. Therefore, we also quantify the overlap
in feature space for the three data sets used in this study on
the right side of Table III. First, it is important to note that
although every data set contains approximately 362k unique
samples, the amount of unique feature vectors is significantly
lower which clearly indicates collisions in the feature space.
Secondly, for every combination of two distinct NXD data sets
we have an intersection of non-trivial size in the feature space,
e.g., 11.5% of UniversityB’s data intersects with UniversityA’s
and 41.8% of its data with that of the Association.

A large overlap in the feature space most certainly leads to a
degraded reconstruction performance, as for the same feature
vector the model may learn to reconstruct a domain different

from the one the adversary wants to sample at test time. The
worst-performing baseline and transferability reconstructions
(training data of UniversityB) coincides with the largest feature
space overlap w.r.t. all data sets (see Table III).

B. Top 10% Reconstructions

The adversary has no clear way of estimating the confidence
of a single reconstruction without ground truth unless he
conducts an own analysis of which type of domains are recon-
structed well using a second data set. Hence, we also discuss
what he could potentially learn from good reconstructions by
taking a closer look at the best 10% of all reconstructions for
the transferability cases: The average reconstruction perfor-
mance for the top 10% lies at 0.276. Further, approximately
45-55% of the top 10% performers are occupied by IPv4 and
IPv6 reverse DNS lookups and 20-35% by spam-related or
other DNS-related services, e.g., DNS blacklists.

We argue that the models perform so well in recon-
structing these types of domains with (1) these domains’
contents being well-structured, (2) sharing a large suf-
fix, and (3) standing out by containing a lot of nu-
merical characters. Hence, they occupy the sparse ar-
eas of the feature space around features such as a high
digit_ratio, low subdomains_lengths_mean or a True
value for features such as only_digits_subdomains

contains_ipv4_addr. Further, these NXDs do not neces-
sarily originate from user typos but rather from misconfigured
software. This would also better explain the high occurrence
of these types of domains in the data.

The question remains whether knowledge of reverse look-
ups and spam-services is privacy-sensitive information and we
claim the opposite. After all, these domains do not reveal any
information about end-user browsing or sensitive tooling usage
in the network from which the data was sourced.

IX. CONCLUSION AND FUTURE WORK

In this study we analyzed the data privacy capabilities of
the feature-based DGA detector FANCI. The main goal was
to answer whether feature vectors of FANCI disclose any
sensitive information about the original domain names. We
provide mathematical reasoning for the success likelihood
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for any best-case reconstruction attempt and demonstrate that
a manual approach of inferring sensitive information from
combination of features has its difficulties and most certainly
has its limitations: Reconstruction cannot be easily performed
on the basis of a single feature vector.

Therefore, we chose to emulate the logical approach a data-
rich adversary would take, namely training an ML model
to learn a reconstruction mapping. To provide significance
to our results, we make use of three large real-world NXD
sets fortunately made available to us. Finally, we find re-
construction performance of the trained models to be worse
than desired: On average at least half of all character from a
reconstructed domain are misplaced in the baseline cases. The
models only perform best on foreign network’s data for reverse
lookups and other not-sensitive NXDs likely originating from
misconfigured software. We find this to be the result of these
domains sharing a large portion of the higher-level domains
and occupying a special niche in the feature space.

Consequently, our experiment suggest that an ML model
aiding in the attack cannot reliably reconstruct NXDs from
foreign networks’ FANCI feature vectors which would be,
however, the main use case in an attack.

Due to its universality, our data-driven analysis approach
can be used in the future to perform a similar privacy analysis
on other feature extractors used for DGA detection. The
general concept of the data-driven analysis approach can also
be used for a privacy analysis of feature-based classifiers in
other ML use cases.
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Abstract—When ordering a penetration test, customers assume
that they will receive the same results regardless of who performs
the testing. Although well-known standards are commonly used
to ensure that results of penetration tests are consistent and
reproducible, these results vary widely depending on the chosen
service provider. To evaluate this, we had two penetration tests
carried out on the same IT environment by independent service
providers. While there was some overlap, the results show that
the human component has a profound impact on the outcome of
a penetration test.
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I. INTRODUCTION

As public reports of the German Federal Criminal Police
Office show, cybersecurity incidents are on the rise [1]. To
protect themselves, more and more companies have the secu-
rity of their IT systems and applications checked by security
experts. In order to identify security vulnerabilities in these
technologies, it is common practice to carry out penetration
tests [2]. In addition to the identification of threats, a pene-
tration test also includes a risk analysis of each vulnerability,
as well as remediation advice, which helps clients to address
the most critical issues first [3][4]. In order to provide the
best possible added value, as many security vulnerabilities as
possible should be identified, so they can be fixed by the client
to strengthen the company’s security posture.

This paper aims to show how much the quality of penetra-
tion tests varies depending on the tester. To show the variability
of outcome, two penetration tests are performed on the same
IT environment by two independent service providers. To
achieve the fairest comparison, the same general conditions
apply to both penetration testers. Thereafter, we evaluate how
much the results of the two penetration tests differ and what
influence the penetration testers have on them.

This paper is structured as follows: Section II provides some
background information on penetration testing. Section III
describes the experimental setup. The results will be presented
and discussed in Section IV. Section V contains our conclusion
as well as an outlook on further research opportunities.

II. BACKGROUND

The following section will be dedicated to the terminology
relevant to the paper. In addition to a definition of the
term ’Penetration testing’, it also includes commonly used
standards, as well as the skill set required of a penetration
tester.

A. Penetration testing

Penetration tests are used to check the security of applica-
tions, individual systems or entire networks by simulating an
attack by a hacker. The penetration tester uses the techniques
and tools of a hacker to uncover security vulnerabilities
in the IT environment under review. If possible, identified
vulnerabilities are exploited by the penetration tester to prove
their existence and investigate possible impacts to better assess
the threat potential of a vulnerability. Upon completion of
the penetration test, the customer receives a report listing
all vulnerabilities found, including a risk assessment and
recommendations for remediation. The aim is to find and fix
security vulnerabilities before a potential attacker can exploit
them [5]–[7].

B. Commonly used standards

While a hacker may only need a single vulnerability to
gain access, the penetration tester always tries to uncover
every possible vulnerability [8]. To ensure that no obvious
vulnerabilities are overlooked and results are reproducible, a
structured approach is required. Thus, most penetration testers
rely on well-known standard approaches when performing
penetration tests [9].

Several attempts have been made by governments and the
IT security community to standardize the penetration testing
process. Therefore, there is a wide choice of standards, each
with its own advantages and disadvantages. There is no
universal standard that is suitable for all types of penetration
tests. Government contracts often require compliance with
standards published by the respective national authorities, such
as the National Institute of Standards and Technology (NIST)
[5] in the US or the Federal Office for Information Security
(BSI) [6] in Germany. In addition, there are established stan-
dards, such as the Open Source Security Testing Methodology
Manual (OSSTMM) [10] or the Penetration Testing Execution
Standard (PTES) [11] that are maintained by the IT security
community.

Apart from the differing terminology, the process described
in each of the previously mentioned standards always has
a similar basic structure [7]. It can be divided into several
phases, which can be seen in Figure 1.

Some approaches such as BSI [6], PTES [11] or OSSTMM
[10] give actionable instructions on what checks to perform
in each phase. A more detailed look at these checks reveals
that these standards are primarily designed to investigate IT
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Figure 1. Penetration Testing Process

infrastructures [12]. When it comes to performing penetra-
tion testing for web applications, penetration testers typically
refer to the OWASP Web Security Testing Guide, which is
specifically tailored for this use case [2]. However, this is
almost exclusively limited to the technical aspects of web
application penetration tests, which is why some penetration
testers tend to combine it with one of the aforementioned
standards. In addition to such combinations, penetration testers
also frequently use their own individual approaches based on
the established standards [13][14].

The selection of an appropriate methodology is crucial for
the success of a penetration test, as it determines what should
be tested and how the penetration tester should proceed.
Since the commissioned penetration testers relied on the BSI
penetration testing model and the OWASP Web Security
Testing Guide, these will be described in a bit more detail
below:

a) BSI Penetration Testing Model: In 2003, the German
Federal Office for Information Security presented a penetra-
tion testing model, which divides penetration tests into the
following five phases [6]:

1) Preparation
2) Reconnaissance
3) Analyzing information and risks
4) Active intrusion attempts
5) Final analysis
Throughout the preparation phase, the objectives, scope

and further general conditions of the penetration test, like
time frame and target systems, are defined together with the
customer. In addition, a suitable penetration test is classified
and written approval is obtained from the client.

The reconnaissance phase is used to gather information on
the target. This includes performing ping and port scans, as
well as identifying operating systems and running services to
determine possible entry points for an attacker. The tests to
be performed are grouped into so-called I-modules. Suitable
modules are selected based on the classification made previ-
ously.

In the subsequent phase (’Analyzing information and risk’),
the previously gathered information is evaluated and potential
risks are identified by looking for software versions with
known vulnerabilities. In addition, the penetration tester man-
ually searches for common types of vulnerabilities to identify
new or more complex vulnerabilities within systems and
applications.

To verify the actual existence of vulnerabilities, attempts
are made to exploit them in the fourth phase. Through ex-
ploitation, the penetration tester aims to gain access to the
affected system or read out sensitive data, which may help
to escalate privileges or compromise additional systems. So-
called E-modules comprise the tests that are carried out during
this phase. E-modules, as well as I-modules, are based on the
test points of the OSSTMM.

In the last phase (”Final Analysis”), the findings of the pen-
etration test are reviewed and the resulting risks are assessed,
depending on which sensitive data could be viewed and which
systems could be accessed. Additionally, an action plan is
developed with recommendations that can assist in addressing
the identified vulnerabilities.

Each phase of the penetration testing process is documented
to ensure the reproducibility of the test results and
findings. Based on this progress log, a final report is
then prepared for the customer, which contains a list of all
identified vulnerabilities together with risk assessment and
recommendations.

b) OWASP Web Security Testing Guide: The Open Web
Application Security Project (OWASP) is a non-profit organi-
zation that aims to improve the security of web applications.
To achieve this goal, OWASP works closely with the IT secu-
rity community and provides valuable tools and information
through open-source projects [15][16].

One of these projects is the OWASP Web Security Testing
Guide, which was released in version 4.2 towards the end
of 2020. In addition to the OWASP Testing Framework for
developing secure web applications, this guide also includes
the Web Application Security Testing Methodology, which can
be used to perform web application penetration tests.

The Web Application Security Testing Methodology is
divided into a passive and an active phase. During the passive
phase, the penetration tester explores the web applications
from a user’s point of view and tries to gain an understanding
of the application’s functionality and features. Throughout
the active phase, the penetration tester performs the actual
tests. For this purpose, the OWASP Web Security Testing
Guide offers a comprehensive collection of test points, which
are distributed across a total of twelve categories covering
different areas of a web application [2]:

1) Information Gathering
2) Configuration and Deployment Management Testing
3) Identity Management Testing
4) Authentication Testing
5) Authorization Testing
6) Session Management Testing

66Copyright (c) IARIA, 2021.     ISBN:  978-1-61208-893-8

CYBER 2021 : The Sixth International Conference on Cyber-Technologies and Cyber-Systems

                           75 / 130



7) Input Validation Testing
8) Testing for Error Handling
9) Testing for Weak Cryptography

10) Business Logic Testing
11) Client-side Testing
12) API Testing

C. Penetration Testing Skill Sets

The selection of a suitable approach by itself is no guarantee
for a successful penetration test [17]. In order to maintain
adaptability to the customer’s needs and new types of tech-
nologies, standards should not be too restrictive [18][6]. While
a standardized approach can give guidance to the penetration
tester and point him in the right direction, at some point
the tester may need to deviate from this predefined path.
Thereafter, the testing is reliant on the abilities of the tester,
which can not be covered by a standard.

Several of the previously mentioned standards describe the
required skill sets to successfully perform penetration tests.
In order to find vulnerabilities in a system, the penetration
tester must understand how it works and how it can be abused.
This can require extensive technical knowledge. Furthermore,
performing penetration tests can have a negative impact on
the customer’s systems and networks. To prevent any damage,
they should only be carried out by people with experience in
IT security. According to BSI [6], penetration testers typically
need the following hard skills:

• Knowledge of system administration/operating systems
• Knowledge of TCP/IP and, if applicable, other network

protocols
• Knowledge of programming languages
• Knowledge of IT security products such as firewalls,

intrusion detection systems
• Knowledge of how to handle hacker tools and vulnera-

bility scanners
• Knowledge of applications/application systems

NIST [5] specifies similar technical know-how as a prereq-
uisite, however, BSI also names ’creativity’ as an essential soft
skill. According to BSI [6], the creativity of the penetration
tester is decisive for the success of the penetration test.
Often, breaking into a system is only possible through creative
combination of received information, discovered vulnerabili-
ties, along with known tools and methodologies. OWASP [2]
also claims that creativity allows for better results in finding
vulnerabilities than fully automated tools. Creative penetration
testers would therefore be expected to achieve better results
than penetration testers who rely solely on the results of their
tools [2][6].

According to OSSTMM [18], it is also important that a
standardized approach does not interfere with the creativity of
the penetration tester and thus negatively affects the quality of
the outcome. However, OSSTMM [10] and BSI [6] also agree
that creativity should not lead to unsystematic and untraceable
penetration testing. Although intuition allows creativity to be
applied to penetration testing, it can also lead to mistakes

when a penetration tester relies solely on intuition by skipping
checks that seem unnecessary [10].

Certificates usually serve as proof of a penetration tester’s
skills. There is a wide range of certification authorities that
offer IT security and, in particular, penetration testing cer-
tificates. To obtain such a certificate, participants must pass
an examination. Some of them are purely theoretical exams
that solely test knowledge and thus only assess hard skills.
However, others are more practical and require the successful
completion of a penetration test as an exam and thereby also
take into account soft skills [6][19].

III. APPROACH

A research project at Darmstadt University of Applied
Sciences called fast electronic identification (SEIN) aims to
provide an identification solution that enables fully automated
identity verification via the account holder’s online banking
credentials [20]. To perform this type of identification, several
web applications were implemented, which needed to be
analyzed for their security through a penetration test.

We took this opportunity to commission two independent
service providers to each conduct a penetration test of the
SEIN web applications. To make the results of both penetration
tests comparable, we made sure that the same conditions and
terms applied to both contractors.

Since the SEIN research funds were not intended for cyber-
security research, but only to ensure that required standards
such as ISO 27001 were met, the sample size was limited to
these two service providers. Both service providers are local
companies that have ties to the university through graduates
and lecturers. One provider was initially contracted to assist
with the implementation of an Information Security Man-
agement System (ISMS), and penetration testing was already
included in their proposal. The other service provider offered
a free initial penetration test as a promotional activity.

A. General conditions

Both contractors were given four days to perform the
penetration test, plus an additional day to create the final
report. In addition, both parties have been provided with the
same technical documentation, including a list of the systems
to be tested with short descriptions, and a sequence diagram
to illustrate the identification process. SEIN assured that no
changes have been made during the penetration tests, so that
the same conditions applied to both penetration tests.

The two service providers stated that the penetration tests
would be performed by certified professionals. Further, they
claimed that their methodologies are based on the BSI Pene-
tration Testing Model and the OWASP Web Security Testing
Guide.

The penetration tests were performed sequentially to ensure
that the penetration testers did not interfere with each other.
On completion of both penetration tests, the findings of the
two reports were reviewed and compared.
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B. Investigated web applications

Four web applications of the SEIN research project were
examined. These included a business portal, the business portal
API, a demo application, and the API of the SEIN backend
server.

• Business Portal
The Business Portal is a Javascript-based single-page
application that is connected to the Business Portal API.
Companies can register via the Business Portal to receive
an API key for the use of the SEIN Backend API.

• Business Portal API
The Business Portal API is based on Strapi, a headless
content management system. Strapi does not provide its
own web frontend, but solely provides a REST API that
allows content to be retrieved or edited. Using this API
the essential functions of the business portal are made
available.

• Demo Application
The demo application simulates a webshop where an
identity check of customers is performed via SEIN as
part of the ordering process. In the web store shopping
cart view, users are asked to enter their personal data.
The identification process then starts. For this purpose,
the demo application communicates as a client with the
SEIN backend via the API provided. After the verification
is completed, the results are displayed in the demo
application.

• SEIN Backend
The SEIN backend provides a REST API that can be
used to confirm a person’s identity. After a client, such
as the demo application, has sent the data to be verified
to the API, the user is asked to select a bank. In the
next step, the user logs into the selected bank’s online
banking portal and grants SEIN access to the account
holder’s personal data for verification purposes. The
SEIN backend then queries the required information and
performs a comparison with the previously provided data.
Finally, the result of this data comparison is sent back to
the client.

IV. RESULTS

The penetration testing reports of both service providers
were reviewed and the included findings were extracted. A
comparison of the aggregated results of both penetration tests
can be seen in Table I. The two right-hand columns indicate
whether the respective finding was listed in the corresponding
report of penetration test A or B.

Due to the fact that the contractors used similar approaches,
the results show some overlap. However, the direct comparison
illustrates that one service provider was able to identify
significantly more vulnerabilities, especially more with high
or medium criticality. Most of these are among the OWASP
Top 10, a collection of the ten most common and critical
vulnerabilities in web applications, which is maintained by
OWASP to create awareness for web application security. The

TABLE I
COMPARISON OF THE IDENTIFIED VULNERABILITIES

Vulnerability Risk P.T. A P.T. B

Stored Cross-Site-Scripting High 3 7

Error-handling enables denial
of service

High 3 7

Plain text transmission of au-
thentication data

High 3 3

Support for TLS 1.0 and TLS
1.1 and cryptographically weak
cipher suites

High 3 3

Use of outdated software Medium 3 3

Missing attributes in HTTP
headers

Medium 3 3

SSH service allows login by
password

Medium 3 7

Incomplete implementation of
two-factor authentication

Medium 3 7

Publicly available API docu-
mentation

Medium 3 7

Meaningful error messages al-
low user enumeration

Medium 3 3

Internal services exposed Medium 3 3

Bypass of the reverse proxy
possible

Medium 3 7

Use of self-signed certificates Medium 3 7

Missing access control Medium 3 7

Disclosure of software versions
and components

Medium 3 3

Long-lived access tokens Medium 3 3

No deactivation of access to-
kens after a user logout

Medium 3 7

Link to registration confirma-
tion contains valid access token

Medium 3 7

Disclosure of internal error
messages

Medium 3 3

Lack of rate limiting in the
APIs

Medium 3 7

Sensitive data in URLs of the
demo application and the back-
end API

Medium 3 7

Cross-Origin Resource Sharing
for any origin

Medium 3 7

SSH weak MAC algorithms Low 7 3

JSON Web Tokens use a sym-
metric algorithm for the signa-
ture

Info 3 7

Web server delivers default
files

Info 7 3

Responding to ICMP times-
tamp requests

Info 7 3

Responding to TCP timestamp
requests

Info 7 3
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document provides information about these vulnerabilities and
references other documents, such as specific OWASP Cheat
Sheets, that can assist in their investigation and remediation.

A closer look reveals that a large number of the vulnerabil-
ities, that have been overlooked by one of the contractors,
are actually covered by the OWASP Web Security Testing
Guide [2]. A variety of these are authentication and authoriza-
tion based vulnerabilities, which the OWASP Testing Guide
addresses in detail in the categories ’Identity Management
Testing’, ’Authentication Testing’ and ’Session Management
Testing’. Furthermore, the overlooked high-risk vulnerabili-
ties are covered by the chapters ’Input Validation Testing’
and ’Testing for Error Handling’ [2]. By fully applying the
OWASP Testing Guide and including the referenced Cheat
Sheets, these should have also been found by the second
service provider. Therefore, it is essential that the checks
described in the guide are carried out without exception. The
impact that skipping or forgetting individual checks can have
on the results of a penetration test can be seen in Figure 2.

High

4

Medium

18

Info
1

(a) Penetration Test A

High

2
Medium

7

Low
1

Info

3

(b) Penetration Test B

Figure 2. Overall vulnerabilities identified by the contractors

Further, the comparison also shows some vulnerabilities that
are not addressed by the OWASP Testing Guide. This indicates
that both penetration testers performed checks beyond the
OWASP Testing Guide as part of their individual approach.
This may be due to the fact that the OWASP Testing Guide
focuses primarily on the web application itself. Although the
chapter ’Configuration and Deployment Management Testing’
also covers the configuration of the webserver used, other
services that could run on the same system are not considered
here. Yet these could also be potential entry points for an
attacker, which is why they are also checked for obvious
vulnerabilities by some penetration testers. In that case, the
individual approach determines which checks are performed
beyond the OWASP Testing Guide to analyze these additional
services. Since the focus of a web application penetration test
lies on checking web applications, it must be decided where
the line is drawn to an external IT infrastructure penetration
test.

It appears that service provider B invested more effort into
performing these additional checks. This enabled them to
uncover a few minor misconfigurations, although they do not
add much value for the customer. This work might have been
better spent on processing the checks of the OWASP Testing
Guide.

V. CONCLUSION

Overlooking vulnerabilities has a direct impact on the qual-
ity of the penetration test and thus on the client’s security. To
prevent this, penetration testers usually rely on standards that
define which areas a penetration test should cover. However, a
standard is no guarantee for a successful penetration test. As
our studies have shown, the results of two penetration tests
conducted in the same environment under identical conditions
can still differ significantly despite the use of established
standards. The decisive factor here was the human component,
precisely the penetration testers themselves, as one of them
was able to find considerably more vulnerabilities and, above
all, more valuable ones in terms of risk.

As both were certified penetration testers, it is safe to
assume they have similar hard skills. However, it appears the
decisive factor was how they dealt with their creativity and
intuition. While it may enable penetration testers to archive
better results, it may also cause problems when they solely
rely on intuition and do not stick to the chosen approach. It
is important that all checks of this approach are performed
without exceptions.

Furthermore, it could be observed that the penetration testers
or their companies can add their own touch by using individual
approaches that are an extension of established standards.
This allows them to add value to the customer by performing
additional checks on top of the predefined ones. Still, it is
important not to lose focus on the actual objectives of the
penetration test.

Future research could further investigate the interaction
between hard skills and soft skills of penetration testers and
their impact on penetration tests results. A larger sample size
could provide insight into how often major discrepancies be-
tween penetration tests occur. This could also indicate whether
it makes sense to always have penetration tests performed
by several independent service providers in order to achieve
better coverage. In addition, individual penetration testing
approaches seem to be widely used but little researched.
Further research could compare individual approaches with
standardized ones in terms of their effectiveness. It could also
be investigated whether combinations of standards are useful
and which combinations work well together.
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Abstract—The growing number of connected devices and
massive data in the Internet of Things (IoT) cause information to
encounter different types of attacks. One solution to the security
problem of computationally intensive traditional cryptographic
algorithms for IoT environments is stronger lightweight cryp-
tography. This paper evaluates the security performance of re-
configurable lightweight block ciphers featuring round order and
internal parameter randomization. We evaluate these lightweight
block ciphers and compare their performance with that of
conventional lightweight block ciphers in terms of execution
time, energy consumption and throughput. The simulation results
of reconfigured-based lightweight block ciphers show significant
improvement in security performance with minor and negligible
changes in energy-throughput performances.

Index Terms—Security performance, Cybersecurity, Reconfig-
urable lightweight block ciphers, Round order randomization,
Internet of Things (IoT).

I. INTRODUCTION

Traditional cryptography algorithms have been designed for
a network of computers with high processing power [1]. These
algorithms are not suitable for communication devices with
low computational power or storage spaces [2]. Alternatively,
a new cryptography method called Lightweight Cryptography
as a subset of cryptography was introduced [3]. A strong
lightweight cryptography algorithm provides appropriate secu-
rity level for resource-constrained devices. There are several
categories in lightweight cryptography, including Lightweight
Block Cipher (LWBC), Lightweight Stream Cipher (LWSC),
and Lightweight Hash Function (LWHF) [4]. Block Ciphers
(BC) are used in resource-constrained end-devices because
they support keys and messages in varying sizes that can
be adaptively changed. Lightweight block ciphers are defined
based on the key size, block length, number of rounds, and
key schedule structure that are smaller and simpler than
conventional block ciphers.

Several types of LWBC have been proposed for IoT systems
[5]. Some of the proposed LWBCs for resource-constrained
devices have been derived from the optimization of con-

ventional block ciphers, such as Welch-Gong cryptography
(WG-8) [6] or Lighter algorithms from Advanced Encryption
Standard (AES), Rivest Cipher-5 (RC-5), eXtended Tiny En-
cryption Algorithm (XTEA), and Data Encryption Standard
(DES) [7]–[10]. In LWBC algorithms, smaller block/key sizes
are considered for faster processing and consuming less re-
sources. The PRESENT algorithm is provided with an 80-
bit key [11] and the TWINE algorithm is presented with
both 80-bit and 128-bit keys [12]. The number of rounds in
this type of cryptography should be limited to save time to
encrypt/decrypt the message. The Hummingbird [13] only has
4 rounds. A simple key schedule is used to produce subkeys
such as converting a 128-bit key to 32-bit subkeys in the TEA
block cipher by using a simple procedure [14]. Several LWBC
algorithms are introduced as Generalized lightweight Feistel
Network (GFN) categories for IoT systems such as PICCOLO,
TWINE, and CLEFIA, with a trade-off between security and
being lightweight [15] [16].

An attack on LWBC algorithms becomes more complicated
by adding reconfigurability features and randomizing key
parameters in their structures [17]. One way to do this is
to use a Random Number Generator (RNG) to improve the
security of the algorithm in exchange for small changes in the
computational complexity and the consumption of resources
and memory.

In this paper, we investigate the security performance of
PICCOLO, TWINE, and PRESENT lightweight block ciphers
via the round order randomization concept by using a pseudo-
random number generator. In the Reconfigurable Hardware
(RCH) method [18], only the order of the round keys in algo-
rithms was reconfigured. However, in our proposed method,
not only the order of the rounds is randomized, but also some
internal parameters are randomized in key scheduling and
data processing parts. For example, in PICCOLO algorithms,
besides the order of round keys, the constant values of each
round are also reconfigured separately. In fact, the initial table
of constant values is shuffled. Additionally, in the 128-bit
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master key, which is initially divided into 8 subkeys (16-
bit), randomization has been implemented. In this way, these
subkeys are randomly selected to produce whitening keys and
round keys. Even the number of rounds is reconfigured and
randomly selected (11 to 41 for PICCOLO128 and 11 to 30
for PICCOLO80). In the key scheduling section of the TWINE
algorithm, besides the order of rounds, the constant values
of each round and the S-box are reconfigured separately and
are randomly assigned to each round. In the data processing
section, the table of π[j] (Block indexes) values is randomized.
In PRESENT algorithms, randomization of round orders and
internal values such as S-box layer and P-layer is performed. In
addition, the 64-bit algorithm key is randomly selected from
the 80 or 128-bit master keys. In this algorithm, like PIC-
COLO, the number of rounds is considered variable between
(20 to 35) for both key sizes of the PRESENT algorithm. We
finally evaluate these round order and internal parameters of
reconfigurable-based lightweight block ciphers and compare
their performance with that of conventional lightweight block
ciphers in terms of execution time, energy consumption, and
throughput.

The paper is organized as follows. In Section II, we
describe the proposed reconfigurable algorithms. Section III
presents the performance analysis of LWBCs using round
order and internal parameters randomization. Cryptanalysis of
the randomized LWBCs is presented in Section IV. Finally,
we conclude the paper in Section V.

II. RECONFIGURABLE LWBC ALGORITHMS

Using a RNG, the number of rounds of the algorithm, key
scheduling part, and order of production of the round keys
can be randomized. In this way, the key schedule becomes a
pseudo-random function. If the algorithm is run successively
for specific key and plaintext, different ciphers are produced.
Therefore, a chosen-plaintext attack on the algorithm becomes
impossible.

The steps of the randomization process are as follows. At
first, a suitable range for the algorithm is defined and then
by using an RNG, the number of rounds in the algorithm is
determined. The randomization is also implemented in the key
scheduling part with the same value generated by the RNG.

In this research, we introduce new reconfigurable-based
algorithms for PICCOLO, TWINE, and PRESENT algorithms.
They are, respectively, presented as Algorithms 1,2, and 3 in
this paper. Algorithm 1 features different number of rounds
and different order of round keys. In addition, it has a different
key-table due to the randomizing order of master keys for
the key scheduling part in each implementation. The RNG
generates 30 and 41 random numbers for PICCOLO80 and
PICCOLO128, respectively, that are indicated by Random
parameter in the algorithm. Therefore, the value of fullround
of the algorithm is the same as Random parameter (30 and
41 for PICCOLO80 and PICCOLO128, respectively). In PIC-
COLO, each round has a constant value (con) that is computed
by the number of each round. Roundkeys are reconfigured
based on k and con, which are reconfigured based on n and

Algorithm 1: Proposed Reconfigurable PICCOLO128
Data: The master key kj 0 ≤ j < n, n = 8,
fullround = 41

Reconf (kj , n) / Reconfigure k based on n
Reconf (coni, fullround) / Reconfigure con based on
fullround

Reconf (Roundkeys, kj .coni) / Reconfigure Roundkeys
based on con and n
i← 0
for 0 ≤ i < fullround / Store Random Index do

Random← RNG(seed)
while i < n do

rndi← Random mod n
knew[i]← k[rndi] / Reconfigure k based on n

end
r ← Random mod fullround
newcon(2i, 2i+ 1)← con(2r, 2r + 1)
if i=n+1 / Reconfigure number of rounds then

rndround← r
if rndround < 10 then

rndround← rndround+ 13
if rndround mod 2 = 0 then

rndround← rndround+ 1
end

end
end

end
Roundkeys← keyschedule[coni, knew]
Gr = Enc.Roundkeysr

fullround, respectively. In addition, the whole algorithm is
randomized based on the number of rounds when the value of i
is equal to n+1. The number of rounds, order of round-keys,
and key-table of the key scheduling part were reconfigured
as shown in Algorithm 1. In this way, a temporary array is
produced to store the random number 0 through fullround
where fullround is the maximum value of PICCOLO rounds
number. If reconfigurable hardware is used to control random
values, randomization has minimal effect on the performance
of algorithms. The memory requirements will be reduced when
the hardware RNG creates random values. By using rndi,
the order of key masters will be randomized and stored in
a new table which is indicated by knew. The generated nth

random number is used to set the number of rounds in module
fullround. Finally, we encrypt in r rounds and with a new
table of master keys for the key scheduling section.

In the randomization of TWINE, both data processing and
key scheduling sections have been reconfigured by randomized
order of S-box as their internal elements. The order of a
permutation of block indexes, which are indicated by π[j] and
π−1[j] for encryption and decryption in the data processing
part, are randomized. In the key scheduling part, the order
of constant value and order of round keys, along with S-box,
are reconfigured. Because of the randomization of π[j], the
order of π−1[j] has changed. The RNG generates 36 random
numbers for both key sizes of algorithms. The order of S-box,
π[j] and coni were computed based on the number of rounds
in the randomization of the TWINE algorithm. The original
key is divided into 5 and 8 16-bit keys for TWINE80 and
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Algorithm 2: Proposed Reconfigurable TWINE128
Data: The master key kj 0 ≤ j < n, n = 8,
NbRound = 36

Reconf (kj , n) / Reconfigure k based on n
Reconf (coni, NbRound) / Reconfigure con based on
NbRound

Reconf ((π[j] & π−1[j], 16)) / Reconfigure π[j] and
π−1[j] based on 16

Reconf (S(x), 16) / Reconfigure S based on 16
Reconf (Roundkeys, kj .coni.S(x))
i← 0
for 0 ≤ i < NbRound / Store Random Index do

Random← RNG(seed)
while i < n do

rndi← Random mod n
knew[i]← k[rndi] / Reconfigure k based on n

end
r ← Random mod NbRound
newcon(i)← con(r)
while i < 16 / Reconfigure number of rounds do

rndi← Random mod 16
Snew[i]← S[rndi]
π[i]← π[rndi]
π−1[π[i]]← i

end
end
Roundkeys← keyschedule[newconi, knew, Si]
Enc← Encryption[Si, π[i]]
Dec← Decryption[Si, π

−1[i]]
Gr = Enc.Roundkeysr
G−1

r = Dec.Roundkeysr

TWINE128, respectively. As seen, an RNG is seeded with a
primary value in the randomizing path. A temporary array is
generated to store the random number 0 through NbRound
which is 36 in both the TWINE80 and TWINE128 algorithms.
By randomizing the con, k, and S, the order of round keys
has changed. The entire encryption and decryption process has
been reconfigured by randomizing the Si, π[j], and π−1[j].

Finally, for the PRESENT, some parameters have been
considered for reconfiguring the algorithm. Like PICCOLO
algorithm, PRESENT is reconfigured by randomizing the num-
ber of rounds (between 20 and 32). The S-box and P-layer have
also been randomized to reconfigure both the key scheduling
and data processing parts of the PRESENT algorithm. Another
change is in the selection of a 64-bit algorithm key from
an 80-bit or 128-bit master-key. In the original cipher, the
most significant 64 bits of the master-key are selected as the
algorithm key, while in the proposed method, the mentioned
key is obtained randomly from the 80-bit or 128-bit key.
The order of the round keys is also randomized. The RNG
generates 64 random numbers for the PRESENT algorithm
with both of the key sizes (80 and 128). Since S-box, P-
layer, and master key are reconfigured, the order of round
keys is reconfigured based on them and NbRound. The
computations of the parameters which are involved in the
algorithm randomization are indicated in Algorithm 3.

In our implementation, we use the STM32F401RE, which is
an STM32 (ARM Cortex M4) microcontroller. Its ARMv7E-

Algorithm 3: Proposed Reconfigurable PRESENT128
Data: The master key K128, Round Key rk Bits of

algorithm’s key ki 0 ≤ i < ksize, ksize = 64, Maximum
of NbRound is 32

Reconf (ki, ksize) / Reconfigure k based on ksize
Reconf (rk,NbRound, ki, Sbox, P layer) / Reconfigure
rk based on NbRound, ki, Sbox, and Player

Reconf (Sbox, 16) / Reconfigure Sbox based on 16
Reconf (Player, 64) / Reconfigure Player based on 64
i← 0
for 0 ≤ i < 64 / Store Random Index do

Random← RNG(seed)
if i=0 / Reconfigure number of rounds then

NbRound← Random mod 12 + 20
end
r ← Random mod 64
Player[i]← Player[r]
while i < NbRound do

r ← Random mod NbRound
rk[i]← rk[r]

end
while i < 16 do

r ← Random mod 16
Sbox[i]← Sbox[r]

end
end
rk ← keyschedule[ki, NbRound, Sbox, P layer]
Gr = Enc.rk

M architecture with 3 stage pipelining results in ideal average
Clocks Per Instruction (CPI) of 1.67 [19]. The performance
metrics parameters such as energy consumption, execution
time, memory efficiency, and throughput of the proposed algo-
rithms were analyzed for PICCOLO, TWINE, and PRESENT
with a pseudo-random number generator. For randomized PIC-
COLO, the number of rounds, order of subkeys, and constant
value of each round are reconfigured. The possible number
of rounds is 17 and 28 for PICCOLO80 and PICCOLO128,
respectively. In other words, the total possible combination for
PICCOLO80 and PICCOLO128, respectively, is 17×r!×con!
and 28×r!×con! where r! is the permutations of the subkeys
and con! is the permutations of each round’s constant values.
The order of internal keys, S-boxes, diffusion of round indexes,
and constant value of rounds are randomized in TWINE
algorithms implementation. The permutation of the internal
keys with n! (n=5 for TWINE80 and n=8 for TWINE128),
con! with NbRound!, S and π[j] with 16! has made the
entire possible combination of both TWINE algorithms, so
the permutation of algorithms is n! × NbRound! × 16!. The
proposed PRESENT algorithms have the same permutation for
both key sizes. The number of rounds, algorithm key, order of
round keys, S-box, and P-layer have 12, 64!, 32!, 16!, and 64!
possibilities. Therefore, the total permutation of the PRESENT
algorithms is 12× 64!× 32!× 16!× 64!.

III. PERFORMANCE ANALYSIS

In our analysis, we investigate execution time, memory con-
sumption, energy consumption, and throughput for PICCOLO,
TWINE, and PRESENT.
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(a)

(b)

(c)

Fig. 1. Comparison of the execution time of original ciphers, the RCH simula-
tions and the round order and internal parameters of algorithms randomization
based ciphers in terms of the 80-bit and 128-bit keys for (a) PICCOLO, (b)
TWINE and (c) PRESENT.

In Figure 1, a comparison is made between the execution
time of the original ciphers, the Reconfigurable Hardware
(RCH) [18], and the proposed block ciphers. We consider 80-
bit and 128-bit keys for PICCOLO, TWINE, and PRESENT
algorithms for these different cases. As seen for PICCOLO
with an 80-bit key, the differences in execution time between

(a)

(b)

(c)

Fig. 2. Comparison of the energy consumption of original ciphers with
the RCH method and the round order and internal parameters of algorithms
randomization based ciphers in terms of the 80-bit and 128-bit keys for (a)
PICCOLO, (b) TWINE and (c) PRESENT.

the original cipher and RCH for plaintext of 512, 1024, 2048,
and 3072 are 3.11%, 3.69%, 3.89%, and 4.02% while those
differences between our proposed ciphers and the original
cipher are 8.87%,9.64%, 10.06%, and 10.51%.

Furthermore, for 128-bit of PICCOLO the increases in time
for 512, 1024, 2048, 3072 bit plaintexts are 4.51% 4.63%,
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4.51%, and 4.70%, respectively, whereas the increases in time
for our method against the original cipher are 10.98%, 11.82%,
12.35%, and 12.48%. The results of the same comparison be-
tween the original ciphers and the RCH method for TWINE80
with plaintext 512, 1024, 2048 and 3072 are 26.35%, 26.39%,
26.38%, and 26.38% while the results for our methods are
27.05%, 27.10% ,27.10%, and 27.11% for the same plaintext.
For TWINE128 the rates of change from original cipher in
RCH mode for 512, 1024, 2048, and 3072 plaintexts are
24.81%, 24.82%, 24.83%, and 24.83%, in the meantime, those
measurements for our method are 25.53%, 25.55%, 25.56%,
and 25.57%. The similar results were obtained for PRESENT
algorithms. The differences in execution time for PRESENT80
and PRESENT128 are shown in Figure 1(c). It should be noted
that the differences between the proposed block ciphers and
the RCH method are similar to previous results between the
original ciphers and the RCH results.

One of the several approaches to compute energy consump-
tion is using the CPU’s operating voltage and the average
current dragged by each cycle, which can be as [20]:

E = I ×N × τ × V (1)

where, I , N , τ , and V are the average current, the number of
clock cycles, the clock period, and the voltage, respectively.
Figure 2 compares the energy consumption of PICCOLO,
TWINE, and PRESENT block ciphers. The supply voltage
and average current of Cortex-M4 microcontrollers are 3.6
V and 0.0155 A, respectively. Its operating frequency is 84
MHz. Since the voltage, average current, and clock period
are constant, the number of clock cycles for each encryption
round should be calculated and compared, which are provided
by Data Watchpoint and Trace (DWT) [15]. As can be
seen, the differences of average clock cycles of PICCOLO80
and PICCOLO128 between the original cipher and the RCH
method are 3.86% and 4.61%, respectively. On the other hand,
the increases of PICCOLO’s average clock cipher compared
with our round order and internal values randomization-based
ciphers are only 5.27% and 5.92%, respectively. In the same
way, the increases in average clock cycles for RCH are 26.38%
and 24.82% for TWINE80 and TWINE128, respectively. In
PRESENT80 and PRESENT128, the change rates of average
clock cycles for reconfigurable hardware (RCH) are 3.33% and
2.57%. In the meantime, those increment rates for our method
are 4.54% and 3.35%. The same increases are shown in our
results when compared with previous results. The amount of
processed data in a period of time can be measured by through-
put, which determines that lightweight block cipher has the
best performance in an IoT environment [15]. First, we divide
the number of cycles by the block size of each algorithm. The
total encryption cycles per bit for each algorithm is obtained
as [15]:

Encryption(cycles/bit) =
Numberofcycles

Blocksize
(2)

Since MCU operates under 84MHz, it can execute 84,000,000
cycles in each second. Therefore, the throughput of each block

Fig. 3. Throughput comparison of original ciphers, the RCH simulations and
the round order and internal parameters of algorithms randomization based
ciphers in terms of the 80-bit and 128-bit keys for PICCOLO, TWINE, and
PRESENT.

cipher can be expressed as follows [15]:

Throughput =
CPUspeed

Enc(cycles/bit)
(3)

In Figure 3, a comparison is made between the throughput
of original ciphers, the RCH simulations, and the round order
and internal parameters of algorithms randomization-based
ciphers in terms of the 80-bit and 128-bit keys for PICCOLO,
TWINE, and PRESENT. As can be seen, all throughput values
are close together for each cipher.

IV. CRYPTANALYSIS OF THE PROPOSED
RECONFIGURABLE LWBCS

Most security analysis has been considered for proposed
randomization algorithms against critical attacks such as the
differential attack, boomerang attack, and Meet In The Middle
attack (MITM). The differential attack is a chosen-plaintext
attack that analyzes how the difference of input evolves
through the several rounds of the cipher. To be exact, the
probability of observing the difference of output (δout) that
gives an input difference (δin) is as follows [21]:

Pr[f(x⊕ δin)⊕ f(x) = δout] (4)

In the following, a block cipher (E) reduced to t rounds will be
denoted by Et, as shown in Figure 4(a). As a result, Pr[δ0 →
δt] represents the probability of a differential δ0 → δt:

Pr[δ0 → δt] = PrX,K [Et
K(X)⊕ Et

K(X ⊕ δ0)] (5)

where PrX,K is the probability computed on all possible input
plaintext (X) and all possible keys (K). This probability can
be calculated as:

PrX,K [Et
K(X)⊕ Et

K(X ⊕ δ0)] = PrX,K [C ⊕ (C ⊕ δt)]
= PrX,K [δt]

(6)

For the proposed reconfigurable block ciphers, the second time
it will be a different block cipher with a different key after the
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(a)

(b)

Fig. 4. A differential on t rounds of (a) cipher E and (b) our round order and
internal parameters randomization based ciphers.

block cipher is run for r rounds. In this way, the probability
of all possible input plaintexts X and key K is as follows:

PrX,K [Et
K(X)⊕ E′K′ t(X ⊕ δ0)] = PrX,K [C ⊕ (C ′ ⊕ δt)]

6= PrX,K [δt]
(7)

The difference between outputs and inputs for block ci-
phers is depicted in Figure 4(b). The boomerang attack is a
chosen-plaintext and cipher text attack which maximizes the
probability of breakage by combining sets of four messages
of M0, M1, M2 and M3. This attack uses differentials like
a differential attack for examined algorithms [22] [23]. We
implement this method for one of the messages, the result is
the same for the other ones. Since the equation of probability
is not equal to the difference of messages (α), our method has
high safety against this attack as follows:

E−1(E(M0)⊕ δ)⊕ E′
−1

(E′(M0 ⊕ α)⊕ δ)

⇒ [M0 ⊕ E−1(δ)]⊕ [M0 ⊕ α⊕ E′
−1

(δ)]

⇒ E−1(δ)⊕ E′
−1

(δ)⊕ α 6= α

(8)

The newest method of attack for this category is the three-
subset Meet In The Middle (MITM) attack, which has good
results on lightweight block ciphers [24] [25]. In PICCOLO
algorithms, the number of rounds is considered variable.
Therefore PICCOLO80 and PICCOLO128 have 10 and 16
possible number of rounds. The MITM attacks have two
sides. The right side starts encryption operation partially from
the beginning and the left side performs decryption partly
from the ending. For PICCOLO algorithms, the right and left

sides equations are performed for each guess of the subkeys,
respectively, as follows:

v = λ1,i(p) = k1,i ⊕ CON1,i (9)

u = λ−1i+1,r(c) = ki+1,r ⊕ CONi+1,r (10)

where λi,j describes the operation of an r-round block cipher
encryption (from round i to round j) with a fixed key and
λi,j−1 describes the decryption in the same circumstances.
The key schedule and constant value of rounds are indicated
by ki,j and CONi,j . The computational complexity which is
indicated by ςcomp origind will be reduced with respect to the
MITM attack. In our algorithms, due to the randomization
of key scheduling part and constant value of rounds, the
computational complexity is increased. For 80-bit and 128-bit
keys, the complexity is computed as follows:

ςcompP80 = 10 × 5! × 30! × ςcomporiginal (11)

ςcompP128 = 16 × 8! × 41! × ςcomporiginal (12)

For TWINE algorithms, the right and left sides of the MITM
attack are performed for each guess of subkeys as follows:

v = λ1,i(p) = k1,i ⊕ S1,j ⊕ CON1,i ⊕ π1,j (13)

u = λ−1i+1,r(c) = ki+1,r ⊕ Si+1,r ⊕CONi+1,r ⊕ π−1i+1,r (14)

where ki,j , Si,j , CONi,j , πi,j and π−1i,j are key schedule, S-
box, constant value of rounds, and diffusion of block indexes
for encryption and decryption, respectively. In proposed algo-
rithms for TWINE, because of randomizing the key scheduling
part, S-box, constant value of rounds and diffusion of block
indexes for encryption or decryption, the computational com-
plexity is increased. For the proposed TWINE with 80 and
128 bits keys this can be calculated as:

ςcompT80 = 5! × 16! × 36! × 16! × ςcomporiginal (15)

ςcompT128 = 8! × 16! × 36! × 16! × ςcomporiginal (16)

The mentioned MITM equations for PRESENT algorithms are
as follows:

v = λ1,i(p) = k1,i ⊕ Sbox1,j ⊕ Player1,i (17)

u = λ−1i+1,r(c) = ki+1,r ⊕ Sboxj+1,r ⊕ Playeri+1,r (18)

where ki,j , Si,j , and P − layeri,j are key scheduling part,
S-box layer, and the P-layer. In the proposed randomization
algorithms for PRESENT, the increase in complexity for both
key sizes is the same and it is computed as follows:

ςcompPRESENT = 12× 64!× 32!× 16!× 64!× ςcomporiginal

(19)
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V. CONCLUSION

In this paper, the security performance of lightweight block
ciphers including the PICCOLO, TWINE, and PRESENT,
using randomization round order and internal parameters of
algorithms are presented for IoT environments. Our results
indicate that the proposed reconfigurable-based block ciphers
exhibit significant improvements in security performance with
minor and negligible changes in energy-throughput perfor-
mances. In other words, the round order and internal parame-
ters randomizations have minimal effect on the complexity of
the lightweight block ciphers, but they significantly decrease
an attacker’s ability to guess keys.
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Abstract—This research explored the need for enhancing the 

Enterprise Risk Management concept. Thus, delved into 

challenges and drawbacks to acknowledge levels of maturity. 

In addition, it studied the reasoning for a paradigm shift, 

which aggregates “GRC” (Governance, Risk and Compliance) 

under its umbrella to increase concept capabilities to not only 

align or comply but to foresee, adapt, and create future-

oriented risk strategies. Overall, the key findings from 15 

qualitative interviews indicated that Enterprise Risk 

Management maturity has yet to achieve its full potential. It 

was found that in practice Enterprise Risk Management no 

longer suffice to an organisation’s needs. Stakes and risk-

return have consequently become considerably higher and 

broader in scope so the need to orchestrate the disjointed risk 

functions is higher. Given the significant drawbacks identified, 

this article suggests a value proposition of integrating GRC 

into Enterprise Risk Management to increase organisational 

risk capabilities. The joint approach is suggested to reinforce 

the effects of Enterprise Risk Management, and last but not 

least, enable maturity of the concept.  

Keywords—Enterprise Risk Management, GRC, align, risk 

compliance, maturity. 

I. INTRODUCTION 

Given the increase in the number of organisational 
failures, previous studies have reported that managing risk 
has become essential for an organisation’s success [1][2]. 
Additionally, globalisation, uncertainties in the business 
environment, hyper-competition within industries, political 
risks, increased demand for compliance and governance, and 
heightened stakeholders’ expectations have articulated the 
necessity for strengthening a cross-dimensional risk function 
[2]-[4].  

Risks are continually evolving, and the ramifications of 
these changes have increased organisations’ interest in 
shifting from the traditional silo perspective that comes with 
conventional Risk Management (RM) towards the holistic 
approach of Enterprise Risk Management (ERM) in order to 
deal with risk in a more all-encompassing way [4]-[6].  
Intrinsically desirable, ERM has been recognised as an 
integrative risk oversight approach that helps organisations 
manage an extensive range of risks in a coordinated and 
comprehensive manner. Even though risk governance 
efficiency has been improved in recent years, attaining 

enterprise-wide risk governance remains a complex 
challenge for many scholars. ERM has a long history 
stemming from its capability to shift into aligning various 
organisational functions in a multi-strategy approach [7][8]. 
Likewise, successful ERM is driven by the alignment of risk 
oversight with strategic planning, respectively organisation 
strategy [5][8]-[10].  

ERM concentrates on ‘risk oversight’ value, articulating 
and embedding due diligence within an organisation’s 
strategy to establish a risk mindset across the organization 
[11]. Research on risk oversight has been growing, and there 
is clear evidence that the siloed practice of RM is being 
abandoned as an effect of the post-global financial crisis of 
2008 [12]-[14].  

Overall, the paradigm shift towards ERM supports a 
change in emphasis from tactical to strategic [1]. Moreover, 
the concept provides organisational effectiveness and 
preserves shareholder value on a continual basis [1][7]. The 
output of such a trend in recent years reinforces the value of 
a holistic approach delivered by ERM. Thus, this paper 
investigates the aptness of strategic planning and 
effectiveness of managerial risk control for improving 
resiliency, customised to an organisation’s specific needs and 
objectives rather than being a mere compliance burden or 
serving the tick-box approach. 

The benefits of ERM have been thoroughly discussed by 
many researchers [15]-[24]. However, questions regarding 
how mature/effective ERM implementation is, and how 
successful ERM has been in yielding its proactive 
capacity/maturity entirely, remain valid [9][10]. In spite of 
the ERM implementation, prior research has thoroughly 
investigated ERM adoption, implementation, and 
measurement. Nonetheless, little research has been 
conducted to show the limitations and challenges of ERM as 
encountered by organisations. A majority of prior researchers 
have failed to evaluate and identify ERM maturity, future 
direction, and potential solutions [21].  

Despite substantial theoretical legacy, ERM is still in a 
developmental stage in terms of alignment to an 
organisation’s strategic planning. Thus, several studies such 
as [6][8][9][14][24]-[26] have advocated a call for 
improvements in the designing and implementation 
processes due to a lack of strategic alignment, a lack of 
understanding of ERM benefits, an inappropriate 
understanding of risk, inadequate ways to report risks, an 
undeveloped risk culture, a lack of an ERM framework fit 
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with organisations’ needs, a lack of accurate and unbiased 
data on corporate risk management activities, a lack of a 
constantly updated and reliable risk control system, a lack of 
constant environmental scanning, a lack of compliance with 
numerous and changing regulations, and an inability to 
capture risks holistically. 

While ERM has been a growing field over recent years 
[14][27], studies concerning why ERM remains immature 
are few. Surprisingly, there are only a few articles (e.g., 
[7][9][28]) that, apart from identifying the limitations of 
ERM, also open a debate to discuss whether ERM is 
sufficient to support an organisation’s vision and mission. 
For instance, [28] emphasises that the main success factors in 
implementing ERM are human factors, clearer guidance, the 
proper definition of risk appetite, proper performance 
metrics, and adaptability to challenging environments [29]; 
all of which contribute towards beneficial risk governance 
practices [25][28]. Additionally, some potential solutions 
have been suggested by [30], focusing on communication, 
articulated objectives, and understanding of potential impact 
and probability in order to render risk governance 
optimisation and risk functions prioritisation [30]. Moreover, 
[8] discusses that setting up a reliable risk control system 
along with continuous environmental scanning helps for 
more effective ERM implementation [8]. Similarly, it has 
been argued by [10] that organisations’ competitive 
advantage is contingent upon having their risk management 
integrated with a robust risk control system. Indeed, 
organisations with reliable risk control systems are more able 
to deal with today’s uncertainties [10]. 

Consequently, this paper investigates challenges among 
ERM practices. Despite its effectiveness, ERM remains 
immature in implementation (e.g., repeatability, processes, 
effectiveness, sophistication) [31]-[33]. Additionally, the 
immaturity of ERM encourages an extension of its principles 
and broadens further to GRC that incorporates ERM 
principles under its umbrella [24][34] along with additional 
functions of ‘risk governance’. There is scarce evidence in 
terms of ERM and GRC similarities [32]. ERM maturity has 
previously been analysed through the lens of practicality and 
not much attention has been paid to the ERM paradigm’s 
maturity conceptually [3]. Most existing literature has been 
based on descriptive and prescriptive aspects of how and 
why implementation should be achieved [20][35]. Whether 
ERM is theoretically mature is a question addressed in this 
paper.  

Based on the points presented so far, this paper argues 
that understanding ERM’s current conceptual maturity helps 
authors to enrich further their theory and better understand 
the dynamic capability of the new school of thought 
regarding ‘risk control’, ‘risk oversight’, and ‘risk 
governance’, in other words, the industry trend towards 
GRC. This paper corroborates ERM’s drawbacks to justify 
the necessity of ERM maturity for assuring the fulfilment of 
organisation strategy and objectives [32]. In this regard, this 
paper aims to explore the challenges and drawbacks of ERM, 
consciously acknowledge current maturity as well as 
exploring the justification rationality for a paradigm shift 
towards GRC. In the next section, a thorough analysis of the 

research background is provided. We will then delve into the 
research methodology and research findings. Lastly, we will 
contextualize the research results and discuss their 
implication and future work. 

II. BACKGROUND 

ERM’s increased importance and popularity have ensued 
due to the Global Financial Crisis (GFC), 2008-2009, when 
organisations realised that business operations were 
becoming more complex and the number of risks in business 
markets were, and indeed still are, increasing.  

Moreover, numerous corporate fraud and financial 
scandals leading up to the GFC pressured institutional 
investors, rating agencies, legislators, and regulators into 
pushing organisations towards advancing their commitment 
to ERM and taking a more effective approach for dealing 
with risks that affect performance [3][4][8][36]. 
Accordingly, the catastrophes of the GFC have highlighted 
that silo RM needs to move towards a more holistic ERM 
[4][14][32]. The economic environment encounters rapid 
internal and external changes due to globalisation and 
increasing complexity of risks that can positively or 
negatively affect the achievement of an organisation’s 
strategic objectives [3][37]-[39]. The highly volatile post-
crisis period revealed the ineffectiveness of past RM 
approaches and proved that relying on a traditional approach 
of RM is no longer appropriate [3][8]. As a result, regulators, 
institutional investors, and rating agencies demanded 
organisations to evaluate their RM approaches and focus on 
more transparent and effective RM practices [8][30][40]. A 
more holistic approach of RM was encouraged to enhance 
effectiveness across organisations. Thus, over time, old 
practices of silo RM advanced to modern ERM practices, 
considered more accurate and multi-faceted [29]. Moreover, 
ERM has developed as an approach that incorporates 
existing strategies, resources, technology, and knowledge in 
order to evaluate and manage uncertainties that many 
organisations encounter [14][41][42]. The central focus of 
ERM is to identify, measure, mitigate, and manage risks that 
would otherwise hinder the achievement of organisational 
objectives [14][41][43]. 

Most researchers in the field agree that the 
implementation of ERM is driven by various determinants 
(i.e., internal and external, mandatory or discretionary) such 
as an organisation’s own willingness to improve its risk 
oversight, pressure from regulators, rating agencies and 
organisation executives, academic research, industry norms, 
stakeholders’ encouragement, technology shifts, and 
marketing competition [30][44][45]. Consequently, several 
studies have focused on the factors associated with effective 
ERM implementation. For instance, [15] proposes a 
framework of ERM and performance and reports that 
successful ERM implementation is conditioned by several 
internal and external factors such as business environment 
uncertainty, competition in the business area, organisation 
complexity, organisation size, and monitoring by senior 
managers and directors. The research presented in [46] in a 
financial firm that used S&P’s risk management rating found 
that having a reliable risk control system leads to effective 
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organisational risk management. Likewise, [47] emphasises 
that the organisations where their Chief Executive Officers 
(CEO) pay more attention to the importance of risk and have 
an inclination towards effective risk management are more 
likely to employ Chief Risk Officers (CRO) and develop 
appropriate risk governance. Nonetheless, [48] outline 
factors such as an organisation’s size, type of ownership, 
income and profitability, leverage, and CRO employment as 
significant determinants that influence effective ERM 
implementation. Similarly, [49] argues that CRO 
appointment is a prerequisite of effective ERM 
implementation.  

Although the concept of ERM has evolved significantly 
over recent years a review of existing subject literature 
reveals the ineffectiveness of current ERM practices in 
protecting enterprise value. Existing literature on ERM 
includes some studies that have focused on different 
dimensions of ERM. For instance, several research works, 
such as [14][38][47][50], explore the factors that lead 
organisations to decide to implement ERM. Others, such as 
[10][49][51], evaluate the approaches of ERM 
implementation. Moreover, researchers such as [3][8][15], 
[17][33][38][50] evaluate the effect of ERM implementation 
on organisations’ value. Most of these researchers agree that 
ERM is stuck at its development stage and moving forward 
from this stage to become the driving force of organisational 
value and effectiveness requires more research and 
understanding. In fact, though the importance of ERM and 
its strategic role in organisations’ objective achievement has 
been admitted by previous researchers, the question of how 
the implementation of ERM can yield to organisations’ 
sustainability and increased value, still needs more attention. 
For instance, research carried out by [4] found a positive 
relation between ERM adoption and organisational value 
through empirical investigation in 649 firms from 2004 to 
2013, however, in this investigation, ERM is mostly 
considered as a close internal control activity rather than a 
risk management practice.  

COSO [52], as one of the most common ERM practices, 
positions ERM in the context of strategy by emphasising that 
ERM needs to be “applied in [a] strategy setting” in order to 
“provide reasonable assurance regarding the achievement of 
entity objectives”. Indeed, COSO highlights that ERM needs 
to be integrated into organisations’ strategic initiatives [10]. 
Risks are changing continually, and this brings both 
challenges and opportunities for organisations regarding the 
achievement of their strategic objectives [53][54]. Therefore, 
a continuous risk oversight is required as an evolving process 
for a critical assessment to provide updated information 
regarding emerging risks that might be considered as 
opportunities or threats towards an organisation in 
accomplishing its strategic objectives and ultimate goals.  
Hence, the output of an organisation’s ERM process should 
be used as an input for its strategic planning [53][55]. 
Despite this view, survey-based studies show that focus on 
strategic risks in organisations’ ERM process has been 
narrow and limited. For instance, a study by Gates [44], 
which is now over a decade old, concludes that only 16% of 

organisations under investigation have aligned ERM and 
strategic planning. 

Moreover, [51] carried out a survey that concluded 36% 
of surveyed organisations do not have any process for 
monitoring and identifying strategic risks.  [51] have come to 
understand from a large sample of participants (who are 
seniors and executives) that ERM’s strategic role is more 
effective when an organisation has a risk management 
committee, regular risk management training, a centrally 
updated risk system, and link among risk management and 
executive compensation. Research done by [20] focuses on 
high-level participants working in financial reporting process 
of 11 organisations. Based on [2] findings, Chief Financial 
Officers (CFOs) and members of audit committees pay much 
more attention to strategic risk management than do auditors. 
It was concluded that this is due to responsibilities being 
taken by seniors and directors versus auditors. Much 
progress has been made in managing risk, however, 
intervention to date has only moderated the siloed and 
reactive practice of managing risks and draws fundamental 
criticism. In the same vein, previous literature indicated 
limitations. 

While adoption of ERM is an approach to lower risk or to 
exploit opportunities, practice shows that one does not 
always leverage the expected results (unfit for purpose) 
[24][49]. Henceforth, it is believed that currently, ERM does 
not suffice an organisation’s needs. Consequently, the stakes 
and risk-return have become considerably higher and broader 
in scope. Recent years have shown that organisations are 
more and more concerned about finding a catalyst for risk 
foresight, thus exerting higher pressure to create holistic risk 
governance to predict risks [56]. Attaining enterprise-wide 
risk governance is a complex issue requiring the alignment 
of multiple functions and ramifications of an organisation. 
The problem is that the relational mechanism that manages 
risks and aligns with the business is missing or is partially 
applied/decentralised, and thus the risk is managed reactively 
and randomly, and most often it omits to correlate all 
functions. 

Even though risk governance efficiency has been 
improved recently, in many financial organisations, the 
benefits derived from ERM are not fully gained. This 
represents a mismanagement of risk, a siloed approach, 
duplication of risk management outlay, misuse of resources, 
duplication of effort and time, and/or inefficient capital 
allocation. 

Indeed, it is concluded from literature that organisations 
acknowledge the importance of ERM alignment with 
business strategy. However, the implementation of this 
alignment has remained a challenge for senior managers. The 
factors and challenges of failure of this alignment have not 
been investigated in depth. Additionally, existing researchers 
do not provide ERM champions’ insight that can help to 
better understand the efforts required to be able to align 
ERM with strategy.  

Moreover, the immaturity of ERM has encouraged an 
extension and incorporation of its principles and GRC [24]. 
GRC compounds different disciplines (governance, risk and 
compliance), which were initially adopted to deal with IS/IT 
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management [57] and later evolved to ‘incorporate’ GRC. 
Perceived as an advancement of an organisation’s risk 
capability, with the aim of synchronising strategy, processes, 
technology, and people to enable organisations to function 
more efficiently [34][58]. GRC not only supports achieving 
an organisation’s objective, but also addresses uncertainty 
and integrity at a strategic level [26][59]. A lot of available 
evidence highlights that GRC is driven by principles of (G) 
‘directing, controlling and evaluating’, (R) ‘managing 
processes and resource’, and (C) ‘proving fulfilment of 
requirements’ [24][59][60]. 

Evidence shows that GRC emerged within industry 
practices because specific software systems were adopted. 
Besides, laws and guidelines such Sarbanes Oxley Act 
(SOX) and Basel II, among others, recommend adoption 
[61][62] and proliferation of systems vendors and thus 
innovation and propulsion of the domain. The term was 
initially proposed by PricewaterhouseCoopers in 2004 [61] 
as an automated solution. Moreover, frameworks such as 
OCEG Capability Model further promote GRC practices.  

The discussion above enables an understanding of risk 
practices evolution in terms of strategic approaches. 
Furthermore, Figure 1 compares the risk philosophy and the 
centrality of each approach towards risk mitigation and 
resiliency. 

 
 

Figure 1. Conceptual risk mitigation evolution 

 
As Figure 1 above illustrates, the approaches dealing 

with risks and threats have evolved in terms of practice. Both 
ERM and GRC disciplines are recognised within industry 
practices [63]. Even though ERM has been extensively 
researched both theoretically and empirically, GRC shows 
signs of being significantly adopted by practitioners [61], 
[64].  

Confusion in terms of what ERM and GRC can offer to 
organisations has been highlighted since early 2013 by the 
empirical findings of the Institute of Internal Auditors 
Research Foundation (IIARF) [63]. It has been found that 
60% of respondents perceive GRC as an umbrella for ERM, 
while the other 40% was unable to differentiate between the 
concepts. Referring to GRC as an umbrella function, Von 
[64] states that GRC sets the tone through its normative basis 
(rules, principles, conventions, roles). ERM applies the 
descriptive normative basis of GRC model in process and 
structure to address the mitigation response directly, 
cohesively, and holistically. In this regard, it explores why 
ERM encounter challenges and drawbacks in practice given 
that there is significant theory in place. This shall be done 

through the lens of interviews with ERM managers, 
discussed in Section 4, to complement the existing open 
debate found within literature and to explore ERM’s 
immaturity. 

III. METHODOLOGY 

The research approach is qualitative and aims to explore 
challenges and drawbacks of ERM, whilst exploring the 
paradigm shift towards GRC. 
      Evaluating prior research allowed the authors of this 
paper to create a list of main concepts relevant to the 
research questions. Exploration of the phenomenon was 
driven by the need to understand the current state of ERM, 
challenges of ERM and strategy alignment, and key factors 
for enterprise-wide implementation. Data was obtained from 
15 upper management individuals from UK small-medium 
enterprises organisations, who either were involved in the 
adoption or implementation process with ERM. Also, 
another important aspect in sample selection was the 
respondents’ years of experience. 
       The primary data was analyzed through Nvivo software 
and thematic analysis. 

IV. RESEARCH FINDINGS 

The research findings are grouped to respond to the three 
main questions below:  

 
(1) - What is the state of ERM and business strategy 
alignment? 
(2) - What are the challenges of ERM and strategy 
alignment?  
(3) - What are the organisational factors/initiatives critical 
for this alignment?   

 
The following subsections illustrate the key findings of 

the research. 

A. Maturity of ERM Alignment with Strategy 

The majority of the interviewed participants stated that 
their ERM alignment with strategic planning is limited and 
that ERM needs to be considered as a bigger part of an 
organisation’s strategic planning. Others agreed on the 
limitation of ERM alignment with strategy, but they 
mentioned signs of recent growth. 

Few participants stated that ERM is not properly aligned 
with strategic management as those in strategic planning 
sectors do not pay enough attention to insights provided by 
those in the ERM process even though they should. They 
stated that if organisations would like to achieve their 
ultimate objectives, they need to consider the result of ERM 
process in their strategic planning. Indeed, organisations 
need to employ the outcomes of their ERM process as input 
for their strategic planning. 

It was discussed by a few participants that different 
organisational departments mostly seek ERM when making 
decisions related to compliance matters. Indeed, the fact that 
ERM can support organisational strategic decisions and yield 
to value creation is admitted yet ignored in practice. Few 
others stated that ERM and strategy are still being dealt with 
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separately and in silos. Organisations’ seniors claim that they 
align ERM with strategic planning but in practice these two 
are not integrated and risks are managed in silos. This is 
because seniors do not know how to align ERM with the 
organisation’s strategy in practice.  Three participants 
mentioned that ERM was recently aligned in the process of 
strategic planning, and then the outcomes of ERM are 
considered in strategic planning in a way that risk reports 
written by ERM committee affect the strategic decisions of 
their organisation.  

 
Key Findings  

      Most of the participants discussed that, in theory, ERM is 
considered an important part of their organisation’s strategic 
planning, but alignment is not strong enough. In fact, 
organisations adopt ERM mostly to respond to policies 
insisted upon by regulators and rating agencies. It seems that 
senior managers also struggle to understand the concept of 
ERM and the benefits of ERM alignment with organisational 
strategies and to find appropriate techniques for effective 
ERM alignment within the context of business strategy in 
practice. In some organisations, ERM might be considered 
more as an initiative of compliance than strategy.   
 

 
 

Figure 2. ERM maturity 

 
      As shown in Figure 2, 38.46% of respondents consider 
that risk governance is evolved but, partially implemented 
across units/departments (3). 23.08% state that mature risk 
governance is embedded at an enterprise level (4). 19.23% of 
respondents define maturity as developed, but not yet applied 
enterprise-wide (2), whilst only 11.54% declared themselves 
to be robust (5). 
 
     The next section segregates findings into two paths, A) 
challenges of ERM and strategy alignment and B) critical 
factors in ERM and strategy alignment. 
 

A) Challenges of ERM and Strategy Alignment 

 

     While almost all the research participants agreed on the 

benefits of ERM implementation and its alignment with 

business strategy, most of them stated that their 

organisations are struggling with challenges associated with 

effective ERM implementation and its successful alignment 

with strategic planning. 

 

Senior Managers’ Support  

      Most of the interviewees considered the lack of senior 

managers’ proper understanding of ERM concepts and 

benefits as well as appropriate knowledge of right principles 

as two challenging issues.  

Interviewees stated that implementation and success of any 

new managerial process need strong backing of boards and 

senior managers. Nonetheless, they argued that their seniors 

do not support this alignment strongly enough due to poor 

understanding of ERM benefits and inadequate knowledge 

regarding approaches of ERM and strategy alignment.  

 

Organisation Culture 

      The existence of a silo risk mindset was also stated by 

the vast majority of participants as a challenge of this 

alignment. Interviewees discussed that though ERM is 

progressively finding its place in organisations, a silo 

mindset of risk management remains a challenge for 

effective ERM implementation in organisations. Participants 

argued that, if a new process or function is being applied in 

the organisation, that function’s culture also needs to be 

integrated along with the process itself. Seniors in many 

organisations still believe that risks are confidential and 

should not be communicated among different organisational 

layers because of security issues. 

Another cultural issue mentioned by few participants was 

that people who hold top-level responsibility for specific 

tasks do not normally like to share their weaknesses and 

seek help. One reason might be the fear of losing power and 

position if others realize that they are not able to solve the 

upcoming problems. 

 

Centralised Framework for ERM  

       Another issue discussed by one particular research 

participant was the lack of an appropriate, centralised and 

formal ERM approach that should be followed by 

organisations’ C suites. Moreover, other participants 

mentioned the lack of extensive training regarding the 

benefits of ERM implementation and its influence on the 

achievement of business objectives.  Interviewees discussed 

those organisations mostly take an informal approach to 

implement ERM, and they do not appoint a wide range of 

training on appropriate ERM implementation and the 

ultimate benefit it could yield. This prevents the 

effectiveness of ERM and hinders understanding of the 

necessity of ERM alignment with business strategy.   

 

Fit of ERM into Organisation Structure 

      It was discussed by the interviewees that choosing the 

right ERM process to effectively fit into an organisation’s 

current structure has been one of the challenges faced by 

ERM champions. They argued that when their organisations 

are called by regulators or rating agencies for ERM 
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adoption, senior managers just rush to respond as fast as  

possible. Many organisations adopt one of the common 

existing ERM approaches/standards without examining its 

applicability in that specific organisation’s structure. This 

leads to choosing and implementing a process used by other 

organisations without considering the difference in terms of 

many issues such as context, size, structure, etc. Indeed, it 

was believed by the participants that picking the right ERM 

process to fit an organisation’s situation is the foundation of 

its efficiency yet is often overlooked. 

 

Reluctance and Resistance to Change 

      The unwillingness to change in different business 

managerial sections was considered challenging by more 

than two-thirds of interviewees. Several interviews showed 

that top managers who are responsible for business strategic 

planning are not willing to let ERM oversight affect their 

process. ERM champions consider this process as strategic, 

but other initiatives view ERM as compliance-focused. This 

hinders the effective alignment of ERM and strategy. 

       Some others commented that sometimes managers are 

reluctant to accept and move towards change due to their 

weak understanding of new concepts. On the other hand, 

employees would not like to do more tasks than the ones 

they already do. This is because they do not consider 

themselves a part of the business and its success. 

Consequently, they prefer to apply minimum effort. 

 

Risk Centralisation 

      Lack of appropriate ERM structure along with reliable 

and unbiased risk data among entire organisations’ layers 

was another challenge mentioned by almost half of the 

participants. Interviewees argued that in order to have 

effective ERM implementation, organisations need to build 

a proper ERM committee that continually updates the 

system with reliable risks reports. Unfortunately, many 

organisations do not have a centralised risk system, which in 

turn makes it difficult to identify and manage organisational 

risks in time. It was evidenced that an accurate risk data 

system in an organisation is a crucial factor to understand 

the overall risk profile.  

       Participants further discussed that, for effective ERM 

and strategy alignment, organisations need to create (and 

continually update) a systematic list of key risk drivers 

identified by ERM processes based on the organisation’s 

strategic objectives. 

 

Real-world Alignment Guidance  

       A lack of practical guidance on how to align ERM and 

strategic planning was discussed by most of the participants. 

Indeed, several interviewees stated that having a practical 

guidance on how to align ERM process with their 

organisation strategic planning is a challenge and needs to 

be viewed accordingly. In fact, C suites need guidelines on 

how to shift from alignment theories (explored through 

several pieces of research) to practice. There is a need for a 

step-by-step implementation guide to enable the 

organisation to implement this alignment effectively.  

 

B) Critical Factors in ERM and Strategy Alignment 
After discussing the challenges of effective ERM 

alignment with strategy, research participants were asked to 
discuss the critical elements influencing the maturity of this 
alignment. A vast majority of interviewees considered strong 
support of senior management as a critical factor for 
effective ERM and strategy alignment. Almost all of the 
participants stated that if ERM does not receive strong 
support from senior managers, it becomes a risky process 
itself, losing its sustainability over time. This research 
revealed a lack of senior management involvement in 
organisations’ effective ERM development due to a poor 
understanding of ERM’s benefits pertaining to an 
organisation’s sustainability and lack of sufficient knowledge 
regarding the effective implementation of ERM. Senior 
managers of many organisations do not have the necessary 
knowledge of risk management. They might be able to take 
basic steps of ERM implementation through using available 
universal risk management frameworks/standards, however, 
when it comes to critical stages of the process, there is severe 
need for an expert team with related skills and experience 
appears.  

Therefore, in addition to the strong support needed from 
board directors, delegating a Chief Risk Officer (CRO) is 
also one of the most important factors of ERM and strategic 
alignment. The CRO is the most appropriate person and with 
relevant knowledge, skills, and experience to take 
responsibility of tackling these challenges; respectively, to 
execute, monitor, and ensure the effectiveness of 
organisational ERM process.  

Another critical factor identified by the research 
participants is their organisation’s culture.  It is recognised 
that ERM awareness has been increasing over the years. 
However, in practice, organisations are still following their 
old ways of dealing with organisational risks. In order to 
have successful ERM and effectively align it with business 
strategy, organisations need to change their risk management 
culture proactively. The findings suggest that alignment of 
all managerial functions shall ensure holistic and 
collaborative oversight across business units, avoiding silos, 
as well as understanding at the enterprise level which areas 
need improvements.  

Furthermore, participants considered ‘ERM Bases’ and 
‘Knowledge Management’ as critical factors for overcoming 
the lack of ERM structure and lack of systematic reliable risk 
data. Participants explained that to have a successful ERM 
implementation, organisations first require ‘ERM Bases’. 
This means developing organisational effective risk 
structures, policies and procedures, and a business continuity 
plan in order to enhance risk management capabilities. 
Secondly, it is necessary to have good ‘Knowledge 
Management’ to increase the understanding of businesses’ 
emerging risks and thus support organisations’ risk decision 
making. Other research works, such as [54][55][65]-[67], 
also demonstrate that ‘ERM Bases’ and ‘Knowledge 
Management’ are considered a strategic resource, increasing 
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the success and sustainability of organisational risk 
management. ‘ERM Base’ helps C suites to build robust 
ERM infrastructure, leading to advance risk oversight, risk 
identification, and risk mitigation. ‘Knowledge 
Management’ adds value to organisations by achieving 
positive outcomes through systematically coordinating 
organisations’ structure, people, technology, and the process. 
Individual’s judgement can fail to foresee and recognise 
emerging risks as uncertainty is created. Knowledge sharing 
has an important influence on avoiding emerging risks and 
enables C suites to recognise risks associated with their 
strategic business objectives.  

Literature has identified that much progress has been 
made in managing risk. However, intervention to date has 
only moderated the siloed and reactive practice of managing 
risk and draws fundamental criticism. Whilst it highlights the 
role of ERM, key benefits, and critical success factors, it 
continues to recommend a unified risk oversight. 
Nonetheless, within the applicability of ERM, the interview 
respondents stated that senior managers fail to understand 
ERM benefits. Nevertheless, literature also shows drawbacks 
in implementation (e.g., people expertise, training, culture, 
etc.), thus highlighting the rationale of practitioners that 
already adopt the GRC principles. Findings from both the 
empirical evidence (semi-structured interviews) and the 
literature review articulate that risk demands organisations to 
protect themselves proactively from greater risks. When 
GRC is adopted, the traditional ERM approach is integrated 
not only to ensure protection, but also to ensure performance 
and compliance assurance [59].  

This research explored how ERM is perceived and what 
renders adoption and implementation, both in theory and 
practice. Table 1 below summarizes key findings from 
interviews and demonstrates that ERM has strategic, cultural 
and technical implications. 

 
TABLE 1. SUMMARY OF KEY FINDINGS 

 
What is the state of ERM and 

business strategy alignment? 

Alignment is not strong enough 

What are the challenges of 

ERM and strategy 
alignment? 

Senior Managers’ Support 

Organisation Culture 
Centralised Framework for ERM 

Fit of ERM into Organisation 

Structure 
Reluctance and Resistance to Change 

Risk Centralisation 

Real-world Alignment Guidance 

What are the organisational 

factors/initiatives critical for 

this alignment?   

Strong support of senior management 

Delegating a chief risk officer (CRO) 

Organisation’s culture 
‘ERM Bases’ and ‘Knowledge 

Management’ 

Knowledge sharing 

 

       As emphasized above, the governance, management, 
and assurance functions of GRC seem not only appropriate, 
but also imperative for enhancing an organisation’ long-term 
resiliency and viability. 

V. CONCLUSION AND FUTURE WORK 

This paper demonstrates that ERM maturity has yet to 
achieve its maximum. It presents evidence on deviations and 
the way in which organisations align risk functions remains a 
current challenge. Risks are continually evolving and the 
interrelated ramifications are thus increasing. Therefore, this 
research presents convincing arguments and contributes to 
the understanding of why the value proposition of ERM was 
not achieved due to various impediments in implementation, 
such as senior managers’ support, organisational culture, 
centralised framework/ERM approaches and training, the 
appropriate fit of ERM into the organisation’s structure, 
reluctance and resistance to change, appropriate ERM 
structure, central reliable risk data system and practical 
alignment guidance. 

Additionally, this paper explores the ambiguity regarding 
ERM’s successful factors, as investigated through the 
literature review and semi-structured interviews. The 
findings suggest that ERM needs to be consciously 
acknowledged in terms of its current level of maturity 
because there is evidence that organisations struggle with 
challenges associated with effective ERM implementation. 
As a result, the integrated approach of ERM is insufficient in 
today’s business context. Therefore, in light of drawbacks 
regarding ERM implementation, the GRC paradigm is 
understood to cover an organisation’s needs more efficiently. 
Despite the substantial focus on ERM value proposition and 
control, the extended risk oversight of GRC challenges the 
effectiveness of the ERM school of thought. As an all-
encompassing strategic function, GRC plays a supervisory 
role (governance) that integrates both RM function and risk 
compliance function (audit). This undeniably better positions 
an organisation for ensuring improved performance, 
viability, and resiliency. 

In conclusion, this research contributes to academia and 
the industry by shedding a contemporary light on the current 
state of literature and practice while suggesting an update to 
the body of knowledge that incorporates the lens of ERM 
and GRC. As such, GRC can play an important role in 
addressing the issue and ensuring maximisation in achieving 
organisational strategy, vision, and mission as well as 
helping to reduce/prevent the deficiencies of siloed controls, 
thus strengthening an organisation’s security posture and 
building enterprise-wide risk resiliency and foresight of 
risks.  

However, despite such advancement, more research is 
needed to determine the practicality of the alignment of 
ERM with GRC as a solution for risk complexity and 
challenges encountered by organisations. 

REFERENCES 

[1] I. J. Dabari, S. F. Kwaji and M. Z. Ghazali, “Aligning 
Corporate Governance with Enterprise Risk Management 
Adoption in the Nigerian Deposit Money Banks”, Indian-
Pacific Journal of Accounting and Finance, 1(2), pp. 4-14, 
2017. 

[2] J. Cohen, G. Krishnamoorthy and A.Wright, “Enterprise risk 
management and the financial reporting process: The 
experiences of audit committee members, CFOs, and external 

84Copyright (c) IARIA, 2021.     ISBN:  978-1-61208-893-8

CYBER 2021 : The Sixth International Conference on Cyber-Technologies and Cyber-Systems

                           93 / 130



auditors”, Contemporary Accounting Research, 34(2), pp. 
1178-1209, 2017. 

[3] M. K. Shad, F. Lai, C. L. Fatt, J. J. Klemeš, and A. Bokhari, 
“Integrating sustainability reporting into enterprise risk 
management and its relationship with business performance: 
A conceptual framework”, Journal of Cleaner Production, 
2008, pp. 415-425, 2019. 

[4] J. R. Silva, A. F. D. Silva, and B. L. Chan, “Enterprise Risk 
Management and Firm Value: Evidence from Brazil”, 
Emerging Markets Finance and Trade, 55(3), pp. 687-703, 
2019. 

[5] A. Althonayan, J. Keith and A. Misiura, “Aligning enterprise 
risk management with business strategy and information 
systems”, in European, Mediterranean & Middle Eastern 
Conference on Information Systems 2011, Athens, Greece p. 
109-129, 2011. 

[6] G. Mensah and W. Gottwald, “Enterprise Risk Management: 
factors associated with effective implementation”, Risk 
Governance and Control: Financial Markets & Institutions, 
6(4), 2016. 

[7] M. Majdalawieh and J. Gammack, “An Integrated Approach 
to Enterprise Risk: Building a Multidimensional Risk 
Management Strategy for the Enterprise”, International 
Journal of Scientific Research and Innovative Technology, 
4(2), pp.95-114, 2017. 

[8] J. Sax and T. J. Andersen, “Making Risk Management 
Strategic: Integrating Enterprise Risk Management with 
Strategic Planning”, European Management Review, 2018. 

[9] T. R. Viscelli, D. R. Hermanson and M.S. Beasley, “The 
integration of ERM and strategy: implications for corporate 
governance”, American Accounting Association, 31 (2), pp. 
69-82. doi: 10.2308/acch-51692, 2017. 

[10] S. P. Saeidi, S. Sofian, M. Nilashi, and A Mardani, “The 
impact of enterprise risk management on competitive 
advantage by moderating role of information technology”, 
Computer Standards & Interfaces, 63, pp. 67-82, 2019. 

[11] N. Andrén and S. Lundqvist, “Incentive Based Dimensions of 
Enterprise Risk Management”, SSRN Electronic Journal, pp. 
1-48, 2017. 

[12] V. Stein and A. Wiedemann, “Risk governance: 
conceptualization, tasks, and research agenda”, Journal of 
Business Economics, 86(8), pp.813-836, 2016. 

[13] G. Mensah and W. Gottwald, Enterprise Risk Management: 
Effective Implementation, 2016. 

[14] J. Ogutu, M. R. Bennett and R. Olawoyin, “Closing the Gap: 
Between Traditional and Enterprise Risk Management 
Systems”, Professional Safety, 63(04), pp. 42-47, 2018. 

[15] L.A. Gordon, M. P. Loeb, and C. Tseng, “Enterprise risk 
management and firm performance: A contingency 
perspective”, Journal of Accounting and Public Policy, 28(4), 
pp. 301-327, 2009. 

[16] A. Fox and M. S. Epstein, “Why Is Enterprise Risk 
Management (ERM) Important for Preparedness?”, Risk and 
Insurance Management Society, 2010. 

[17] R. E. Hoyt and A. P. Liebenberg, “The value of enterprise risk 
management”, Journal of Risk and Insurance, 78(4), pp. 795-
822 2011. 

[18] J. DeLoach (2012) “Integrate the ERM Process With What 
Matters. Corporate Compliance Insights”.[Online]. Available: 
http://www.corporatecomplianceinsights.com/integrate-the-
erm-process-with-what-matters 

[19] J. DeLoach, (2013), “10 Questions You Should Ask About 
Risk Management. Corporate Compliance Insights”.[Online]. 
Available at: 
http://www.corporatecomplianceinsights.com/ten-questions-
you-should-ask-about-risk-management/ 

[20] J. L. Keith, ”Enterprise risk management: developing a 
strategic ERM alignment framework-Finance sector.” PhD 
diss.,  Brunel University London, 2014. 

[21] P. Bromiley,  M. McShane,  A. Nair and   E. Rustambekov, 
“Enterprise risk management:   review, critique, and   research   
directions”, Long   Range   Planning Journal, 48(4), pp. 265-
276. doi: 10.1016/j.lrp.2014.07.005, 2015. 

[22] C. Florio and G. Leoni, “Enterprise risk management and firm 
performance: The Italian case2, The British Accounting 
Review, 49(1), pp. 56-74, 2017. 

[23] M. Matin, “Alignment of ERM with performance 
management: the case study of automotive industry”. PhD 
diss., Brunel University London, 2017. 

[24] R. Agarwal and J.  Ansell, “Strategic Change in Enterprise 
Risk Management”, Strategic Change, 25(4), pp.427-439, 
2016. 

[25] American Institute of Certified Public Accountants (AICPA), 
“2017 the state of risk oversight: an overview of enterprise 
risk management practices”. [Online]. Available: 
http://www.aicpa.org/InterestAreas/BusinessIndustryAndGov
ernment/Resources/ERM/DownloadableDocuments/AICPA_
ERM_Research_Study_2017.pdf, 2017. 

[26] J. Ai, V. Bajtelsmit, and T. Wang, “The combined effect of 
enterprise risk management and diversification on property 
and casualty insurer performance”, Journal of Risk and 
Insurance, 85(2), pp. 513-543, 2018. 

[27] K. K. Alawattegama, “The Impact of Enterprise Risk 
Management on Firm Performance: Evidence from Sri 
Lankan Banking and Finance Industry”, International Journal 
of Business and Management, 13(1), pp. 225, 2017. 

[28] K. Dornberger, S. Oberlehner ans N. Zadrazil, “Challenges in 
implementing enterprise risk management”. ACRN Journal of 
Finance and Risk Perspectives, 3(3), pp. 1-14, 2014. 

[29] I. Jonek-Kowalska,  “Efficiency of Enterprise Risk 
Management (ERM) systems. Comparative analysis in the 
fuel sector and energy sector on the basis of Central-European 
companies listed on the Warsaw Stock Exchange”, Resources 
Policy, 62, pp.405-415, 2009. 

[30] F. Fraser and  B. Simkins, “The   challenges   of   and   
solutions   for   implementing enterprise   risk   management”, 
Business   Horizons, 59(6), pp.   689-698. doi: 
10.1016/j.bushor.2016.06.007, 2016. 

[31] M. Beasley, B. Branson, and B. Hancock, “Current State of 
Enterprise Risk Oversight and Market Perceptions of COSO’s 
ERM Framework”. [Online]. Available: 
https://www.coso.org/Documents/COSO-Survey-Report-
FULL-Web-R6-FINAL-for-WEB-POSTING-111710.pdf, 
2010. 

[32] D. Kerstin, O. Simone and Z. Nicole, “Challenges in 
implementing enterprise risk management”, ACRN Journal of 
Finance and Risk Perspectives, 3(3), pp. 1-14, 2014. 

[33] G. Aras, N. Tezcan, and O. K Furtuna, “Multidimensional 
comprehensive corporate sustainability performance 
evaluation model:  Evidence from an emerging market 
banking sector”, Journal of Cleaner Production, 185, pp. 600-
609, 2018. 

[34] R. Gupta, “Efficient operation of GRC processing platforms”, 
2008. 

[35] M. Matin, “Alignment of ERM with performance 
management: the case study of automotive industry”. PhD 
diss., Brunel University London, 2017. 

[36] S. A. Lundqvist, “Why firms implement risk governance – 
Stepping beyond traditional risk management to enterprise 
risk management”, Journal of Accounting and Public Policy, 
34(5), pp.441-466, 2015. 

85Copyright (c) IARIA, 2021.     ISBN:  978-1-61208-893-8

CYBER 2021 : The Sixth International Conference on Cyber-Technologies and Cyber-Systems

                           94 / 130



[37] A. Althonayan, J. Keith, and A. Misiura, “Aligning ERM with 
Corporate and Business Strategies”. Birmingham: British 
Academy of Management, 2011b. 

[38] M. S. Beasley, R. Clune and D. R. Hermanson, “Enterprise 
risk management: An empirical analysis of factors associated 
with the extent of implementation”, Journal of Accounting 
and Public Policy, 24(6), pp. 521-531, 2005. 

[39] İ. Kaya, “Perspectives on Internal Control and Enterprise Risk 
Management”, in Eurasian Business Perspectives. Springer, 
pp. 379-389, 2018. 

[40] T. Aven, Risk management and governance. Heidelberg: 
Springer, 2010. 

[41] M. A., Hofmann, “Interest in enterprise risk management is 
growing”, Business Insurance, 43(18), pp. 14-16, 2009. 

[42] P. Burnaby and S. Hass, “Ten steps to enterprise-wide risk 
management”, Corporate Governance: The international 
journal of business in society, 9(5), pp. 539-550, 2009. 

[43] S. Francis and T. Richards, “Why ERM matters and how to 
accelerate progress”, Risk Management,  pp. 28, 2007. 

[44] S. Gates, “Incorporating strategic risk into enterprise risk 
management: a survey of current corporate practice”, Journal 
of Applied Corporate Finance, 18(4), pp. 81-90. doi: 
10.1111/j.1745-6622.2006.00114.x, 2006. 

[45] P. Bromiley,  M. McShane,  A. Nair and   E. Rustambekov, 
“Enterprise risk management:   review, critique, and   research   
directions”, Long   Range   Planning Journal, 48(4), pp. 265-
276. doi: 10.1016/j.lrp.2014.07.005, 2015. 

[46] M. K. McShane, A Nair, and E. Rustambekov, “Does 
enterprise risk management increase firm value?”, Journal of 
Accounting, Auditing and Finance, 26(4), pp. 641–658. doi: 
10.1177/0148558x11409160, 2011. 

[47] D. Pagach and R. Warr, “The characteristics of firms that hire 
chief risk officers”, The Journal of Risk and Insurance, 78(1), 
pp.185-211, 2011. 

[48] A. R. Razali, A. S. Yazid, and I. M. Tahir, “The determinants 
of enterprise risk management (ERM) practices in Malaysian 
public listed companies”, Journal of Social and Development 
Sciences, 1(5), pp. 202-207, 2011. 

[49] J. Ai, P.L. Brockett and T. Wang, “Optimal enterprise risk 
management and decision making with shared and dependent 
risks”, Journal of Risk and Insurance, 84(4), pp. 1127-1169, 
2017. 

[50] R. Baxter, J. C. Bedard, R. Hoitash, and A.Yezegel, 
“Enterprise risk management program quality: Determinants, 
value relevance, and the financial crisis”, Contemporary 
Accounting Research, 30(4), pp. 1264-1295, 2013. 

[51] M. Beasley, B. Branson, and D. Pagach, “An analysis of the 
maturity and strategic impact of investments in ERM”, 
Journal of Accounting and Public Policy, 34 (1), pp. 219-243, 
2015. 

[52] Committee on National Security Systems, Enterprise Risk 
Management (COSO)—Integrated Framework 
92014).[Online].Available: 
https://www.coso.org/documents/coso-erm-executive-
summary.pdf 

[53] T. R. Viscelli, D. R. Hermanson, and M.S. Beasley, “The 
integration of ERM and strategy: implications for corporate 
governance”, American Accounting Association, 31 (2), pp. 
69-82. doi: 10.2308/acch-51692, 2017. 

[54] N. Manab, S. Othman and I. Kassim, “Enterprise-wide risk 
management best practices: The critical success factors”, 
2012. 

[55] N. Manab and N. Aziz, “Integrating knowledge management 
in sustainability risk management practices for company 
survival”, Management Science Letters, 9(4), pp. 585-594, 
2019. 

[56] B. L. Handoko, I. E. Riantono and E. Gani, “Importance and 
Benefit of Application of Governance Risk and Compliance 
Principle”, Systematic Reviews in Pharmacy, 11(9), pp.510-
513, 2020. 

[57] N. Mayer and D. De Smet, “Systematic Literature Review and 
ISO Standards analysis to Integrate IT Governance and 
Security Risk Management”, International Journal for 
Infonomics, 10(1), pp.1255-1263, 2017. 

[58] N. Racz, E. Weippl, and A. Seufert, “A frame of reference for 
research of integrated governance, risk and compliance 
(GRC)”. In IFIP International Conference on 
Communications and Multimedia Security (pp. 106-117). 
Springer, Berlin, Heidelberg, 2010. 

[59] Open Compliance and Ethics Group (OCEG) “GRC 
capability model: version 3.0”. [Online].Available: 
https://go.oceg.org/grc-capability-model-red-book, 2013. 

[60] K. Oliveira, M. Méxas, M. Meiriño and G. Drumond, 
“Critical success factors associated with the implementation 
of enterprise risk management”, Journal of Risk Research, 
pp.1-16, 2018. 

[61] A. Papazafeiropoulou and K. Spanaki, “Understanding 
governance, risk and compliance information systems (GRC 
IS): The experts view”, Information Systems Frontiers, 18(6), 
pp.1251-1263, 2015. 

[62] G. Miller, The Law of Governance, Risk Management, and 
Compliance.New York: Wolters Kluwer, 2017.  

[63] The Institute of Internal Auditors Research Foundation 
(IIARF) “Contrasting GRC and ERM: perceptions and 
practices among internal auditors”, 2013. 

[64] M. van Asselt and  O. Renn “Risk governance”, Journal of 
Risk Research, 14(4), 431-449, doi: 
10.1080/13669877.2011.553730, 2011. 

[65] P. Massingham, “Knowledge risk management: a 
framework”, Journal of knowledge management, 14(3), pp. 
464-485, 2010. 

[66] A. Mikes and R. S. Kaplan, “When one size doesn't fit all: 
Evolving directions in the research and practice of enterprise 
risk management”, Journal of Applied Corporate Finance, 
27(1), pp. 37-40, 2015. 

[67] T. Palermo, M. Power and S. Ashby, “Navigating institutional 
complexity: The production of risk culture in the financial 
sector”, Journal of Management Studies, 54(2), pp. 154-181, 
2017. 

 

86Copyright (c) IARIA, 2021.     ISBN:  978-1-61208-893-8

CYBER 2021 : The Sixth International Conference on Cyber-Technologies and Cyber-Systems

                           95 / 130



A High-Performance Solution for Data Security
and Traceability in Civil Production and Value

Networks through Blockchain
Erik Neumann

Faculty Applied Computer Sciences and Biosciences
University of Applied Sciences Mittweida

Mittweida, Germany
e-mail: neumann3@hs-mittweida.de

Kilian Armin Nölscher
Department Digitalization in Production

Fraunhofer IWU
Chemnitz, Germany

e-mail: kilian.noelscher@iwu.fraunhofer.de

Gordon Lemme
Department Digital Production Twin

Fraunhofer IWU
Dresden, Germany

e-mail: gordon.lemme@iwu.fraunhofer.de

Adrian Singer
Department Digitalization in Production

Fraunhofer IWU
Chemnitz, Germany

e-mail: adrian.singer@iwu.fraunhofer.de

Abstract—This paper presents a blockchain-based solution for
secure distribution of product, process and machine data across
value networks. The data is stored in a high-performance private
blockchain, which is a self-development as part of the federal
funded project “safe-UR-chain”. The infrastructure is secured
by design through distributed ledger with a selectable consensus
mechanism. In addition to the architectural overview of the
concept, a system evaluation follows based on machine tool data.

Keywords—Private Blockchain; Data Security; Traceability;
Value Chain.

I. INTRODUCTION

Both, vertical and horizontal value chains have been in-
creasingly threatened by cybercrime, sabotage and industrial
espionage in recent years. The German Federal Criminal
Police Office identified a total of 82,649 cases of cybercrime in
the narrower sense (+80.5% compared to the previous year)
in Germany. Studies by the digital association Bitkom and
the Federal Office for the Protection of the Constitution (BfV)
estimate an annual damage of 55 billion Euros for the German
economy due to cybercrime, its consequences and defense
measures. Of around 1,000 companies surveyed in Germany,
53% said they had been affected by cybercrime in the last two
years, with the proportion of affected companies increasing
steadily with company size (60% for 500+ employees) [1].
The origin of these crimes ranges from own or former em-
ployees, competitors to organized crime. Due to the general
drive towards digitalization, this trend will continue in the
future, posing an enormous threat to the civil infrastructure.
As a countermeasure to this development, simply improving
IT security step by step, e.g., by “hardening” software, is
not enough. The project “safe-UR-chain” [2] researches new
solutions for the described challenges.

A. Motivation

The basic protection objectives for digital communication
include confidentiality, integrity, and availability [3]. There
are numerous approaches to guaranteeing these, but in the
past it has not been possible to implement these objectives
with appropriate solutions in such a holistic way that they
are applied across the board in operational practice. Com-
munication between networked systems can be protected,
e.g., by means of “end-to-end encryption”. Production-specific
data can also be encrypted to ensure confidentiality. This
already poses an increasing dilemma when it comes to design-
ing data-transparent value creation networks across company
boundaries. Companies, especially Small and Medium-sized
Enterprises (SMEs), are also increasingly having to make use
of cloud solutions to maintain availability, as these guarantee
high availability, which would only be possible as an in-
house solution with cost-intensive effort. This service provided
by third-party providers is in competition with real-time re-
quirements and confidentiality aspects. What is not taken into
account here is data integrity, i.e., ensuring that stored data is
correct. This goes hand in hand with a less strong protection
goal of so-called non-repudiation (bindingness). Here, it is
important to design communications in such a way that they
are indisputable to a third party in retrospect.

This means that value networks consisting of production
and logistics lack a practical, encrypted, traceable and tamper-
proof solution for storing production-related data. Currently,
production-relevant data is stored by various network nodes in
a central database. Due to the already high and increasingly
growing data density in the manufacturing industry, with
simultaneous necessary data distribution and conditional data
disclosure in distributed value chains, this approach appears
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to be increasingly disproportionate and impractical, especially
for SMEs and with a lack of trust among the companies.
Furthermore, future systems (machines, plants) will consist of
a number of individual systems (control, measuring system,
etc.), which is why new approaches are needed to save and
synchronize the data recorded by the subsystems and, if
necessary, to make it available to other applications within
or outside the company.

In the field of transparent and tamper-proof data exchange
and data storage, blockchain technology, as a representative
of distributed ledger technologies, has become an increas-
ingly relevant tool. By its very nature, a blockchain is a
distributed stored linked list with the unique property that
the addition of new data packets (blocks) is decided by
a pseudo-democratic consensus process. The current main
applications of blockchain technology are digital payment
systems (e.g., Bitcoin [4]) and project financing. Due to their
decentralized architecture and the consensus mechanisms used,
these so-called public blockchains fulfill the requirements for
availability and bindingness of the stored data. However, due
to their lack of bandwidth, high costs and the fact that they
are public, these public blockchains are unsuitable for practical
use as storage locations for large and sensitive data volumes.
Therefore, the use of so-called private blockchains, such as
Hyperledger [5], is emerging in the enterprise environment.
These differ in that access to them can be restricted. Fur-
thermore, provided that the participating entities trust each
other, a costly consensus algorithm for transaction verification
can be avoided, thus significantly increasing bandwidth. The
security properties of such a private blockchain (depending on
the number of network nodes involved) is significantly lower
compared to public blockchains [6].

B. Objectives

This motivation gave rise to the mentioned project “safe-
UR-chain”, whose backbone is a private blockchain with
inherent protection mechanisms. This paper provides the de-
scription, design and testing of the same. The primary goal was
to increase IT security beyond the current state of the art, while
consuming few resources and providing a transferable concept
for a wide range of applications. In the subsequent evaluation,
the deployment in a value network will be considered. The
result is thus the provision of a blockchain-based architecture
for the traceable and tamper-proof storage of selected data in
the private blockchain, without being bound to data models.
In particular, the following data is relevant:

• relevant master data of both companies,
• process and sensor data of the plant,
• movement and quality data of the products along the

production and
• product-related data for end customers.
After the presentation of motivation and objectives in the

Section I, the further structure of the work is as follows: After
Section II “Architectural overview” presents the blockchain
system and explains how it is implemented, the Section III
“Setup of the example scenario” follows, which provides a

testbed for the overall system in an industrial environment that
is as close to reality as possible. The insights gained from this
are presented and evaluated in the Section IV “Evaluation”,
after which the Section V “Conclusion and Future Work”
completes the paper.

II. ARCHITECTURAL OVERVIEW

The primary purpose of the system is to store data in such
a way that the integrity of individual records can be verified at
a later date. To achieve this, the participating companies each
use private blockchain networks that store both local records
and block hashes from the blockchains of the other networks.

Each record goes through the same process until its ex-
istence at a certain point in time can be verified by all
participating companies:

• intake of the data set
• distribution over the network
• inclusion into the blockchain
• “countersigning” by the other parties
This process is carried out on different layers of the system,

these layers are the focus of this section.

A. Nodes

Nodes form the backbone of each local blockchain network.
All of them perform basic tasks such as verifying crypto-
graphic signatures and forwarding network messages - these
essential tasks do not place high demands on the hardware.
However, other tasks require either computational power or
mass storage and are therefore implemented in a way that
allows their use to be configurable. The node software is
divided into several modules, as shown in Figure 1.

The Ingest module provides multiple interfaces for feeding
data into the system. The simplest of which is a file ingest that
watches a particular directory and reads the contents of all files
that match the intake criteria (such as file name or type). This
interface can be easily included into most existing systems
since it only involves writing data to files. Other ingest inter-
faces can be added to this module, e.g., proprietary network
based protocols that may already be used in some companies
(see Section II-E). Within the ingest module, records are also
extended with metadata and signed with the node’s private key.
All nodes are assigned a public/private key pair, which they
use to sign data within the system. By using private/public
key cryptography, each node gets a unique, verifiable identity.
This signature can later be used to trace records back to their
origin. This signed bundle of data is generally referred to as a
transaction. It is passed on to the Processing module where a
configurable amount of worker threads perform a multitude of
parallelizable tasks that are relevant for the node’s operation.
These tasks include the creation and queuing of network
messages, as well as the processing of incoming messages. The
messages are sent and received by the Networking module.
This module maintains a list of nodes in the network and
establishes keep-alive connections to some of them over which
data is sent to the network through the use of a flooding
protocol [7]. Received and local transactions are bundled up
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Figure 1. Software modules of a node; dashed lines indicate optional modules;
the dash-dotted border signifies the system boundaries to other nodes and
external data sources.

into blocks by nodes that have the Block Producer module
enabled. The production of new blocks and their inclusion
into the blockchain is governed by a generic interface that
defines block validity and block work, which is used to decide
upon the canonical (i.e., the “correct”/“longest” chain). Newly
created blocks are then broadcast to the network and included
in all nodes’ blockchains. The transactions within these new
blocks, are not necessarily stored on all nodes since this
could use up the available storage on some of them. Instead,
each node stores only the data that is absolutely necessary
to verify the integrity of received data (i.e., block headers)
and discards all other data based on a configurable filter. This
way, the nodes’ mass storage is only used for data that is
relevant to their operation. Nodes that store all transaction
data, can be used as archives within the network and can make
this data quickly accessible to any program that consumes
the node’s API, e.g., GraphQL. By enabling only certain
modules, four main node types can be created (see Table I).
Using these types, the system can be integrated into existing
infrastructures. E.g., in factories thin nodes can be used to
ingest data from machine tools, Block Producers to add data
into the blockchain and archive nodes for long term storage.

B. Blockchain

Within the system, each company uses a separate blockchain
to store their own records, as well as data, which can later be
used to verify the existence of remote records. Data is stored

TABLE I
NODE TYPES

Networking &
Blockchain Block Creation Mass Storage

Thin Node yes no no
Block Producer yes yes no
Archive yes no yes
Full Node yes yes yes

in a block by grouping transactions together into a merkle tree,
by using this data structure the inclusion of single records in
the blockchain can be proven by providing the block header,
the merkle path, and the record itself [8]. This means that any
future proof will only reveal the data in question, also proofs
of this nature are efficient size wise, even if many records are
stored in a particular block.

The Block structure itself only contains the fields header
and data (see Figure 2), its hash is not included and will be
calculated on each node individually. The hash is calculated by
serializing and then hashing the block header, which includes
the the root of the merkle tree.

Figure 2. Block data structure.

The block header (see Figure 3) contains all fields that are
necessary to verify a block and place it in the blockchain.
Additionally, it contains fields that can be used by the generic
interface that governs block validity and block work (therefore
the consensus mechanism), e.g., the nonce field can be used
to manipulate what hash the block has in proof of work and
derivative mechanisms. And the signatures field can be
used for protocols in which blocks become valid only when a
certain amount of validators sign them. The fields in this data
structure were chosen to facilitate many different consensus
algorithms, so the system could potentially even be used in a
non-private blockchain network.

Figure 3. Block header data.
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Further, transactions can be stripped, such transactions loose
their payload and only retain a signed hash, as well as some
metadata. These transactions allow for the construction of
selectively stripped blocks (see Figure 4), which are used on
most non-archive nodes to save space while keeping enough
data to know what transaction to ask the network for, if
additional information is ever needed.

Blocks themselves are stored in a tree like data structure
(see Figure 5), which uses whatever consensus protocol was
defined to create the canonical chain. It also keeps track of
orphaned blocks and resolves them whenever possible. This
Block Tree also contains a generic interface for storing
block headers, merkle trees and transactions, each company
can either use the supplied file system database or integrate
their own storage solution into the system. The current imple-
mentation allows lookups in near constant time.

#2 #3 #4

##
##

#

Data Data Data Data

# # #

# #

Figure 4. Blockchain (top) with the merkle tree shown for block No. 3,
transactions (bottom) with a dotted outline are stripped.

#2 #3 #4#1#0 #5

#2 #3 #4

#7 #9 #10Orphaned Blocks

Fork

Figure 5. Block tree structure with the canonical chain (top), a fork (center)
and orphaned blocks (bottom).

C. Local Network

A peer-to-peer network protocol is used to facilitate commu-
nications between nodes. It is constructed in a way that reduces
manual maintenance by implementing automated bootstrap-
ping and self repairing capabilities. The bootstrapping process
uses so called “seed” nodes, which are nodes that have a
high availability within the network (i.e., archive nodes). If at
least one seed node is online, new nodes within the network

will obtain information about the other peers and in turn
request even more information from them. This method of
bootstrapping as chosen to allow for automatic bootstrapping
in networks which do not allow broadcast messages to be sent.

All nodes will try to maintain a complete list of all nodes,
which are currently online in the network but only communi-
cate to some of them. If any node goes offline, the list can be
used to immediately increase the number of active connections
to the desired amount. This behavior in addition to the use of
a flooding protocol ensure the delivery of messages to wide
parts of the network.

D. Global Network

Companies regularly share block hashes from their respec-
tive blockchains, these hashes are included into the other
companies’ blockchains, which removes the possibility for one
company to retroactively change any data and recompute their
local blockchain (some consensus protocols would allow this).
This has the effect, that companies essentially “entangle” their
local blockchains and in effect, provide an acknowledgment
that they now possess the means to verify any proof of data up
to this point. Example: company A creates a new block #1A
and sends the block’s hash to company B. Company B then
includes a transaction with the remote block hash in block
#2B. When the hash of #2B (or of any successor block) is
sent to company A and included in their blockchain, all data
from both blockchains is linked up to the shared block hashes.
Since all companies on the global network do this, no peer
will be able to change their blockchain and therefore be fully
accountable for any records included in it. Figure 6 visualizes
this concept.

#0A #1A #2A #3A

#0B #1B #2B #3B

#2B

#1A

Block No.
Remote Block

Hashes

Figure 6. Two blockchains, both include block hashes from the other.

The exchange of these hashes is made possible by the use
of an HTTPs message broker. This broker runs on a server
that is accessible by certain nodes on all of the participants’
networks. HTTPs was chosen as connections via this protocol
are usually allowed by the firewalls used within an industry
setting. All data sent to this broker is network-to-network
encrypted, making it impossible to read messages even if an
attacker were to gain access to the broker.
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E. Extensibility

The nodes also provide an Application Programming In-
terface (API) to ingest any kind of data as new record into
the blockchain. This API implements a transparent protocol
called “Profichain” (Production and Factory Information over
Blockchain). The Profichain protocol may be implemented in
any kind of programming language, in order to ensure the
highest compatibility to factory specific environments. The
data is transmitted over the Transmission Control Protocol
(TCP). The reference implementation also takes place within
the evaluation and demonstrates that any process data of ma-
chinery or files are ingested safely. The protocol implements
a 2-tier encryption with the Advanced Encryption Standard
(AES). All tiers are optional and can be configured on client-
side. The first tier represents an end-to-end encryption between
the clientside and the node. The second tier provides a private
encryption of the data that none of the network participants is
able to decrypt except the original sender. The 2-tier encryp-
tion enables participants to work with strictly confidential data
within the overall blockchain networks.

III. SETUP OF THE EXAMPLE SCENARIO

For the testbed, the complex construct of modern value
chains is reduced to a minimal example and the delivery to
a customer is simulated. This results in four stations, along
which critical data is generated, see Figure 7. The raw material
is turned into a semi-finished product (1), which is then
further processed (2). This is followed by the assembly of
the semifinished product with supplier components (3) and a
final quality control (4). Transport takes place between each of
the stations. During all steps, the product is clearly identifiable
by an applied code. All data is assigned to this code, which
enables the purchaser of the product in the event of an audit
to seamlessly track product manufacture in retrospect.

Figure 7. A simple value chain as a test scenario.

Physically, the value chain is represented for this research as
follows: The origin of semifinished parts production lies in a
3D printer. By means of additive manufacturing, this generates
a structure that is roughly similar to the final product. The
background to this is increased productivity of the overall
process, since a more finely finished structure must also
be reworked to achieve high-precision requirements, but this
entails a significantly longer printing time. Thus, the first
data sets with relevance for storage in the blockchain result
in information about the filament from source material, the
3D CAD model, or the converted machine code, as well as

production data dropped during the process. The code for
identifying the component is generated during printing and
applied to a surface of the component that does not require
any processing. This code is also stored in the blockchain.
For the transport between the stations, an Automated Guided
Vehicle (AGV) is used, which, equipped with a scanning unit
and mobile blockchain nodes, can acknowledge the transport.
Subsequently, iterative machining and comparison of actual
to target geometry is used to evaluate the part accordingly.
Depending on the number of iterations, a lot of data is gener-
ated here, which is stored in the blockchain. Subsequently,
the assembly to the finished product takes place. Supplier
parts, which consequently cannot show any data history in the
blockchain, are identified via batch or part numbers. Finally,
the quality inspection follows - its result and an inspection
report are the last data records for the blockchain.

In order to be independent of different manufacturers of ma-
chine and automation controllers, data sources are transferred
to OPC UA (Open Platform Communications Unified Archi-
tecture) servers: OPC UA is a standardized data exchange
protocol for machine-to-machine communication [9]. Here, the
data can be stored using suitable logger applications before
being made available to the ingester.

As listed in Table I, the blockchain is based on different
types of nodes. To create an executable instance of the
blockchain, a Full Node is built into the network and thin
nodes are built on each of the machines in the value chain.
The physical component for the full node is a server with 8
cores and 32 GB RAM, as well as SSD mass storage, and for
each of the thin nodes a single-board computer with 4 cores
(x86), 8 GB RAM and SSD mass storage. Ubuntu 20.4 LTS
is used as the operating system on all IT devices.

IV. EVALUATION

A. Proceeding

The following system evaluation is to be seen as a first test
of the fusion of blockchain system and testbed, while further
and more extended investigations are ongoing. Therefore,
the following evaluation was primarily limited to the basic
questions regarding the performance of the blockchain system
in conjunction with OPC UA data sources. The following
questions had to be answered:

• Do packets get lost, especially during high transaction
loads?

• What is the effect of varying the payload of a transaction?
• How big is the latency between transaction and block

creation?
In advance, the blockchain system was tested in an isolated

manner. For this, random transactions with a payload of
1kByte were generated and passed to the Ingester. The block
time here, as in the following runs, was 15 seconds, and the
experimental duration was 660 seconds, or 44 blocks.

For the test with real-world components, a data handler was
written in Python3, which, as an OPC UA client, retrieves data
from the OPC UA servers assigned to it, transfers it to a file
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and passes it on to the ingester. On each of the thin nodes
such a data handler is running.

For this purpose, several test runs with different configura-
tions were performed in a semi-automated way. The difference
in the configuration refers to the size of the payload: 100Byte,
10x 100Byte, 100x 100Byte and 1000x 100Byte. This means
that either a record of the machine with 100Byte was passed to
the ingester immediately, or multiples were collected first and
then passed as one transaction. In addition, each transaction
that was passed to the ingester was also stored locally. This
makes it possible to find possible packet losses. Before each
launch, all existing data regarding the blockchain was deleted,
so that a new blockchain was used each time.

B. Results

During the simulated tests of the blockchain system, up to
100 transactions per second could be processed. This is thus
considered by us to be the limit of what is possible, determined
by the load test.

The tests under the machine shop conditions delivered an
average time between two data packets of 22.1ms ± 0.4ms
based on the thin node, with hardly any deviations occurring
in the different configurations and no correlation between low
and high payload could be found. At this point, the authors
refer to the higher overhead for data retrieval between OPC UA
server and client than for data storage. The delay between the
times of transaction and block creation, on the other hand, is
at least one block, i.e., 15 seconds, and depends on the number
of transactions in the transaction pool and thus on the size of
the payload. When few transactions with large payloads were
created, they could usually be found within the next block.
Many smaller transactions however were included within two
blocks.

Finally, it should be noted that no packet was lost during the
entire evaluation, which means that all data was transferred to
the blockchain without errors.

V. CONCLUSION AND FUTURE WORK

The connectivity of blockchain technology, has significant
potential across all major value-added industries. These in-
clude, but are not limited to:

• automotive industry,
• machinery and plant engineering,
• aerospace industry,
• medical technology and the medical sector.
All of the industries mentioned are already characterized by

a value chain in which upstream and downstream processes are
linked via sensitive data processing. Due to the practicable and
highly flexible implementation, the developed overall system
is suitable for future integrations into existing production
facilities, as it was developed independently of specifica-
tions regarding the data structure of the payload. Thus, the
blockchain network is estimated to be easily transferable.

During operation, a stable sampling rate could be proven
within the scope of the naturally occurring deviations due
to the network communication of the OPC UA protocol. For

high-frequency data acquisition, the Profichain API mentioned
under Section II-E must be used. An evaluation of this is
pending.

The described realization of the target system makes an
important contribution to securing civil production and value
creation networks, since faulty or manipulated product data are
detected before products can cause damage in further process-
ing or pose a threat to civil security at the end consumer in the
public. Particularly noteworthy compared to other solutions is
the combination of slimness, flexibility and high performance.

However, the mere safeguarding of data alone does not yet
qualify it for use as a functional tool in the manufacturing
industry. As global value networks grow ever closer together,
the companies involved need tamper-proof and transparent
production data with changing contractual partners. To in-
crease trust in the authenticity of the data stored in the
blockchain, hash values of blocks from the private blockchain
are to be stored cyclically in a public blockchain. In this way,
the advantages of both solutions (high performance for the
private, high trustworthiness for the public) can be combined
in a target-oriented manner.

As further work, on the one hand, a procedure is to be
described to authenticate domain-specific data across locations
and to distribute it in a tamper-proof manner. Furthermore, the
exchange of relevant data between two sites or companies in
a horizontal value chain is necessary. On the other hand, a
detailed investigation must be carried out to gain knowledge
regarding the possible attack vectors on the estimated system.
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Abstract—Industrial Control System (ICS) components have 
been subject to heightened cyber risk as hardware/software 
supply chain vulnerabilities have been illuminated and 
cyberattacks have become increasingly sophisticated. At the 
center of this ICS cyber maelstrom is the Programmable Logic 
Controller (PLC), a key component of Industry 4.0, as it is a 
main controller for physical processes (e.g., the control of an 
actuator). Many PLCs were designed for another era; they are 
resource-constrained, non-optimized, and beset with a variety 
of legacy facets (e.g., compiler, programming language, etc). 
This described sub-optimal paradigm also exists within the 
rubric of standards that specify the time interval between 
signal ingestion and actuation (e.g., IEEE 1547 specifies 2 
seconds) for the operating environment. Hence, the 
designing/architecting/implementing of a light computational 
footprint continuous Monitoring/Detecting/Mitigating Module 
(MDMM) is non-trivial. This paper investigates a specific 
scenario of an ICS PLC operating within a 5G Ultra-Reliable 
Low-Latency Communications (URLLC) inter-PLC context 
and posits a viable MDMM construct that can operate within 
the paradigm. Central to its viability, the MDMM leverages 
apriori scan cycle traffic, utilizes Machine Learning (ML)-
facilitated PLC logic/code optimization, and endeavors to 
undertake mitigation via a bespoke Automated Reverse 
Engineering (ARE) mechanism. The introduced MDMM 
requires further quantitative benchmarking, but the initial 
experimental results show promise. 

Keywords-cybersecurity; industrial control system; 
programmable logic controller; Industry 4.0; Industrial Internet 
of Things; smart manufacturing; smart grid; 5G; machine 
learning; artificial intelligence; automated reverse engineering. 

I. INTRODUCTION 
The benefits of ARE for PLC binaries to reduce the 

investigation time needed by those in the specialized 
cybersecurity functional sub-field of Digital Forensics and 
Incident Response (DFIR) is well documented in the 
literature [1][2]. Time is of the essence for these DFIR 
teams, as their task is to quickly comprehend the involved 
attack vector objective(s) (e.g., PLC exploitation) and 
effectuate countermeasures post-exploitation analysis. The 
need to reduce the time needed for exploitation analysis was 
illuminated by, among other examples, the ICS Stuxnet case 
study (wherein the PLCs at the involved nuclear facility were 
targeted). The prolonged non-automated, manual labor-
intensive paradigm of that particular reverse engineering 
process greatly delayed the forensic investigation and 

articulated the need for an ARE mechanism as well as the 
need of a digital mirror for supporting such a mechanism. 

Yet, ARE, if not properly architected, can also constitute 
a vulnerability, if it is somehow exploited by attackers. Just 
as the advisories made available by the National 
Vulnerability Database (NVD) and Sentient Hyper 
Optimized Data Access Network (SHODAN) can be used by 
cyber defenders as early warning indicators, they can also be 
leveraged by cyber attackers for exploitation opportunities 
and as attack accelerants [3]. This phenomenon should be of 
no surprise, as historically, malicious entities have engaged 
in reverse engineering on two fronts: Hardware Reverse 
Engineering (HRE) and Software Reverse Engineering 
(SRE). HRE has long been used by attackers to discern the 
inner workings of Integrated Circuits (ICs) [4]; indeed, tools, 
such as HAL – The Hardware Analyzer, have facilitated 
HRE [5]. On the SRE side, tools include IDA Pro, Radare2, 
Ghidra (open-sourced by the National Security Agency or 
NSA), Hopper, and others. When the aforementioned 
HRE/SRE tools, among others, are utilized as attack 
accelerants, defending security teams have witnessed the 
might of reverse engineering attacks, and the detection of 
these types of attacks has posed an ongoing challenge. 

Despite the dilemma and distinct possibility of being 
utilized as an attack accelerant, the efficacy of ARE 
constitutes a key capability for forensic investigations. As 
can be seen by the SolarWinds incident (wherein malicious 
code was injected into the company’s software, which in turn 
was widely distributed and utilized by client companies for a 
plethora of Information Technology (IT) management and 
remote monitoring needs), vulnerable software was quickly 
propagated throughout an ecosystem of mission-critical 
organizations. The Time to Response (TTR) was recognized 
as critical, but non-automated, manual labor-intensive 
reverse engineering intrinsically has a low TTR. Given the 
double-edged sword aspect of ARE, the notion of such a 
mechanism for mission-critical Critical Infrastructure (CI) 
controllers, such as ICS PLC binaries, has remained an open 
issue/challenge. 

This paper endeavors to respond to that challenge by 
positing an ARE Cyber Module (ARECM), which is less 
prone to being utilized as an attack accelerant. Central to the 
requisite “less prone” protective element is an ML-facilitated 
Discernment Module (MLDM), which strives to detect that 
an attack is occurring/has occurred and timely employs 
(potentially), time-permitting and if still feasible, a bounded 
active defense mechanism to mitigate against the attack (the 
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mitigation element is beyond the scope of this paper). 
Central to this discernment element is yet another module, 
which also utilizes ML facilitation so as to perform PLC 
logic/code optimization (a.k.a., ML-facilitated Logic/Code 
Optimization Module or MLLCOM). The paper utilizes a 
variety of acronyms, and some of the key ones are provided 
for the reader’s convenience in Table 1 below. 

TABLE I.  KEY TERMS AND THEIR ACRONYMS 

Term Acronym 

Anomalous Sample Detection ASD 

Architecture Event Trace AET 

Automated Reverse Engineering ARE 

ARE Cyber Module ARECM 

Branch Trace Store BTS 

Instruction Translation Lookaside Buffer ITLB 

Last Branch Record LBR 

Machine Learning ML 

ML-facilitated “Pre-‘ret’” Discernment Module MLPRDM 

ML-facilitated Discernment Module MLDM 

ML-facilitated Logic/Code Optimization Module MLLCOM 

Monitoring/Detecting/Mitigating Module MDMM 

Performance Monitoring Unit PerMU 

PLC Program Execution Context PLCPEC 

Precise Event Base Sampling PEBS 

Prior to the Return  (Pre-Ret) 

Return-Oriented Programming ROP 

Return-to-Libc Ret2Libc 

Time to Response TTR 

Translation Lookaside Buffer TLB 

 
The key components — ARECM, MLDM, and MLLCOM 
— are delineated within the context of the MDMM 
Amalgam, as shown in Figure 1 below. The MDMM 
Amalgam is comprised of three sections: “Monitor,” 
“Detect,” and “Mitigate.” ARECM is situated in the second 
dotted box under the “Detect” section. MLDM is also 
situated in the second dotted box under the “Detect” section. 
MLLCOM is situated in the first dotted box under the 
“Detect” section. The MLLCOM helper is situated under the 
“Monitor” section.  

 
Figure 1.  Monitoring/Detecting/Mitigating Module (MDMM) Amalgam: 
Automated Reverse Engineering Cyber Module (ARECM) with an ML-

facilitated Discernment Module (MLDM) and ML-facilitated [PLC] 
Logic/Code Optimization Module (MLLCOM) 

This section introduces the problem space. Section II 
presents background information and discusses the operating 
environment and the state of the challenge. Section III 
delineates the referenced ARE challenge and presents some 
experimental findings derived from scrutinizing a particular 
ICS architectural stack module, which centers upon edge 
PLCs engaged in inter-PLC communications, via 5G 
URLLC links; it also posits a prospective pathway for 
effectuating a viable ARECM. Section IV concludes with 
some observations, puts forth envisioned future work, and 
the acknowledgements close the paper. 

II. BACKGROUND INFORMATION 
Fundamentally, ICS are systems that interconnect, 

monitor, and control physical processes within industrial 
settings [6]. A plethora of sectors (e.g., energy, 
manufacturing, etc.) rely upon ICS for their ongoing 
operations. Supervisory Control and Data Acquisition 
(SCADA) systems are an example of ICS, and these also 
constitute CI/Strategic Infrastructure (SI) (a.k.a., CI/SI). 
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These CI/SI have been heavily scrutinized for security 
vulnerabilities, and communications is, among others, an 
affected area. 

A. Operating Environment 
With regards to the current operating environment, 

communications/connectivity has become a backbone of the 
Industrial Internet of Things (IIoT), wherein devices are 
interconnected so as to collect, exchange, analyze, and 
actuate upon data. A commonly used term that captures this 
paradigm is Machine to Machine (M2M) communications, 
and in the 5G, Beyond 5G (B5G), and 6G communications 
context, the envisioned service paradigm is that of massive 
Machine-Type Communications (mMTC) and URLLC.  

As IIoT has advanced, such as within the energy and 
manufacturing sectors, the attack surface area for 
communications/connectivity has increased. This has been 
demonstrated by the SHODAN Internet of Things (IoT) 
search engine, which returns publicly accessible information 
regarding IoT devices (e.g., sensitive information related to 
internet-connected ICS devices) [3]. Many of the SHODAN-
illuminated devices do not yet have the firmware updates to 
mitigate against the Common Vulnerabilities and Exposures 
(CVE) delineated by the NVD and/or U.S. Computer 
Emergency Response Team (CERT)- Cybersecurity and 
Infrastructure Security Agency (CISA) portals, and this 
incongruity remains an ongoing issue.  

The digital transformation advances being effectuated by 
IIoT are encompassed within what is referred to as Industry 
4.0. By way of example, “Smart Grid,” a subset of Industry 
4.0, is defined by the National Institute of Standards and 
Technology (NIST) as “modernizing the electric power grid 
so that it incorporates information technology to deliver 
electricity efficiently, reliably, sustainably, and securely… a 
modernized grid enables all participants to benefit from the 
new introduction of new technologies, from distributed 
resources to advanced communications and controls.” 
“Smart Manufacturing,” another subset of Industry 4.0, is 
defined by NIST as being “fully-integrated, collaborative 
manufacturing systems that respond in real time to meet 
changing demands and conditions in the factory, in the 
supply network, and in customer needs;” roughly speaking, 
this translates to the fact that, “in the factories of the future, 
smart communications will become increasingly critical in 
all aspects of the operation,” and a smart factory involves 
physical production processes being combined with digital 
technology (i.e., control) [7]. 

For both of these industrial subsets of Industry 4.0, 
communications is paramount, and a key counterpoised 
element is the PLC. Among other tasks, the PLC acquires 
data from sensory machines/devices, applies certain 
logic/mathematical functions, and outputs computationally-
derived values (to establish thresholds, etc). Within both the 
Smart Grid and Smart Manufacturing sectors, while SCADA 
systems supervise, the PLCs perform the actual operations; 
they are typically installed on the machines/devices they 
control. In the spirit of the communications/connectivity 
envisioned under Industry 4.0/mMTC/M2M, etc, 
increasingly, PLCs are engaging in inter-PLC 

communications. Accordingly, interoperability specifications 
are addressed by reference architectures, such as the 
Industrial Internet Reference Architecture (IIRA) of the 
Industrial Internet Consortium (IIC), Reference Architectural 
Model of Industry 4.0 (RAMI 4.0), and others; IIRA adheres 
to International Organization for Standardization 
(ISO)/International Electrotechnical Commission 
(IEC)/Institute of Electrical and Electronics Engineers 
(IEEE) 42010:2011 “Systems and Software Engineering – 
Architecture Description,” and RAMI 4.0 showcases various 
standards, such as IEC 62264 (a standard built upon the 
American National Standards Institute or ANSI/International 
Society of Automation or ISA-95 to facilitate information 
flow across Enterprise Resource Planning or ERP, 
Manufacturing Execution System or MES, and SCADA 
systems). 

As the PLC is a principal controller for Industry 4.0, it 
has become a key target for cyber attackers. The ICS section 
of the CERT-CISA portal, as of 25 July 2021, lists 1730 
advisories (69 pages of 25 advisories per page plus 5 
advisories on page 70) [8]. While prior thinking held that the 
PLC was not subject to attack, as it was, theoretically, fully 
isolated from the publicly-facing external network, case 
studies, such as Stuxnet, have demonstrated the potential 
speciousness of this notion [9]. Common communications 
congestion attack vectors, in the form of Denial-of-Service 
(DoS) and Distributed Denial of Service (DDoS), are well-
known. More recent studies have shown that degradation of 
ICS can readily be effectuated by communications 
degradation in the form of delay and/or loss of data packets. 
Among other methods, PLC output can be mutated and re-
written to the PLC (this delay/loss of data has been achieved 
within the communications channel of ICS, such as from 
Phasor Measurement Units or PMUs to Phasor Data 
Concentrators  or PDCs [10]). 

To conduct PLC exploitation (e.g., malware) analysis, it 
is necessary to examine the PLC binary. By way of 
background, hopefully, the involved PLC subscribes to the 
standards, as delineated by IEC 61131-3, which pertain to 
PLC architectures, programming languages, data types, 
variable attributes, etc. If so, the PLC logic/code is usually 
developed via an IEC 61131-3-compliant Integrated 
Development Environment  (IDE) and then compiled into a 
PLC binary via some compiler. The resultant PLC binary 
logic/code then, in effect, controls the involved PLC. The 
reverse engineering of this PLC binary is not 
straightforward, as the Tactics, Techniques, and Procedures 
(TTPs), via available tools/frameworks, do not directly 
translate between the Operational Technology (OT) arena 
(wherein the PLC resides) and IT arena [11]. For example, in 
the OT arena, there are a plethora of proprietary compilers 
used in generating PLC binaries, and axiomatically, these 
PLC binaries may not be readily accessible to commonly 
used IT tools (e.g., Interactive Disassembler or IDA, IDA 
Pro). If the PLC binary is indeed IEC 61131-3 compliant via 
one of the major platforms for ICS (e.g., CODESYS), then 
the reverse engineering process is more straightforward; 
however, in many situations, this is not the case. 
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To address this complexity, the notion of ARE has long 
been discussed [12]. Indeed, the notion of reverse 
engineering has become a cornerstone of software supply 
chain verification/integrity, particularly given the recent 
surge in issued directives, such as the “Improving the 
Nation’s Cybersecurity” (Executive Order 14028, which was 
issued on 12 May 2021 and proceeded to direct NIST to 
enhance software supply chain security guidelines). The 
ability to uncover software supply chain vulnerabilities is 
essential for enhancing cyber resiliency, and ARE has been 
shown to effectively contribute by not only discerning 
vulnerabilities, but also facilitating the re-engineering of 
legacy software to supplant deprecated components and/or 
streamline for better performance. In fact, reverse 
engineering (and its examination and review of the 
design/components/build) is often used to redesign (as well 
as aid in source code recovery and binary code reuse [13]), 
enhance the involved system/product, and facilitate 
innovation; it is also often coupled with forward engineering, 
which aims to innovate and develop a new system/product. 
The amalgam of reverse/forward engineering is more 
advantageous than just forward engineering, which (in 
isolation) can lead to recalls/callbacks if actuated without the 
benefit of a Janusian perspective (i.e., leveraging lessons 
learned, project retrospectives, after action reviews, etc). 
Hence, the state of the challenge now resides in successfully 
counterpoising between the two (reverse/forward 
engineering). 

B. State of the Challenge 
The open challenge of ARE centers upon the point that 

while it can indeed accelerate the forensic work of a cyber 
defender, it also represents a potential exploitation 
point/accelerant for a cyber attacker. Architecting an ARE 
cyber module (in a reverse/forward engineering fashion), 
which favors the defender, has been an elusive, non-trivial 
feat. However, the literature does present several 
contributions to this area, and specifically, this paper posits a 
ML-facilitated “Pre-‘ret’” Discernment Module 
(MLPRDM), which shows some promise; in particular, the 
MLPRDM focuses upon recognizing the set of legitimate 
instruction calls prior to the return or “ret” (or “Pre-‘ret’”) 
instruction contained within the subroutines of the PLC 
Program. Legitimate instruction calls proceed accordingly 
while MLPRDM-recognized illegitimate instruction calls 
may experience intervention (time-permitting and if 
practical). The MLPRDM gleans patterns from the work of 
the MLLCOM and is the key engine for the MLDM. The 
MLPRDM is delineated within the context of the MDMM 
Amalgam, as shown in Figure 2 below. The MLPRDM is 
situated in the “Detect” section and straddles the PLCPEC 
dotted box (which is located within the ASD dotted box) and 
the ARECM dotted box. 

 

 
Figure 2.  MLPRDM depicted within the context of the MDMM Amalgam 

To clarify the value-added proposition of the MLPRDM, 
some background information is required. Broadly speaking, 
there are three methods for PLC exploitation: Firmware 
Modification Attacks (FMA), Control-flow Attacks (CFA), 
and Configuration Manipulation Attacks (CMA); these 
attack vector categories had been delineated at the BlackHat 
European Conference in 2016, and combinatorial attacks 
involving an amalgam, from among these categories (i.e., 
FMA, CFA, and CMA), are particularly potent; others 
classify PLC exploitation by security defects: firmware 
security defects, program security defects, and operation 
security defects [14]. Operation security defects can be 
further sub-divided into: (1) attack on protocol defects (e.g., 
since most communications protocols are not encrypted, 
packets can be captured and/or the data store of the registers 
can be read, and replay attacks [legitimate data is repeated 
and/or delayed], etc. can then be effectuated), (2) tampering 
attack at the Input/Output (I/O) interface (e.g., since 
modifying the I/O pin configuration does not necessarily 
issue an alarm, a tampering attack can be covertly 
effectuated), (3a) injection attack to affect the program flow 
control instructions or operational control flow (e.g., as 
operational control flow is dictated by PLC code blocks, 
intermediate code instrumentation and/or malicious code 
execution can exploit this facet), and (3b) return-oriented 
attack to affect the operational control flow (e.g., by 
leveraging exploits, wherein legitimate instructions are 
overwritten, malicious instructions can be indirectly 
executed [14]. The latter sub-divisions (3a, 3b) are the focus 
of MLPRDM.  

C. Formal Verification of PLC Logic/Code 
There are numerous pathways to undertake verification 

of PLC Programs. One pathway involves formal verification 
of PLC Programs; this is typically achieved by translating 
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the PLC Program into a formal model, which in turn can 
serve as input into a model checker (e.g., SMV Symbolic 
Model Checker, NuSMV [a re-implementation and extension 
of SMV], UPPAAL [a portmanteau of Uppsala University 
and Aalborg University], etc.) [15][16]. Yet, the macro 
vantage point might not necessarily discern the more micro 
matters. For example, various software security studies have 
declared that simple micro-errors (intentional and/or 
unintentional) can readily disrupt the availability and 
integrity of a target PLC [17]. To aggravate this matter, in 
many cases where errors do exist, the code will still compile 
and run on the PLC; hence, no warning is necessarily issued. 
Suffice it to say, mitigation of these PLC errors or code 
defects (e.g., buffer overflows/ overruns, stack overruns, etc) 
is difficult, as these defects are difficult to discern, and fuzz 
testing (a.k.a., fuzzing) has met with limited success; 
furthermore, as the PLC often has numerous constituent 
programming languages, the requirements for the fuzzing 
schema tend to be quite elaborate so as to undertake the 
challenge of the associated semantic complexity, and the 
efficacy of even state-of-the-art fuzzers has been sub-optimal 
[18][19]. 

D. General Detection within the PLC Program 
The notion of installing a general detection module 

aboard the PLC has, to date, met with limited appeal; due to 
the already limited computational resources onboard the 
PLC, installing an additional program (with its additional 
computational load requirements) aboard the already 
resource-constrained PLC, so as to examine the PLC 
Program, has met with various heuristical challenges. For 
example, for real-time operations, the task of detection has a 
lower priority than that of a control task, particularly given 
the mission-critical nature of a PLC [20]. This de-
prioritization sets the stage for detection misses, so the 
potential efficacy is already in question. 

E. Anomalous Sample Detection within the PLC Program 
The challenge then becomes one of designing a 

specialized detection module, which has both minimal 
impact on the computational load of the already resource-
constrained PLC as well as a minimal footprint given the 
higher priority control tasks at hand. It turns out that this 
approach vector is somewhat feasible in the form of 
Anomalous Sample Detection (ASD), which demonstrates 
some promise with regards to code-injection and Return-
Oriented Attacks (ROAs). 

As a generalization, a code-injection attack (a.k.a., 
Remote Code Execution or RCE) refers to the exploitation 
of code defect or bug (e.g., buffer overflow/overrun, 
dangling pointer, etc) that processes the externally injected 
malicious code and alters the course of instruction execution 
(i.e., operational control flow). In the case of a buffer 
overflow/overrun, the legitimate return address is 
overwritten, and the operational control flow is diverted to 
the location specified by the new return address. In contrast, 
a ROA does not inject malicious code; rather, it attains 
control of the call stack and leverages the internally resident 

pre-existing code. ROAs are further sub-divided into 
Return-to-Libc (Ret2Libc) attacks (which causes the PLC 
Program to jump to some code block, such as that for 
various functions — system(), execve(), etc. — within the 
standard library, say, for the C programming language or 
libc, which is already loaded into memory) and Return-
Oriented Programming (ROP) attacks (which manipulate 
the call stack to indirectly execute specific instructions or 
groups of instructions immediately prior to the “ret” 
instruction contained within the subroutines of the PLC 
Program). This is shown in Figure 3 below. 
 

 
Figure 3.  PLC Program Execution Context (PLCPEC) in the context of 

Anomalous Sample Detection (ASD) 

Regardless of the attack vector (e.g., code-injection 
attack, ROA), the anomalous aspect can be discerned when 
comparing the examined scrutinization samples (a.k.a., 
performance samples) against apriori baselined samples. 
For example, a Translation Lookaside Buffer (TLB) or 
Instruction Translation Lookaside Buffer (ITLB) “miss” 
could indicate a code injection attack (wherein the 
operational control flow is transferred to the injected 
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malicious code, and hence, the “miss” for legitimate code). 
As another example, an examination of the legitimate callers 
of the various library routines (a code block — subroutine, 
procedure, function, etc — used for recurring tasks) should 
be instructive as to whether an illegitimate caller executed a 
ROA. As anomalies can indeed be discerned, regardless of 
the attack vector utilized (e.g., code-injection attack, ROA, 
etc), via these scrutinization samples, the described 
approach is loosely considered to be operation security 
defect agnostic (bounded within the scope of either code 
injection attacks or ROAs). This ASD approach correlates 
events with the ongoing PLC Program Execution Context 
(PLCPEC). This PLCPEC is in the form of baselined 
instruction addresses and callers of library routines, such as 
shown in Figure 3 above. It can be ascertained, via 
examining Figures 2 and 3, that the ASD approach is 
predicated upon the MLPRDM (shown in Figure 2), and this 
particular module is further explained in the 
experimentation section. 

III. EXPERIMENTATION FINDINGS 
The experimentation involved a particular ICS 

architectural stack module, which centers upon [edge] PLCs 
focused upon inter-PLC communications, via 5G URLLC 
links, within an ICS context. As should be axiomatic, a key 
aspect of the 5G/B5G/6G ecosystem is that hardware is 
principally supplanted with software so that future upgrades 
will be software-centric. However, this increased utilization 
of Software-Defined Networking (SDN) within the network 
core also expands the attack surface opportunities [21]. For 
this particular case, the 5G-related PLCs were the targets. 
Given the comparable nature of the involved PLCs, only one 
PLC was examined. 

In accordance with the acknowledged deterministic 
behavior of the underlying engineering software for the PLC 
Program (e.g., the same set of request messages are 
utilized), a specific heuristic was utilized; given the scan 
cycle traffic of prior sessions, a pattern among the request 
messages could be ascertained; this particular heuristic is 
supported within the literature [22]. Accordingly, to 
operationalize the posited ASD approach, several facets 
were baselined apriori by pre-processing the PLC binary 
and recording the following: (1) legitimate callers of the 
library, (2) legitimate callers for each library routine, and (3) 
legitimate callers for various consecutive call patterns for 
the library routines. Furthermore, the instructions occurring 
prior to any “ret” instruction were recorded, and a relative 
weighting was assigned to each instruction depending upon 
their distance to their associated “ret.” 

These operationalization actions spawned other 
complexities. For example, while using dedicated processor 
commands, such as Branch Trace Store (BTS) can be quite 
effective for recording (e.g., memorializing the last executed 
branches), the computational overhead can also be quite 
high; there are also comparable processor commands (e.g., 
Last Branch Record or LBR, Architecture Event Trace or 
AET, etc.). For these cases, a substantive portion of the 

overhead can be attributed to the large number of 
performance samples (derived from the Performance 
Monitoring Unit or PerMU of the involved processor), which 
include various control transfer events (e.g., calls [to 
subroutines], returns or “rets” [wherein control flow 
continues with the instruction following the call], 
exceptions/interrupts [wherein unexpected events disrupt 
instruction execution/control flow]) and their associated 
control transfer information (e.g., source address, target 
address, and various other properties, etc.) [23]. 

The standard recordings of PerMUs can include 
TLB/ITLB misses, cache misses [wherein the processor must 
retrieve the data from main memory], branch prediction 
misses or branch mispredictions [a misprediction in the next 
instruction to process], etc. Typically, the computational 
overhead associated with tabulating these events is 
compounded by the ensuing interrupts (spawned when the 
pre-defined memory is saturated). However, Precise Event 
Base Sampling (PEBS) or comparable approaches can 
process these recordings of events into pre-defined memory 
sectors, such as when the event occurrences exceed a 
particular threshold, rather than spawn an interrupt. Hence, 
the “tighter” the threshold, the more quickly and more likely 
it is for, let us say, TLB/ITLB synthetic misses (i.e., 
indicative of a code-injection attack) to be detected. 
However, to decrease the likelihood of false positives, it is 
necessary to decrease the likelihood of naturalistic misses, 
and this is achieved via the PLC logic/code [performance] 
optimization performed by the MLLCOM (e.g., an 
enhancement of code layout, such as by re-positioning code 
blocks within a procedure to decrease branch misses). After 
all, if the control flow frequently traverses several distinct 
and disparate pathways throughout the code region, it is 
more likely to experience misses.  

Experimentation has shown that the use of certain 
algorithmic approaches (e.g., Code Tiling-like), particularly 
for code layout optimization, achieves better performance 
(e.g., call frequency grouping) within the allotted time span 
than other algorithms (e.g., Pettis-Hansen);  the algorithms 
are known to have O(n*(n+n2))=O(n3) as the worst-case 
asymptotic complexity, but the difference in approach — the 
utilization of various approximations — underpin the 
performance differences [24]. Moreover, with the MLLCOM 
engaging in code layout optimization and gleaning the 
apriori consecutive call patterns, it is able to facilitate a 
reduction in the number of false positives by better 
distinguishing between legitimate and illegitimate control 
flow behavior. Preliminary experimentation with MLLCOM 
has also noted that its profiling (via its MLLCOM helper) at 
the Monitor level and trace processing at the Detect level 
well serves to facilitate better optimizing basic blocks within 
a procedure (i.e., procedure splitting) via the notion of hot 
blocks (executed frequently) and cold blocks (i.e., executed 
infrequently). This helps to decrease branch misses. 

Overall, these types of optimizations, among others, are 
central to the discernment equation. Due to “real-time 
execution deadlines” and Quality of Service (QoS) 
stipulations, “compilers for PLC binaries typically only 
undertake very conservative optimizations, if any” [13]. Yet, 

98Copyright (c) IARIA, 2021.     ISBN:  978-1-61208-893-8

CYBER 2021 : The Sixth International Conference on Cyber-Technologies and Cyber-Systems

                         107 / 130



 

 

there are several opportunities to optimize PLC binaries. As 
previously discussed, the paradigm of sub-optimal 
instruction locality can adversely impact the PLC Program 
performance, via, by way of example, TLB/ITLB misses, 
which can induce memory stalls (cycles for which the 
processor is stalled while awaiting memory access) [24]. 
However, a paradigm of optimized instruction locality  (e.g., 
pre-positioning callers in close proximity to their callees) can 
dramatically improve performance [24][25].  

From an architectural perspective, the overall MDMM 
amalgam is able to monitor/detect units of work that are in 
conformance with the PLC scan cycle. By way of 
background, non-PLC languages (and their associated 
binaries) typically adhere to sequential units of work as part 
of their execution model. In contrast, PLC binaries adhere to 
an execution model that conforms to the continuously 
executing scan cycle. Due to the continuous nature of the 
execution scan cycle, dynamic analyses of the PLC binary is 
non-trivial. The MDMM architecture lends to overcoming 
this challenge, via the positioning of its various constituent 
modules. In particular, the ARECM is nicely 
operationalized within the ASD of the MDMM by way of 
the interplay between the MLDM and MLLCOM, via the 
MLPRDM, such as previously shown in Figure 2 and 
summarized in Figure 4 below. With the enhanced context 
from the MLLCOM (given the optimization work) and the 
insights from the MLDM (e.g., comparison of the current 
scan cycle traffic with apriori scan cycle traffic) serving as 
accelerants for the ARECM, the MDMM architecture and 
underpinning MLPRDM provide enhanced discernment.  

 

 
Figure 4.  Automated Reverse Engineering Cyber Module (ARECM) in 

the context of the Monitoring/Detecting/Mitigating Module (MDMM) 
Amalgam’s Anomalous Sample Detection (ASD) 

As previously shown in Figures 2, 3, and 4, the 
methodological approach centers upon the fact that the 
MLPRDM discerns the set of legitimate instruction calls 
prior to the return or “ret” (or “Pre-‘ret’”) instruction 
contained within the subroutines of the PLC Program. 
Legitimate instruction calls are permitted to proceed while 
MLPRDM-recognized illegitimate instruction calls may 
experience intervention (time-permitting and if practical). 

The MLPRDM discerns patterns from the work of the 
MLLCOM and is, in effect, the key engine for the MDMM, 
which directly addresses the ARE open issue/challenge.  

IV. CONCLUSION 
While ICS were originally designed to operate in isolated 

environments, the convergence of OT and IT have increased 
the attack surface area within this ecosystem, particularly for 
key devices, such as PLCs. Several attack vectors, within the 
rubric of Denial of Engineering Operations (DEO), have 
emerged to target, among other devices, PLCs [26]. 
Unfortunately, the cyber defense and resiliency capabilities 
in the OT sector greatly differ from that of the IT sector, 
such that the TTPs, which can be brought to bear in support 
of PLCs, have been limited thus far. Furthermore, the PLCs 
operating within the OT environment have had a high 
availability onus (of controlling real-world physical 
processes), but are often limited by their resource-
constrained, legacy (and possibly proprietary) environs.  

It has been shown that PLCs have been vulnerable to 
DEO attacks, wherein the legitimate instruction in a control 
logic is replaced with noise data (e.g., a sequence of 0xFF 
bytes) to cause the PLC to malfunction, and/or the PLC may 
have had legitimate instructions relaced with malicious 
instructions. In either case, the operational control flow has 
been compromised. Two synergistic pathways for mitigation 
are evident. First, detection is ideal; to the degree that this 
can be achieved with enough time to take mitigation action, 
then it would be ideal to effectuate an active defense (e.g., 
ironically, a man-in-the-middle counter-attack) by 
intercepting the malicious traffic and supplanting the 
malicious code prior to that code being executed by the PLC 
Program. Whether or not this detection/active defense can be 
achieved, a forensic analysis to comprehend the extent of the 
control flow manipulation is required. Consequently, second, 
ARE is required; to the degree that it can occur in real-time 
for a robust diagnosis of the attack, such that active 
countermeasures can be readily deployed, then the intent for 
which MLPRDM was designed would be operationalized.  

Key to its success, the MLPDRM goals of profiling and 
trace processing are critical; its actions will, among other 
effects, minimize the number of naturally occurring ITLB 
misses so that synthetically occurring ITLB misses will be 
more illuminated. The posited MLPRDM, set amidst the 
MDMM architecture, requires further quantitative 
benchmarking, but the initial architectural techniques (for a 
lower overhead, minimally intrusive approach vector, and 
more accurate monitoring/detection paradigm) and 
preliminary experimental results show promise. The 
significance of this potential is that the approach addresses 
the Industry 4.0 cyber-physical security open issue/challenge 
surrounding ARE for PLCs; in essence, the posited ARE 
cyber module, which leverages the various described ML 
facilities to aid in the ARE task, is less prone to be utilized as 
an attack accelerant. The author hopes to focus on 
substantive quantitative benchmarking as part of future work, 
as the preliminary results are quite promising. 
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Abstract— As nation state actors become more active in cyber-

attacks on infrastructure, they also become more sophisticated, 

choosing to target product quality over a plant shutdown, thus 

making it harder to detect an intrusion. To make cyber-attacks 

harder to initiate, naturally-occurring polarization in radio 

frequency signals is being explored as a means of authentication 

that doesn’t require digital data. By means of polarization mode 

dispersion, it is possible to protect the wireless channel (the path 

from sensor to access point) by identifying hostile actors who 

attempt to imitate authenticated devices to gain entry into a 

wireless network. In this article, recent test results are examined 

for their impact on the resilience of this type of wireless security. 

Specifically, performance in the case of low received-signal-

strength is analyzed. Also, troublesome presence of electrical 

interference from a microwave oven and fans is studied. 

 

Keywords-cybersecurity; authentication; wireless intrusion 

detection; radio frequency fingerprinting; interference. 

I.  INTRODUCTION 

As nation state actors become more active in cyber-attacks 
on infrastructure, they also become more sophisticated [1]. 
Rather than shutting down a plant, for instance, they might 
target product quality, which is harder to detect. Rather than 
using dictionary attacks, they might employ man-in-the-
middle attacks or implement rogue access points because they 
are also harder to detect [2]. To stay out in front of the 
attackers requires a proactive approach that includes new 
systems of security for wireless edge devices. 

A new form of Wireless Intrusion Detection System 
(WIDS) has been developed that detects wireless intruders by 
the signal they send, rather than simply relying upon the data 
that the signal contains [3] [4]. By using polarization mode 
dispersion, it is possible to protect a wireless channel (that is, 
the path from sensor to access point) by identifying hostile 
actors who attempt to imitate authenticated devices to gain 
entry into a wireless network.  

In this article, recent test results are examined for their 
impact on the resilience of this type of wireless security. 
Specifically, performance in the case of low received signal 
strength is analyzed. Also, presence of electrical interference 
from a microwave oven and from fans is studied. 

The remainder of this paper is organized as follows. 
Section II describes the test setup, including a description of a 
prototype device under test, and further describes a set of fixed 
transmitting devices emulating industrial sensors, the general 
environment in which tests are conducted and the condition 

under test, which may involve introducing a tertiary device. 
Section III describes the test performed with signals received 
that are characterized by low relative signal strength. Section 
IV addresses tests performed with different types of electric 
fans producing electrical interference near the transmitting 
devices. Section V covers a test performed with a microwave 
oven in operation near the transmitting devices and Section VI 
provides concluding remarks on the tests. The paper closes 
with references cited. 

II. TEST SETUP 

A prototype system (Figure 1) was previously developed 

and is employed here to monitor wireless signals and identify 

unique edge devices by a naturally occurring fingerprint 

comprised of polarization characteristics in the wireless 

analog signals they transmit. This fingerprint is quite unique 

and very stable for each fixed wireless device. When a set of 

devices are authenticated based on their fingerprints, a new 

device entering the area can be identified as an unknown 

device, even if the perpetrator is using the MAC address and 

password of an authenticated device to attempt connection 

with a network. In addition, devices of the same make and 

model will yield very different fingerprints, making the 

authentication device specific. 

Figure 1. Device under test: a prototype wireless intrusion detection 

system 
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Since the fingerprints are naturally occurring, this method 

of identifying wireless intrusion works with legacy devices, 

which may have little or no security measures embedded. It 

also works with any protocol and with any standard for 

communications, thus making it a potentially desirable 

mechanism to employ in sensitive industrial environments. 

However, most industries are electrically noisy and any new 

security system must be able to operate in an environment 

with high electrical interference. Thus, a study is needed to 

ensure its viability for industrial applications. 

Electrical interference can raise the noise floor of a 

received wireless signal. This may result in an otherwise 

satisfactory signal strength arriving with a low Signal-to-

Noise Ratio (SNR), causing problems for some receivers. In 

addition, electrical interference can result in sporadic 

increases in energy received, which may appear as new 

signals, or which may obfuscate desired signals. 

To test the prototype under these conditions, a 40-foot by 

80-foot metal warehouse was used to simulate a plant 

environment. It was set up with four sensors each based on the 

same make and model of microcontroller; in this case, 

Raspberry Pi 4Bs. The sensors alternately each sent a pair of 

wireless signals containing data.  

Two identical prototypes, each with a unique pair of 

antennas, were set up to monitor the incoming signals from 

the sensors for comparison of antenna types. Twelve tests 

were run using different signal gains and interference sources 

in varying forms of electrical noise within the field of the 

transmitting sensors. 

The wireless signals were received by each of the 

prototypes using orthogonally-polarized antennas; one set of 

RF Elements OARDSBX244 Omni Directional 2.4 GHz, 

4dBi antennas and one set of Bestkong Omni WiFi Booster 

2.4 GHz 5dBi antennas. The signals were sampled at 20M 

samples per second and were digitized with a 12-bit Analog-

to-Digital Converter. For this test case, they were recorded so 

they could be analyzed in off-line processing. In actual 

operating conditions, the inputs would be analyzed as they 

were received and a decision made as to whether or not they 

were authenticated, known sources.  

Received signals were band-pass filtered and converted to 

complex baseband in the Universal Software Radio Peripheral 

[5]. A proprietary pulse detection algorithm was then 

employed on the baseband signals, and a block of 4096 

samples was formed upon detection of a signal.  The block 

was transformed to the frequency domain using a Discrete 

Fourier Transform (DFT). Further processing, including an 

algorithm for finding the main spectrum lobe [6], was used to 

derive a polarization mode dispersion profile across the 

spectrum of the DFT, eliminating artifacts derived from 

spectral leakage. 

By averaging energy over many symbols within the 

received packet, one is able to mitigate concerns of incipient 

deviations, scalloping, unbalanced spectra and other fading 

phenomena which might influence the calculation of 

polarization mode dispersion. This computation produces a 

frequency-dependent fingerprint based on polarization mode 

dispersion across the signal bandwidth that is quite unique for 

each sensor. The fingerprint is compared to a bank of collected 

fingerprints to determine if the received input has been 

identified previously. This is done through a correlation 

process, concluding with a number between 0 and 1 that 

indicates the degree of confidence for each case where the 

fingerprint of the incoming signal is compared to each known 

source. 

III. LOW RELATIVE SIGNAL STRENGTH 

A. Setup 

In this series of experiments, three of the signals received 
from sensors each had an SNR of 20 dB and a fourth received 
signal had a 14 dB SNR. These signal strength levels are 
undesirable in communications and often reflect conditions 
where the bit-error rates increase to the point where packets 
fail and must be re-transmitted. Figure 2 depicts a dial which 
reflects, on average, when wireless communications are good 
and when they begin to fail. It should be noted that the range 
from 15 dB to 25 dB is referenced as “poor,” indicating that 
re-transmissions are frequent. Three of the sensors are 
transmitting signals that are received in this range. The fourth 
sensor resides in the range below that, denoted as minimum 
SNR, 10-15 dB. In this range, data may get through only 

periodically. The degradation is clearly evident in the actual 
recorded signal spectrum, shown in Figure 3, where the 
intensity across the spectrum is indicated with a relative 
intensity, in Volts, on the vertical axis for each frequency bin 
number on the horizontal axis. 

Typically, one would expect the average spectrum to be 
approximately symmetric around the center of the chart.   
Frequency-selectivity due to multipath in the propagation 
channel can result in signal levels that depend on the 
frequency, leading to an unbalanced spectrum.  

B. Results 

While this phenomenon and other frequency-selective 
fading can reduce signal levels and even cause bit-error rates 
to increase, the effect is not significant enough to negatively 
impact the ability to correctly match the fingerprint of a 
received signal with one of a set of known sources. Because 
the polarization dispersion measurement is averaged over 
multiple symbols within the packet, transient effects are 
minimized and an integration gain is achieved. 

Figure 2. A dial indicating how SNR impacts quality of signal 
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The following chart (Figure 4) is a ‘confidence matrix’, 
which is similar to a well-known confusion matrix, except, 
where a confusion matrix would have known sources along 
one axis and the same number of unknown sources along a 
second, the confidence matrix is designed with known sources 
in columns and each row containing a new, incoming source. 
In other words, the confidence matrix grows in length with the 
number of signals received in the test case. 

Column A contains the block number of the rising edge of 
each signal found. The first time a signal is seen, it is not 
successfully correlated with a known source, since there are 
no known sources, as yet. Thus, for block 1413 the correlation 
is 0.38, where 1.00 is a perfect match and 0.00 indicates no 
correlation.  

The confidence matrix shows no sources present in the test 
other than the four known sensors, shown in columns B, C, D 
and E. It also shows strong correlation with alternating pairs 
of signals arriving from each of four sensors. There are no 
false positive correlations, nor false negative correlations. The 
number in each cell represents the confidence in making the 
matching decision. Thus, all positive correlations are above 
0.95 indicating that the decisions are made with greater than 
95% confidence. In fact, this confidence matrix is from a test 
with received signals of low SNR and the average positive 
correlation for this test is 0.97 with a standard deviation of 
0.01. 

 
 

This statistic is important when illustrating prototype 
performance for signals with low SNR. The ability to maintain 
an average correlation with a confidence factor of 0.97 under 
low SNR conditions indicates that the fingerprints of wireless 
edge devices will remain strong even when communications 
begin to fail. 

Polarization measurements from the prototype may be 
plotted on a spherical coordinate system, called a Poincaré 
Sphere. Each frequency bin of the DFT contributes a unit 
vector ending with a single point location on the sphere’s 
surface. In research conducted at the University of Notre 
Dame, the polarization of a signal has been found to be 
frequency dependent, leading to a curve, like those shown in 
Figure 5, as each frequency bin of the DFT is traversed [7]. 

The fingerprint for a fixed, wireless device may be plotted 
on a sphere’s surface for purposes of visualization, although 
not necessary for the purpose of correlation. Fingerprints for 
two separate sensors in the aforementioned chart are color-
coded to indicate each device; one, red, and the other, blue. 
Each point of a fingerprint represents a frequency bin of the 
DFT. Thus, over the bandwidth of the received signal, a curve 
meanders around the spherical globe. 

Eight tests were run with signals of low SNR. All tests 
yielded results similar to the test shown above-- there were no 
false negatives and no false positives. 

IV. ELECTRICAL INTERFERENCE 

A. Setup 

Another set of tests was conducted for conditions 
involving electrically noisy environments. In these tests, 
noise-producing equipment was placed near the sensors, one 
at a time. A table-top rotating fan and a box fan were each 
used to introduce noise into the environment, one at a time. 

The tests involving fans present interesting cases for this 
technology, since they introduce both electrical interference 

Poincaré Sphere 

Figure 3. DFT of a signal with low SNR showing non-uniformity in 

symmetry (test 20210327103909-2G0202e) using relative intensity in Volts 

on the vertical scale compared at each frequency bin on the horizontal scale 

Figure 5. Fingerprints for two devices with low SNR are shown in red and 
blue curves on the surface of a sphere 

Figure 4. Confidence Matrix highlighting positive correlations made each 

pass between new and known sources, where column A contains the 

number of the block received; that is, the pass 

V 
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from the fan motor and motion interference from the rotation 
of the fan blades within the multi-path. 

Both fans were placed, one at a time, on the same counter 
top as the sensors for this test. This places a fan in close 
enough proximity to couple electrically with the wireless 
signals and introduce rotating reflectors in the multi-path 
environment. This test involved both Bluetooth and Wi-Fi 
signals, but only the Wi-Fi signals are discussed in this 
document for simplicity. It suffices to say that no difference 
was found in the two cases. 

B. Results 

The DFT of a Wi-Fi signal in this test case appears just as 
one would expect, with a single main lobe containing a center 
null. This is the same shape in the frequency response as one 
would find in a sufficiently strong Wi-Fi signal for good data 
demodulation. The main lobe is surrounded by two small side 
lobes, introduced by the finite nature of the DFT. The resulting 
signal spectrum is shown in Figure 6. 

 

 
Figure 6. DFT showing relative strength in Volts on the vertical axis and 

frequency bins on the horizontal axis for a Wi-Fi signal in a test case with a 

small fan nearby (test I201-F2462-R20-G20-SC16-BS2048-1b) 

There were no false positives and no false negatives found 
in this test case. The average confidence in positive 
correlations is 98.6% with a standard deviation of 0.01. 

As may be seen in Figure 7, which compares a case with 
no interfering devices, in part A, to the introduced fan, in part 
B, the noise floor is considerably higher with the fan. Even so, 
the electrical noise is largely non-polarized and, thus, is for 
the most part invisible to the algorithms used for 
fingerprinting. Part C of the figure will be discussed below. 

 

V. MICROWAVE OVEN INTERFERENCE 

A. Setup 

A test involving interference from a microwave oven is 
often considered one of the hardest tests to pass in wireless 
studies. The microwave produces high power signals exactly 
in the range of frequencies often encountered in the upper 
ranges of Wi-Fi 2.4 GHz channels. In this test case, we employ 
channel 11, which is often in the center of such interference. 

A microwave oven located near the sensors was turned on 
for the duration of the test. The result is a series of closely 

timed pulses which vacillated in amplitude overlaying the 
sensor signals. 

B. Results 

Figure 7 shows normal signal amplitude in the time 
domain in part A, a snapshot of the elevated noise floor from 
a fan motor in part B, and also a snapshot of microwave 
background radiation as seen by the receiving antenna on one 
of the prototypes in part C. 

The unusual pulses from the microwave have an effect 
similar to lowering the received signal SNR by introducing a 
floor resulting from the presence of the interference. As in the 
previous tests, the interfering microwave pulses do not seem 
to significantly influence either the frequency content of 
individual signals, nor the polarization. Instead, they result in 
the appearance of a raised noise-plus-interference floor that is 
not as stable as an environment with no interference. 

 
Taking a closer look at the phenomena, one can see in Figure 
8 that the signal spectrum appears as a well-balanced, fairly 
clean communications signal. Here, we see a main lobe with 
a null at the center, framed with small side lobes and only a 
very small amount of deterioration in the right half of the main 
lobe beginning to form. 

Certainly, however, the microwave signal is a major 
interfering signal and it is clearly seen the in Figure 7 (C) and 
clearly it lowers the ratio of signal-to-interference-plus-noise 
of the incoming signals. An examination of the relative 
intensity (the vertical axis) shows the signal at only half the 
level of the average intensity of the spectrum in Figure 7. 

Figure 7. Time domain views of (A) normal sensor activity, (B) fan motor 

raising the noise floor, and (C) pulses from a microwave raising the noise-

interference floor 

V 

V 

V 

V 
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Figure 8. A Discrete Fourier Transform of a signal subject to background 

microwave interference 

If one analyzes a very short period of time, it is possible to 
see that the background radiation is actually a series of pulses. 
This may be seen in Figure 9, where a handful of signals fall 
amidst a continuing series of low amplitude pulses. These do 
not contain data, of course, but rather are pulses of interfering 
energy. 

One might expect that microwave interference would also 
interfere with the polarization characteristics of the received 
signals from sensors. However, it was found that the pulses 
had little effect on the polarization calculation. The average 
confidence in positive correlation across the test file is 98.0% 
with a standard deviation of 0.03. Thus, the fingerprints for 
the identified signals appear to be stable. Fingerprints of the 
first two devices may be seen in Figure 10. A close 
examination reveals that the red curve moves very slightly, 
captured in this image showing the current fingerprint and the 
previous fingerprint it replaces. Overall, however, the 
fingerprints for both devices remained fairly stable throughout 
the test. As in the previous tests, there were no false positives 
and no false negatives found in this test. 

VI. CONCLUSION 

In conclusion, the polarization methodology employed 

for fingerprinting RF signals from wireless edge devices 

revealed no false positives and no false negatives in 12 tests 

directed toward studying low SNR and electrical interference 

from fans and a microwave oven. The confidence of the 

positive correlations ranged from 97% to 99%, indicating the 

methodology is resilient to both conditions of low signal 

strength and electrical interference. Thus, it may be 

concluded that the fingerprinting of wireless signals using 

polarization characteristics is quite robust under conditions of 

low SNRs and electrical interference. In future work, it is 

recommended that similar tests be performed to study the 

effects of motion in the multipath on the methodology. 
 

 
Figure 10. Polarization-based RF fingerprints for two wireless edge devices 

subject to microwave interference 
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Abstract— Artificial Intelligence (AI) applies algorithms to 

make decisions or support human decision-making. AI has the 

ability to transform every industry sector. While AI cannot yet 

reason abstractly about real-world situations or interact 

socially, it is responsible for transforming the online consumer 

industry, facilitating biometric access to mobile phones, and 

for bringing science-fiction into reality with driverless cars. 

Explainability is a major barrier to acceptance and utilisation 

of AI. This is most apparent in more conservative industry 

sectors, such as banking and finance, health and security, 

where the penetration of AI is nominal. Engendering greater 

user acceptance of AI requires an understanding of its 

stakeholders, who they are, and what they need to understand. 

Analysis of the current machine learning models identifies 

three main groups in the context of explainability: Those 

models that are transparent and easy to understand from their 

logical processes; Those models that can be adjusted to take a 

more human-logical approach that explains itself; and those 

models that are so complex they need to be explained post-hoc 

by interpreting their behaviour. Human-centred performance 

measures for explainability will facilitate continuous 

improvement and corresponding increased acceptability of AI 

models.  
 

Keywords- Artificial intelligence; machine learning, 

explainability, stakeholder; acceptance; transparent; model; 

post-hoc; human-centred explanation; measure. 

 

I. INTRODUCTION 

Artificial Intelligence (AI) utilises algorithms to make 

decisions or support human decision making by analysing 

huge data sets, finding patterns, and proposing courses of 

action, and they do this at scales beyond human capability 

[7][8]. AI has the ability to transform every industry sector 

by imitating and augmenting human intelligence and 

removing inconsistencies in human decision making 

[8][9][17]. While AI is responsible for the providing 

biometric access to mobile phones through face recognition, 

and for turning science-fiction into reality with driverless 

cars [8][17].  

Explainability is a major barrier to acceptance and 

utilisation of AI [1][20]. “The current generation of AI 

systems offer tremendous benefits, but their effectiveness is 

constrained by the machine’s inability to explain its 

decisions and actions” [6]. This is most apparent in more 

conservative industry sectors, such as banking and finance, 

health and security, where the penetration of AI is nominal. 

Explainable AI will be essential if industry leaders, 

professional specialists and other AI stakeholders are to 

understand, appropriately trust, and effectively manage this 

upcoming generation of artificially intelligent partners.  

Section II provides an introduction to Artificial 

Intelligence and Machine Learning. Section III looks at 

some of the areas where AI has been successfully applied, 

and analyses why AI is not being utilized more broadly. 

Section IV investigates user acceptance and Section V 

discusses different methods for making AI and ML 

explainable, and approaches for interpreting ML models and 

generating greater user acceptance amongst the AI 

stakeholders.  

 

II. ARTTIFICIAL INTELLIGENCE AND MACHINE 

LEARNING 

Machine Learning is one tool in Artificial Intelligence 

that is largely responsible for its rise. The terms Artificial 

Intelligence (AI) and Machine Learning (ML) are used 

interchangeably in literature. In 1959, Arthur Samuel 

defined Machine Learning as the “Field of study that gives 

computers the ability to learn without being programmed.” 

Mathematical models are utilized to “train” the AI system 

based on large volumes of training data so that when it is 

presented with an input it has not seen before, it can make 

its own assessment and provide a predictive response [19]. 

More recently, in 1998, Tom Mitchel [19] described AI 

as the well-posed learning problem, which outlines how 

computer systems learn: “A computer program is said to 

learn from experience E with respect to some task T and 

some performance measure M, if its performance on T, as 

measured by P, improves with experience E.” [19] 

A computer or system is said to have artificial 

intelligence when it has the ability to process large amounts 

of data, reason, and identify patterns that a human could or 

could not discern, at a scale unattainable by humans [1].  

The science fiction stories of AI self-learning to a degree 

that its intelligence enables it to operate completely 

autonomously, while exciting, have little to do with reality. 

The general AI capability of these autonomous computers 

would necessitate them have strong capabilities in multiple 

intelligences and to co-ordinate these concurrently. Narrow 

AI, where machines are good at one capability, is now part 

of every-day life, and is highly lucrative for consumer 
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internet where online advertising is targeted to those 

consumers more likely to click [18]. More recently the self-

driving car has progressed to the point of prototypes 

demonstrating the conflicting decisions required by an 

autonomous vehicle.   

 

III. AI POTENTIAL VERSUS REALITY 

A. AI Capabilities 

AI can transform every major industry [17].  Many 

fields, particularly those with huge volumes of reliable data, 

are already benefiting from the support ML offers to 

decision making and the inferring of relations far beyond 

human cognitive capability [1]. 

Supervised learning is the most common form of 

Machine Learning, or AI that can perform simple A input to 

B output mappings [18]:  

TABLE I.  SUPERVISED LEARING APPLICATIONS [18] 

Table Column Head 

Input AI Output  

Email SPAM filtering SPAM 

Audio 
Speech 

recognition 
Text transcript 

English 
Machine 

translation 
Chinese 

Ad, user info Online advertising Click? 

User’s face Facial recognition Unlock the iphone 

Applicants financial 

info 

Loan application 

risk forecasting 

Will you repay the 

loan 

Scene in front of car, 

lidar reading 
Self-driving car 

Positions of other 

cars  

Image of a product (eg. 
A phone 

Visual inspection 

Identify 

manufacturing 

defects  

 

• If the type of input is email and the output required 
is ‘is it SPAM or not?’ then the AI performs SPAM 
filtering, or  

• If the input is an audio recording, and the output 
required is a text transcript then the AI is speech 
recognition.  

• If the required input is English and output another 
language, Chinese, French, then this is machine 
translation. 

• The most successful form of this type pf Machine 
Learning is online advertising, where all the large 
online advertising platforms have a piece of AI that 
inputs a piece of information about the ad, and some 
information about the user, and they try to determine 
the likelihood that you will click. By showing the 
ads the user is most likely to click on, this has 
become very lucrative.  

• Similarly, facial recognition is used as a form of 
biometric access control for unlocking mobile 
phones. 

• For a self-driving car, one of the key pieces of AI is 
one that takes in an image of the surroundings along 
with other positional input from a radar, and outputs 
the position of other cars and makes a decision to 
avoid the other cars. 

• Or, in manufacturing, AI is being used to Identify 
manufacturing defects by taking a picture of the 
product being manufactured and using AI to perform 
visual inspection and identify any defects such as 
scratches [18]. 

This simple form of Machine learning has taken off in 

the last few years with the availability of large volumes of 

digitized data, and has proven very valuable [18]. 

B. Why is AI not used more broadly   

ML / AI have proven useful when applied to critical 

areas of health care, fraud detection, and criminal justice. In 

healthcare, AI accelerates diagnosis and recommends 

treatments [22] more consistently than doctors [9]. In 

criminal justice it facilitates greater consistency in 

sentencing [22] by reducing the effects of cognitive bias [9]. 

Deep neural networks (DNN) have been particularly 

successful due to their ability to efficiently find an answer 

by extrapolating highly complex learning algorithms with 

millions of parameters [1]. The complexity of DNNs makes 

it difficult for a human to understand the path that was taken 

by the machine to get to the answer presented [1][8] and this 

raises questions around the trustworthiness of these AI-

based systems [22]. AI has made incredible inroads into the 

software industry but has failed to penetrate more broadly 

for three key reasons: Availability of huge volumes of data 

to train the machine learning, ability for AI to generalise 

across different data sources, and the lack of acceptance by 

those affected. 

To achieve high levels of performance at, speech and 

image recognition, machine learning approaches require 

vast quantities of training data [12] [20]. Each training data 

element includes an example, and a translation of what that 

training example means. For example, Speech recognition 

models require 50,000 hours of data and transcripts of that 

audio. Generating this training data is a significant 

undertaking with the data itself becoming a valuable 

differentiating asset. [17][20]. The areas that have extracted 

great benefit from AI are those with access to that data, such 

as Google, Facebook, and Apple. 

In fields such as health, where the data volumes relate 

directly to the disease occurrence, the variance in data can 

drive variance in results. The AI may perform to human 

level when presented with diseases for which there is a high 

volume of data, but is ineffective at identifying less-

common diseases. From a lung scan, for example, the AI 

may recognise pneumonia, peristalsis, lung cancer, or 

pulmonary thrombosis, but it may not recognise 

tuberculosis, for example.   

Generalisability fails when a researcher uses data from 

only a few data sources. They may work closely with  
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radiologist from the local hospital, for example. They test 

their machine learning, refine their algorithms based on this 

limited data input and may get human-level results, but as 

soon as they take their model to a new context, to another 

hospital with a different radiologist, their AI algorithm 

doesn’t perform so well. Here lies the gap between research 

and the real-world. In the health sector, different 

radiologists have different techniques for scanning patients. 

The ML algorithm may perform as well as a human with 

scans from a small sample set radiologists, but misdiagnose 

when presented with scans from another radiologist [20].  

The medical practitioner will not trust the AI to diagnose 

her patient if she cannot rely on it to perform consistently 

under different circumstances [20], nor can she be confident 

of the AI system’s diagnosis if there is no explanation for 

why the AI thinks there might be cancer present. This lack 

of transparency is fueling the gap between the research 

community and industry sectors, and our scans continue to 

be diagnosed by a human [1][16]. 

There has been resistance to AI in more risk averse 

industry sectors such as banking, finances, security and 

health where lack of trust in how these AI models work, 

along with heavy oversight by regulators, is impeding 

inhibiting the uptake of AI [1]. Results and metrics from AI 

systems may be impressive, but explainability will continue 

to be a barrier to AI adoption in practical implementations 

[1]. As Michael I Jordan explains: “We will need well-

thought-out interactions of humans and computers to solve 

our most pressing problems” [8]. 

 

IV. USER ACCEPTANCE 

Machine learning models are opaque, non-intuitive, and 

difficult for people to understand [5][6] and as they expand 

into transportation, medicine, manufacturing and defence, 

no-one wants to be in the position of thinking the machine is 

wrong, and not understanding why [2]. Explanations of AI 

system’s reasoning is paramount for users to collaborate and 

trust them [16].  

Acceptance requires Change Management and 

Explainability [20]: an understanding of how the AI model 

works, and how it will impact those around it. 

We, as researchers and IT professionals need to face into 

the fact that jobs will be lost through the implementation of 

AI. AI can automate any one-minute task, and many jobs 

are made up of a sequence of one-minute tasks [17]. 

“Explainable AI refers to models that take action to 

clarify their internal functions so that a human can 

understand the basis of their decision making” [1]. In order 

to be understood, an AI model needs to be transparent, 

interpretable, comprehensible and intelligible by the human 

audience [4][13]. 

Elements of Explainability include: 

• Trustworthiness: confidence that the model will act 
as intended when facing a given problem [1]. 

• Causality: explainable models might should ease the 
task of finding relationships that could be tested for a 
stronger causal link between the involved variables 
[1]. 

• Transferability: clarity of the boundaries that affect a 
model provide insight to its limitations, and to other 
problems. Can the model be applied in different 
contexts [1]? 

• Informativeness: The ML model is only solving part 
of the problem: The problem being solved by the 
ML model is only a subset of the problem being 
addressed by its human user [1].  

• Confidence: ML models need to demonstrate 
stability and reliability [1]. 

• Fairness: ML models can have built in biases. 
Explainability facilitates an ethical analysis of the 
model by exposing these biases [1]. 

• Accessibility & Interactivity: Explainability opens 
the door, in certain situations, for users to interact 
with the model and to be more involved in the 
processes of improving and developing the ML 
model [1]. 

• Privacy awareness: To satisfy GDPR and other 
regulatory privacy legislations, there is a need to 
demonstrate to customers how their data is being 
used [13]. Explainability highlights what data has 
been captured by the ML model enabling potential 
privacy breaches to be prevented [1]. 

• Cybersecurity: Engineers regularly make trade-offs 
between functionality and cybersecurity. As they 
design functionality into systems, invariably they 
introduce cyber vulnerabilities, knowingly and 
unknowingly [21]. Explainability can make cyber 
vulnerabilities transparent during the model 
development so these can be addressed or mitigative 
controls implemented prior to release. 

Change management, along with the increased 

understanding given by explainability facilitates acceptance 

by stakeholders of the ML model.  

V. EXPLAINABLE ARTIFICIAL INTELLIGENCE 

A. Classic vs Explainable AI:  

1) Classic AI 

Classic AI provides the response to the question or task 

requested, with a confidence level in terms of a probability. 

It provides no details as to how it reached this outcome, 

merely the result it came up with. The user has no 

comprehension of how or why the model produced this 

response nor the conditions under which this response could 

be questionable or invalid.  

2)  Explainable AI 

Explainable AI provides the same recommendation 

that the model produced but in a more understandable form, 

in plain English, along with the reasoning for why and how 

the model determined this outcome.   

 

108Copyright (c) IARIA, 2021.     ISBN:  978-1-61208-893-8

CYBER 2021 : The Sixth International Conference on Cyber-Technologies and Cyber-Systems

                         117 / 130



 

 

Figure 1. Classic AI [5][6] 

 

Figure 2. Explainable AI [5][6] 

In the example provided, the differentiators were ear 

shape, eye type, and whiskers, along with other attributes 

associated with a four-legged furred animal. In addition, 

explainable AI presents this information through an 

interface comprehensible by humans. 

B. Explainability connects research to reality 

1. Explainability facilitates impartiality in decision-

making by making any bias  generated from the 

training set transparent so this can be corrected [1]. 

2. Explainability facilitates robustness by highlighting 

conflicting outcomes that could destabilise the 

predictions and make them unreliable [1]. 

3. Explainability can verify that only meaningful 

variables drive the output, providing assurance that 

the model’s reasoning is solid and reliable [1].  

Explainability requires that algorithms demonstrating 

accuracy in the research laboratory also perform well in 

practice and provides explicit evidence for this. This will 

raise the confidence and trustworthiness of the claims made 

about the system [22]. 

“XAI will create a suite of machine learning techniques 

that enables human users to understand, appropriately 

trust, and effectively manage the emerging generation of 

artificially intelligent partners” [5][6]. 

 

C. Explainable to Whom: AI Stakeholders 

The key to making an intelligent system explainable, is 

to understand the needs and comprehension styles of the 

different human stakeholders for that system [1][16]. 

Different audiences have different requirements. The 

domain experts, medical practitioners, legal judges, and the 

decision makers relying on the AI’s recommendations will 

want to understand what problem the model is solving and 

why the model gives the answers it does. They will need to 

gain confidence that the model it is stable and reliable, and 

behaves as expected in every situation. Government 

regulators external to the organisation, and internal 

compliance will be interested in the model’s ability to meet 

legislative compliance obligations, data privacy appetite, 

and cyber security objectives. Internal technology risk will 

want to understand vulnerabilities and data breach risks the 

model introduces, and how these can be mitigated. 

Managers, executives, and board members who may have 

personal liability responsibilities will need to verify that 

their risk and compliance exposure is being contained, and 

that the system is robust and reliable. They may also be 

interested to understand the opportunities the ML model 

provides and whether it is transferable to enable new 

business opportunities.   

Figure 3. Stakeholders of Explainable AI [1] 
 

Researchers, data scientists, and developers will be 

interested to understand how the learning model works, the 

training data that was used, causality between its data 

elements, what its boundaries and limitations are, and how 

this model can be applied in different contexts. The users 

will want to understand how the ML model benefits them 

and the way they work. They will want to understand the 

decisioning processes and how closely this aligns to their 

own. They may be interested in being actively involved in 

developing and improving the model, but they will most 

certainly will want to understand how this model will 

impact their job, their patients and/or clients [1]. 

D. Explainability Approaches  

Machine Learning model explainability is categorized 

based on how easy it is to understand in its raw state: 
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1. Transparent interpretable models are easy for 

humans to understand, by reading the modelling 

logic; 

2. Deep Explanations adjust a more complex model to 

incorporate explainability, and  

3. Post-hoc explanations of opaque models that do not 

modify the model, but treat it as a black-box 

[1][6][20]. 

 

1) Transparent Interpretable Models  

Transparent Models use simple computation structures, 

such as “if-then rules” within an interpretable architecture. 

These include: 

• Logical / linear regression  

• Decision trees 

• K-Nearest Neighbours (KNN) 

• Rule-based Learners 

• General Additive Models 

• Bayesian Models [1][16] 

In situations where these models become extremely 

complex, dense, and difficult to decipher, they can be 

pruned or approximated with a simpler version. This 

involves identifying and the removing dependent support 

vectors and eliminating redundant parameters [16]. 

Bayesian Rule Lists (BRL), developed by Latham et al, 

provides 85-90% predictive accuracy. These models are 

structured as sparse decision lists consisting of a series of 

if… then… statements where the if statements list a set of 

features, and the then statements correspond to the predicted 

outcome. These are simple to follow and easy to understand. 

This list is built from the training data set: a comprehensive 

data set generates a comprehensive list of options and 

predictable outcomes. The example illustrated in Figure IV 

is based on the data set from the Titanic, and predicts 

survivability based on gender, adult-hood, and class. Given 

their high performance and ease of interpretability, BRLs 

are a preferred model for developing explainable AI [15]. 

Figure 4. Decision list for the Titanic survivors. In parentheses is the 95% 

credible interval for the survival probability [15]. 

 

 

2) Deep Explanations  

Deep Explanations involve adjusting the model itself so 

that is learns in a more human-logical way and can more 

easily explain the steps it took to reach its decision [5][6]. 

 

Figure 5. Deep Explanations [5][6] 

 

3) Opaque Model Induction  

The guidance from literature for classification of post-

hoc explanatory models varies, but a logical method for 

aligning these complex ML models is to segregate them 

into: 

• Explanation by simplification 

• Feature relevance explanation 

• Local Explanations 

• Visual explanation, and 

• Architecture modification [1]. 

These explanatory models deduce the decisioning of opaque 

ML by analysing the input to output alignments.  

E. Human-centred Explanation Interface 

The ultimate purpose of explainability is to enable humans 

to make informed decisions with valuable input from the AI 

system. The human-centred explanation interface translates 

the AI explanations, and presents them as: 

• Statements in natural language that describe the 

elements, analytics, and context that support a 

choice; 

• Visualisations that directly highlight portions of the 

raw data that support a choice and allow viewers to 

form their own understanding; 

• Specific Cases, examples and/ or scenarios that 

support the choice the model made; 

• Reasons for Rejection of alternative choices that 

argue against less preferred answers based on 

analytics, cases, and data [6]. 
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F. Explainable AI in Human Decision-making 

AI explainability, provided to humans through a suitable 

interface, will improve the uptake of AI by increasing trust 

and confidence in the responses the AI provides. Humans 

will own the decision process, with explainable AI 

becoming a tool commonly applied to enhance informed 

decision making [5][6].  

 

 

Figure 6. Explainable AI in human decision making [5][6] 

The user will raise the request to the AI system, the 

system will provide a recommendation, along with the 

explanation for its recommendation, via an easy-to-

understand Explanation Interface. The human can choose to 

take the additional information provided by the AI system 

into account when they make their decision, or not.  

 

G. Measuring Explainability Effectiveness 

To ensure explainability of AI improves over time, its 

effectiveness needs to be measured. Gunning proposed the 

following human-centric measures: 

TABLE II.  MEASURING EXPLAINABILITY EFFECTIVENESS 

Explainability Effectiveness 

Metric  Measure 

Model 

Understanding 

Does the user understand the overall model 

& individual decisions, its strengths & 

weakness, how predictable is the models 
decisioning, and are there work-arounds for 

known weaknesses. 

User Satisfaction 
 

Based on explanation clarity & helpfulness 
as measured by the user 

Trustworthiness 

 

Is the model trustworthy and appropriate for 

future use 

Task &  

Decisioning 

Performance 

Does the AI explanation improve the user’s 

decision, Does the user understand the AI 

decisioning? 

Self-correctability 
and improvement 

Does the model identifying & correct its 
errors? Does it undergo continuous training?  

  

VI. CONCLUSION 

“Life is by definition unpredictable. It is impossible for 

programmers to anticipate every problematic or surprising 

situation that might arise, which means existing ML systems 

remain susceptible to failures as they encounter the 

irregularities and unpredictability of real-world 

circumstances.” Hava Siegelmann, DARPA  L2M program 

manager [3]. 

It is not adequate for an AI system to merely perform its 

task and provide the answers. As Machine Learning and 

Artificial Intelligence evolve, their ability to enhance human 

capabilities in every industry will grow. Yet, their uptake 

will continue to rely on humans. AI systems will need to be 

able to explain themselves if humans are to trust them, 

understand them, and work with them on critical, life-

affecting decisions and tasks.   

REFERENCES 

[1] A. Arrieta et al., “Explainable Artificial Intelligence (XAI): 
Concepts, Taxonomies, Opportunities and Challenges toward 
Responsible AI”, available from: ResearchGate 
arXiv:1910.10045v1 [cs.AI] 22 Oct 2019, accessed March 
2021. 

[2] A. Bleicher, “Demystifying the Black Box That Is AI: 
Humans are increasingly entrusting our security, health and 
safety to “black box” intelligent machines”, Scientific 
American, August 2017, available from: 
https://www.scientificamerican.com/article/ 
demystifying-the-black-box-that-is-ai/, accessed September 
2021. 

[3] DARPA, Researchers Selected to Develop Novel Approaches 
to Lifelong Machine Learning, DARPA, May 7, 2018, 
available from: 
http://ein.iconnect007.com/index.php/article/110412/research
ers-selected-to-develop-novel-approaches-to-lifelong-
machine-learning/110415/?skin=ein, accessed September 
2021. 

[4] R. Guidotti et al., “A survey of methods for explaining black 
box models”, ACM Computing Surveys, 51 (5) (2018), 
pp. 93:1-93:42, accessed September 2021. 

[5] D. Gunning, “Explainable Artificial Intelligence (XAI), 
DARPA/120, National Security Archive”, 2017, available 
from:  https://ia803105.us.archive.org/17/items/5794867-
National-Security-Archive-David-Gunning-
DARPA/5794867-National-Security-Archive-David-
Gunning-DARPA.pdf, accessed September 2021. 

[6] D. Gunning, “Explainable artificial intelligence (XAI)”, 
Technical Report, Defense Advanced Research Projects 
Agency (DARPA) (2017), accessed March 2021. 

[7] M. I. Jordan, “Artificial Intelligence—The Revolution Hasn’t 
Happened Yet.” Harvard Data Science Review, 1(1) 2019. 
Available from: https://doi.org/10.1162/99608f92.f06c6e61, 
accessed March 2021. 

[8] M. I. Jordan, “Stop calling everything Artificial Intelligence”, 
IEEE Spectrum March 2021, available from: 
https://spectrum.ieee.org/stop-calling-everything-ai-
machinelearning-pioneer-says, accessed March 2021. 

[9] D. Kahneman, “Thinking, fast and slow.” Penguin Press, 
ISBN: 9780141033570, 2 July 2012. 

[10] A. Korchi et al., “Machine Learning and Deep Learning 
Revolutionize Artificial Intelligence”, International Journal of 
Scientific & Engineering Research Volume 10, Issue 9, 
September-2019 1536 ISSN 2229-5518, accessed September 
2021. 

[11] T. Kulesza et al., “Principles of Explanatory Debugging to 
Personalize Interactive Machine Learning”. IUI 2015, 
Proceedings of the 20th International Conference on 
Intelligent User Interfaces, pp. 126-137, 2015. 

[12] B. Lake et al., “Human-level concept learning through 
probabilistic program induction”, 2015 Available from: 

111Copyright (c) IARIA, 2021.     ISBN:  978-1-61208-893-8

CYBER 2021 : The Sixth International Conference on Cyber-Technologies and Cyber-Systems

                         120 / 130



https://www.cs.cmu.edu/~rsalakhu/papers/LakeEtAl2015Scie
nce.pdf, accessed September 2021. 

[13] G. Lawton, “The future of trust must be built on data 
transparency”, techtarget.com, Mar 2021, available from: 
https://searchcio.techtarget.com/feature/The-future-of-trust-
must-be-built-on-data-transparency?track=NL-
1808&ad=938015&asrc=EM_NLN_151269842&utm_mediu
m=EM&utm_source=NLN&utm_campaign=20210310_The+
future+of+trust+must+be+built+on+data+transparency, 
accessed September 2021. 

[14] G. Lawton, “4 explainable AI techniques for machine learning 
models”, techtarget.com,  April 2020, available from: 
https://searchenterpriseai.techtarget.com/feature/How-to-
achieve-explainability-in-AI-models, accessed March 2021. 

[15] B. Letham et al., “Interpretable classifiers using rules and 
Bayesian analysis: Building a better stroke prediction model”. 
IUI 2015, Proceedings of the 20th International Conference 
on Intelligent User Interfaces (pp. 126-137). 

[16] Y. Ming, “A survey on visualization for explainable 
classifiers”, 2017, available from: 
https://cse.hkust.edu.hk/~huamin/explainable_AI_yao.pdf, 
accessed September 2021. 

[17] A. Ng, “The state of Artificial Intelligence, MIT Technology 
Review”, EmTech September 2017. Available from: 
https://www.youtube.com/watch?v=NKpuX_yzdYs, accessed 
September 2021. 

[18] A. Ng, “Artificial Intelligence for everyone (part 1) – 
complete tutorial”, March 2019, available from: 
https://www.youtube.com/watch?v=zOI6Oll1Zrg, accessed 
September 2021. 

[19] A. Ng, “CS229 – Machine Learning: Lecture 1 – the 
motivation and applications of machine learning”, Stanford 
Engineering Everywhere, Stanford University. April 2020. 
Available from: https://see.stanford.edu/Course/CS229/47, 
accessed September 2021. 

[20] A. Ng, “Bridging AIs proof-of-concept to production gap”, 
Stanford University Human-Centred Artificial Intelligence 
Seminar, September 2020, available from: 
https://www.youtube.com/watch?v=tsPuVAMaADY, 
accessed September 2021. 

[21] D. Snyder et al., “Improving the Cybersecurity of U.S. Air 
Force Military Systems Throughout their Life Cycles”, 
Library of Congress Control Number: 2015952790, ISBN: 
978-0-8330-8900-7, Published by the RAND Corporation, 
Santa Monica, Calif. 2015 

[22] D. Spiegelhalter, “Should We Trust Algorithms?”. Harvard 
Data Science Review, 2(1). 2020, available from, 
https://doi.org/10.1162/99608f92.cb91a35a, accessed March 
2021. 

[23] 3brown1blue, “Neural Networks: from the ground up”, 2017, 
available from: https://www.youtube.com/ 
watch?v=aircAruvnKk, accessed September 2021. 
 

 

 

 

  

 

 

112Copyright (c) IARIA, 2021.     ISBN:  978-1-61208-893-8

CYBER 2021 : The Sixth International Conference on Cyber-Technologies and Cyber-Systems

                         121 / 130



Application Services in Space Information Networks

Anders Fongen
Norwegian Defence University College, Cyber Defence Academy (FHS/CIS)

Lillehammer, Norway
Email: anders@fongen.no

Abstract—As Low Earth Orbit satellites (LEO) are evolving
from “radio mirrors” to “network entities” it is reasonable
to foresee a development of satellite networks which not only
forwards network traffic, but engage in middleware operations,
discovery services and even collaborate applications. However,
efforts already investigating “data centers in space” do so without
taking into regard the special properties of orbiting spacecrafts
and their relation to the demographic characteristics on the
ground below them. In this position paper, an outline of a
distributed system hosted in a Space Information Network (SIN)
will be presented. Of special interest is the cyclic properties of
the link topology and the predictability of the workload offered
by its client on the surface below. Beside the general operating
principle, a selection of discovery and application services will
be used to demonstrate the feasibility of the principles, as well
as to identify remaining problems and research topics.

Keywords—LEO satellites; space information networks; AaaS
in space

I. INTRODUCTION

A number of Geosynchronous Equatorial Orbit (GEO), High
Eliptical Orbit (HEO) and Low Earth Orbit (LEO) satellites
together with high altitude aircrafts (balloons, drones) may
form a distributed system sometimes called a Space Informa-
tion Network (SIN). Although most often proposed for the
provision of communication services only, some efforts also
investigate the SIN as “cloud computing in space”.

The advantages offered by a SIN should not only be global
coverage, but also faster Round Trip Time (RTT). In theory,
a satellite at 300 km altitude can offer an RTT of only 2ms,
far better than any surface based path to a data center. Shorter
RTT enables new applications for synchronous collaboration
and remote control.

The main challenges with the AaaS (Application as a
Service) principle in a SIN is the transfer of state during
handover operations. For low-orbit spacecrafts, handover takes
place at short intervals and must be subject to scalability
analysis since a potentially high number of client sessions are
kept in the spacecrafts.

The rest of the paper is organized as follows: In Section II,
the distinct properties of a SIN, compared to other distributed
systems are presented. In Section III, a small modeling effort
is shown together with a plot considering population density
during orbital period. Related research is briefly discussed in
Section IV. A more technological perspective on a number
of basic elements are discussed in Section V followed by a
presentation of three example application services in Section
VI. Finally, a summary and suggested future research problems
are given in Section VII.

II. PROPERTIES OF A SIN

A SIN has properties distinct from an ordinary distributed
mobile system. Unlike a mobile system, where the users move
around a more or less stationary infrastructure, a SIN system
will consist of a mobile infrastructure and stationary (as seen
from space) users. Besides, the mobility patterns of the SIN
infrastructure are highly predictable, and cyclic. At any time
in the future, the position of the spacecraft, the topology of
the inter-satellite links and the relative position of the ground
stations are known, as well as the demographic characteristics
of the population at the surface below.

Demographic characteristics refer to population density, age
distribution, language, etc, as well as other preferences learned
through earlier pass or from other satellites. The characteristics
can be predicted to estimate type and volume of service
requests for which the satellites can prepare in advance.

The workload estimation may also be used to schedule
delay tolerant communication and computational activities
to periods of low activity. The population pattern of the
earth leaves short, but frequent periods of no human activity
below (except for expeditioners and unmanned sensors) where
background activities like synchronization and replication can
take place. Ground stations can be used for intermittent high-
speed communication with the terrestrial network and should
be located in locations with low population density. Also,
inter-satellite communication for background activities can
take place in the polar regions, where the longitude distance
between the satellites is short.

III. POPULATION DENSITY ESTIMATIONS

For the purpose of studying the varying population density
on the ground below a satellite during its orbital period, a
Python program was made which models the orbit and corre-
lates the satellite position with demographic data available for
download [1].

The downloaded data is easily accessed and incorporated
into the program. Each grid element limited by longitude great
circles and latitude small circles is represented with a value
indicating the number of people per square km.

The modeled orbits are all assumed to be circular with 90
minutes orbit cycle o, and with inclination angles φ of 60, 70
and 80 degrees, respectively. From the length of the arc a,
which is expressed as a function of time t:

a = (t/o) mod 1 ∗ 2π (1)
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The corresponding longitude lo and latitude la is calculated
as a function of a and φ:

la = arcsin(sin(φ) ∗ sin(a)) (2)

lo = arccos(cos(a)/ cos(la)) (3)

A graphical representation of the result is shown in Figure
1, with the horizontal axis showing time in minutes and the
vertical axis the corresponding population density. Different
fill patterns represent the different orbit inclination angles as
indicated in the legends. As expected, the plot shows that there
are short bursts of high population density below with idle
periods in between. Please observe that there seems to be one
high peak for every 90 minutes cycle, with only modest traffic
in between.

The plot is far from accurate in its details, but indicates
the opportunity for the satellite to spend its communication
resources on maintenance and updating tasks between busy
periods.

Since higher inclination angles means relatively more time
over polar regions the results were expected to show bigger
variations than what is indicated in the figure. But the most
important question remains as: How can these idle periods
be used for communication and computation tasks not related
to client requests, and to prepare the spacecraft for the next
populated area on its itinerary?

IV. RELATED RESEARCH

Most efforts on SIN have envisioned the structure as a
provider of communication services only, where the commu-
nication endpoints are located on the earth’s surface. Existing
infrastructure like the Iridium system has been in operation
for three decades and proves the feasibility of a LEO system
for global telephone service. More recent initiatives like the
Starlink infrastructure are currently being deployed on a very
large scale for the provision of global Internet access [2].

Other projects have proposed “cloud computing” in space
by deploying data centers in larger satellites with volume
and energy resources sufficient for their operation. Other
smaller satellites may carry units for “fog computing” in
a distributed fashion in order to provide replicated services
through communication paths with fewer hops [3] [4].

The resource management in satellites with great variations
in its workload can be predicted, but machine learning ap-
proaches may also contribute to a management scheme which
better adapts to unpredictable variations. Zhou et al. offer their
results on a study based on neural networks in [5].

In order to improve the communication capacity of SIN
units, lots of research has gone into the development of
antennas for spatial multiplexing (space-division multiple ac-
cess, SDMA), beamforming, non-orthogonal multiple access,
optical communication links etc. [6] [7].

The proposals made in this position paper will not deal
with technical details in the communication technology, but
rather view the SIN as a distributed system which borrows its
methods and solutions from the field of distributed computing.

The author is not aware of other efforts to investigate this per-
spective to the extent necessary for a SIN offering application
services.

V. TECHNOLOGICAL ASPECTS OF SIN SERVICES

Services offered by a SIN will have properties different
from ordinary distributed systems. A technological discussion
on how to support these properties follows in subsequent
paragraphs.

A. State Transfer Between SIN units

For any location on earth, a LEO satellite will pass from
one horizon to the other in a matter of minutes. Frequent
handover to a trailing satellite every few minutes is necessary
in order to provide a ground terminal with continuous service.
For the provision of communication services only, this is a
solved problem. For application services, however, a handover
requires a state transfer of possibly complex and large data
structures, e.g.:

• Web session objects, with open connections to files and
databases

• Cached contents in Domain Name Service (DNS) proxies
• Shared document collections expected to be available and

up to date
• Ongoing chat and media-rich conferences
Some of these data structures will be bound to a client

session and their content subject to client actions. Others, like
cached content from discovery protocols, are dependent on
the collective actions of the client community. This kind of
information can also be speculatively pre-fetched, based on
expected client requests derived from the correlation of orbital
parameters and demographic data.

State bound to client sessions cannot be pre-fetched, but
must be transferred from leading satellites, i.e. the previous
satellites (front and front-west, since the earth is rotating
counter clockwise), and passed on to trailing satellites (back
and back-east). Communication between satellites in the same
orbital plane may effectively use optical links for high speed
communication since their relative positions are fixed, while
links to satellites in the neighbouring orbital plane would
need adjustable beams as their relative position changes with
the latitude position. The optical links will not compete with
ground links for transmission capacity.

One can visualize the collection of client states being
“fixed” in the sky above the client’s position while the satellites
move and continuously relay the state objects in the opposite
direction. Some session objects will be passed to trailing
satellites in the same orbital plane, others to the orbital plane
to the east, depending on the hand-over operation (of which
the sending satellite is assumed to be informed of).

The handling of shared storage (document collections and
databases) which should be available for ground terminals
takes the form of a replication problem where availability,
consistency and ordering semantics must be taken into ac-
count. The timeliness of updates is also of interest, since the
predictable patterns of user request allows some updates to
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Figure 1. Population density below a satellite during 12 hour orbit

be postponed until more communication and computational
resources are in supply.

Only objects with serializable properties (in the sense
used in the Java programming language) may be passed on
between spacecrafts. Objects representing local OS resources
like sockets, files and mutexes will not. This limitation will
impose the same system design restrictions as what are found
in traditional mobile and distributed systems.

B. Delay Tolerant Services

A significant fraction of client requests is expected to
be forwarded to other resources, possibly terrestrial. Due to
response time requirements, the requests and the resulting
reply need to be given high priority. Other requests can be
regarded as delay tolerant, and the forwarding operation may
be postponed to a later instant where resources have better
availability, e.g. when the satellite is within range of a ground
station. Requests falling into this category can be:

• E-mail operations, both inbox update and sending (sub-
ject to message priority)

• Certain type of sensor readings, e.g., environmental ob-
servations

• Software updates
• Transfer of large files
• BitTorrent applications
• Cache refreshes
• Speculative (proactive) replication

C. IP address structure

The satellites will expose their network endpoint for client
connections, but it is not advisable to give each satellite
a unique IP address. With separate Internet Protocol (IP)
addresses, handover operations would require complicated
arrangements for maintaining existing flows and connections.
A more appealing approach is to give all satellites the same IP
address for their service endpoint, since clients on the surface
will never address more than one of them. An IP address that is
preserved across handover will allow a transparent transfer of
User Datagram Protocol (UDP) flows from one satellite to the
next. Transmission Control Protocol (TCP) connections may
also in theory be transferred, but would require a modified
TCP protocol stack.

Satellites will need to invoke services in other satellites
through their inter-satellite links. The interfaces used for this
purpose must have unique IP addresses within a private/non-
connected subnet, since these interfaces should not be reach-
able from endpoints elsewhere, e.g., in the Internet.

For the forwarding of IP datagrams between satellites, the
inter-satellite link interfaces could be used for IP-based rout-
ing, but a more flexible solution would be to leave forwarding
actions to the link layer, e.g., by employing Multiprotocol
Label Switching (MPLS). The connection between a terrestrial
client and a spacecraft should be handled likewise by a link-
layer tunnel which also take care of keeping the handover
operation transparent at the IP layer.
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D. Speculative caching

As a satellite enters a populated region, the expected work-
load offered by terrestrial clients is estimated from a range
of data sources: The demographic data of the region, the set
of requests from earlier passes, the requests received from
immediate leading spacecrafts etc. These data sources can be
subject to statistical or machine-learned algorithms in order
to determine the content of on-board data storage that will
provide the best and fastest response to the requests from that
region.

This content may be loaded from leading satellites or from
ground stations. For this reason, the location of ground stations
become a significant factor for the caching scheme. Even
existing data objects may be loaded if the master copy is
updated.

The cached data objects may be updated through client
requests, and the replication of updates to other storage units
must observe the decided consistency and ordering semantics.

VI. OUTLINE OF EXAMPLE APPLICATIONS

The following paragraphs will discuss the SIN’s ability to
support a small selection of simple applications, chosen in
order also to identify architectural limitations. The selection
includes both discovery service, streaming service and storage
service.

A. Discovery Service - DNS

Domain Name Services (DNS) is of utmost importance
for the daily transactions taking place on the Internet. The
performance of the DNS service may well form a bottleneck in
these transactions since most of them require the DNS service
invocation to complete prior to the actual application service.
The SIN-based DNS service will act as a DNS proxy and pass
on requests through the communication service if they cannot
be resolved by the local cache.

The chosen strategies should aim to maximize the cache-hit
rate, which is an easily measured number. Due to the diversity
of requests during the complete orbital period, a single body
of cached DNS entries of reasonable size is not expected
to produce an acceptable hit rate. Due to the predictability
of requests during the orbital period, ground stations may
receive request statistics from recently passed areas and upload
a selection of cache entries based on previously received
statistics. Ground stations need to be interconnected in order
to obtain this, and cache entry selection may well be subject
to machine-learning algorithms.

This approach exploits the great variations in request traffic
during the orbital period, and the ground stations should be
located in less populated areas in order not to compete with
traffic from ground terminals.

B. Conversational Service - SIP

As was mentioned in the introduction, a LEO spacecraft can
offer a shorter RTT than most terrestrial paths, but requires that
clients are served by the same spacecraft or by a short path of
spacecrafts. This poses an interesting research problem, since

client handover should happen in a synchronous manner to
keep the path short.

A Voice-over-IP (VoIP) service depends on the Service
Description Protocol/Session Initiation Protocol (SDP/SIP)
protocols for signalling, but not for media traffic, which is
typically handled by the Realtime Transport Protocol (RTP)
protocol. The latency requirements will not be applied to the
signalling phase, which can progress and finish in a relaxed
manner, but the media transfer phase should benefit from the
low latency offered by the SIN to enable applications like
music rehearsals, remote control with video feedback etc.

A SIP server can be implemented in each satellite and will
locate and connect VoIP users even on other parts for the
SIN, as well as those connected to terrestrial SIP servers. SIP
servers do not normally facilitate media traffic, but leave that
to realtime-centric protocols like RTP. The perceived quality
of the VoIP service relies more on the sound quality than the
connection latency, and the properties of the IP communication
services of the SIN becomes the most important factor.

Multi-part VoIP sessions identify the need for multicast
services in the SIN. IP multicast is not a candidate technology,
since the SIN is not an IP network. The link layer tunnelling
technology used for the SIN infrastructure must be able to es-
tablish and maintain a forest of multicast trees in the presence
of frequent handovers and relaying to endpoints in the IP-
based terrestrial network. Multi-part VoIP has been researched
in RFC4353, RFC4579 and, most detailed, in RFC5850 [8].
The latter identifies mechanisms for multicast endpoints, based
on IP multicast protocols. Arrangements for multicast through
L2 tunnels must be developed and implemented in the VoIP
User Agent for the end systems directly connected to the SIP.

C. Storage Service - Content Delivery Network

Since the vast majority of web transactions are protected
by the https protocol, traditional web caches do not offer
any reduction in latency or traffic volume. Content Delivery
Networks (CDN), however, works fine over https and offers
improved web performance. Can a CDN be deployed in a SIN?

A CDN combines DNS and Hypertext Transfer Protocol
(HTTP) services to provide content from the replica located
closest to the client. One replica may be contained in the
satellite above, and the DNS provided by the SIN will refer
the client to its IP address if the content is to be found there.

Contrary to terrestrial CDN services, the CDN provided
by the SIN will not benefit from the storage of localized
information, since the satellite traverses the entire earth’s
surface. Ground stations may assist the satellites in loading
information for the surface area ahead in its path, information
which may be discarded at a later instant. The content of
any CDN instance is therefore subject to speculative/pro-
active replication from ground stations based on demographic
properties ahead, and possibly from leading satellites in the
same orbital plane.

As earlier stated, the SIN satellites may share the same IP
address. It simplifies the client configuration, and ongoing
sessions (TCP connections etc.) with SIN services are not
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interrupted during a handover to another satellite. The CDN
design is also simplified since the service will always be
found on the same IP address. On the other hand, it is
infeasible to give guarantees that the actual CDN instance
under invocation contains the actual information object. This
problem cannot be solved by the DNS service, and a form of
request forwarding must be implemented in order to forward
requests to supplementary CDN servers.

VII. CONCLUSION

The architecture principles of a service-oriented satellite
network is the focus of this position paper. The contribution
in the proposal is to take the cyclic properties of the orbit and
a map of the population density into regard for the scheduling
of traffic with ground stations and other satellites. A number
of example services are discussed in more detail.

The conclusion from the initial analysis is that several
established protocols will need modification in the User Agent
software in the terrestrial clients, and that certain service
qualities need to be chosen by the client user, e.g., the priority
of mail messages. This is somewhat similar to the required
modifications found in Delay Tolerant Systems.

Trust management has not been addressed in this article,
which is an obvious requirements for the protection of data
and separation of activities. Trust Management is being inves-
tigated and the results are subject for publishing in a future
paper.

The satellite platform will need a Service Provider Inter-
face in order for independent service providers to implement
services in the satellites.

Other future research activities in this field of interest in-
clude machine-learning for workload prediction, optimization
of replication activities, resource management and scalability
analysis.
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Abstract—Unmanned Aerial Vehicles (UAVs) or drones have
gained a lot of interest due to their advantages for inspecting
infrastructures. However, they have a limited flight time. In order
to solve this problem, we designed a cloud server and analyzed
a reliable communication link between the cloud server and the
drones. Furthermore, we have proposed an optimal scheduling
algorithm to assign an energy-efficient trajectory for the Internet
of Drones applications of infrastructure inspection. An optimal
scheduling algorithm based on extended OR-Tools as a travelling
salesman problem solver is hosted as a Docker container in the
cloud server. We implemented a framework and validated the
quality aspect of the optimal scheduling algorithm along with
the communication link between the cloud and the drones. The
overall architecture of the designed platform is illustrated along
with the static analysis of the communication link and scheduling
algorithm.

Keywords—UAV, Cloud server, ROS, Scheduling, Rosbridge.

I. INTRODUCTION

Drones, also called Unmanned Aerial Vehicles (UAVs), are
defined as small aircraft, which are operated without a human
pilot [1]. With the development of new technologies, drones
have received an increasing amount of attention in various
areas for automatizing labor-intensive tasks [2]. Likewise, new
European Union regulations for drone inspections have eased
the process of obtaining permission for inspecting the special
case of linear infrastructures such as power pylons. These
regulations require the drone to stay within close range to
the linear infrastructure [3] [4]. Therefore, finding optimal
routing and scheduling algorithms that minimize the flight
time drones spend away from the immediate vicinity of the
linear infrastructure [4] represents a highly relevant task. In
this regards, designing a cloud-based platform, which includes
a Python package for the optimal routing and scheduling
solution for inspection drones, will improve the inspection
speed, cost, accuracy, and safety.

For this reason, a considerable amount of research has been
conducted in order to transfer data between the drone and
the cloud server. In these scenarios, the data collected should
be transferred to the cloud server, where they can later be
aggregated and analyzed using specialized data processing
algorithms [5]. In the work presented in this paper, we propose
a novel Internet of Drones (IoD) data transfer framework
for cloud-based applications. Data includes either navigational

data for controlling drones or the images to be analyzed in the
cloud by using customized machine learning algorithms to de-
tect and explain outliers [6]. To transfer these data between the
cloud and the drones, we utilize a reliable communication link
named Rosbridge [7]. We analyze the communication delay by
considering various data sizes. The main contributions of the
work presented in this paper are as follows:

1) An optimal scheduling algorithm based on extended OR-
Tools [8] as a Traveling Salesman Problem (TSP) solver
for inspection drones along the linear infrastructure.

2) A system design and architecture framework for trans-
ferring data such as navigational data or the images from
the drone to the cloud server and vice versa.

3) An analysis of Rosbridge for transferring various data
sizes between the cloud and the drones.

Figure 1 illustrates the overall system architecture and
design corresponding to contribution (2). As can be seen in the
figure, the proposed framework has two layers. The first layer
is the cloud server. The cloud server is based on containerizing
applications by using Docker. The design further is divided
into a frontend (i.e., OpenLayers) and a backend (i.e., Linear
infrastructure Mission Control (LiMiC)).

LiMiC is implemented as a python package for solving the
routing and scheduling problem. OpenLayers is used as an
open-source frontend technology for designing a web interface
to monitor and control drones. The Docker platform is used to
accelerate the development process and scale applications with
ease. The image processing service, which is also designed
as a Docker container, hosts customized machine learning
algorithms for analyzing the images along the infrastructure.
Kubernetes is designed for managing the container applica-
tions. In addition, we use databases for storing data in the
cloud server.

The second layer in Figure 1 (2) shows the Robot Operating
System (ROS)/ROS2 as a drone control unit. This layer hosts
ROS/ROS2 as a high-level software for the drone system. The
communication link between the cloud server and the drone
system is Rosbridge while the communication link between
the users and the cloud server is Hyper Text Transfer Protocol
(HTTP).

The paper unfolds as follows. In Section II, we summarize
the background of the scheduling and IoD applications for
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Figure 1. Overall system structure

drones inspection of linear infrastructure. In Section III, we
explain the optimal multi-drone scheduling problem by using
the extended OR-Tool. We measured the time of multi-drones
scheduling in Fyn, Denmark. In Section IV, we analyze
Rosbridge as a communication protocol for IoD applications.
Sections V concludes this paper and presents directions for
future research.

II. RELATED WORK

In this section, we explore the background of the commu-
nication link between the cloud server and the drone. We also
investigate the optimal routing and scheduling algorithms for
IoD applications.

A. Data Transfer framework for IoD applications

A variety of research and publications have been undertaken
on different IoD applications for establishing a communication
link between drones and the cloud server. In this regard, the
widely used IoD protocols are Rosbridge [4], and HTTP [9].

The HTTP protocol is a popular communication protocol for
Internet of Things (IoT) applications. It provides a request/re-
ply mechanism for transferring data. HTTP implements four
methods: GET, POST, PUT, and DELETE. In [10], the authors
integrated drone resources as a web service into the cloud.
In this scenario, the drone becomes part of the cloud server
and can be accessed ubiquitously [10]. The authors have used
RESTful HTTP components in their system architecture. They
have used the HTTP GET method with the resource URI to
retrieve the current energy level. In the work presented in this
paper, we have also used HTTP protocol for communicating
between the backend, e.g., LiMiC [4], and the web interface
which is hosted in the cloud. The HTTP GET method in this
paper is used to update the drone telemetry data on the web
interface.

Rosbridge is another increasingly popular communication
protocol. It provides a communication interface to applica-
tion programs without venturing into the specialized world
of robotics engineers [11]. Rosbridge acts as a middleware
abstraction layer to access the applications programs that are

not themselves robotics. A cloud-based web application that
uses Rosbridge has gained a lot of interest for providing real-
time flight data monitoring and management for Drones [12].

In [7], the authors designed and implemented a web in-
terface for controlling and monitoring drone flight. They
have used Rosbridge as a communication link between the
cloud and the drone. They have analyzed the communication
delay in their framework. However, they have not measured
the communication delay for transferring large data such as
images. Additionally, they have not considered the scheduling
problem for multi-drones. In the work presented in this paper,
we extended the previous work [4] [7] by considering the
scheduling problem (extending LiMiC) and analyzing the
delay time for transferring large data such as images.

B. Optimal Routing and Scheduling algorithm

The state of art of drone routing and scheduling mainly
involves the TSP [13] and the Vehicle Routing Problem (VRP)
[14]. TSP is the classic routing problem, in which there is just
one vehicle, while the VRP is the generalization of TSP with
multiple vehicles [8]. In VRP, each customer is served by
exactly one vehicle [15]. Each vehicle starts the path from
the start position, performs the task, and returns to the start
position.

In [15], the authors considered the occurrences of failures
that make drones unable to continue the flight. They have
found that the amount of lost demand depends on the location
where drones fail, such as failure at the beginning of the
path or on the way back to the start position. In the work
presented in this paper, inspection drones should not return
to the start position. Furthermore, we have not considered the
drone failures scenario because in the case of infrastructure
inspection, if one drone fails it does not cause a significant
disturbance of the overall inspection mission. The main reason
is that, in real drone flight for inspections, they usually fly
within a small distance from each other. Therefore, in the case
of failure, another drone close to that location can cover the
inspection task.

The Drone Scheduling Problem (DSP) aims to design a
group of flight tours for the drones. In [16], the authors explain
DSP to solve the problem of inspecting as many vessels as
possible in a short time. In this regard, they have prioritized
highly weighted vessels to be inspected first [16]. In the case
of power pylons inspection, the main important parameter is
the time due to the battery constraint on the drone. Therefore,
our main goal in this work is to find the optimal scheduling
solution in a short time for a group of drones.

III. OPTIMAL SCHEDULING WITH EXTENDED TSP SOLVER

There are well-known developed solutions for the TSP that
can solve a multitude of path planning problems. The goal
of these algorithms is to find the shortest route (less costly
path) for a salesman who needs to visit customers at different
locations and return to the starting location.

OR-Tools [8] is an open-source software for solving the
optimization problem for vehicle scheduling. In order to use
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OR-Tools, we need to create data. The data include the
number of drones and the distance matrix detailing the distance
between any two locations under consideration, as well as
the start and the end location for the route. In this paper,
as we are not interested in the drone returning to the start
location, we modify the distance matrix to ‘trick’ the solver.
This comprises adding an extra row to the matrix with 0
values. This assumption does not contribute any additional cost
to the path. For the case of power line inspections, the distance
matrix is an array, in which i, j entry is the distance from
pylon A to pylon B. The distance from pylon A to pylon B
is calculated based on an extended A* algorithm as explained
in [4]. In order to create a distance matrix without undue waste
of computational time, we use the fact that the distance from
pylon A to pylon B is the same as the distance from pylon B
to pylon A. Therefore, we have a symmetric distance matrix
as it is shown in Figure 2. Here, the pairs marked in red have
a reverse-ordered counterpart, which implies that we can skip
the calculation of these pairs.

Figure 2. Symmetric matrix with repeated pairs marked

OR-Tools offers two general approaches for scheduling
problems such as the first solution strategies and the meta-
heuristic strategies. The first solution strategies are designed
to find a single path between all points. This approach is a
fast method for finding the optimal route. The meta-heuristic
strategies are slower than the first solution strategies in general
but more reliable at finding the optimal route. The advantage
of using the meta-heuristic strategies is that, its potential to
avoid local minima, which the first strategies often end up in.

We have measured the scheduling time for 10 power pylons
in Denmark by using the above approaches for a single drone.
The scheduling using the first solution strategies takes 0.45
seconds while the scheduling time using the meta-heuristic
strategies takes 2.49 seconds. We have also performed multi-
drone scheduling by using the meta-heuristic strategies. We
considered 5-10 power pylons on Fyn (Denmark). Figure 3
illustrates the results.

Figure 3. Multi-drone scheduling in Fyn (Denmark)

As can be observed in this figure, there is a linear rela-
tionship between the time and number of the power pylons.
By increasing the number of power pylons calculation, time
is also increased to a similar degree. However, there is a
slight difference of scheduling times to be noted for different
numbers of drones. We can, thus, conclude that the calculation
time increases linearly with the number of power pylons.
The reason is, unsurprisingly, that data matrix for solving the
scheduling problem for 10 power pylons has more rows and
columns compared with the data matrix with 5 power pylons.

IV. DATA TRANSFER FRAMEWORK

In this section, we demonstrate a framework for transferring
large data such as images from the drone to the cloud and
vice versa. We have also analyzed the communication delay
for transferring data of various sizes between the cloud and
the drones. Figure 4 illustrates the overall drone-cloud based
framework corresponding to Figure 1.

Figure 4. Overall system communication framework

As can be seen from this figure, we have used various
technologies such as Docker [7] for containerizing appli-
cations, Kubernetes [7] for scaling and managing container
applications, and OpenLayers [4] for designing the web inter-
face. We have also implemented different services such as an
image processing service, LiMiC, and the web interface. The
image processing service is designed for applying machine
learning algorithms on the images. It is implemented as a
Docker container. LiMiC is designed as a backend service for
solving optimal routing and scheduling problems. The web
interface is implemented as a frontend service for controlling
and monitoring drone flight.

The communication link between the cloud server and the
drones is provided by Rosbridge, while the communication
link between the cloud server and users uses HTTP. In this
regard, as an example, the user sends the HTTP GET request
to the server to get the drone’s battery status. In this paper, we
have measured the Rosbridge communication delay for various
data sizes such as images. Figure 5 demonstrates the results.
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(a) Small data size

(b) Large data size

Figure 5. Data transferring delay time

As clearly can be seen in Figure 5(a), the average time for
transferring data in the range of 1KByte to 8Kbyte range from
0.07 to 0.09 seconds. Therefore, there is only a slightly and
statistically likely insignificant difference for transferring data
in this ranges. However, the time for transferring 16KByte data
is close to double the time for transferring 8KByte.

Figure 5(b) illustrates the data transfer delay for large data
sizes, particularly 1MByte and 2MByte. As can be seen in
this figure, there is a significant increase in the delay for
transferring 1MByte data compared 2Mbyte data from 2.5
seconds to 6 seconds on average. Generally, we can conclude
that the communication delay time over the Rosbridge protocol
for small data sizes is within the range of 0.05 seconds to 0.10
seconds, however, for large data size, it is increased to more
than double from 2.5 seconds to 6 seconds on average. We
have not been able to fully explain this statistically significant
non-linear increase in delay time. However, wireless network
communication performance can also be considered as an
important factor for this non-linear significant increase in this
data range.

V. CONCLUSION

This paper proposed an algorithm for optimal scheduling
and a communication link between the drones and the cloud
server for IoD applications of linear infrastructure inspection.
Rosbridge is designed as a communication link between
the cloud server and the ROS. We analyzed the Rosbridge
communication delay time by measuring the transfer time and
delays for different data sizes.

The cloud server has been designed based on containerizing
applications by using Docker and includes LiMiC. The LiMiC
has been extended for solving the optimal routing and schedul-
ing problem. We have implemented an optimal scheduling
algorithm with the extended OR-Tools algorithm as a TSP
solver for inspection drones along linear infrastructures. We
have investigated two general approaches for scheduling such
as the first strategies and the meta-heuristic strategies. We
have also analyzed multi-drones scheduling times with meta-
heuristic strategies.

Future work could be to implement Data Distribution Ser-
vice (DDS) in ROS2 for providing the communication link
between the cloud server and the drones. Furthermore, we
could consider using secure channel such as HTTPS instead
of simple HTTP.
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