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Abstract—Several routes allowing the development of low cost 
magnetic microwires coated by insulating, flexible and 
biocompatible glass-coating with tunable magnetic properties 
are overviewed. Amorphous microwires can present excellent 
magnetic softness and Giant MagnetoImpedance (GMI) effect. 
A high GMI effect, obtained even in as-prepared Co-rich 
microwires, can be further improved by appropriate heat 
treatment (including Joule heating, conventional annealing 
and/or stress-annealing). The observed versatile magnetic 
properties of amorphous microwires are suitable for various 
applications, such as magnetic sensors, electronic surveillance, 
wireless communication or biomedical applications. 

 Keywords- magnetic microwires; magnetic softness; giant 
magnetoimpedance effect. 

I.  INTRODUCTION  
Amorphous magnetic materials can present an unusual 

combination of excellent magnetic properties (e.g., high 
magnetic permeability, Giant magnetoimpedance (GMI) 
effect, magnetic bistability, Matteucci and Widemann 
effects) and superior mechanical properties (plasticity, 
flexibility) making them suitable for numerous industrial 
applications [1]-[7]. Furthermore, the preparation method 
involving rapid melt quenching is quite fast and inexpensive 
and the above mentioned magnetic softness can be realized 
without any complex post-processing treatments [3]-[5].  

The development of novel applications of amorphous 
materials requires new functionalities, i.e., reduced 
dimensions, enhanced corrosion resistance or 
biocompatibility [8]. Therefore, great attention has been 
paid to development of alternative fabrication methods 
allowing preparation of amorphous materials at micro-nano 
scale involving melt quenching [6]-[8].  

The main technological interest in GMI effect is related 
to one of the largest sensitivity to magnetic field (up to 10 
%/A/m) among non-cryogenic effects [4]-[8]. Such features 
of the GMI effect make it quite attractive for development 
of high performance sensors allowing detection of low 
magnetic fields and mechanical stresses [9]-[14]. The most 

common quantity for the characterization of the GMI effect 
is the GMI ratio, ∆Z/Z, defined as: 

             ∆Z/Z = [Z (H) - Z (Hmax)] / Z (Hmax),     (1)  
where H is the applied axial DC-field with a maximum 
value, Hmax, up to a few kA/m.  
 The value of GMI ratio and its magnetic field 
dependence are determined by the type of magnetic 
anisotropy: to achieve a high GMI ratio, a high 
circumferential magnetic permeability is essential [7][8]. 
Magnetic wires with circumferential easy axis exhibit 
double-peak magnetic field dependence of the real 
component of wire impedance (and consequently of the 
GMI ratio). However, magnetic wires with longitudinal easy 
axis present monotonic decay of the GMI ratio with 
increasing axial magnetic field with GMI ratio maximum at 
zero magnetic fields [7][8]. The highest GMI ratio up to 
650% is reported for amorphous microwires [15]-[17]. 
However, the theoretically predicted maximum GMI ratio is 
about 3000% (i.e., a few times larger than the GMI ratio 
values reported experimentally) [18]. Additionally, 
theoretical minimum of the skin depth is about 0.3 μm 
[17][18].   

The main features of the GMI effect have been 
successfully explained in terms of classical electrodynamics 
considering the influence of a magnetic field on the 
penetration depth of an electrical current flowing through 
the magnetically soft conductor [1][2]. High circumferential 
permeability typically observed in Co-rich amorphous wires 
with nearly-zero magnetostriction coefficient is essentially 
relevant for observation of high GMI ratio [1][2][4]-[6]. 
However, similarly to the magnetic permeability, the GMI 
effect has a tensor character [4]-[6][19]-[22]. The off-
diagonal component of GMI can present anti-symmetrical 
magnetic field dependence with a linear region quite 
suitable for magnetic sensors applications [19][23].  

One of the tendencies in modern GMI sensors is the size 
reduction. It must be underlined that the diameter reduction 
must be associated with the increasing of the optimal GMI 
frequency range: a tradeoff between dimension and 
frequency is required in order to obtain a maximum GMI 
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effect [4]-[6][23]. Additionally, the GMI effect at 
microwave frequencies has been described considering the 
analogy between the GMI and the ferromagnetic resonance 
[4]. Consequently, the development of thin soft magnetic 
materials required for miniaturization of the sensors and 
devices requires an extension of the frequency range for the 
impedance toward the higher frequencies (GHz range).  

Recently developed magnetic sensors using the GMI 
effect allow achieving nT and pT magnetic field sensitivity 
with low noise [10]-[14][24].  
 Presently, major attention is focused on high 
frequencies (GHz range) GMI applications owing to the 
development of thin magnetically soft materials and the  
recent tendency in miniaturization of magnetic field sensors 
[4]-[6][10]-[14][24]. 

The aim of this report is to provide recent results on the 
optimization of soft magnetic properties and the GMI effect 
in magnetic microwires. 

The rest of the paper is structured as follows.  In Section 
2, we present the description of the experimental techniques, 
while in Section 3, we describe the results on the effect of 
post-processing on the GMI ratio of the studied microwires. 
We conclude this work in Section 4. 

II. EXPERIMENTAL DETAILS 
As already mentioned in the introduction, the GMI effect 

usually observed in soft magnetic materials 
phenomenologically consists of the change of the AC 
impedance, Z = R + iX (where R is the real part, or 
resistance, and X is the imaginary part, or reactance), when 
submitted to an external magnetic field, H0.  

The electrical impedance, Z, of a magnetic conductor is 
given by [1][2]:  

                       )(2)( 10 krJkrkrJRZ dc=                 (2) 
with k = (1 + j)/δ, where J0 and J1 are the Bessel functions, 
r  is the wire’s radius and δ the penetration depth given by: 

                               fφπσµδ =                   (3) 

where σ is the electrical conductivity, f the frequency of the 
current along the sample, and µφ the circular magnetic 
permeability assumed to be scalar. The DC applied 
magnetic field introduces significant changes in the circular 
permeability, µφ. Therefore, the penetration depth also 
changes through and finally results in a change of Z [1],[2].  
 The GMI ratio, defined as ∆Z/Z, has been evaluated 
considering (1). 

The use of a specially designed micro-strip sample 
holder  placed inside a sufficiently long solenoid allows 
measuring of the magnetic field dependence of sample 
impedance, Z, using a vector network analyzer , as 
described in [24]. The described technique allows 
measuring of the GMI effect in extended frequency, f, range 
up to GHz frequencies. 

Hysteresis loops have been measured using the 
fluxmetric method previously described in [25]. We 
represent the normalized magnetization, M/M0 versus the 
magnetic field, H, where M is the magnetic moment at a 
given magnetic field and M0 is the magnetic moment of the 
sample at the maximum magnetic field amplitude, Hm.   

We studied Fe- and Co- rich microwires with metallic 
nucleus diameters, d, ranging from 10 up to 25 µm prepared 
using the Taylor-Ulitovsky method described in [5][8]. The 
Taylor-Ulitovsky method allows the preparation of the 
thinnest metallic wires (with typical diameters of the order 
of 1 to 30 μm) covered by an insulating glass coating [5][8].  

The great advantage of these microwires is that the 
obtained diameter could be significantly reduced in 
comparison with the case of amorphous wires produced by 
the other rapidly quenching methods. However, in the case 
of glass-coated microwires the magnetoelastic anisotropy 
contribution is even more relevant since the preparation 
process involves not only the rapid quenching itself, but also 
simultaneous solidification of the metallic nucleus 
surrounded by the glass-coating with rather different 
thermal expansion coefficients [5][8][27][28].  

In amorphous materials, the magnetocrystalline 
anisotropy is absent. Therefore, the magnetoelastic 
anisotropy is the main factor affecting the magnetic 
properties [5][6].  

The magnetoelastic anisotropy, Kme, is given as:  

                                       Kme =3/2λSσi                    (4) 

where λS is the magnetostriction coefficient and σi is the 
internal stresses value [8]. 

The magnetostriction coefficient, λs, value in amorphous 
alloys can be tailored by the chemical composition [29]-
[31]. Generally, Fe-rich compositions present positive λs -
values (typically λs ≈ 20 - 40 x 10−6), while for the Co-rich 
alloys, λs values are negative, typically λs ≈ -5 to - 3 x 10−6. 
Vanishing λs values can be achieved in the CoxFe1-x (0≤x 
≤1) or CoxMn1-x (0≤x ≤1) systems at x about 0.03 – 0.08 
[29]-[32].   

However, internal stresses, σi, arise during simultaneous 
rapid quenching of metallic nucleus surrounding by the 
glass coating due to the different thermal expansion 
coefficients. Consequently, the strength of internal stresses 
can be controlled by the glass-coating thickness: the 
strength of internal stresses increases with the increase of 
the glass-coating thickness [27][28].  

III. EXPERIMENTAL RESULTS AND DISCUSSION 
As mentioned above, the magnitude and the magnetic 

field dependence of the GMI effect (including off-diagonal 
components) is intrinsically linked to the magnetic 
anisotropy [4]-[8]. Consequently, both hysteresis loops, 
∆Z/Z(H) dependence and maximum value of the GMI ratio, 
∆Z/Zm, are affected by λs sign and value  and by the 
magnitude of internal stresses, σi . The magnetostriction 
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coefficient drastically affects the character of the hysteresis 
loops of magnetic microwires: i) Co-rich microwires (see 
Figure 1a for Co77.5Si15B7.5) with negative magnetostriction 
constant (λs≈-5x10-6) have almost unhysteretic loops with 
extremely low coercivity, Hc. However, the magnetic 
permeability of Co77.5Si15B7.5 microwires is not high enough 
since they also present high enough magnetic anisotropy 
field, Hk. ii) Co-Fe-based microwires with vanishing 
magnetostriction constant (Co67.1Fe3.8Ni1.4Si14.5B11.5Mo1.7, 
λs≈-10-7) generally present lower Hk values and hence higher 
magnetic permeability (see Figure 1b). iii) Finally, Fe-rich 
microwires (Fe75B9Si12C4) with positive magnetostriction 
constant (λs≈40x10-6) present rectangular hysteresis loops 
and consequently low magnetic permeability (see Figure 
1c).  

As can be appreciated from Figure 2b, 
Co67.1Fe3.8Ni1.4Si14.5B11.5Mo1.7 microwire presents the 
highest maximum GMI ratio, ∆Z/Zm (about 240% at 500 
MHz). Quite low ∆Z/Zm values are observed for 
Fe75B9Si12C4 microwire (∆Z/Zm ≈15%, see Figure 2c). 
Moderate ∆Z/Zm values (∆Z/Zm ≈120%) are observed for 
Co77.5Si15B7.5 microwire (see Figure 2a). 

The other difference in ∆Z/Z(H) dependencies for 
microwires with different magnetostriction coefficients is 
the character of ∆Z/Z(H) dependencies: for microwires with 
λs>0, a single maximum ∆Z/Z(H) dependence with ∆Z/Z 
maximum at H=0 is observed (Figure 2c). However, for 
λs<0 double- maximum ∆Z/Z(H) dependencies with ∆Z/Z 
maximum at H=Hm are observed (Figures 2b,c). 

It is commonly assumed that the Hm value corresponding 
to the peaks (maximum ΔZ/Z  value) is linked to the average 
value of the anisotropy field, HK, at high frequency values, 
and to the effective anisotropy distribution in the sample. In 
this regard, the observed ∆Z/Z(H) dependencies correlate 
with the hysteresis loops: the highest Hm value is observed 
for Co77.5Si15B7.5 microwire with the highest Hk value (see 
Figure 1a). A single maximum ∆Z/Z(H) dependence with 
∆Z/Z maximum at H=0 corresponds to the Fe75B9Si12C4 
microwire with axial magnetic anisotropy (Figure 1c).  

Such different magnetic anisotropy of microwires with 
positive and negative magnetostriction is related to the 
internal stresses distribution intrinsically related to the 
fabrication of microwires [4]-[8]. The radial distribution of 
internal stresses calculated considering quenching stresses 
related to rapid quenching of the metallic alloy from the 
melt as well as complex tensor stresses related to the 
difference in the thermal expansion coefficients of metal 
and glass the axial stresses are the largest ones up to  ~ 0.85 
R ( where R is the metallic nucleus radius) [8]. Thus, the 
main volume of the microwire nucleus is under the tensile 
stresses near the axis of the metallic nucleus. However, 
closer to the surface, the compressive stresses are dominant. 
Additionally, the strength of internal stresses is determined 
by the thickness of the non-magnetic glass-coating: the 
strength of internal stresses increases with the increasing of 
the glass-coating thickness. 

Therefore, as reported earlier [5][8], hysteresis loops and 
GMI effect are affected by the ratio ρ=d/D, where d is the 
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Figure 2. ΔZ/Z(H) dependencies of as-prepared 
Co77.5Si15B7.5 (a), Co67.1Fe3.8Ni1.4Si14.5B11.5Mo1.7 (b) and 
Fe75B9Si12C4 (c) microwires measured at 500 MHz.  
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Figure 1. Hysteresis loops of as-prepared Co77.5Si15B7.5 (a), 
Co67.1Fe3.8Ni1.4Si14.5B11.5Mo1.7 (b) and Fe75B9Si12C4 (c) 
microwires. 

3Copyright (c) IARIA, 2022.     ISBN:  978-1-68558-017-9

IARIA Congress 2022 : The 2022 IARIA Annual Congress on Frontiers in Science, Technology, Services, and Applications

                           11 / 122



diameter of metallic nucleus and D-total microwire 
diameter. Some examples are shown in Figure 3, where the 
hysteresis loops and  ∆Z/Z(H) dependencies of as-prepared 
Co67Fe3.85Ni1.45B11.5Si14.5Mo1.7 microwires with different ρ 
ratios are shown. 

Consequently, the control of internal stresses by 
tailoring of the ρ–ratio is an effective method for GMI ratio 
tuning. 

As mentioned above, the other important parameter for 
GMI ratio optimization in magnetic microwires is the 
frequency. Indeed, the frequency must be high enough in 
order to have the skin depth lower than the sample radius 
(strong skin effect).  ΔZ/Z(H) dependencies measured at 
different frequencies in as-prepared 
Co67Fe3.9Ni1.4B11.5Si14.5Mo1.6 (d=25.6 µm, D= 26.6 µm) 
microwires are shown in Figure 4a. This composition at the 
given geometry (d=25.6 µm, D= 26.6 µm, ρ=0.96) present 
high maximum GMI ratio, ∆Z/Zm: at optimal frequency of 
about 300 MHz ∆Z/Zm ≈550% can be achieved (see Figure 
4b). However, thinner (d=10.8 μm) microwire of the same 
chemical composition at this frequency exhibit ∆Z/Zm 
≈400% (see Figure 4b). From the ΔZ/Zm(f) dependence for 
Co67.7Fe4.3Ni1.6Si11.2B12.4C1.5Mo1.3 microwires with 
d=10.8μm and d=25.6 µm, we can appreciate that for 
Co67.7Fe4.3Ni1.6Si11.2B12.4C1.5Mo1.3 microwires with 
d=10.8μm the optimal frequency is about 700 MHz at which 
∆Z/Zm ≈550% can be achieved. 

The aforementioned examples provide the routes for 
optimization of GMI effect in Co-rich microwires.  

IV. CONCLUSIONS 
We measured the GMI magnetic field, frequency 

dependencies and hysteresis loops in magnetic microwires 
produced by the Taylor-Ulitovsky technique. 

We observed that the GMI effect and magnetic softness 
of microwires are intrinsically related and can be tailored 
either by controlling the magnetoelastic anisotropy of as-
prepared microwires or by controlling their internal stresses 
and structure by heat treatment. Studies of the GMI effect of 
amorphous Co-Fe rich microwires reveal that microwires of 
appropriate chemical composition and geometry present the 
GMI effect at GHz frequencies. A high GMI effect has been 
achieved and discussed. The election of appropriate 
measuring conditions can be beneficial for the optimization 
of the GMI effect of magnetic microwires. Magnetic 
microwires with optimized magnetic properties are suitable 
for several applications, like magnetic sensors, electronic 
surveillance, wireless communication or biomedical 
applications. 
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Abstract—The flexibility of people's fingers plays a very 

important role in our daily life. Many people lose some degree 

of finger dexterity due to finger injuries. In this study, a self-

made Arduino data acquisition glove was used to collect data 

on 8 daily hand movements of healthy participants and 

patients. From the data collected on healthy participants, we 

established a norm of finger movements of healthy 

participants. We analyzed how people used different fingers to 

perform different movements. Furthermore, we collected data 

on some patients with finger injuries and compared their hand 

dexterity with healthy individuals. 

Keywords- sensors; hand dexterity; data glove; wearable device. 

I.  INTRODUCTION 

Fingers play an important role in people's lives. Many 
daily life movements require a high degree of cooperation 
and coordination of different fingers to complete. However, 
when people’s hands are injured, those seemingly simple 
daily actions might become quite difficult. In order to 
maintain the daily life movements of patients, rehabilitation 
has become an indispensable element. Rehabilitation can be 
a difficult task for patients. This is because, on one hand, it 
requires a lot of perseverance of the patient, and on the other 
hand, it takes a considerable amount of time. In addition to 
the above-mentioned factors, what is more important is 
whether the patient’s rehabilitation is moving in the right 
direction. If the direction is correct, of course, the patient's 
hand health will gradually improve over time. However, if 
the direction is wrong, it is not only unhelpful to the patient, 
but may even cause further secondary damage. 

In the process of rehabilitation, patients often face 
problems that they have no way of knowing in advance, and 
so it is difficult for them to determine whether they are 
moving in the right direction with their rehabilitation. If there 
is an objective assessment method that can provide 
appropriate information to patients in a timely manner, it is 
generally believed that it can effectively help improve the 
recovery of patients. In general, effective assessment 
methods can be roughly classified as invasive or non-
invasive. The information obtained by the former assessment 
of the patient may be more direct or accurate than the 
information obtained by the latter.  However, its 
disadvantage is that it might more or less directly or 
indirectly affect the patient’s physical health. In this case, it 
might not be suitable for long-term evaluation. In contrast, 

non-invasive assessment methods may have less impact on 
patients.  From a certain point of view, it may be more 
suitable for long-term assessment and tracking. 

Faced with the above problems, this study hopes to 
establish an economical, non-invasive method that can detect 
the finger usage of patients at any time, so as to help patients 
understand the situation of hand rehabilitation in time. With 
this information, it can also provide physicians with an 
understanding of a patient's condition and provide 
appropriate diagnosis and treatment. With the joint efforts of 
both patients and physicians, the pace of patient recovery can 
also be accelerated. Several researchers have conducted 
investigations along this line of study [1]-[4].  

The rest of the paper is structured as follows.  In Section 
II, we describe the design of this induction glove and the 
method of data analysis used in this study. The experiments 
and results are presented in Section III. Finally, we draw our 
conclusions in Section IV. 

II. METHOD 

As mentioned above, in order to understand the activities 
of people's fingers, a self-made sensing glove was developed. 
The glove MS-100M produced by 3M company was selected 
in this study. MS-100M is a foam-coated glove with 
excellent breathability, anti-slip, and oil-repellent properties.  
We first manually sew the curvature sensors and the pressure 
sensors on the glove. After that, we connected these sensors 
to the Arduino Mega 2560 board to capture the experimental 
data. The Arduino Mega 2560 board has 16 analog input pins 
and can accept 16 input signals. Five out of these 16 pins 
were connected to the curvature sensors while the remaining 
11 pins were connected to the pressure sensors. A curvature 
sensor was sewn on the back of each finger near the joint to 
obtain the bending degree of each finger when a person 
performed a certain action. A total of five curvature sensors 
are required for five fingers. In terms of finger pressure, each 
finger has its connections to two pressure sensors.  One is 
sewn to the DIP (distal phalange) joint and the other to MCP 
(metacarpal) joint of each finger (Figure 1). Finally, 
considering that the thumb has one more degree of freedom 
than other fingers, a pressure sensor is added to the PIP 
(proximal phalange) joint of the thumb. The entire induction 
glove design is shown in Figure 2. Each subject was asked to 
perform 8 daily life actions, as demonstrated in Figure 3.  
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Figure 1. A homemade bending and pressure sensing glove. 

 
 

 

Figure 2. A homemade bending and pressure sensing glove. 

 

Figure 3. Eight daily life actions. 

 

In this study, the time series data of the action process 

and the data of the completed action were analyzed 

respectively. When analyzing the time series data of the 

action process, this study uses the Pearson similarity method 

to analyze the consistency of the two action curves. The 

above analysis method is for activities of people with 

healthy hand. However, for patients with hand issues, this 

approach is not very appropriate. This is because each 

patient's finger injury is different. For example, some are 

unable to bend, while others are unable to be straightened 

after being bent for a long time. The approach of this study 

is to find out the maximum of all movements of each patient 

when performing movements. Then, we compare whether 

their maximum values differ from each other. When this 

difference is relatively small, it is considered normal. 

Otherwise, it represents an exception. The minimum value 

is handled in the same way. Through the above-mentioned 

comparisons, it is possible to discover the differences 

between each patient and others.  

III. EXPERIMENTS AND RESULTS 

This research experiment is divided into three parts. 

The first is to establish a data norm of 30 healthy 

participants. The second is to compare and analyze the data 

of patients and healthy participants. The third part is to 

analyze the rehabilitation situation of a specific patient in 

different rehabilitation stages. The results showed that some 

patients' index fingers showed significantly lower curvature 

values in certain movements than others. In addition, in 

some patients, the curvature of the middle finger was 

significantly different from that of healthy participants. This 

result indicates that the patient may not be able to bend the 

fingers on both sides because the middle finger cannot bend 

normally. In addition, there was a patient whose little finger 

shows a fixed value in any movement, which indicates that 

the patient's little finger mobility was lost. 

IV. CONCLUSION 

The purpose of this study was to explore how people 

use their fingers in curvature and acupressure for daily 

activities. The method adopted in this study was to first 

make a glove with induction curvature and acupressure 

sensors. We then invited thirty healthy participants to 

perform eight daily activities. The first thing we did was to 

test whether we could use the sensors of this homemade 

glove to judge the difference between two different actions. 

After we confirmed the discriminative ability of this 

homemade glove system, our next step was to try to build a 

reference dataset from the collected data to analyze the role 

of each finger. 

There are two future research directions. The first is to 

continuously increase the repertoire of sensory data to 

establish healthy human hand activity norms. In addition to 

the 8 activities of daily living used in this study, this study 

recommends more data collection on other hand 

movements.  The second direction is to allow patients to 

compare rehabilitation outcomes at different stages under 

the guidance of clinicians.  In this way, we can see whether 

the patients have been improving clinically through the data 

provided by this system, that is, whether the patient's hand 

function is improving. This is a more objective analysis, 

which is its real practical application. Finally, in the future, 

    
hold a wine 

bottle 
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water bottle 
hold a mug squeeze 

toothpaste 

    
operate a 
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hold a ping-

pong ball 
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we hope to collect enough data on the use of this technology 

to integrate Artificial Intelligence (AI) systems into this 

field of research and to further capture the specific 

biological characteristics of individuals. 
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Abstract— Current Minimally Invasive Surgery (MIS)

technology, although advantageous compared to open cavity 

surgery in many aspects, has limitations that prevent its use for 

general purpose MIS. This is due to reduced dexterity, cost, 

and required complex training of the currently 

practiced technology. The main challenge in reducing the cost 

and amount of training is to have an accurate inner body 

navigation advisory system. As a first step in making 

minimally invasive surgery affordable and more user-

friendly, quality images inside the patient as well as the 

surgical tool location should be provided automatically and 

accurately in real-time.  The second step will be to provide the 

surgeon with an inner body Global Positioning System (GPS) 

like an advisory navigation system. This paper focuses on the 

first step: providing real-time information needed by the

surgeon.  This consists of real-time temporal and spatial 

calibration of heterogeneous asynchronous sensors that 

provide enough information needed to safely carry out MIS. 

The real-time asynchronous sensors registration algorithm 

has been successfully tested in the lab using a 

mannequin.  The experimental temporal and spatial 

registration showed promising success for real-time tracking 

of the surgical tool as well as real-time display of the 2D 

information provided by the videoscope. 

Keywords-Sensors registration, Spatio-temporal calibration, 

Computer-assisted surgery, Multisensor System.

I. INTRODUCTION

MIS has distinct merits of faster recovery, shorter 
hospital stays, less pain, and decreased scarring. However, 
restricted visualization of the operative site, minimal 
accessibility, and reduced dexterity has increased the 
challenges of its implementation. Image Guided Surgery 
(IGS) during MIS will help solve such problems and 
improve safety and accuracy to a significant level [1]. Da 
Vinci surgical robot is the first surgical robot approved by 
FDA for commercial use in hospitals. This sophisticated 
high-end system has high procurement cost, and 
specialized training requirements for the surgeon [2]. 

Computed Tomography (CT) or Magnetic 
Resonance Imaging (MRI) provide high quality 
preoperative images of the inside of the patient body. 
Once the surgery starts, preoperative images can no 
longer be relied on because the intraoperative 
environment changes continuously due to manipulation 
by surgeon or organ movement. Therefore, the surgeon 
needs to rely on inner body real time images. An Inner Body 
GPS (IGPS) is also needed to safely and accurately help 

the surgeon guide the surgical tool to its desired surgery 
location. The IGPS requires pre-operative CT/MRI, real-time 
image from videoscope, and navigation sensor(s). The 
navigation sensors   locate the position of the surgical tool, and 
the videoscope helps the surgeon maneuver around body 
organs along the path predetermined using preoperative 
CT/MRI images. Since the videoscope and navigation sensors 
are heterogeneous, they have different data rate, and provide 
measurement/information in their local coordinate frame 
using their local time clock. Spatial and temporal registrations 
of such sensors are needed as a prerequisite to the success of 
MIS.  The spatial registration represents the spatial 
coordinates of all the sensors in an absolute coordinate frame 
while the temporal registration represents all the sensors data 
in a common time reference. 

Hybrid spatial calibration uses fusion of spatial 
information from more than one sensor to assist the surgeon 
during MIS operation. While implementing two 
heterogeneous sensors, researchers leveraged fused 
information from intraoperative images (Laparoscopic 
Ultrasound (LUS)/Endoscope) and either preoperative images 
(CT/MRI) [3] or navigation system (Electromagnetic 
Tracking System (EMTS)/Optical Tracking System (OTS)) 
coordinates [4] - [6], [10]. The information gathered from two 
sensors is not enough for MIS. Preoperative images are the 
only reference imaging technique to visualize the complete 
patient body. Surgeon always needs to have a visualization of 
where he/she is heading inside the patient body along with the 
position and orientation of the endoscope. On the other hand, 
it is necessary to have a navigation system connected to 
intraoperative imaging system to guide the endoscope in 
CT/MRI coordinate reference frame.  

From an information point of view, MIS requires at least 
three heterogeneous sensors:  Two for imaging (pre-operative 
and intra-operative) and one for navigation.  Fakhfakh et. al. 
proposed an automatic registration of pre- and intra-operative 
images with OTS embedded ultrasound probe, and 
preoperative CT scan [7]. The reconstructed 3D image from 
2D ultrasound slices was registered with the preoperative CT 
using principle axes of inertia and the Iterative Closest Point 
robust (ICPr) algorithm. ICP suffers from being trapped in 
local minima unless a good initial guess is provided. The use 
of Hand-Eye calibration for rigid registration among robotic 
arm, tracking devices (EMTS/OTS), and imaging devices 
(Endoscope/Laparoscopic camera) was reported in [6], [8]. 
Reference [8] implemented network time protocol (NTP) for 
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temporal data synchronization. In order to calculate the 
optimum spatial and temporal transformation, [9]-[11] 
integrated LUS, rigid oblique viewing endoscope, OTS, 
EMTS, and MRI using  linear least square and Levenberg-
Marquardt iterative algorithm.  Since the whole distortion 
correction from the metallic objects in EMTS was based on 
OTS, the magnetic distortion correction mechanism may 
provide false correction vector when the line of sight (LOS) 
for OTS is blocked [11]. Furthermore, the system was 
modeled for static distortion [10], [11]. Hence, the correction 
vector would be redundant if the distortion in the vicinity 
changes during surgery. Intraoperative imaging with LUS 
suffers from shadowing, multiple reflections, low signal-to-
noise ratio, and the requirement of expertise and training of 
surgeon [12].  For temporal calibration, it is assumed that the 
tracker with higher measurement rate has acquisition 
frequency multiple of lower one and the data is processed at 
the measurement speed of slower tracking device. Although, 
[6], [7], [13] used multiple asynchronous sensors, 
synchronization of data from such sensors has been 
overlooked.  This inhibits the correct and effective use of 
asynchronous sensors in high accuracy demanding MIS 
system in real-time.    

In addition to MIS, the use of heterogeneous sensors is 
desirable in different areas including robotics and automation 
where additional data complement and enhance the available 
information and assist to make more informed decisions. Such 
sensor systems may involve different imaging and navigation 
sensors such as cameras, Inertial Measurement Units (IMUs), 
LIDAR for robotic navigation, and object detection and 
tracking [14] - [16]. However heterogeneous sensors may use 
different data acquisition systems and may have a different 
data acquisition rate and use a dedicated local processor clock 
when reporting the measurements. A prerequisite for correct 
sensor fusion is the temporal alignment of different sensor 
data such that the data provided by the different asynchronous 
sensors are recorded using the same time reference.  

The main contribution of this paper is providing a real-
time spatial and temporal registrations of heterogeneous 
asynchronous sensors in an absolute spatial  
coordinate frame and a common time reference. The process 
will be called spatiotemporal registration. Performing 
temporal sensor registration is crucial given the dynamic 
changes of the surgery path to account for body organs 
movements in order to navigate safely toward the surgery 
location. In prior work, the authors performed offline spatial 
calibration between Laser Range Scanner (LRS), EMTS, and 
Camera with promising accuracy [17], [18]. LRS was used to 
emulate CT/MRI images. LRS-EMTS calibration was 
performed using Horn’s absolute orientation method [19], 
while the camera calibration was achieved using normalized 
Direct Linear Transform (DLT) algorithm [20]. These 
registrations are crucial for real time path planning.  

This paper is organized as follows. Section II discusses the 
proposed real-time spatial and temporal heterogeneous and 
asynchronous sensors registration. Section III discusses the 
accuracy obtained using experiments conducted in the lab. 
Section IV contains conclusions and discusses future work.    

II. PROPOSED SPATIAL AND TEMPORAL CALIBRATION

The preoperative CT/MRI provides 3D images of the 
patient to determine the inner body 3D location where the 
surgery is to take place (desired destination). The preoperative 
images can also be used for 3D path planning to reach the 
desired destination using the shortest path that has minimal 
number of obstacles such as bones or body organs. In this 
work, LRS  [21] provides preoperative 3D scan , the 
videoscope provides real time high quality images, and the 
EMTS provides pose (position and orientation)of the surgical 
tool/videoscope inside the human body as shown in Figure 1. 
The navigation sensor used was NDI Type-2 6DOF sensor for 
Aurora EMTS with a measurement frequency of 40Hz [22]. 
According to NDI, the accuracy is 0.8 mm for position and 
0.7degree for orientation [22]. The EMTS has been 
thoroughly tested and it has been found that 300 series 
stainless steel, aluminum, and titanium does not affect EMTS 
performance [12]. The third sensor was the Go 5000C series 
color camera from JAI Corporation [23], with 5 amegapixel 
resolution and an image acquisition rate of 61.2 frames/sec. 

 

In this paper, the LRS coordinate frame was selected as 
the absolute coordinate reference frame so that spatial 
information from camera and EMTS can be transformed and 
analyzed in LRS coordinate system, as shown in Figure 1. 
The location of the videoscope in EMTS coordinate reference 
frame can be determined using the camera registration 
procedure [20]. The real time position of the camera, planned 
path, and the desired inner body destination location are 
represented in the LRS coordinate reference frame. The 
surgical tool can be moved to the destination correctly using 
real time feedback from the EMTS attached to the camera. It 
is worth noting that in clinical applications, a much smaller 
camera will be used instead of the Go 5000C.  However, the 
proposed sensors registration technique can be applied to 
accommodate any camera.  All information that is needed is 
their intrinsic and extrinsic parameters. While conducting the 
experiments it is assumed that the EMTS pose measurement 
was not interfered with by metallic objects in the room, 
camera system, or mount for the LRS system. It is also 

Figure 1.  Heterogeneous Asynchronous Sensors Used for Inner Body 

Navigation 
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assumed that the relative position of the camera, EMTS, and 
LRS system was not changed during offline calibration.  

A. Online Spatial Registration

The fusion of real-time information from LRS, Camera,
and EMTS should be able to guide the surgeon from the 
initial insertion point to the destination point inside human 
body. This was achieved by using the online sensors 
registration.  In the spatial registration, all the spatial sensors 
data was represented in the LRS (CT/MRI) coordinate 
reference frame. In the temporal registration, incoming data 
was timestamped based on arrival time  to the surgical PC 
processor. We developed a virtual camera model which 
replicates the position and orientation of the real camera in 
LRS coordinate frame and provides real-time image inside 
human body. 

Online spatial calibration accommodates the changes in 
registration parameters once the sensors start to move. 
Changing transformations between EMTS and camera 
coordinate frame can be computed by attaching an 
Electromagnetic Sensor (EMS) to the videoscope body, and 
calculation of fixed offset transformation parameters between 
EMS measurement and the camera center obtained from the 
camera calibration, as shown in Figure 2. Offline camera 
calibration provides the position and orientation of the 
camera in EMTS coordinate frame. The offset transformation 
between the computed camera center in EMTS coordinate 
frame and the EMTS sensor can be computed as 

( )
1

* CAM

offset calibration EMTST T T
−

= (1) 

where, offsetT  is the Offset transformation between EMS and 

camera frames, calibrationT  is the Position and Orientation of 

Camera obtained from Camera Calibration[27] and 
CAM

EMTST  is the transformation from the EMTS coordinate 

frame to the camera coordinate frame. The transformation 

between LRS and camera coordinate frames uses  the 

transformation form the EMTS to LRS frames  and  is given 

by 

*LRS LRS

cam EMTS offsetT T T= (2) 

Where, LRS

camT  is the Transformation from camera to LRS 

coordinate frame; LRS

EMTST  is the Transformation from EMTS 

to LRS coordinate frame; offsetT  is the  Offset transformation 

of the camera center to the EMTS coordinate frame. 
The guidance system consists of two separate display 

units inside single screen, as shown in Figure3. First display 
unit consists of plot of 3D LRS data, preoperative planned 
path, current path followed by real-time camera, and position 
and orientation of camera. Second unit displays real-time 
video feed from camera. First, 3D LRS data is displayed 
along with the preoperative planned path, start and 
destination point, as shown in Figure 3. Before real time 
processing, the command asks user to put camera at the 
specified start location of the preplanned path. The user is  

guided in real-time to follow the preplanned path without 
exceeding the user specified threshold deviation from the 
planned path. If an obstacle appears in real-time in the 
preplanned path, the surgeon can use their intelligence to 
avoid the real-time obstacle. During avoidance of obstacle, it 
is evident that the path followed by real-time camera may 
deviate from preplanned path. In such case, the system is 

designed in such a way that the processor searches for a 
shortest path for the camera to return to the original path. The 
point within the preoperative planned path having minimum 
distance from current camera location is called immediate 
goal for camera. The command system guides the user to 
take the necessary steps to reach the immediate goal. 
This provides infrastructure that can be used by surgeon such 
that the path can be automatically followed in real-time.  

One of the major challenges in implementation of 
minimally invasive surgery is to reach to the destination 
inside human body by minimally damaging the organs along 
the path. Previously we have designed an intrinsically 
actuated flexible robotic arm to be used for MIS [24]. To use 
flexible manipulators, one requires accompanying shortest  
path with minimum obstacle to reach to the destination. In 
addition to avoiding the obstacle, the planned path should be 
enough to accommodate the width of the manipulator. In this 
work, assuming the availability of preoperative planned path, 
we developed a semi-automatic system to guide surgeon in 
real time to reach to the destination inside human body. The 

Figure 3: Developed real-time guidance system. 

         Figure. 2: Offset between EMS and Camera Center

TEMS T Calibration 
TOffset 
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preplanned path and the possible return path are just the 
straight line connecting start and goal position in LRS 
coordinate frame. Rapidly Exploring Random Tree(RRT), 
RRT*, Probabilistic Roadmap(PRM), A* [25] are widely 
used sampling based path planning algorithms that can be 
implemented for path planning 

B. Temporal Calibration

Temporal Calibration is necessary for time 
synchronization of real-time data obtained from the camera 
and EMTS. EMTS and camera use different clock and report 
measurements at a rate of 40Hz and 61.2 Hz, respectively. A 
prerequisite for time synchronization of measurement is to 
timestamp the measurement with respect to the clock of a 
common processor clock.  In this application, the common 
processor clock is the clock of the computer, called here 
surgical PC, that is used by the surgeon to display the real time 
camera images and the location of the surgical tool(s) as 
shown in Figure 4. The PC processor is responsible for 
controlling, communicating, acquiring, and time stamping of 
the data from the camera and EMTS in real-time. Hence, 
instead of processing data with reference to the clocks of 
sensors themselves, they are processed on the basis of their 
arrival in the host PC. As soon as data arrive from EMTS and 
camera, they are timestamped and placed in a circular buffer. 
With the implementation of the circular buffer, the oldest 
measurement from the devices are overwritten by the most 
recently arrived data. This effectively solves the problem of 
memory leakage during real-time operation. The timestamped 
data are polled every 30 milliseconds. Polling measurement at 
every 30 milliseconds provide enough time for data 
processing without loss of information, as shown in Figure 4. 

III. PERFORMANCE EVALUATION

The performance of the proposed sensor fusion system 
was evaluated in two-fold. First, the information from the 3D 
LRS was transformed into the EMTS coordinate frame 
followed by transformation to the camera coordinate frame. 
The transformation error was computed as an absolute 
difference between the computed coordinates obtained from 
the transformation and those extracted from the processed 
camera images. The sensors calibration and the accuracy 
evaluation were performed in an environment free of 
ferromagnetic material near the EM field generator. Tracking 

in the electromagnetic field generator is unaffected by the 
medical-grade stainless steel (300 series), titanium, and 
aluminum [12], [22]. The tabletop field generator also 
minimizes distortions produced from the patient table or 
materials located below it [22]. The artificial liver was placed 
inside the mannequin and attached with different colored 
objects on the top surface, as shown in Figure 5. The colored 
objects representing the liver tumor were used for accuracy 
evaluation.  

Figure 5: Setup for accuracy evaluation for spatio-temporal calibration 

system 

Given the start and goal position in LRS coordinate frame, 
the videoscope was navigated to reach to the destination 
points, Section II. For accuracy evaluation purpose, the 
destination points are the colored objects attached to the liver. 
Once the camera reaches to the vicinity of the accuracy 
evaluation points. The colored objects were extracted, and 
their centroids were calculated in LRS (see Figure 6), EMTS, 
and Camera coordinate frames. 

The extracted centroids were first transformed from LRS 
to EMTS coordinate frame. Once the set of points were 
transformed from LRS to EMTS they were projected to 
distortion corrected camera image. 

( ) ( )
1 1

* * (3)

cam

cam LRS LRS

cam LRS LRS

LRS cam EMTS offset EMS

P T P

T T T T X
− −

=

= =

where, 
LRSP is the accuracy evaluation point in LRS 

coordinate frame and 
camP is the projected accuracy 

evaluation point in camera coordinate frame. 
As the transformation of the centroids were carried out in 

two phases, accuracy was also evaluated for LRS to EMTS 
coordinate transformation, and EMTS to camera 
transformation. The experiment was performed at least 12inch 
from the top surface of EMTS field generator to provide the 
room for placement of patient table. 

TABLE I.  ERROR ANALYSIS OF ONLINE CALIBRATION FROM LRS TO 

EMTS TO 2D IMAGE  

LRS to EMTS EMTS to Image 

X Y Z X Y 

Mean(mm) 1.6315 3.0157 1.9214 0.4154 0.1845 

Figure 4: Polling of Timestamped Data in PC 
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S. D.(mm) 0.8765 1.5239 0.8912 0.1435 0.0656 

Range(mm) 4.9123 5.1455 4.3190 0.2675 0.1265 

Table I summarizes the absolute positional error for the 
coordinate transformation from LRS to EMTS as well as 
EMTS to camera coordinate frame. Similar to our observation 
in offline calibration, the average error for LRS to EMTS 
coordinate transformation is minimum along the X, and Z axis 
while the Y coordinate is most affected by error with 
maximum standard deviation and range. There are two 
possible reasons for the error: the varying ability of LRS to 
correctly scan and replicate the scanned object at varying 
distance, and the error during data collection because of the 
non-planar surface of the liver. Previously it has been found 
that the performance accuracy of LRS significantly improved 
while scanning planner objects compared to non-planar 
objects [17]. The experimental error could further be 
minimized by taking multi-view scans from the LRS and 
fusing the 3D scans data together. The transformation 
parameters between EMTS and LRS is constant during the 
online and offline calibration. The evaluated accuracy for 
online calibration closely resembles to the offline calibration 
accuracy of 1.35±0.93mm, 2.60±1.52mm, 1.1325±0.9285mm 
along x, y, and z axis respectively. 

The transformation from EMTS to camera is the overall 
error associated with the hybrid tracking system. Although the 
error is in millimeter range, the is mainly due to the 
propagation of error associated with LRS to EMTS 
transformation, offset calculation, and EMTS to camera 
transformation. Compared to the offline calibration with the 
average error of 0.1081mm and 0.0872mm along x and y axis, 
the calibration error increased noticeably along both x and y 
direction. This might be because of the additional error 
introduced during offset calculation, and the motion of the 
camera-EMTS system.  

IV. CONCLUSION

In this work, spatio-temporal registration  of three 
heterogeneous sensors to assist minimally invasive surgical 
applications was proposed. Laboratory testing showed that 
data fusion from three heterogenous and asynchronous 
sensors provide enough information to help the surgeon 
navigate to the surgery location by providing real-time 
surgical tool position and displaying quality images of the 
inner body. Accuracy evaluation  using a   mannequin and an 
artificial liver sample points localization showed promising 
accuracy for designing an inner body navigation system 
(IBNS). A low-cost camera was used to prove the concept. 
The spatial and temporal registration can be extended to any 
arbitrarily small size camera   as long as the  camera intrinsic 
and extrinsic parameters are provided.  

Currently, the real-time display consists of two display 
units: one for 3D scan and another for 2D images. Future 
efforts include the development of an augmented reality 
system to display an augmented view of human organs on the 
top of 3D scan for real-time simplified navigation. 
Furthermore, the outcome of this research will be used as a 

foundation to develop a comprehensive inner-body navigation 
advisory system. 
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Abstract—Applications in security and electronic surveillance 

require a combination of excellent magnetic softness with good 

mechanical and anti-corrosive properties and low 

dimensionality. We overviewed the feasibility of using glass-

coated microwires for electronic article surveillance and 

security applications, as well as different routes of tuning the 

magnetic properties of individual microwires or microwires 

arrays making them quite attractive for electronic article 

surveillance and security applications. We provide the routes 

for tuning the hysteresis loops non-linearity by the magne-

tostatic interaction between the microwires in the arrays of 

different types of amorphous microwires. The presence of 

neighboring microwire (either Fe or Co-based) significantly 

affects the hysteresis loop of the whole microwires array. In a 

microwires array containing magnetically bistable microwires, 

we observed splitting of the initially rectangular hysteresis loop 

with a number of Barkhausen jumps correlated with the 

number of magnetically bistable microwires. Essentially, non-

linear and irregular hysteresis loops have been observed in 

mixed arrays containing Fe and Co-rich microwires. The 

obtained non-linearity in hysteresis loops allowed to increase 

the harmonics and tune their magnetic field dependencies. On 

the other hand, several routes allowing to tune the switching 

field by either post-processing or modifying the magnetoelastic 

anisotropy have been reviewed. The observed unique 

combination of magnetic properties together with thin 

dimensions and excellent mechanical and anti-corrosive 

properties provide excellent perspectives for the use of glass-

coated microwires for security and electronic surveillance 

applications. 

 Keywords- magnetic microwires; magnetic softness; magnetic 

bistability, magnetic tags. 

I.  INTRODUCTION  

 

Soft magnetic materials are highly demanded by several 

industries, including (but not limited to) microelectronics, 

electrical engineering, car, aerospace and aircraft industries, 

medicine, magnetic refrigerators, home entertainment, 

energy harvesting and conversion, informatics, magnetic 

recording or security and electronic surveillance [1]-[2]. In 

most cases, like the case of security and electronic 

surveillance, in addition to excellent magnetic softness, a 

combination of mechanical and anti-corrosive properties 

and low dimensionality is required [3].  

Almost all department stores, supermarkets, airports, 

libraries, museums, etc. are provided with different types of 

security and anti-theft systems. The principle of Electronic 

Article Surveillance (EAS) systems operation is well 

established: articles are provided with tags that respond to 

electromagnetic fields generated by the gates at the 

store/supermarket/library exits [3]. The response is picked 

up by the antenna installed on the gate, switching on the 

alarm. It is estimated that hundreds of thousands of such 

EAS systems have been installed and millions of tags are 

produced daily. Considering the great number of tags, they 

must be small, robust enough and inexpensive. Additionally, 

the magnetic materials employed in tags must be 

magnetically soft enough. The magnetic softness of 

crystalline soft magnetic materials (Permalloy, Fe-Si) is 

affected by processing. Therefore, amorphous soft magnetic 

materials, prepared by rapid melt quenching are considered 

as among the most suitable materials for tags containing soft 

magnetic materials [3][4].   

Indeed, as a rule, amorphous materials present excellent 

magnetic softness together with superior mechanical 

properties [3]-[6]. Abrupt deterioration of the mechanical 

properties (such as tensile yield) upon the devitrification of 

amorphous precursor is reported [6]. Additionally, the 

fabrication process of amorphous materials involving rapid 

melt quenching is fast and inexpensive [1]-[7]. Accordingly, 

amorphous soft magnetic materials are useful for the design 

of robust magnetic devices and magnetoelastic sensors [8]-

[12].  

As discussed elsewhere, soft magnetic materials with 

squared hysteresis loops and relatively low coercivities are 

the preferred candidates for the EAS systems using 

magnetic tags [3]. The rectangular hysteresis loops can be 

easily implemented in different families of amorphous 

magnetic wires [4]. Therefore, considerable attention has 
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been paid to applications of amorphous wires for magnetic 

tags for different kinds of EAS systems [4]. 

The aforementioned squared hysteresis loops of 

magnetic wires are linked to the peculiar remagnetization 

process of magnetic wires running through a single and 

large Barkhausen jump [4] [14].  

Glass-coated magnetic microwires prepared by the so-

called Taylor-Ulitovsky technique present the widest 

metallic nucleus diameters range (from 200 nm up to 100 

μm) [4][15][16]. In this way, the Taylor-Ulitovsky method 

is the unique technique allowing fabrication of nanowires by 

rapid melt quenching [15]. On the other hand, the 

preparation of amorphous magnetic wires with diameter of 

about 100 μm coated by glass has recently been reported 

[16]. The presence of a flexible, thin, bio-compatible and 

insulating glass coating allows to enhance the corrosive 

resistance and, therefore, makes these microwires suitable 

for novel applications including biomedicine, electronic 

article surveillance, non-destructive monitoring external 

stimuli (stresses, temperature) in smart composites or 

construction health monitoring through the microwire 

inclusions [17][18].  

Accordingly, considering dimensionality and 

combination of physical properties (magnetic, mechanical, 

corrosive), amorphous soft magnetic microwires are 

potentially suitable materials for electronic article 

surveillance and security applications [4][19][20]. There are 

several original papers dealing with rather different (multi-

bit or single-bit) security and EAS applications of magnetic 

microwires [19][20]. In this paper, we will provide an 

overview of the trends related to EAS and security 

applications of glass-coated magnetic microwires. 

This paper is organized as follows. In Section 2, the 

experimental methods as well as the microwires 

characteristics analyzed in this paper are provided. Section 3 

deals with results on the feasibility of using magnetic 

microwires for magnetic tags followed by an overview of 

tuning of hysteresis loop non-linearity by the magnetostatic 

interaction between microwires. 

II. EXPERIMENTAL SYSTEM DETAILS 

Generally, we analyzed two different types of magnetic 

amorphous microwires: i) amorphous microwires with high 

positive magnetostriction coefficients, λs, (Fe-Si-B-C, Fe-

Ni-Si-B-C or Fe-Ni-Si-B) and ii) amorphous microwires 

with vanishing λs (Co-Fe-Ni-B-Si-Mo, Co-Fe-Ni-B-Si-Mo, 

Co-Fe-B-Si-Cr-Ni or Co-Fe-B-Si-C). We studied 

microwires with metallic nucleus diameters, d, ranging from 

10 up to 100 m prepared using the Taylor-Ulitovsky 

method described elsewhere [4][21]. The Taylor-Ulitovsky 

method allows preparation of thinnest metallic wires (with 

typical diameters of the order of 0.1 to 100 μm) covered by 

an insulating glass coating [5][21].  

The amorphous structure of all the microwires has been 

proved by the X-ray Diffraction (XRD) method. Typically, 

the crystallization of amorphous microwires was observed at 

Tann ≥ 500 °C [4]. 

The induction method has previously been used for the 

hysteresis loops measurements. The details of the 

experimental set-up are described elsewhere [22]. The 

hysteresis loops were represented as the magnetic field, H, 

dependence of the normalized magnetization, M/M0, being 

M - the magnetic moment at a given magnetic field, and M0 

the magnetic moment at the maximum magnetic field 

amplitude Hm. Such hysteresis loops are useful for 

comparison of the samples with different chemical 

compositions (and, hence, different saturation 

magnetization). 

In several cases, the hysteresis loops were measured with 

a conventional Super-conducting Quantum Interference 

Device (SQUID).  

III. EXPERIMENTAL RESULTS AND DISCUSSION 

Magnetic tags applications require a non-linear 

hysteresis loop that contains the characteristic distribution of 

harmonic frequencies. It is believed that the steeper the 

magnetization reversal, the higher the harmonic content of 

the signal. Accordingly, perfectly rectangular hysteresis 

loops with low coercivity observed in Fe-rich microwires 

(Figure 1) are attractive for use as magnetic tags. 

On the other hand, the non-linearity of the hysteresis 

loop of the magnetic microwires can be further improved 

using the magnetostatic interaction of microwires. Below, 

we will present several experimental results on magnetic 

response of two kinds of individual microwires 

(Co67Fe3.9Ni1.5B11.5Si14.5M0.6 and Fe74B13Si11C2) as well as 

the arrays containing either microwires of the same type or 

arrays containing two different kinds of microwires. 

The hysteresis loops of such microwires are rather 

different: Fe74B13Si11C2 microwire with high and positive 

magnetostriction coefficient, λ s, exhibits perfectly 

rectangular hysteresis loops with Hc ≈ 100 A/m (Figure 

1a), while and inclined hysteresis loop with quite low Hc 

(Hc ≈ 5 A/m) is observed in Co67Fe3.9Ni1.5B11.5Si14.5M0.6  

microwire (see Figure 2b).  

The hysteresis loop of an array containing two 

Fe74B13Si11C2 microwires is rather different from that of a 

single Fe74B13Si11C2 microwire. Two Barkhausen jumps can 

be observed at magnetic field amplitude, H0>80 A/m (see 

Figure 3a). Such peculiar hysteresis loop shape has been 

explained considering the magnetostatic interaction in the 

two-microwire array [4]. Such magnetostatic interaction is a 

consequence of stray fields created by magnetically bistable 

microwires: the superposition of external and stray fields 

causes magnetization reversal in one of the samples, when 

the external field is below the switching field of a single 

microwire. A single rectangular hysteresis loop (similar to 

the case of single microwire shown in Figure 1) is observed 

for 60 A/m <H0 < 80 A/m (see Figure 3b).  
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Increasing the magnetic field amplitude (approximately 

at H0 > 250 A/m), this splitting of the hysteresis loop 

disappears (Figure 3b). Such dependence of the hysteresis 

loop of two microwires array can be understood from the 

counterbalance between the dH/dt and the switching time 

determined by the velocity of the DW propagation along the 

whole wire [4].  

As discussed elsewhere [4], coercivity, Hc, is also 

affected by the frequency, f. Accordingly, Hc, as well as 

overall hysteresis loops of two microwires array, are 

affected by f in a similar way as by H0 (see Figure 3b). For a 

two microwires array, two-steps hysteresis loops are 

observed for f< 150 Hz. At f > 150 Hz, the hysteresis loop 

splitting disappears, and at 150 < f <1000 Hz, a single 

smooth magnetization jump is observed. 
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Figure 3. Hysteresis loops measured at different magnetic 

field amplitudes H0 (a) and at different magnetic field 

frequencies f (b) for as array with two Fe75B9Si12C4 

microwires, dependences of odd harmonics (c) and even 

harmonics (d) on magnetic field amplitude in linear array 

of two Fe74B13Si11C2 microwires.  
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Figure 1. Hysteresis loops of as- prepared (a), and 

annealed at Tann= 400 oC for 180 min (b) Fe75B9Si12C4 

microwires. 
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Figure 2. Hysteresis loops of Fe75B9Si12C4 microwires with 

positive (a) and Co67Fe3.9Ni1.5B11.5Si14.5M0.6 with vanishing 

(b) magnetostriction coefficients.  
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Accordingly, the odd and even harmonics of the signal 

of two Fe-rich microwires array are affected by H0 and f 

(see Figure 3c,d). 

A sharp increase in the harmonics amplitudes is 

observed when H0 exceeds Hc (see Figures 3c,d). The even 

harmonics amplitudes are significantly inferior to the odd 

harmonics amplitudes. The field dependences of odd 

harmonics have a "plateau" between 60 and 90 A/m, which 

reflects the hysteresis loops splitting (see Figure 3a).  

Another example of tuning the non-linearity of 

hysteresis loops and harmonics is the magnetostatic 

interaction of microwires with different character of 

hysteresis loops. Rather non-linear hysteresis loops can be 

obtained in an array consisting of one 

Co67Fe3.9Ni1.5B11.5Si14.5M0.6 and one Fe74B13Si11C2 

microwires (see Figure 4a). In such array, at H0 <90 A/m 

(which corresponds to Hc of Fe74B13Si11C2 microwire) the 

hysteresis loops character is typical of those for a single 

Co67Fe3.9Ni1.5B11.5Si14.5M0.6 microwire. Essentially, non-

linear hysteresis loops have been observed at H0 >110 A/m 

(Figure 4a). Such peculiar hysteresis loops can be 

interpreted as the superposition of two hysteresis loops: one 

from magnetically bistable Fe74B13Si11C2 microwire (shown 

in Figure 2a) and the other one from 

Co67Fe3.9Ni1.5B11.5Si14.5M0.6 microwire with linear hysteresis 

loop (shown in Figure 2b).  

The peculiar hysteresis loop character at H0 ≤ 120 A/m 

can be explained by the partial magnetization reversal of the 

magnetically bistable wire under the influence of the stray 

field from the Co-based wire. The stray field is affected by 

the sample demagnetizing factor and the sample 

magnetization [23] [24]. In the case of Co-rich microwire 

the magnetization and hence, the stray field are affected by 

the applied magnetic field (as can be appreciated from the 

hysteresis loops shown in Figure 2b). In contrast, the 

magnetization of Fe-rich sample change by abrupt jump and 

below and above Hc is almost independent of the magnetic 

field (see Figure 2a).  

Accordingly, such microwire array consisting of two 

microwires (Fe-rich and Co-rich) with different hysteresis 

loops presents odd and even harmonics quite different from 

the case of the array with two Fe-rich microwires (see 

Figures 4 b,c). A single sharp jump of odd and even 

harmonics is observed at H0≈Hc. There is also a change in 

the odd and even harmonics in the weak (H0<Hc) field 

region (see Figures 4 b, c). 

Thus, the use of arrays consisting of magnetic 

microwires allows us to create a complex and unique 

spectrum of magnetic harmonics in magnetic microwires. 

Essentially, non-linear and irregular hysteresis loops 

have been observed in mixed arrays containing Fe and Co-

rich microwires. The observed non-linear hysteresis loops 

allowed to increase the harmonics and to tune their magnetic 

field dependencies. 

The aforementioned examples provide the routes for 

optimization of the response of magnetic microwires by 

tuning the non-linearity of the hysteresis loops through the 

magnetostatic interaction. Such magnetic microwires can 

easily be incorporated into magnetic tags capable to respond 

to magnetic fields generated by the gates at the 

store/supermarket/library exits.  

IV. CONCLUSIONS 

 In this paper, we showed that the presence of a 

neighbouring microwire (either Fe- or Co-based) 

significantly affects the hysteresis loop of the whole 

microwires array. In a microwires array containing 

magnetically bistable microwires, we observed splitting of 

the initially rectangular hysteresis loop with a number of 

Barkhausen jumps correlated with the number of 

magnetically bistable microwires. Essentially, non-linear 

and irregular hysteresis loops have been observed in mixed 
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Figure 4. (a) Hysteresis loops of the Fe74B13Si11C2 + 

Co67Fe3.9Ni1.5B11.5Si14.5M0.6 array; (b) dependences of odd 

harmonics on magnetic field amplitude and (c) dependences of 

even harmonics on magnetic field amplitude. Reprinted with 

permission from ref. (4). 
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arrays containing Fe and Co-rich microwires. The observed 

non-linear hysteresis loops allowed to increase the 

harmonics and to tune their magnetic field dependencies.  

 The observed unique combination of magnetic 

properties, together with thin dimensions and excellent 

mechanical and anti-corrosive properties, provide excellent 

perspectives for the use of glass-coated microwires for 

security and electronic surveillance applications. 
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Abstract—In software engineering, measuring software func-
tional size via the IFPUG (International Function Point Users
Group) Function Point Analysis using the standard manual
process can be a long and expensive activity. To solve this
problem, several early estimation methods have been proposed
and have become de facto standard processes. Among these, a
prominent one is High-level Function Point Analysis. Recently,
the Simple Function Point method has been released by IFPUG;
although it is a proper measurement method, it has a great
level of convertibility to traditional Function Points and may
be used as an estimation method. Both High-level Function
Point Analysis and Simple Function Point skip the difficult and
time-consuming activities needed to weight data and transaction
functions. This makes the process faster and cheaper, but yields
approximate measures. The accuracy of the mentioned method
has been evaluated, also via large-scale empirical studies, showing
that the yielded approximate measures are sufficiently accurate
for practical usage. In this paper, locally weighted regression
is applied to the problem outlined above. This empirical study
shows that estimates obtained via locally weighted regression
are more accurate than those obtained via High-level Function
Point Analysis, but are not substantially better than those yielded
by alternative estimation methods using linear regression. The
Simple Function Point method appears to yield measures that are
well correlated with those obtained via standard measurement.
In conclusion, locally weighted regression appears to be effective
and accurate enough for estimating software functional size.

Keywords–Function Point Analysis; Early Size Estimation; High-level
FPA; Simple Function Points; LOcally Estimated Scatterplot Smoothing
(LOESS)

I. INTRODUCTION

In the late seventies, Allan Albrecht introduced Function Points Analysis
(FPA) at IBM [1], as a means to measure the functional size of software, with
special reference to the “functional content” delivered by software providers.
Albrecht aimed at defining a measure that might be correlated to the value
of software from the perspective of a user, and could also be useful to
assess the cost of developing software applications, based on functional user
requirements.

FPA is a Functional Size Measurement Method (FSMM), compliant with
the ISO/IEC 14143 standard, for measuring the size of a software application
in the early stages of a project, generally before actual development starts.
Accordingly, software size measures expressed in Function Points (FP) are
often used for cost estimation.

The International Function Points User Group (IFPUG) is an association
that keeps FPA up to date, publishes the official FP counting manual [2],
and certifies professional FP counters. Unfortunately, in some conditions,
performing the standard IFPUG measurement process may be too long
and expensive, with respect to management needs, because standard FP
measurement can be performed only when relatively complete and detailed
requirements specifications are available, while functional measures could be
needed much earlier for management purposes.

Many methods were invented and used to provide estimates of functional
size measures, based on fewer or coarser-grained information than required
by standard FPA. These methods are applied very early in software projects,
even before deciding what process (e.g., agile or waterfall) will be used. One
of these methods is the High-level FPA (HLFPA) method [3], which was
developed by NESMA under the name of “NESMA estimated” method [4].

In 2010, a new FSMM called Simple Function Point (SiFP) was developed
by Meli [5]. In 2019, IFPUG acquired the method and in 2021 the IFPUG
branded Simple Function Point (SFP) method was delivered to the market [6].

HLFPA and SiFP have been evaluated by several studies, which found
that the methods is usable in practice to approximate traditional FPA values,
since they yield reasonably accurate estimates. However, the question if it is
possible to get more accurate estimates from the basic information used by
HLFPA remains open.

In this paper, we evaluate—via an empirical study—the usage of LOESS
(LOcally Estimated Scatterplot Smoothing)—also known as LOWESS (LO-
cally WEighted Scatterplot Smoothing)—to build models that can be used for
early estimation of functional size.

We also compare the standard IFPUG FPA measures, the estimates
obtained via HLFPA and the estimates obtained via alternative methods (linear
regression models and LOESS models) with the measures obtained via the
Simple Function Point (SFP) method. SFP is a lightweight method that has
also been adopted by IFPUG as an alternative to full-fledged FPA. SFP
measurement requires even less time and effort than HLFPA, and it usually
yields measures that are very well correlated with IFPUG standard measures.

The remainder of the paper is organized as follows.
Section II provides an overview of functional size measurement methods,
and other background information. Section III describes the empirical study
and its results. In Section IV, we discuss the threats to the validity of the
study. Section V reports about related work. Finally, in Section VI, we draw
some conclusions and outline future work.

II. BACKGROUND

Function Point Analysis was originally introduced by Albrecht to measure
the size of data-processing systems from the point of view of end-users,
with the goal of the estimating value of an application and the development
effort [1]. The critical fortunes of this measure led to the creation of the IFPUG
(International Function Points User Group), which maintains the method and
certifies professional measurers.

The “amount of functionality” released to the user can be evaluated by
taking into account 1) the data used by the application to provide the required
functions, and 2) the transactions (i.e., operations that involve data crossing
the boundaries of the application) through which the functionality is delivered
to the user. Both data and transactions are counted on the basis of Functional
User Requirements (FURs) specifications, and constitute the IFPUG Function
Points measure.

FURs are modeled as a set of base functional components (BFCs), which
are the measurable elements of FURs: each of the identified BFCs is measured,
and the size of the application is obtained as the sum of the sizes of BFCs.
IFPUG BFCs are: data functions (also known as logical files), which are
classified into internal logical files (ILF) and external interface files (EIF);
and elementary processes (EP)—also known as transaction functions—which
are classified into external inputs (EI), external outputs (EO), and external
inquiries (EQ), according to the activities carried out within the considered
process and the primary intent.
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The complexity of a data function (ILF or EIF) depends on the RETs
(Record Element Types), which indicate how many types of variations
(e.g., sub-classes, in object-oriented terms) exist per logical data file, and
DETs (Data Element Types), which indicate how many types of elementary
information (e.g., attributes, in object-oriented terms) are contained in the
given logical data file.

The complexity of a transaction depends on the number of FTRs—i.e., the
number of File Types Referenced while performing the required operation—
and the number of DETs—i.e., the number of types of elementary data—that
the considered transaction sends and receives across the boundaries of the
application. Details concerning the determination of complexity can be found
in the official documentation [2].

The core of FPA involves three main activities:
1) Identifying data and transaction functions.
2) Classifying data functions as ILF or EIF and transactions as EI, EO

or EQ.
3) Determining the complexity of each data or transaction function.
The first two of these activities can be carried out even if the FURs have

not yet been fully detailed. On the contrary, activity 3 requires that all details
are available, so that FP measurers can determine the number of RET or
FTR and DET involved in every function. Activity 3 is relatively time- and
effort-consuming [7].

HLFPA does not require activity 3, thus allowing for size estimation when
FURs are not fully detailed: it only requires that the complete sets of data
and transaction functions are identified and classified.

The SFP method [6] does not require activities 2 and 3: it only requires
that the complete sets of data and transaction functions are identified.

Both the HLFPA and SFP methods let measurers skip the most time-
and effort-consuming activity, thus both are relatively fast and cheap. The
SFP method does not even require classification, making size estimation even
faster and less subjective (since different measurers can sometimes classify
differently the same transaction, based on the subjective perception of the
transaction’s primary intent).

A. The High-level FPA method
NESMA defined two size estimation methods: the ‘NESMA Indicative’

and the ‘NESMA Estimated’ methods. IFPUG adopted these methods as
early function point analysis methods, under the names of ‘Indicative FPA’
and ‘High-level FPA,’ respectively [3]. The Indicative FPA method proved
definitely less accurate [8], [9]. Hence, in this paper, we consider only the
High-level FPA method.

The High-level FPA method requires the identification and classification of
all data and transaction functions, but does not require the assessment of the
complexity of functions: ILF and EIF are assumed to be of low complexity,
while EI, EQ and EO are assumed to be of average complexity. Hence,
estimated size is computed as follows:

EstSizeUFP = 7 #ILF + 5 #EIF + 4 #EI + 5 #EO + 4 #EQ

where #ILF is the number of data functions of type ILF, #EI is the number
of transaction functions of type EI, etc.

B. The Simple Function Point Method
The Simple Function Point measurement method [5] [6] has been specif-

ically designed to be agile, fast, lightweight, easy to use, and with minimal
impact on software development processes. It is easy to learn and provides
reliable, repeatable, and objective results. Like IFPUG FPA, it is independent
of the technologies used and technical design principles.

SFP requires only the identification of Elementary Processes (EP) and
Logical Files (LF), based on the following assumptions: 1) a user gives value
to a BFC as a whole independently of internal organization and details, and
2) a cost model based on SFP shows a precision that is comparable to that
of a cost model based on a detailed FPA measure. The latter assumption has
been verified by different studies [10] [11].

SFP assigns a numeric value directly to these BFCs:

SFP = 7 #LF + 4.6 #EP

thus significantly speeding up the functional sizing process, at the expense
of ignoring the domain data model, and the primary intent of each Elementary
Process.

The weights for each BFC were originally given to achieve the best possible
approximation of FPA but as long as the method has become a measurement
method, those weights became constants, which are not subject to update

or change for approximation reasons and that are crystallized for stability,
repeatability and comparability reasons. We can approximate the FPA by
setting EstSizeUFP = SFP.

III. EMPIRICAL STUDY
In the empirical study, we use an ISBSG dataset [12], which was also used

previously to evaluate SFP [10].
The ISBSG dataset contains several small project data. As a matter of fact,

estimating the size of small projects is not very interesting. A certified function
point consultant that performs FP analysis according to the IFPUG standard
counts between 400 and 600 FP per day, according to Capers Jones [13] and
between 200 and 300 FP per day according to experts from Total Metrics [14].
Therefore, there is hardly any need for estimating the size of projects smaller
than 200 UFP, since those projects can be sized accurately in no more than
one working day.

Based on these considerations, we removed from the dataset the projects
smaller than 200 UFP. The resulting dataset includes data from 110 projects
having size in the [207, 4202] range. Some descriptive statistics for this dataset
are given in Table I.

TABLE I
DESCRIPTIVE STATISTICS FOR THE ISBSG DATASET.

UFP HLFPA SFP #EI #EO #EQ #ILF #EIF #LF #EP
Mean 976 888 971 43 46 46 26 24 50 135
StDev 842 739 785 38 71 51 22 23 39 123
Median 639 607 674 29 17 32 20 18 37 82
Min 207 202 223 0 0 0 0 1 12 14
Max 4202 3755 4257 204 442 366 100 172 234 656

A. Method used
We build models of functional size using LOESS (locally estimated

scatterplot smoothing) [15]. LOESS is a non-parametric regression method
that combines multiple regression models in a k-nearest-neighbor-based meta-
model. It fits simple models to localized subsets of the data to build up a
function that describes the deterministic part of the variation in the data,
point by point.

The analysis was carried out using the R programming language and
environment [16]. Specifically, we used the loess function from the Stats
package, which is provided as part of the system libraries.

Through the span parameter, the loess function makes it possible to
control the degree of smoothing. In the empirical study, we tried different
values for the span parameter.

We aimed at building models using the same five variables (#EI, #EO, #EQ,
#ILF, #EIF) used by HLFPA. However, the loess function from the Stats
package does not allow more than 4 independent variable. To overcome this
problem, we observe that in the HLFPA method, #EI and #EQ get the same
weight; therefore, it is conceivable to consider EIs and EQs as a single class
of transactions (only as far as size estimation is concerned). Accordingly, for
each project we compute #EIQ = #EI+ #EQ. Then we use four independent
variables (#EO, #EIQ, #ILF, #EIF) to build size models via LOESS. In
addition, we built models that use the same two variables (#LF and #EP)
used by SFP. We also built Ordinary Least Square (OLS) linear regression
models.

The evaluation was carried out via 10-time 10-fold cross validation. For
all the estimates obtained from 10-time 10-fold cross validation, we compute
estimation errors and a few indicators, as follows. The error (alias residual)
for the ith estimation is defined as eei = Si−Ei, where Si is the actual
size of the element involved in the ith estimation (i.e., the size measured
according to the IFPUG standard process) and Ei is the estimated size. The
computed indicators are:

• MAR is the Mean of Absolute Residuals, i.e., MAR = 1
n

∑n
i=0 |eei|,

where n is the number of estimates.
• MAR/MS is the MAR divided by the mean size MS = 1

n

∑n
i=0 Si. It

gives an idea of the relative importance or the estimation errors.
• MMRE is the mean magnitude of relative errors. MMRE =

1
n

∑n
i=0 |rei|, since a relative error is defined as rei =

eei
Si

. MMRE
has been widely criticized as a biased metric [17]: we report it for
completeness. At any rate, we also report MAR/MS, which is not a
biased metric, since the mean size is a characteristic of the given dataset:
MAR/MS is a sort of normalization of the MAR.

• MdMRE is the median magnitude of relative errors.
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• Finally, R2 (the coefficient of determination) is given, since it is a quite
reliable indicator of the models’ accuracy [18].

B. Results obtained
We carried out 10-times 10-fold cross validation. In the process, we did

not always get usable results. Specifically, via OLS regression we sometimes
obtained invalid models (e.g., models with not normally distributed residuals);
via LOESS we obtained models that did not support estimation in extreme
cases, i.e., for too large or too small independent variables. All these cases
were not evaluated. They are a strict minority, hence the reported results
represent the most likely outcome of estimation in practice.

The accuracy indicators computed over the obtained estimates are given
in Table II. Models LMv are built using OLS regression using v independent
variables; models LWMv (where LWM stands for Locally Weighted Model)
are built using LOESS, based on v independent variables. For LWMv we give
in parentheses the value of the span value.

TABLE II
ESTIMATION ACCURACY INDICATORS.

MAR MAR/MS MMRE MdMRE R2

HLFPA 103.8 0.106 0.097 0.084 0.966
LM5 62.0 0.064 0.074 0.057 0.985
LM4 58.2 0.060 0.071 0.055 0.987
LM2 91.6 0.096 0.096 0.084 0.971
LWM4(0.5) 93.7 0.107 0.109 0.089 0.943
LWM2(0.5) 91.4 0.099 0.103 0.082 0.940
LWM4(0.75) 66.5 0.076 0.082 0.068 0.972
LWM2(0.75) 88.7 0.096 0.101 0.075 0.950
LWM4(0.95) 55.6 0.064 0.073 0.064 0.984
LWM2(0.95) 86.6 0.094 0.096 0.072 0.958

Table II suggests that OLS linear models provide quite good estimates.
Surprisingly, LM4, i.e., the model based on #EO, #EIQ, #ILF, #EIF achieves
better results than the LM5, i.e., the model based on #EO, #EI, #EQ, #ILF,
#EIF.

We can also observe that estimation accuracy of LWM models varies
with the span; specifically, accuracy improves with span. However, the
improvement is modest for LWM2 (MAR decreases from 91.4 to 86.6), while
it is quite large for LWM4 (MAR decreases from 93.7 to 55.6). Overall,
it seems that when LOESS is used with two variables it is not able to
substantially improve the estimates provided by LM2; instead, LOESS used
with four variables achieves good results, provided that span is sufficiently
large. In fact, the minimum MAR is achieved by LWM4 with span=0.95.

To evaluate if the estimates provided by a method are significantly better
than those provided by another method, we tested the statistical significance of
the differences among absolute errors yielded by the considered methods [17].
Namely, we compared the absolute residuals via Wilcoxon sign rank test [19]
(using the wilcox.test function from the R Stats package). The results
(which are all statistically significant at the usual α = 0.05 level) are given
in Table III.

TABLE III
COMPARISON OF MODEL’S ABSOLUTE RESIDUALS VIA WILCOXON SIGN

RANK TEST.

HLFPA LM5 LM4 LM2 LWM4 LWM2 LWM4 LWM2 LWM4 LWM2
(0.5) (0.5) (0.75) (0.75) (0.95) (0.95)

HLFPA – > > > > > > > > >
LM5 < – > < < < < < > <
LM4 < < – < < < < < < <
LM2 < > > – < < > = > >
LWM4(0.5) < > > > – = > > > >
LWM2(0.5) < > > > = – > > > >
LWM4(0.75) < > > < < < – < > <
LWM2(0.75) < > > = < < > – > >
LWM4(0.95) < < > < < < < < – <
LWM2(0.95) < > > < < < > < > –

To assess the effect size, we use the non-parametric statistic A by Vargha
and Delaney [20], as provided by the R package effsize [21]. We obtained
the results given in Table IV, where each numeric result is accompanied by
its interpretation [21]: ‘n’ and ‘s’ indicate negligible and small effect size,
respectively.

LWM4(0.95) appears to be the best model according to MAR (Table II).
However, According to the Wilcoxon sign rank test, LM4 is the most accurate
model. The disagreement between this two indications is explained by Vargha
and Delaney’s A, which is 0.51 for LM4 vs. LWM4(0.95), showing that the
size effect is practically nil, i.e., LM4 is better, but by a practically irrelevant
extent.

Finally, we look into the error distributions yielded by the estimation
methods that we used in the study.

Figure 1 shows the boxplots of estimation errors for each of the used
methods. It can be noticed that LWM2 models provide exceedingly large
errors in a few cases.

Fig. 1. Error boxplots.

Figure 2 provides the same information as Figure 1, but omitting outliers.
It can be seen that the various models do not yield dramatically different
accuracy levels, when the outliers are excluded. However, it is noteworthy
that HLFPA tends to underestimate (as already noted in [22]). The other
models provide more balanced errors, with medians very close to zero.

Fig. 2. Error boxplots (no outliers).

Figure 3 shows the boxplots of absolute estimation errors for each of the
used methods, excluding outliers. The mean absolute error (i.e., the MAR) is
shown as an orange diamond. Also according to Figure 3, LM4, LM5 and
LWM4(0.95) are the most accurate models.

Figure 4 shows the distribution of the distance between SFP and IFPUG
measures, in comparison with HLFPA and the best estimators. It can be seen
that SFP measures provide an approximation that is better than HLFPA’s, and
not much worse than the best estimators’.

Considering that SFP uses fixed weights and does not even require
classifying data and transactions, and that the method is not specifically
intended to approximate IFPUG measures, this is a quite remarkable result.

IV. THREATS TO VALIDITY

A typical concern in this kind of studies is the generalizability of results
outside the scope and context of the analyzed dataset. In our case, the ISBSG
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TABLE IV
EFFECT SIZE ACCORDING TO VARGHA AND DELANEY’S A.

HLFPA LM5 LM4 LM2 LWM4(0.5) LWM2(0.5) LWM4(0.75) LWM2(0.75) LWM4(0.95) LWM2(0.95)
HLFPA – 0.61(s) 0.62(s) 0.54(n) 0.53(n) 0.53(n) 0.59(s) 0.55(n) 0.61(s) 0.56(n)
LM5 0.39(s) – 0.52(n) 0.44(n) 0.42(s) 0.42(s) 0.49(n) 0.43(n) 0.51(n) 0.45(n)
LM4 0.38(s) 0.48(n) – 0.42(s) 0.40(s) 0.40(s) 0.47(n) 0.42(s) 0.49(n) 0.43(n)
LM2 0.46(n) 0.56(n) 0.58(s) – 0.48(n) 0.49(n) 0.55(n) 0.50(n) 0.57(n) 0.51(n)
LWM4(0.5) 0.47(n) 0.58(s) 0.60(s) 0.52(n) – 0.50(n) 0.57(n) 0.52(n) 0.59(s) 0.53(n)
LWM2(0.5) 0.47(n) 0.58(s) 0.60(s) 0.51(n) 0.50(n) – 0.56(n) 0.51(n) 0.58(s) 0.52(n)
LWM4(0.75) 0.41(s) 0.51(n) 0.53(n) 0.45(n) 0.43(n) 0.44(n) – 0.45(n) 0.52(n) 0.47(n)
LWM2(0.75) 0.45(n) 0.57(n) 0.58(s) 0.50(n) 0.48(n) 0.49(n) 0.55(n) – 0.57(n) 0.51(n)
LWM4(0.95) 0.39(s) 0.49(n) 0.51(n) 0.43(n) 0.41(s) 0.42(s) 0.48(n) 0.43(n) – 0.45(n)
LWM2(0.95) 0.44(n) 0.55(n) 0.57(n) 0.49(n) 0.47(n) 0.48(n) 0.53(n) 0.49(n) 0.55(n) –

Fig. 3. Absolute error boxplots (no outliers).

Fig. 4. Distributions of distances from IFPUG measures.

dataset is deemed the standard benchmark among the community, and it
includes data from several application domains. Therefore our results may
be valid in general.

The usage of MMRE is questionable, since it is has been shown to be
a biased indicator (see for instance [17]). Nonetheless, we used MMRE
together with other indicators—like MAR, the boxplots of residuals and R2—
to provide a more complete and balanced picture of the accuracy of our
results, and compared the precision of different models via sound statistical
tests, namely Wilcoxon sign rank test and Vargha and Delaney’s A measure
of effect size. Therefore, the role of MMRE in the presented evaluations is
marginal.

V. RELATED WORK

The quest for measures that are available in the early stages of the software
lifecycle dates back to decades ago [23] [24] [25].

The “Early & Quick Function Point” (EQFP) method [26] uses analogy
(similarities between a new and a classified piece of software) and analysis
(statistical analysis of the estimated similarity) to get size estimates. It was
reported that estimates are within ±10% of the real size in most real cases,
while the savings in time and costs are between 50% and 90%.

“Easy Function Points,” [27], adopt probabilistic approaches to estimate
not only the size, but also the probability that the actual size is equal to the
estimate.

Lavazza et al. built estimation models for UFP based on BFCs [28]
using Least Median Squares robust regression models. They observed that
FP measures could be altogether replaced by measured based on a smaller
set of BFCs.

Several other early estimation methods were proposed: Table V list the
most popular ones.

TABLE V
EARLY ESTIMATION METHODS: DEFINITIONS AND EVALUATIONS

Method name Definition Used functions Weight Evaluation
NESMA indicative [29] [30] data fixed [4] [31]–[35] [9]
NESMA estimated [29] [30] all functions fixed [4] [31]–[35] [9]
Early & Quick FP [25] [36] [26] all functions statistics [9] [37]
Tichenor ILF model [38] ILF fixed [9]
simplified FP (sFP) [39] all functions fixed [9]
ISBSG average weights [40] all functions statistics [9]
SiFP [5] data and trans. statistics [10] [11]

Lavazza and Liu [22] used a dataset containing data from 479 projects to
compare the accuracy of HLFPA method with Ordinary Least Squares method,
with both 5 predictors (LM5) and only 2 predictors (LM2). They found that
(1) unlike HLFPA, linear regression models do not underestimate, (2) linear
regression models yield slightly less accurate estimates, and (3) models based
on only two variables yield marginally less accurate estimates.

VI. CONCLUSION
Measuring software functional size via IFPUG FPA with the standard

manual process is sometimes a long and expensive activity, and it is simply
impossible when the details of a functional specification are not available
for any reason. To solve this problem, several early estimation methods have
been proposed. In this paper, we compare the estimates obtained via a standard
estimation methods, namely HLFPA, and a new functional size measurement
method, namely IFPUG SFP, with the estimates obtained with traditional
(namely, linear regression) models and LOESS models. The accuracy achieved
by these methods has been evaluated via an empirical study, which used a
dataset containing data from 110 projects.

LOESS provided the lowest mean absolute error. However, statistical tests
show that linear regression models using 4 or 5 independent variables achieve
the same level of accuracy. Therefore, practitioners needing to estimate
software functional size in the early stages of projects are advised to try
both linear regression models and LOESS models.
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Abstract—Denial of Service (DoS) attacks and their distributed
variant (DDoS) are major digital threats in today’s cyberspace.
Defense mechanisms such as Intrusion Detection Systems aim at
finding these and other malicious activities in network traffic.
They predominantly use signature-based approaches to effectively
detect intrusions. Unfortunately, constructing a database with
signatures is very time-consuming and this approach can only
find previously seen variants. Machine learning algorithms are
known to be effective tools in detecting intrusions, but it has not
been studied if they are also able to detect unseen variants. In this
research, we study to what extent supervised learning algorithms
are able to detect novel variants of application layer (D)DoS
attacks. To be more precise, we focus on detecting HTTP attacks
targeting a web server. The contributions of this research are as
follows: we provide a procedure to create intrusion detection
datasets combining information from the transport, network,
and application layer to be directly used for machine learning
purposes. We show that specific (D)DoS variants are successfully
detected by binary classifiers learned to distinguish benign entries
from another (D)DoS attack. Despite this result, we demonstrate
that the performance of a classifier trained on detecting variant
A and tested on finding variant B is not necessarily similar to
its performance when trained on B and tested on A. At last, we
show that using more types of (D)DoS attacks in the training set
does not necessarily lead to a higher detection rate of unseen
variants. Thus, selecting the right combination of a machine
learning model with a (small) set of intrusions included in the
training data can result in a higher novel intrusion detection
rate.

Keywords—Machine learning; intrusion detection; anomaly de-
tection; closed-world assumption.

I. INTRODUCTION

In our increasingly digitized world, network security has
become more challenging as the Internet is used for virtually
all information operations, such as storage and retrieval. The
rat race between attackers and defenders is perpetual as new
tools and techniques are continuously developed to attack
web servers containing this information. Significant threat
types for these servers are Denial-of-Service (DoS) attacks
and their distributed variant (DDoS). Tremendous problems
for organizations and individuals arise when legitimate users
cannot access data due to these attacks. Modern (D)DoS

attacks are designed to mimic legitimate user behavior and
target vulnerabilities in application-layer protocols, such as
the Hypertext Transfer Protocol (HTTP). This mix makes
detecting them a challenging and complex task.

Defenders often use an Intrusion Detection System (IDS) to
perform the task of detecting intrusions. An IDS can be viewed
as the burglar alarm of the cybersecurity field [1]. It monitors
network traffic and aims to detect malicious activities. Gen-
erally speaking, the two mainly used methodology classes by
these systems are signature-based and anomaly-based [2]. A
signature-based detector compares observed network events
against patterns that correspond to known threats. In contrast,
anomaly-based detectors search for malicious traffic by con-
structing a notion of normal behavior and flags activities which
do not conform to this notion. Where signature-based is time-
consuming but effective, anomaly-based often suffers from a
high false-positive rate. Within anomaly detection methods,
Machine Learning (ML) algorithms are getting more attention
as they might overcome this problem.

The thought of using ML algorithms to detect intrusions
is not new. Various studies are performed on using ML
for detecting intrusions. Unfortunately, there is a striking
imbalance between the extensive amount of research on ML-
based anomaly detection techniques for intrusion detection
and the rather clear lack of operational deployments [3]. ML
algorithms are highly flexible and adaptive methods to find
patterns in big stacks of data [4], but they seemed better at this
task rather than discovering meaningful outliers [3]. Modern
(D)DoS attacks are often occurring in large quantities and thus
do not entirely conform to the premise that patterns cannot be
found for these outliers. Therefore, using ML for the task of
detecting these attacks should be appropriate.

There appear two issues when looking at anomaly-based
ML research in intrusion detection [5][6]. Firstly, the per-
formance of most of these methods is measured on outdated
datasets [7]. This makes it hard to estimate the performance
of these methods on modern network traffic. A major issue is
that the composition of benign and malicious traffic in these
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datasets does not represent modern real-time environments.
Also, there used to be a lack of representative publicly avail-
able intrusion detection datasets, but this lack was noticed by
the cyberdefense community and recently they have generated
more intrusion datasets [8]. Still, the available datasets are
often limited to features extracted from the transport and
network layer, but lack application layer features. Thus, not all
attainable features are extracted in these datasets. Secondly, it
is not examined how supervised learning methods perform in
detecting novel variants of known attacks. The performance of
these methods is measured in either a closed-world assump-
tion, training, and test classes are the same, or an open-world
assumption with unrelated attacks. However, it is not tested
how the methods perform in an open-world setting with novel
variants.

The aim of this paper is to study to what extent ML
models are accurately able to detect novel variants of known
cyberattacks. To be more precise, we use supervised binary
classifiers to learn from a dataset containing benign and a set
of (D)DoS attacks and we evaluate them on their ability to
detect unseen variants of these attacks. We examine how the
selected classifiers perform when using only a single (D)DoS
variant in the training dataset on this task. Afterward, we study
the effect of combining (D)DoS variants in the training phase
on the performance of classifiers detecting unseen variants.
Furthermore, we give a procedure to transform raw network
traffic data into ML usable datasets containing information
from the network, transport, and application layer. The code
of this procedure is publicly available [9].

The main contributions can be summarized as follows:
Firstly, we show that ML classifiers are to a great extent able
to detect known (D)DoS attacks in a closed world setting.
Secondly, we show that there are situations where these
classifiers are able to detect a novel variant when they are
trained to detect a different variant. This is however not a two-
way street: learning to detect attack A and being able to also
detect attack B does not imply that it is vice versa. Thirdly, we
show that training on imbalanced data has an adverse effect
on the evaluation performance of some ML classifiers. Finally,
we demonstrate that it is not necessary to use many (D)DoS
variants to detect a novel attack. Sometimes a few known
attacks can already lead to the highest detection rate.

The organization of this paper is as follows. Section II gives
a literature overview regarding detecting novel intrusions with
ML. Section III states which datasets are selected for this
research. Section IV describes how these datasets are modified
into ML applicable datasets and states metadata about them.
In addition, a set of ML models used for conducting the
experiments are given in this section. Section V outlines the
conducted experiments. Section VI shows the results of the
conducted experiments. Finally, we conclude and summarize
in Section VII.

II. RELATED WORK

Detection of novel attacks with supervised learning tech-
niques has been studied before in the context of Transfer

Learning (TL). TL is an ML paradigm where a model trained
on one task is used as a starting point for another task.
[10] introduces a feature-based TL approach to find novel
cyberattacks by mapping source and target dataset in an
optimized feature representation. This approach is however
very dependent on a similarity parameter and the dimensions
of the new feature space. Therefore, [11] extended this method
by proposing another approach to automatically find a rela-
tionship between the novel and known attacks. Both of these
approaches are tested on an outdated dataset and it does not
contain variants of a single cyberattack. In our research, we
are interested in the detection of novel variants rather than
novel variants. In [12], a Convolutional Neural Network is
used to detect novel attacks also in a TL setup, but it is not
studied if learning one specific attack affects the detection
of another novel variant. The experiments conducted in our
research resemble the experiments performed in [13]. In their
research, an intrusion detection method is introduced which
transfers knowledge between networks by combining unrelated
attacks to train on. More recent work focuses on applying
Deep Neural Networks in the context of TL for intrusion
detection tasks [14].

III. DATASETS

It is stated that a perfect intrusion detection dataset should
at least be up-to-date, correctly labeled, publicly available,
contain real network traffic with all kinds of attacks and
normal user behavior, and spans over a long time [8]. The
main reasons for a lack of appropriate datasets satisfying
these properties are privacy concerns regarding recording real-
world network traffic and labeling being very time-consuming.
However, researchers have been able to generate synthetic
or anonymized datasets which satisfy some of these ideal
properties. It is therefore recommended to test methodologies
on multiple datasets instead of only one [3]. In this research,
we focus on the detection of (D)DoS attacks and for that
reason have selected the CIC-IDS-2017 [15] and the CIC-
IDS-2018 [16] datasets created by the Canadian Institute for
Cybersecurity (CIC). These popular datasets fulfill properties
such as being correctly labeled, publicly available, up-to-date,
and containing (D)DoS variants.

IV. METHODOLOGY

We discuss the procedure to convert raw network traffic
into usable intrusion detection datasets containing information
from the network, transport, and application layer for ML
purposes. The converted and extracted features are described
in detail so it is clear which features are included. Furthermore,
we provide metadata describing the final datasets. At last, the
classification models and their set of considered hyperparam-
eters are given for detecting novel variants.

A. Feature Extraction

The selected datasets are provided by the CIC in two
formats: a set of raw network traffic (pcap) files and a set of
files containing extracted features by a network analysis tool
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called CICFlowMeter [17]. These features mainly describe
network and transport protocol activities, but there are no
features describing application activities. As this study focuses
on detecting application layer (D)DoS variants, it is desirable
to have a dataset also containing application layer features.
Therefore, we start with the raw internet traffic format and
have selected a feature extraction tool matching this require-
ment.

The feature extraction tool used in this study is the open-
source network traffic analyzer called Zeek (formerly Bro)
[18]. Zeek is a passive standalone IDS and derives an extensive
set of logs describing network activity. These logs include
an exhaustive record for all sessions seen on the wire, but
also application layer documentation. Zeek was also used as
a feature extraction tool for the creation of other popular
network intrusion detection datasets, e.g., DARPA98 [19] from
the Defense Advanced Research Projects Agency (DARPA)
and the UNSW-NB15 [20] from the University of New South
Wales (UNSW). It has a good track record in creating intrusion
detection datasets and therefore an appropriate tool.

Zeek generates by default a large set of log files, but not
all of them are required for this research. We limit ourselves
to the Transmission Control Protocol (TCP) entries given in
the connection logs (conn.log), describing network and
transport layer activity, and HTTP interactions given in HTTP
logs (http.log). These log files include entries showing
malicious (D)DoS activities. The entries in the connection
log files are transport-layer sessions, while the HTTP log file
consists of entry logs showing conversations between a client
and a web server. Entries between these logs are unilaterally
linked as each HTTP entry is assigned to a single connection
entry. Malicious activities that are not (D)DoS attacks are
excluded as we only focus on these attacks.

B. Feature Engineering

We describe how the extracted features are converted into
ML admissible features. This section states the additional cre-
ated features, which features are replaced for better extraction
of patterns, and how categorical features are smartly one-hot-
encoded. We start with describing the feature engineering steps
in the connection log file and afterward do the same for the
HTTP log file.

a) Connection log: Zeek counts the number of packets
and bytes transferred in each connection. Table I shows
additional created features from these counters. A higher
level statistic called the Producer-Consumer Ratio (PCR)
[21] shows the ratio between sending and receiving packets
between the hosts. In a TCP connection, an originator host is
an uploader if a PCR is close to 1.0 and purely a downloader
if it is close to -1.0.

The feature conn_state constructed by Zeek refers to
the state with which a TCP connection was ended. This
state is determined by registering flags exchanged during the
communication between hosts. Looking only at the end of
a connection implies that the establishment and termination
of the connection are merged. Preliminary results showed

TABLE I. NETWORK LAYER ENGINEERED FEATURES.

Feature Description Type

orig bpp orig bytes
orig packets Float

resp bpp resp bytes
resp packets Float

PCR orig bytes−resp bytes
orig bytes+resp bytes Float

that classifiers were more able to find patterns in (D)DoS
traffic when differentiating between the establishment of a
connection and the termination of it. On this note, we replaced
the conn_state feature with features describing both ends
of a connection. The 3-Way Handshake is the correct way
to establish a TCP connection before data is allowed to be
sent. This procedure is however not always correctly executed
and incorrect establishments can indicate misuse. Hosts can
terminate TCP connections gracefully, or not. A graceful
termination occurs when both hosts send a packet with a final
(FIN) flag. When a host sends a packet containing a reset
(RST) flag, it will abruptly end a TCP connection, which is
very common in practice. If neither is the case, connections
are in theory still open. In Table II, we distinguish different
establishment and termination scenarios by looking at the
exchanged flags between the hosts. Each of these scenarios is
included in the data as a binary feature. Other Zeek connection
log flags ([d, t, g, w]) are one-hot-encoded for both originator
and responder.

TABLE II. TCP CONNECTION ESTABLISHMENT AND TERMINATION
SCENARIOS.

Feature Description

S0 No SYN packet is observed
S1 Merely a connection attempt (SYN), but no reply
REJ1 A connection attempt but replied with a RST packet.
S2 A connection attempt followed by SYN-ACK, but no final ACK
REJ2O Scenario S2 but originator sends RST packet
REJ2R Scenario S2 but responder sends RST packet
S3 Connection is established according to the 3-way handshake
WEIRD A connection attempt but none of the above cases were observed

OPEN A connection was established, but no FIN or RST flag is observed
TERM Connection gracefully terminated by originator and receive
CLSO Originator sends a FIN flag but receiver did not respond
CLSR Receiver sends a FIN flag but originator did not respond
RSTO Originator abruptly ends connection by sending an RST flag
RSTR Receiver abruptly ends connection by sending an RST flag

b) HTTP log: Communication in this protocol starts with
a client sending a request message to a web server and this
server will, hopefully, reply with a response message. Both
message types consist of a start-line, zero or more header
fields, an empty line indicating the end of the header fields, and
possibly a message-body. The start-line of a request message,
called the request-line, contains three components: a method
(command), a path on which to apply this command, and an
HTTP version indicating the version a client wants to use.
Hosts must agree on the HTTP version to use before they
continue talking. If they did not agree on the HTTP version,
a “-1” is imputed to distinguish it from other versions.

The feature method, showing the command given in the
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request message, is a feature showing the one-word com-
mand given in the request-line. Common used commands
are {GET, HEAD, POST, PUT, DELETE, CONNECT, OP-
TIONS, TRACE, PATCH}, but other commands also exist.
This categorical feature is one-hot-encoded to one of those
common commands to limit the number of options. In case an
uncommon command is given, it will be assigned to a feature
called method_other, while if no command is given at all,
it is assigned to method_-.

A web server applies a method on the URI (Uniform
Resource Identifier) stated in a request line. This URI can
be parsed in different components by a library called urllib
[22]. Figure 1 gives an example of how this tool splits
a URL (Uniform Resource Locator) into four components.
We extracted descriptive statistics from each component by
counting the number of special characters (not letters or
digits), the number of characters, and the number of unique
characters. A typical URI constitutes three components: a
path, a query, and a fragment. Statistics are extracted for
each of those components. For example, one extracted feature
called URI_path_len describes the length of the path of a
URI. In addition, Zeek extracts host (only netloc) and the
referrer (all components) and these descriptive statistics
are also extracted for these features.

Figure 1. Example URL showing the four components parsed by urllib and
the component coverage of extracted features by Zeek.

Web servers process received request messages and reply
to them with a response message. In the status line of this
message is the agreed HTTP version stated and a response
code if the web server is able to process the request. The
response codes are grouped by their first digit. So, for example,
the error code 404 is assigned to the 4xx code. Furthermore, it
is registered what type of data ({application, audio, example,
font, image, model, text, video}) is sent by the web server
to the client or vice versa. This info is one-hot-encoded in a
similar manner as the method for both directions.

C. Final Dataset

The log files are merged into a single dataset after feature
engineering them. The resulting dataset consists of HTTP
interactions, while in contrast, the datasets provided by the
CIC consist of connection flows. Connection log features are
added to the HTTP entry features to combine application, net-
work, and transport layer features. This merge gives a dataset
with a total of 103 features. The CIC-IDS-2017 consists
of 524,698 instances and the CIC-IDS-2018 has 9,595,037
instances. Table III shows the distribution of the labels of the
entries. The benign/malicious ratio is approximately balanced
for both datasets. However, if we differentiate between (D)DoS
attacks, we observe that there is a clear imbalance between the

malicious classes. For example, the Hulk (HTTP Unbearable
Load King) attack generated a lot more HTTP entries in
comparison to a Slowloris or GoldenEye.

TABLE III. CLASS DISTRIBUTION OVER THE HTTP ENTRIES.

CIC-IDS-2017 CIC-IDS-2018

Class (D)DoS Amount Percentage Amount Percentage

Benign - 258,197 49.209% 6,252,950 65.169%
Botnet DDoS 736 00.140% 142,925 01.490%
GoldenEye DoS 7,908 01.507% 27,345 00.285%
HOIC DDoS 0 00.000% 1,074,379 11.197%
Hulk DoS 158,513 30.210% 1,803,160 18.793%
LOIC DDoS 95,683 18.236% 289,328 03.015%
SlowHTTPTest DoS 1,416 00.270% 0 00.000%
Slowloris DoS 2,245 00.428% 4,950 00.052%

D. Models

Four ML algorithms are selected for our classification
problem: Decision Tree (DT), Random Forest (RF), K-Nearest
Neighbors (KNN), and Gaussian Naive Bayes (GNB). A grid
search approach is performed to find the optimal hyperpa-
rameters for these algorithms. Table IV shows the considered
parameters for each model. The optimal set of parameters for
each model will be used on the test dataset by selecting the
highest F1 score achieved on a validation set. As there was
a limited amount of computational time, the hyperparameter
space of computationally expensive models like KNN is
smaller than simpler models like DT.

TABLE IV. HYPERPARAMETERS OPTIONS FOR THE SELECTED
CLASSIFIERS.

Model Scikit Parameter Options

GNB var smoothing 1e-200
DT criterion [Gini , Entropy]

splitter [Best, Random]
class weight [None, Balanced]
max features [Auto, None, Sqrt, log2]

RF criterion [Gini, Entropy]
class weight [None, Balanced]
max features Auto
n estimators [10, 50, 100, 250]

KNN n neighbors 5
algorithm [Ball Tree, KD Tree]

V. EXPERIMENTAL SETUP

In this section, we describe the experiments conducted in
this research. First, the three experiments to tackle the research
aim are described. Afterward, the evaluation metric to measure
the performance of an ML classifier is given.

A. Proposed approach

It is common practice in ML to split a dataset into two
non-overlapping sets: a training set and a test set. To get a
proper estimation of the performance of a classifier on the
task at hand, the train-test split should be performed multiple
times. In our experiments, we have performed multiple hold-
out-cross validation splits with each split an 80/20 split in
a random manner. Before splitting the data, all redundant
features (features with only 0 values) are removed as these
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features do not contain any new information. Each split is
performed in a stratified manner to maintain the class distri-
bution (Table III). In the training set, a validation set (20%) is
randomly selected to obtain the best hyperparameters for each
model. The classifiers are tested on these datasets in three
different experimental setups:

1) Detecting Known Attacks: Firstly, we study to what
extent the selected classifiers are able to detect known attacks
in a closed-world assumption. To test this, the training data
and the evaluation data will contain the same two classes:
Benign and one attack. For example, in one setup we train on
Benign against Hulk and test on the same two classes. This
gives insights into the upper bound to what extent our models
could achieve if we would have known about the attack.

2) Detecting Novel Variants: Secondly, we examine to what
degree classifiers are able to detect a novel variant when the
training dataset only contains benign traffic and one different
variant. For example, we train on Benign against Hulk entries
and evaluate the trained model on a test set containing Benign
and LOIC (Low Orbit Ion Cannon). The labels of the attacks
in the train and test set are both converted to a new label
named Malicious so that the task is still a binary classification
problem. This experiment shows how similar the training
attack is to the test attack.

3) Class Importance to Detect Novel Variants: Finally, we
study what we call class importance: does learning on a
combination of multiple attacks help identify novel variants.
We look at combinations of (D)DoS attacks in the training
set and test the trained model on detecting a novel attack. For
example, we train on Benign and a combination of attacks such
as LOIC and Hulk entries and test on a dataset containing
Benign and a different novel attack such as SlowHTTPTest.
To make this a binary classification problem, the attacks are
again mapped to the Malicious class. This experiment shows
if combining cyberattacks in the training set helps to detect
novel variants. Also, it can be tested if adding certain classes
in the training set impacts the detection of novel variants.

B. Evaluation Metrics

In our classification task, the positive class represents ma-
licious instances while the negative class represents benign
entries. The considered evaluation metric to test the selected
classifiers is the F1 score, which is the harmonic mean between
recall and precision. Recall shows the ratio intrusions the
classifiers were successfully able to detect, while precision
gives the ratio between the true positives and the number
of positively predicted instances. For (D)DoS attacks aiming
to exhaust a resource, it is better to have a low false alarm
rate than a high recall as it is not necessary to block all
malicious traffic. We simply want to prevent the resource from
being overloaded and prevent blocking legit HTTP requests.
This makes the task at hand different in contrast to detecting
intrusions in general as there the cost of a false negative
is higher. Still, optimizing only precision is not desirable.
Therefore, the F1 score is an appropriate middle ground as
it optimizes the harmonic mean of those metrics. When data

is imbalanced, this score is more suitable than accuracy as it
corrects for this imbalance.

VI. EXPERIMENTAL RESULTS

In this section, we show the results of the three experiments
performed in this research. First, we discuss the results of
a dataset with a closed-world assumption. Secondly, this
assumption is relaxed and we look at the performance of
models in detecting known and novel attacks. At last, we
discuss the results of classifiers trained on a set of attacks
to detect a novel attack. The results of the experiments are
gathered by testing the classifiers on 20 different train-test
sets for the CIC-IDS-2017 and 10 different for the CIC-IDS-
2018. Furthermore, as the CIC-IDS-2018 is very large and
there was limited computational time, a subset of the data
was used for parameter tuning. We have selected randomly
10% of the training data for hyperparameter search for the
DT and RF model for the CIC-IDS-2018. Randomly 1% was
selected for hyperparameter search of the KNN model and
the same percentage was randomly selected from the training
data to evaluate the model. For the CIC-IDS-2017, no subset
sampling was required.

A. Detecting Known Attacks

In this experiment, the classes included in the learning
dataset are the same as the test dataset. Table V shows the
average F1 scores if classifiers are tested on the task of
detecting known attacks. Each row in this table shows the
attack used in the training, as well as in the testing set. It can
be observed that in almost all scenarios the considered models
are able to learn the relevant characteristics of the considered
attacks. One exemption is the GNB model learning and testing
on the SlowHTTPTest attack. This model obtained a sufficient
recall (0.997), but an inferior score on its precision (0.154).
Even though the model is able to detect most malicious
instances, there are many false positives leading to a lower
precision.

TABLE V. F1 SCORES OF CLASSIFIERS DETECTING KNOWN INTRUSIONS.

CIC-IDS-2017 GNB DT RF KNN

Attack Mean Std Mean Std Mean Std Mean Std

Botnet 1.0000 0.0000 0.9971 0.0046 0.9998 0.0008 0.9909 0.0076
GoldenEye 0.9972 0.0010 0.9997 0.0002 1.0000 0.0000 0.9983 0.0006
Hulk 0.9990 0.0002 0.9999 0.0000 1.0000 0.0000 0.9999 0.0000
LOIC 0.9999 0.0000 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000
SlowHTTPTest 0.2339 0.2065 0.9955 0.0042 0.9956 0.0031 0.9874 0.0046
Slowloris 0.9013 0.0078 0.9976 0.0016 0.9969 0.0023 0.9929 0.0035

CIC-IDS-2018

Botnet 0.9998 0.0001 1.0000 0.0000 1.0000 0.0000 0.9974 0.0011
GoldenEye 0.9919 0.0006 0.9843 0.0010 0.9914 0.0004 0.9536 0.0051
HOIC 0.9964 0.0001 0.9964 0.0001 0.9964 0.0001 0.9961 0.0002
Hulk 0.9999 0.0000 1.0000 0.0000 1.0000 0.0000 0.9997 0.0000
LOIC - HTTP 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000
Slowloris 0.9876 0.0018 0.9982 0.0012 0.9986 0.0007 0.9586 0.0054

B. Detecting Novel Attacks with One Attack Learned

Let us relax the closed-world assumption: What if our
trained algorithm sees a variant of the learned attack? Figure 2
shows the average F1 scores achieved by the classifiers in
this experiment. The diagonal of this matrix shows the F1
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scores of the closed-world assumption, also obtainable from
Table V, while numbers outside this diagonal are the scores of
detecting novel attacks. It can be observed in the open-world
setting that Botnet attacks are hard to detect in this setting,
neither can it easily be used to detect other variants. However,
there are situations where classifiers are able to detect novel
variants. This is, however, not symmetrical: learning attack A
and finding attack B does not mean it works also the other
way around.

Figure 2. Average F1 scores for the CIC-IDS-2017 dataset tested using 20
different train-test settings.

The same approach is applied to the CIC-IDS-2018 dataset.
Figure 3 shows the results of the same experimental setup
performed on the CIC-IDS-2018. Similar results are observ-
able on the diagonal: ML algorithms are indeed able to detect
attacks it has trained on. In these results, it is less apparent
that learning one (D)DoS attack leads to the model being able
to detect another attack. Only a few combinations of train and
test attacks are successful. For example, learning the HOIC
(High Orbit Ion Cannon) with the KNN model results in high
scores for testing on the LOIC and the Hulk. Results showed
that classifiers such as DT and RF were not able to learn
sufficiently from the training data as a striking class imbalance
between benign and the attack led to low performance. Still,
the same observation as in the CIC-IDS-2017 is apparent:
when training on attack A and being able to detect B, it does
not imply it works the other way around.

Figure 3. Average F1 scores for the CIC-IDS-2018 dataset tested using 10
different train-test settings.

C. Learning on a Set of Variants to Detect a Novel Variant

In our last experiment, we look at combining attacks in
the learning phase to detect a novel variant. The objective
here is to find a set of attacks leading to the highest novel
attack detection performance. Table VI shows the results of
the classifiers using a set of attacks to learn from on and the
corresponding combination of attacks that led to the highest
performance. Despite the fact that models can use more attacks
to detect a novel variant, it is not necessarily the case that this
yields the highest detection rate: even a few attacks are enough
to obtain the highest performance. It can be observed that for
the CIC-IDS-2017 the KNN model is dominantly getting the
highest average F1 scores, while for the CIC-IDS-2018 it is
the GNB model. In neither case does the RF model outperform
other models, as bold indicated performances show the highest,
which is unexpected as this model outperforms other models
in detecting known attacks. For the CIC-IDS-2017 dataset,
the Hulk attack is almost always used to obtain the highest
scores with the least number of attacks required. The strong
imbalance affects the learning process of the DT and the RF,
similar as in experiment 2. These models could have been
improved by downsampling benign entries so that the training
classes are balanced.
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TABLE VI. HIGHEST OBTAINED F1 SCORE FOR EACH MODEL BY
TRAINING THEM ON MULTIPLE INTRUSIONS TO DETECT A NOVEL ATTACK.

CIC-IDS-2017 DT GNB KNN RF Train Set Opt Model

Botnet 0.460 0.291 0.000 0.000 {Hulk, LOIC, Slowloris}
GoldenEye 0.664 0.476 0.821 0.782 {Hulk}
Hulk 0.870 0.986 0.997 0.833 {GoldenEye, LOIC}
LOIC 0.949 0.998 0.999 0.999 {Hulk}
SlowHTTPTest 0.240 0.181 0.399 0.100 {Hulk, Slowloris}
Slowloris 0.878 0.860 0.601 0.874 {Bot, Eye, Hulk, HTTP}

CIC-IDS-2018 DT GNB KNN RF Train Set Opt Model

Botnet 0.000 0.000 0.000 0.000 -
GoldenEye 0.290 0.862 0.773 0.100 {LOIC, Hulk, Slowloris}
HOIC 0.000 0.853 0.500 0.000 {LOIC, Hulk}
Hulk 0.899 0.999 0.997 0.986 {GoldenEye, Slowloris}
LOIC 0.100 0.288 0.985 0.000 {HOIC}
Slowloris 0.539 0.922 0.837 0.000 {GoldenEye}

VII. CONCLUSION

This research provides a procedure to construct intrusion
detection datasets combining multiple layers with the tool
Zeek. Zeek generates a bunch of extensive log files and two
of them are selected to create a machine learning admissible
dataset for the detection of (D)DoS attacks. This procedure
to create such a dataset is not limited to only these protocols
but can be extended to also combining other protocols, such
as TCP with the File Transfer Protocol (FTP). The aim of
this research was to test to what extent ML classifiers are
able to detect novel variants of known intrusions. A set of
classifiers were applied in three different experimental setups
and we studied their ability to detect (D)DoS variants. The
focus of this research was to study the detection of variants
of (D)DoS intrusions, but the same analysis can be performed
on variants of another cyberattack. It has been shown in the
first experiment that ML classifiers are to a great extent able
to detect known (D)DoS attacks in a closed world setting.
Finding patterns in large datasets is a typical task for ML
algorithms. In the second experiment, it is observed that there
are scenarios in which classifiers are able to detect a novel
variant when trained on a different (D)DoS variant. Detecting
novel variants is however not a two-way street: learning to
detect attack A and being able to also detect attack B does not
have the property that it is vice versa. The third experiment
showed that it is not necessary to use many (D)DoS variants
to detect a novel attack. Sometimes a few known attacks can
already lead to the highest detection rate. For the last two
experiments, it is observed that when the training data is very
imbalanced, DT and RF are inferior in detecting novel attacks
in an open-world assumption. GNB seems better at detecting
novel attacks when this is the case.

To sum up, this research shows that ML algorithms can
detect (D)DoS cyberattacks almost as well as signature-based
approaches, but also have the capability to detect novel vari-
ants. Selecting the right combination of an ML model with
a (small) set of intrusions included in the training data can
result in a higher novel intrusion detection rate.
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Abstract—Passive Acoustic Monitoring (PAM) is one of the
alternatives to monitoring endangered ecosystems. PAM uses
acoustic recordings of monitored sites to understand the dynam-
ics of communities, and landscape transformation, among other
ecological indicators. PAM studies of landscape transformation
have applied machine learning techniques using discrete labels
for transformation states (i.e., high, medium, low). However,
a site does not necessarily belong to a discrete label but can
be between two transformation states. Thus, discretely labeling
a degraded site while ignoring intermediate states is biased.
Due to the natural variability of soundscape, multiple groups
that describe different patterns are a requirement for clustering
recordings that can belong to specific transformations. This paper
proposes an unsupervised methodology based on clustering to
identify the ecological transformation. Our proposal does not use
transformation labels, either selecting the variables or training
the models. This allows to find sites with intermediate states
and associate different clusters to a specific level of ecological
transformation. Similar groups of recordings were found and
linked with ecological transformation using Gaussian Mixture
Models (GMMs) in three periods of the day: morning (5-8), day
(8-17), and night (17-5). We evaluated 13 Clustering Internal Vali-
dation Indices (CIVI) to know which one establishes the number
of clusters associated with ecological transformation. Acoustic
Indices (AIs) operated as variables to provide information on the
acoustic complexity of the sites. We use the Dependence Guided
Unsupervised Feature Selection (DGUFS) method to select the
most relevant AIs. With data collected from 2015 to 2017, we
tested the proposal in a Tropical Dry Forest ecosystem located
in the Bolivar region of northern Colombia. Results showed that
it is possible to identify the ecological transformation with an F1
score of 0.86 using the Scattering Distance (SD) index as CIVI.
In the paper, we evidenced that it is possible to identify the
ecological transformation not limited to known a-priori discrete
labels.

Index Terms—Machine learning, Ecoacoustics, Soundscape,
Clustering.

I. INTRODUCTION

One of the emerging ways to complement ecosystem mon-
itoring studies is Passive Acoustic Monitoring (PAM) [1].
PAM involves acoustic soundscape recordings that incorporate
information from geophony (earth-related sounds such as rain
and thunder), biophony (animal sounds), and anthrophony

(human and machine sounds). The acoustic data are used
in Machine learning algorithms taking advantage of the rich
information from soundscape estimating species richness [2],
occupancy models [3], temporal trends of species [4], among
others.

In particular, an emerging field in PAM is the study of
the acoustic signature of ecosystem transformation [1]. The
understanding of ecological transformation can help with con-
servation policies and restoration strategies, especially for en-
dangered ecosystems [5]. Previous studies have demonstrated
the effectiveness of Acoustic Indices (AIs) to determine the
transformation of sites [6] and cover types [7]. So far, PAM
works that have analyzed the transformation [8] and changes in
habitats [9] have used supervised machine learning methods.

Ecological transformation labels used by supervised PAM
methodologies are based on discrete pre-classification of
health states by satellite imagery [5]. These transformation
labels do not take into account community dynamics [10]
and do not consider intra-class variability and the intermediate
states in which sites could be. Then, supervised methodologies
do not let data provide new information on site-specific vari-
ability associated with acoustic community dynamics. Some
PAM methodologies have used clustering to give information
about disturbances [11], geophonic, anthrophonic, biophonic
activities [12], temporal patterns and cover types [5]. However,
no studies have analyzed the soundscape to identify ecological
transformation with unsupervised methodologies. Therefore,
we propose a fully unsupervised methodology to identify
ecological transformation and analyze acoustic gradients in
each site using acoustic patterns.

Given that fine-tuning of parameters (number of clusters)
under an unsupervised approach is a complex task, clustering
validation indices have emerged to evaluate the resulting
partitions [13]. There are two types of criteria in the cluster
validation indices: The external, which compares results with
existing classes (expected labels), and the internal, which
compares results with similarity metrics (no labels usage)
[14]. As in our proposal, we need to find information on
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the ecological transformation gradients, we use the Clus-
tering Internal Validation Indices (CIVIs). However, these
indices have drawbacks such as sensitivity to noisy data-
sets or overlapping classes, where each index gives different
results regarding the recommended number of clusters [15].
Moreover, internal validation indices’ performance is context-
dependent [15], which implies that evaluations should be
conducted at each application to select the index with the best
performance. Nevertheless, to our knowledge, all clustering
PAM studies have only considered one cluster validity index,
and they did not implement an evaluation to select the adequate
validity index for the particular study case. We integrate into
our proposal an unsupervised feature selection of AIs, and
an evaluation of 13 CIVIs to determine partitions that give
complementary information to the ecological transformation
models. Therefore, we propose a fully unsupervised automatic
methodology to analyze the acoustic patterns related to eco-
logical transformation gradients in a tropical dry forest.

The structure of the article is as follows. In Section II , we
describe the proposed methodology and the used data. Results
are given in Section III, and discussed in Section IV. Finally,
conclusions are drawn in Section V.

II. MATERIALS AND METHODS

A. Study site

The data used in this work were provided by the Alexander
Von Humbold Institute. The acoustic recordings were acquired
from 2015 to 2017 in the Colombian Caribbean region, in the
department of Bolivar through a Global Environment Facility
(GEF) project. The study sites correspond to a tropical dry for-
est ecosystem, which is an ecosystem distributed below 1000
m.a.s.l. highly seasonal in its rainfall with dry periods of at
least three months. In the locality of Arroyo Grande (Bolivar),
twelve sites were sampled along a landscape transformation
gradient for over 1 week to reach a total of 2476 recordings.
The recordings were obtained using Wildlife Acoustics’ SM2
and SM3 recorders which were programmed to record 5-min
every 10 minutes during 5 continuous days and stopping to
record 5 days periodically. Prior to field campaigns and after
a landscape transformation analysis was conducted, each site
was classified as high, medium and low transformation. High
transformation are sites with a low proportion of retained
forest and high proportion of lost forest between 2000 and
2016.Low transformation are sites with a high proportion of
retained forest and a low proportion of lost forest. The medium
transformation are sites between theses two extremes. These
labels were used to compare results of unsupervised algorithms
and internal validation indices through the external validation
index F1 score (explained in Table III).

B. Unsupervised methodology for transformation identifica-
tion

For the unsupervised identification of ecological transfor-
mation, we propose the methodology presented in Figure 1.
Our methodology follow these steps: First, calculate the AIs
and select the most representative indices through the DGUFS

method explained in section II-B2. With the selected AIs, train
a GMM for each day period varying the number of clusters
(see subsection II-B3). We tested 13 CIVIs (see Table I) to set
the number of clusters. We found that the CIVI SD gives more
information related to ecological transformation (see section
III). We explain each step in the next subsections:

Fig. 1. Automatic unsupervised identification of ecological transformation
through acoustic recordings Methodology.

1) Soundscape metrics : Acoustic Indices (AIs) are mathe-
matical functions designed to estimate the acoustic complexity
from communities to soundscapes. As equivalent to biodi-
versity indices in ecology, acoustic indices are indices that
emphasize diversity of acoustic elements (similar to species)
in a community (alpha (α) diversity), or indices that emphasize
the similarity between two areas in terms of shared acoustic
elements (beta (β) diversity ) [16].

In this work, we focused on the α AIs to characterize the
sound of each study site. We used the most popular AIs:
Acoustic Complexity Index (frequency- time): ’ACIft’ [17],
Acoustic Diversity Index: ’ADI’ [18], Acoustic Complexity
Index (time- frequency): ’ACItf’ [17], Bioacoustic index:’B’
[19], Temporal Entropy: ’TE’ [16], Entropy of spectral max-
ima: ’ESM’ [20], Normalized Difference Soundscape Index:
’NDSI’ [21], Ratio of biophony to anthrophony: ’P’ [22], Me-
dian of amplitude envelope: ’M’ [23], Number of peaks: ’NP’
[23], Mid-band activity: ’MID’ [20], Frequency Background
Noise: ’BNF’ [24], Temporal Background Noise: ’BNT’ [24],
Musicality Degree: ’MD’ [25], Frequency Modulation: ’FM’
[26], Spectral Flatness ’SF’, Root Mean Square ’RMS’, Crest
Factor ’CF’, Spectral Centroid ’SC’, Spectral Bandwith ’SB’,
’Tonnets’, Signal Noise Ratio ’SNR’ [27]. Also, we calculate
the ADI index in each of the 1-11 frequency bands. These
indices measure characteristics of the audios related to acoustic
complexity. All these AIs were implemented in a user interface
application available in [28] . Some of these indices have been
used to classify in a supervised way sites by ecological trans-
formation [6], cover types [7], quantify ecosystem changes
over time [29] and study the ecological integrity [30].

The behaviors of the soundscape could vary in the hours
of the day. Sanchez [30] showed that the relationship between
AIs and ecological integrity can vary between different periods
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of the day. Rendon Hurtado [31] proposed three periods with
different patterns of the sound: morning (5-8), day (8-17) and
night (17-5). We used these periods to create three clustering
models, one for each period.

2) Unsupervised feature selection method: Usually, feature
selection in PAM studies has been done based on expert
knowledge [29], [30], [32]. However, there are feature se-
lection methods such as the wrapper methods that do not
use the data labels. Wrapper methods help to improve the
quality of clustering algorithms results based on unsupervised
criteria [33]. The Dependence Guided Unsupervised Feature
Selection (DGUFS) [34] is a wrapper method that enhances
the interdependence among original data, cluster labels and
selected features using the L2 norm [34]. In this work, we use
the DGUFS to select the most informative AIs. As a result,
we obtain an x vector with the selected features.

3) Unsupervised transformation level model: To determine
the transformation level of a site, we use the Gaussian Mixture
Models (GMM) algorithm in an unsupervised way. As input
features for the clustering, we use the selected AIs. GMM
establishes a P (x) distribution of nc clusters for the x feature
vector;

P (x) =

nc∑
i=1

1

(2π)
D
2 |Σi|

1
2

exp[−1

2
∗ (x−µGi)′ ∗Σi

−1(x−µGi)]

(1)
where µGi and Σi are GMM mean and covariance matrices

of the data, respectively. The data is the matrix containing all
estimated vector AIs for all training audios. D is the number
of features (i.e., number of selected AIs). The algorithm
parameters are denoted as λ = (µGi,Σi). To determine
these parameters, we used the Expectation-Maximization (EM)
algorithm refining the parameters using the log-likelihood in
the data distribution. One of the characteristics of the GMM is
that it requires the number of clusters. If we choose a number
of clusters larger than the number of original transformation
labels, then several clusters could belong to one transformation
state (i.e. high, medium, low) providing information on intra-
transformation patterns. We determine the number of clusters
evaluating 13 CIVIs presented in the sub-section II-B4. The
F1 score results were used as a benchmark to compare the
unsupervised approach using CIVIs. We also tested other
clustering algorithms (K-means, Gkmeans, DBscan, Fuzzy-
Cmeans, Hidden Markov Model with Gaussian Mixture Model
emissions (GMMHMM)) to contrast the results.

4) Cluster validation indices (CVIs): The task of finding
clusters using unsupervised algorithms depends on the relative

nature of the data [15]. CIVIs are proposed to select the
best clustering according to a specific criteria [13]. However,
CIVIs have certain drawbacks such as low performance due to
noise and outliers in data [13], validating the clustering result
for large data-sets involves a high computational cost [35],
lack of stability and sensitivity to data-set size, and a number
of features [14]. Furthermore, different clustering validation
indices often recommend different partitions for the same data-
set (with a different number of clusters) [36]. Performing
comparisons between cluster validation indices would increase
the robustness of the application using unsupervised learning.
CIVIs are useful to compare solutions up to a limit that
depends on the nature of the data. Therefore, the best solution
must be found, according to each application. Comparing sev-
eral CIVIs is relevant because each index can give information
about clusters with different soundscape properties. Then, as
we searched for partitions related to ecological transformation,
we included a comparison of 13 CIVIs. We compared the
behaviors of the CIVI presented in Table I with the external
validation index F1, also presented in the table.

III. RESULTS

The 35 AIs mentioned above were calculated for each
recording and standardized (0 to 1 values). We obtain the
following AIs using the DGUFS method: ’ACIft’, ’ACItf’,
’BETA’, ’NDSI’, ’P’, ’M’, ’NP’, ’MID’, ’BNF’, ’MD’, ’FM’,
’SF’, ’RMS’, ’ SC’, ’Tonnets’. Six clustering algorithms were
tested by performing a grid search by tuning each algorithm
with a different number of clusters (grid search from 2 to
80 clusters). Table II presents a comparison of clustering
algorithms using the F1 score. The results show that GMM has
the best performance for transformation identification. Then,
we selected GMM as the proposed clustering algorithm in our
methodology.

TABLE II
CLUSTERING ALGORITHMS COMPARISON USING THE F1 SCORE

EXTERNAL CLUSTERING VALIDATION INDEX.

Kmeans Gkmeans Dbscan GMM Fuzzy
cmeans

GMM
HMM

Maximum
F1 score
test data

0.8 0.79 0.5 0.84 0.79 0.74

GMM was used to cluster audios in each period (morning,
day, and night). Figure 2 shows the F1 score varying the
number of clusters from 2 to 80 for each period of the day.
Stabilization of the F1 score was achieved at cluster numbers
53, 55 and 57 in the morning, daytime and evening periods.
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TABLE I
COMPARED VALIDATION INDICES

Name Equation Principle Reference

F1 score F1 = tp

tp+ 1
2
(fp+fn)

External validation index F1 score corresponds to the harmonic mean.
tp represents the true positive, fp the false positives and fn the false
negatives

[37]

Silhouette

S =
∑M

1 (s(xi)),
a(xi) =

1
|A|

∑
xj

d(xi,xj)

b(xi) = min
BϵK,B ̸=A

1
|B|

∑
yjϵB

d(xi,yj)

s(xi)= b(xi)-a(xi)/max(b(xi),a(xi))

Silhoette (S) computes which data points fall properly withing the cluster. K is
the number of centroids and M is the total number of data. A and B
are clusters, xi and yj are points in A and B, respectively. a(xi)
is the average dissimilarity of the object xi. b(xi) is the minimum
average dissimilarity of the point xi

[35]

Calinksy CH = M−k
k−1

∑
AϵK d(cA,X̄)∑
AϵK d(xi,cA)

The ratio between clusters variance and within clusters variance, where
M is the number of data, d is the distance and c A is the centroid
of cluster A and X̄ is the mean of all data.

[38]

SD

Scat= (1/nc)
∑K

i=1
∥σ(ci)∥
∥σ(X)∥

Dis =
(max∥ca−cb∥)
(min∥ca−cb∥)

∗
∑K

k=1

(∑nc
z=1 ||ca − cb||

)−1

SD = Scat+Dis

Sum of the average scattering (Scat) and average separation between
clusters (Dis). [39]

S Dbw

σ = 1
K

√∑nc
k=1 ||v(k)||

Rkk′ =
γkk′ (Hkk′ )

max(γkk′ (Gk),γkk′ (Gk′
))

ς = 2
K(K−1)

∑
k<k′ Rkk′

δ =
1
K

∑k
k=1 ||υ(k)||
||υ||

SDbw = ς + δ

The S Dbw relies on the notion of density belonging to two clusters. υ
is the vector of clusters variances . γkk′ is the number of points of
clusters Ck and Ck′ , Gk and Gk′

are the clusters barycenters, Hkk′

are the midpoints, and ς is the between cluster density.

[35]

PC PC = 1
M

∑
AϵK

∑M
l w2

A,l
The Partition Coefficient (PC) is the sum of the squared individual
fuzzy membership wi,j by the number of total data. [40]

GStr

oirex,A = minj=1,...,k,j ̸=A(τAj − Λcorr,A − Λcorr,j)
oistr,A = minj=1,...,k,j ̸=A(τAj − Λext,A − Λext,j)

G(oi,Λ) =

∑k
j=1 oiAj∥Aj∥∑k
j=1 ΛAj∥Aj∥

Gstr = G(oistr,Λext)

Gstr is the strict version of G (in the 50% of the points). τ is
the distance between each pair of clusters. Λcor,A is the median of
distances of a point and its cluster that embraces exactly the 50% of
the points. Λext,j ensures that, at least, 75 percent of the samples fall
within the extended volume boundary. G uses the five determinant
elements that are necessary to draw a summarized representation of the
dataset geometry: number of spheres k , sphere center cj , sphere
separation oij , and sphere mass Aj .

[15]

Grex Gext = G(oirex,Λcor) Gext is the strict version of G (in the 75% of the points) [15]

Gmin Gmin = minjϵk

({
oistr,j
Λext,j

})
Gmin is the minimum relation of the strict overlap index oistr,j and the
median of the external distances Λcor,A

[15]

CE CE = − 1
M

∑
AϵK

∑M
l wA,llogαwA,l

The Classification Entropy index (CE) is the sum of the entropies of wi,j

scores. Good partition is expected to show low entropy values. α is the
base of the logarithm. In our work, we use the natural logarithm.

[15]

Xie Beni XB =
∑

Aϵk

∑l
M wA,l

βd(xl,cA
2)

MminA,BϵK{d(cA,cB)2} Xie Beni index is defined as the ratio of compactness and separation
of a hard or fuzzy partition. β = 2 is used in our work. [14]

DI

δ(A,B) = minxiϵA,yjϵB

{
d(xi,yj)

}
∆(A) = maxxi,xjϵAd(xi,xj)

DI =
minAϵk{minBϵ,B ̸=Aδ(A,B)}

maxAϵK∆(A)

Dunn Index (DI) is defined as the minimal ratio between the distance of
the closest points between clusters, and largest clusters diameter (the most
separated objects withing a cluster)

[41]
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Fig. 2. F1 score varying the number of clusters with the GMM algorithm in each period (a) morning period (5-8), (b) day period (8-17), and (c) night
(17-5). The results suggest that the stabilization (red line) is obtained with the cluster numbers of 53, 55 and 56 in each period

These results show that it is not enough to have only three
discrete categories (high, medium, low). A large number of
clusters is required to identify the transformation. Since our
objective was the automatic and unsupervised identification of
ecological transformation, we estimated the CIVIs explained in
Table I, with the clustering obtained varying the number of the
cluster in each GMM model. Table III shows the recommended
number of clusters of the CIVIs in each day period.

TABLE III
RECOMMENDED NUMBER OF CLUSTERS FOR EACH CIVI VARYING THE

NUMBER OF CLUSTERS FROM 2 TO 80 USING GMM AS CLUSTERING
ALGORITHM

Daily periods

Indice 5-8
(morning)

8-17
(day)

17-5
(night)

F1 score (stabilization) 53 55 56
Silhouette 2 2 2
Calinksy 2 3 3
Davies 21 10 23
SD 61 62 44
S Dbw 2 2 2
PC 2 2 2
GStr 7 7 2
Grex 1 1 2
Gmin 2 2 2
CE 2 2 2
Xie Beni 79 74 79
DI 2 2 2

We expected three groups representing the three transfor-
mation labels. However, the partitions found with a number
of clusters of 3 did not correspond to the ecological transfor-
mation (see Calinksy index performance in Figure 3).

IV. DISCUSSION

In this work, it was proved that it is possible to build
GMM models to identify the tropical dry forest transformation
in a completely unsupervised way. Our proposal includes
automatic feature selection and a selection of adequate par-
titions. Our proposal was tested in the Bolivar region in
northern Colombia. Figure 3 presents a comparison of the best
performance clustering validation indices.

The Calinksy index suggests a lower number of clusters in
each period (morning:2, day:3, night:3). These are the number
of labels of previously categorized transformations. The low

Fig. 3. F1 score using CIVIs: SD index, Xie Beni index, F1 score stabilization,
and Calinksy. In each approach the parenthesis show the number of the
recommended clusters for each day period

performance of Calinksy index (max F1=0.47) shows that
there exist acoustic nuances that describe more variability than
the preliminary discrete categories of the transformation.

Only the Xie Beni index and SD index recommended a
number of clusters that correspond to ecological transforma-
tion using as a metric the external F1 score (F1<0.75). The
Xie Beni index suggests 79 clusters for the morning model, 74
for the day model, and 79 for the night period. These number
of clusters permit to identify the ecological transformation
with a high f1 score (see Figure 3). The behavior of the Xie
Beni index (see Figure 4) establishes that the adequate cluster
number corresponds to the minimum value (0 in this case).
Then, we tested the behavior of the index with different limits:
30, 80, and 200, obtaining the number of clusters 29, 79,
and 197, respectively for each threshold. The Xie Beni value
decreases when the number of clusters increases. These results
suggest that Xie Beni values tend to grow when the number
of clusters grows without reaching stabilization. This problem
had already been mentioned in the literature by Rita de Franco
et al. [42] and Singh et al. [43], who made a modification
of the index. However, these CIVIs were proposed for fuzzy
clustering algorithms. For this reason, we do not use them in
our study.

The SD recommends cluster numbers 61, 62, and 44, which
are much closer to the external performance stabilization (F1
score stabilization in Figure 2). Thus, using the unsupervised
Gaussian mixtures approach and with the use of the SD,
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Fig. 4. Comparison of the SD (blue) and Xie Beni (green) behaviors in
the morning period, varying the number of clusters in the GMM algorithm.
Where the recommended partitions are the maximum value for the SD and
the minimum value Xie Beni index (red points in the graph).

it is possible to identify the ecological transformation of
ecosystems through sound.

In order to identify the meaning of the intermediate clusters
not included in the discrete labels, the behavior of AIs means
in some found clusters are shown in Figure 5.

Fig. 5. AIs mean in different clusters that represents different ecological
transformation levels. Clusters 13, 3, 36 and 50 represents high, high-medium,
medium-low, and low transformation levels, respectively

Analyzing acoustic indices using machine learning tech-
niques increases results interpretation regarding ecological
aspects which cannot be achieved with other techniques such
as deep learning. For example, in Figure 5, it is evident
that the NP index increases as the transformation decreases.
This behavior was expected since this index is related to the
biodiversity of a site. On the other hand, the graph shows
intermediate clusters (high-medium and medium-low transfor-
mation), which would not have been found using a supervised
approach. These clusters show AIs with intermediate values
between high and low transformation.

V. CONCLUSIONS

This paper shows a methodology to identify tropical dry for-
est transformation in a completely unsupervised way. Having
an unsupervised approach allows not only to have an adequate
identification of 3 discrete states (high, medium, low) but also
to find intermediate states. Results show that it is possible
to determine the ecological transformation by sound in an
unsupervised manner in a tropical dry forest. In addition, in
the field of clustering validation, more work should be done
on the task of finding CIVIs specially designed for this type
of application.
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Abstract—MANETS are vulnerable to many types of attacks. 
Moreover, many challenges arise in the MANET management, 
such as dynamic network topology, limited bandwidth, storage 
capacity, battery life and processing power. In order to ensure 
high network performance, an important function of network 
management is monitoring. It consists in observing the oper-
ational states of the connected mobile nodes and controlling 
the application quality of service and prevent attacks. Indeed, 
malicious participants may disrupt the system through altering 
the collected data, reporting false measurements, defining new 
management policies or flooding f alse a larms. I n t his paper, 
an epidemic model is developed to ensure an efficient MANET 
monitoring. It will be useful in various contexts, to provide for 
instance design parameters of the MANET such that the number 
of malicious nodes always remains under control. Theoretical 
modeling and analysis of various situations are then provided, 
and simulations results on real case scenario are proposed.

Keywords—Mobile ad hoc networks; Epidemiological ap-
proach; Monitoring model; Security.

I. INTRODUCTION

A Mobile Ad hoc NETwork (MANET) is defined a s an 
autonomous and infrastructure less system of mobile de-
vices, such as laptop, mobile phones,Personal Digital Assistant
(PDA), etc. [1] [2] which can be connected everywhere [3] [4]
[5] [6]. These devices can cooperate to maintain this temporary 
network and to provide services like routing, service discov-
ery, and other application services. Some of the challenges 
that face MANETs are dynamic network topology, undefined 
geographical coverage area, limited resources (battery power,
bandwidth, central processing unit (CPU) and storage space),
communication overhead, security, mobility, scalability, and so 
on [7] [8] [9] [10]. Considering these specific c onstraints, a
mechanism of self monitoring must be implemented to control 
the network state.

Monitoring of MANET consists in observing the operational
states of the connected mobile nodes, controlling the applica-
tion quality of service and preventing attacks. Monitoring can 
further be concerned with malicious attacks prevention. This
monitoring is achieved by a subset of mobile nodes (called
monitors) which are elected according to several predefined
parameters [11]. Each monitor performs its assigned tasks
(collect and process data) and, at the same time, is responsible
for controlling and monitoring a subset of mobile nodes in its
area called the monitored nodes.

In this article, we propose to determine the optimal pa-
rameters of a the network monitoring by means of epidemi-
ological models. The total number of sensors is divided by
compartment, according to their intrinsic nature: monitored,
monitoring, selfish, or malicious. Furthermore, various rates
define the state modification of a sensor (e.g., from monitoring
to malicious after a successful attack) [12] [13]. According to
the complexity of the model, which can take under considera-
tion the death rates, any scheduling process, or the discovery
of new nodes, the resulted differential system can either be
theoretically handled or it can only be observed through
numerical simulations. All these situations are presented in this
article, whose aim is to illustrate the power of epidemiological
modeling in the study of MANET monitoring.

The remainder of the paper is organized as follows. A brief
state of the art is presented in the next section. Then, an
example of study of a MANET at short timescales is proposed
in Section III. Section IV presents some numerical simulations
in the most complex situation where monitored, monitoring,
selfish, and malicious nodes are present in the network. This
article ends by a conclusion section, where the contribution is
summarized and intended future work is outlined.

II. RELATED WORK

In the literature, we can find several approaches for MANET
monitoring. The aim of these works is to guarantee an efficient
quality of service of the network in spite of the presence of
some anomalies and in the presence of malicious or selfish
nodes [14].

Liu et al. [15] propose an epidemic model for rechargeable
wireless sensor networks. This model is based on pulse
charging and aims to model the low and normal energy
in each periodic pulse point. In [16], the authors propose
a secure multi-casting in order to ensure data secret trans-
mission between the manager, the cluster heads, and the
agents. Thus, the exchanged data must be encrypted with
timeliness information and with a digital signature. Moreover,
a level-based access control model is implemented to protect
the monitoring data from unauthorized access. However, the
authors do not specify how the manager generates the security
level of each node. In [17], the authors propose a probabilistic
scheme in order to enhance the reliability of monitoring by
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excluding the dishonest managed nodes that provide unreal
data management from the data collection. Nevertheless, the
scheme effectiveness depends on the exchanged measurements
correctness [18]. Furthermore, the authors do not take into
account the managers malicious behavior.

A survivable monitoring that allows a set of nodes called
domain nodes to monitor the behavior of visitors when they
join their domains, is presented in [19]. It supposes that
the supervisor is reliable and trusted and that the domain
nodes are too. In [20], the authors propose to assess the
selfish behaviors of each monitored node regarding its co-
operations in forwarding others packets. However, it is a
passive monitoring. In addition, they do not take into account
the monitoring units malicious and selfish behaviors.

The authors of [21] propose to authenticate mobile nodes in
order to detect intrusion. Thus, they use a non-interactive zero
knowledge technique to determine a set of nodes having access
to specific applications or services in MANET. Among these
authorized nodes, only those with the highest battery life can
play the role of monitors. However, the authors do not take into
account the monitors malicious or selfish behaviors. Finally,
in [22], the authors aim to detect the inappropriate behaviors
of mobile nodes for ensuring efficient routing. In fact, they
propose to add three components: a monitor, a reputation
system, and a path manager, to the DSR (Dynamic Source
Routing) routing protocol functionality.

All these limitations in the related works provide us with
the motivation to propose a new monitoring scheme based
on epidemiological modeling [23] [24]. Indeed, in this paper,
we consider a monitoring approach as efficient if it aims to
perform correctly and legally the monitoring tasks in spite of
the presence of some anomalies (mobility or the failure of a
monitor, unavailability of routes between monitors and some
monitored nodes, etc.) and in the presence of malicious and
selfish nodes as well. The theoretical study will encompass
short and large timescales, while a more complete model will
be investigated by means of numerical simulations.

III. STUDYING THE MANET AT SHORT TIMESCALES

Let us firstly consider 3 types of sensors:
• monitored S(t),
• monitoring I(t),
• malicious R(t).

Malicious nodes attack the monitors and make them unable
to do their work. These monitors, once attacked, become in
turn malicious. The adversary goal is to corrupt all the monitor
nodes (I(t) −→ 0 when t → +∞). Conversely, the user wants
the guarantee that, at each time, at least one of these monitors
is available for network surveillance (∀t, I(t) > 0).

We suppose in this article that attacks need contacts to be
performed (i.e., a monitor must be within the transmission
range of a malicious node), and we denote by β the rate of
successful attacks per contact. It is therefore, a rate of “effec-
tive contacts” between monitor and malicious nodes, in terms
of epidemiological models. When such an effective contact

occurs, the considered sensor moves from the I compartment
(monitoring) to the R (malicious) one.

Furthermore, let us denote by α the rate, constant over
time, of sensors moving from the “monitored” state to the
“monitoring” one. In practice, this rate depends on numerous
parameters: node reputation, their capacity, and their ability
(CPU, memory, mobility, energy, etc.). Let us remark that, if
the number of neighbors (that is, the degree of the node in
the connectivity graph) can be part of these parameters, most
of the times it is only a secondary factor according to the
literature.

We denote by N = S(t) + I(t) +R(t) the total number of
sensors. It will firstly be supposed to be constant, as we will
consider first the evolution of the network on small timescales:
the energy consumption (and the node failure due to an
empty battery) is negligible under such assumption. Indeed,
the objective at the beginning of this study is to evaluate if it
is possible to avoid, on small timescales, that I(t) becomes
equal to 0.

S I R
α

βR
N

Figure 1: Our first compartmental model

Having the definitions of S, I , and R on the one hand, and
the rates α and β on the other hand, we are then left to study
the compartmental model depicted in Figure 1. To begin with,
let us remark that, in the literature of epidemiological models,
susceptible individuals become infected proportionally to their
contacts with infected individuals, while infected people be-
come recovered at a rate independent from any contact. In
other words, the non-linearity is usually between S and I
compartments, leading to the classical SIR model depicted in
Figure 2.

S I R
β

αI
N

Figure 2: Usual SIR model

Our first model based on the MANETs study is not usual
and, until now, it has never been studied in the literature.
This remark still remains valid for the more refined models
that will be presented later in this article. However, if the
differential equations deduced from a compartmental modeling
of MANET monitoring are different from the ones usually
found with classical models (like the so-called SIR, SIS,
SEIS, and so on), their shape is similar enough to consider
that existing tools and methods may be applied to them too,
in order to resolve them. The model in Figure 1 can be
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formulated using differential equations, as follows.
Ṡ = −αS

İ = αS − β

N
IR

Ṙ =
β

N
IR

(1)

As we suppose, in this section, that the total number of
sensors is constant over time, then S(t) can be deduced from
I(t) and R(t), as follows:

S(t) = N − I(t)−R(t).

We can thus only consider the two last variables and the two
last equations in Eq. (1):

İ = α(N − I −R)− β

N
IR

Ṙ =
β

N
IR

We can focus now on proportions
I

N
and

R

N
, which are

renamed as I and R, which leads to the normalized equation:{
İ = α(1− I −R)− βIR

Ṙ = βIR.
(2)

Let us remark first that Ṙ ⩾ 0. So, at short timescale such that
the energy consumption is negligible, the number of malicious
nodes necessarily increases (similarly, in the usual SIR model,
the number of susceptible necessarily decreases).

The equilibrium solutions satisfying İ = Ṙ = 0 are such
that:

• either R = 0, and so I = 1,
• or I = 0, and so R = 1.

In other words, the two equilibrium solutions of the system
are either when all the nodes are monitor ones, or when they
all are malicious. Starting in such a configuration, the system
will obviously not evolve.

Let us now study the behavior of the network at the neigh-
borhood of these equilibrium points, i.e., when the proportions
of monitor I and malicious R nodes are either close to (1, 0)
(almost all nodes are monitors) or (0, 1) (almost all nodes are
malicious). In order to do so, the system can be linearized. Its
Jacobian matrix is equal to:(

−α− βR −α− βI
βR βI

)
.

At the equilibrium (1, 0), this latter is equal to:(
−α −α− β
0 β

)
.

This matrix being triangular, its eigenvalues are on the main
diagonal: −α and β. α and β being positive, we thus find non
null eigenvalues with opposite signs. So, the equilibrium point
(1, 0) is a saddle point in the phase diagram of (I,R).

Let us consider now the neighborhood of the point (0, 1).
The Jacobian matrix on this equilibrium point is equal to:(

−α− β −α
β 0

)
.

Figure 3: Network behavior (I and R rates) close to the
equilibrium position (0,1).

The characteristic polynomial being X2+(α+β)X+αβ, its
two eigenvalues are −α and −β. Being of the same negative
sign, we can conclude that this equilibrium position (0, 1) is
stable, see Figure 3. Note that, as Ṙ = βIR, we have Ṙ ⩾
0. So, R can only increase, which explains the shape of the
curves in Figure 3.

To sum up, either there is no malicious node at initial
time, and so in the absence of energetic considerations, all
the monitored nodes eventually become monitoring ones. Or
there is at least one malicious node and, over time, all nodes
become malicious. Such a description of the MANET behavior
is only valid when operations between nodes are negligible
when compared to the sensors lifetime.

After having investigated some capabilities of a theoretical
study of a MANET described in terms of epidemiological
models, we now numerically illustrate various evolutions of
the numbers of nodes according to the parameters of the
system.

IV. NUMERICAL SIMULATIONS

We now consider the existence of selfish nodes, that for
instance become inactive for the monitoring when their battery
is below a given threshold. We consider too the possibility
that a monitoring node switches to the monitored state, for
example if its battery is below a critical value. Such con-
siderations evoked in the literature lead to the compartment
model depicted in Figure 4. This model contains now four
compartments, corresponding to the inactive (compartment
A), monitored (B), monitoring (C), and malicious (D) nodes.
Various parameters can be defined between these four com-
partments.

• Λ is the rate used to define the integration of new
mobile devices within the area, which will populate the
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monitored monitoring malicious

α γD
Λ

µ2 µ3 µ4

inactive
s

µ1
β

A B C D

Figure 4: A more global compartmental model for MANET

B compartment (as new devices are first set to monitored
mode).

• s is the rate under which some monitored nodes become
selfish, and thus stop to participate to the network. This
rate can be defined as a proportion of monitored devices
that, under a given energy threshold, prefer to preserve
themselves instead of the network.

• α is the rate at which monitored nodes start to monitor the
network. By doing so, they become more useful for the
network, but their activity increases accordingly, leading
to a reduced lifetime.

• Conversely, β is the rate on which a monitoring device
stops its monitor activity. According to the literature, this
may be for a large variety of reasons, encompassing a
coverage issue (too many monitors in a given area, or a
too small number of devices to monitor), battery level,
etc.

• Between C and D compartments, the rate is γD, which
is proportional to the number of malicious devices. γ
measures the probability of success that a malicious
node achieves to convert a monitoring node. Indeed, we
consider in this simulation that, in case of a successful
attack, the attacked monitoring device becomes a mali-
cious one (but other configurations are possible). As such
an attack needs a contact with a malicious node, this rate
is proportional to D.

• µ1, µ2, µ3, and µ4 are the “death” rates associated with
the four aforementioned compartments. They are the rates
that correspond to the depopulation of each compart-
ment: mobiles that have emptied their batteries or that
become deficient stop to be considered in their associated
compartment, as they cannot participate anymore to the
network life.

• Finally, the activity and the strength of malicious devices
are associated to µ4 and γ, respectively.

Such a compartment model leads to the following nonlinear
system of ordinary differential equations:

Ȧ = sB − µ1A,

Ḃ = Λ− sB − αB + βC − µ2B,

Ċ = αB − βC − γ

N
DC − µ3C,

Ḋ =
γ

N
DC − µ4D.

This system can be investigated theoretically, by following
an approach similar to what has been introduced in the
previous section. However, its larger number of variables
and parameters make it harder to study, theoretically speak-

ing. Furthermore, our objective in this article is to show
the usefulness of compartment models for MANET studies,
and such models can be investigated either theoretically or
through numerical simulations. We are then left, in this section,
to provide an illustration of the usefulness of numerically
simulated compartment models for decision-making aids in
complex MANETs.

To reach this goal, we have fully designed a mobile ad-
hoc network by using the Python language [25]. Each sim-
ulated mobile device belongs initially to one of the four
compartments considered in this section, and they change
compartments according to the model depicted in Figure 4.
For cross validation, the system of ordinary differential equa-
tions has been numerically solved too, by using lsoda from
the FORTRAN library odepack [26], as it is embedded in
SciPy [27]. The obtained results are convergent, and various
situations can be emphasized, according to the parameters of
the system and to the initial population.

Let us first discuss about the worst case scenarios that are
depicted in Figure 5 (for the MANET designer, not for the
attackers). First of all, a disastrous situation can be seen in
Simulation 1 of Figure 5: the number of malicious devices,
which initially were quite low, has increased until reaching
the three-quarters of the network. Monitoring and monitored
nodes have decreased accordingly. This behavior is mainly
due to a very aggressive behavior of the malicious devices,
that most of the times achieve their attacks (see the value of
the γ parameter). The arrival of new devices, modeled by Λ, is
not high enough to counteract the node defections within the
MANET. Even though the death rate µ4 of malicious devices
is large here, as such attack performances lead to a large
battery consumption, the inactivation of some malicious nodes
is totally compensated by the new conversion of monitoring
devices to the malicious node.

This behavior is independent from the initial size of the
compartment, as can be seen in Simulation 2 of Figure 5.
In this simulation, the initial condition is different, but we
recover a pronounced increase of malicious nodes over time.
This increase is still preserved even if we consider that the
malicious device activity has a very important impact on its
morbidity (µ4 is now equal to 0.95).

V. CONCLUSION AND FUTURE WORK

In this article, a short state of the art in the field of MANET
monitoring has firstly been presented. This study has then
been completed by regarding intermediate timescales, and
the evolution of sensor number per compartment has been
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(a) Simulation 1 (b) Simulation 2

(c) Simulation 3 (d) Simulation 4

Figure 5: Worst case scenarios

theoretically detailed. Some numerical simulations have finally
been presented, in a more complex situation where monitored,
monitoring, selfish, and malicious nodes are present in the
network.

Other theoretical results can be produced by using this
theoretical formulation, using compartments, on the monitor-
ing of a MANET in an hostile environment. For instance, it
is possible to compute the maximal number of monitors or
of malicious nodes that can be reached for a given set of
parameters, and the time needed to reach such an optimum,
etc. The results, and the difficulties that can be faced to obtain
them, depend both on the compartment model and on parame-
ters. Their exhaustive study, which cannot be completed in an
article of limited number of pages, is not the objective of this
work. Our intention was just to illustrate the relevance of such
a modeling to study the monitoring of MANETs. However, this
exhaustive study will be initiated in a couple of forthcoming
articles we intend to propose in the future.
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Abstract—In the past, if visually impaired people needed to go 

to an unknown/unfamiliar environment they had never been 

before, they had to rely on the assistance of relatives or friends 

and unavoidably caused trouble for both visually impaired 

people and their helpers. In this paper, we present a wearable 

assistive device to aid the visually impaired people. We use 

YOLOv5 to detect signages and Convolutional Recurrent 

Neural Network (CRNN) to recognize texts embedded in the 

detected signages. Via a stereo camera, our system can help 

visually impaired people independently move in unknown 

environments. In addition, MobileNet was used to detect 

uneven pavements in front of visually impaired people to alert 

them whenever dangerous conditions exist on the road. 

Keywords-visually impaired people; indoor navigation; object 

detection. 

I.  INTRODUCTION 

Mobility is essential for blind and visually impaired 
people to move safely and efficiently as independently as 
possible through all environments. The white cane is the 
most popular navigation tool used by visually impaired 
people to scan their surroundings for obstacles or orientation 
marks. However, the detection range of white cane is 
restricted to about 1.5 meters from the user and the white 
cane must always be used to tap the surface of the road while 
walking, which is still limited. 

Another well-known method is to adopt a guide dog. A 
well-trained guide dog will actively look out for hazards and 
obstacles that the visually impaired person cannot detect, 
such as a blocked path or an overhead obstruction. However, 
it takes a long time and cost to train a qualified guide dog. It 
also takes a long time to match a new handler after training. 
On average, a guide dog can only serve for six to seven 
years, which leads to another problem is their retirement. 

Although visually impaired people tend to have a better 
sense of space than ordinary people, they still cannot reach 
an unknown environment without assistance from others and 
will resist going out for fear of disturbing others. 

For the reasons outlined above, it would be helpful for 
visually impaired people to develop a wearable assistive 
device to inform the visually impaired user of any type of 
danger and help them navigate while moving in unfamiliar 
environments. In this paper, we present a wearable assistive 
device that can detect obstacles and different levels of 
heights. The device can also analyze the information of 
signages as well as help visually impaired people to navigate 
indoors. 

In Section II, we introduce the related works on indoor 
navigation and obstacle avoidance and their shortcomings. In 
Section III, we introduce the hardware system for our work. 
In Section IV, we describe the system architecture which 
includes the algorithms and experiments of both obstacle 
detection and indoor navigation for visually impaired people. 
Finally, Section V is the conclusion of this paper. 

II. RELATED WORK 

In the last couple of years, various technologies focusing 
on helping visually impaired people have been introduced.  
They aim at increasing mobility of visually impaired users 
and providing additional information about nearby 
surroundings. 

For obstacle avoidance, [1] introduced a method using 
infrared sensors to detect the position of obstacles. [2] uses 
depth cameras to build an indoor map to detect obstacles, 
and [3][4] build maps based on Device and Application 
Programming Interface (API) from Google’s Tango project 
to help visually impaired people avoid obstacles. 

For indoor navigation, the easiest way to guide a visually 
impaired person to walk indoors is to use a car-like 
navigation device. Global Positioning System (GPS) does 
not work well indoors and walls, ceilings, insulation etc., can 
absorb the signals making it harder or even impossible for a 
GPS device to determine its location. Many researchers have 
proposed various methods for indoor positioning. Yang [5] 
used the Round-Trip Time (RTT) of WiFi to calculate the 
distance by sending messages to multiple WiFi access points 
and using Angle of Arrival (AoA) technology to calculate 
the angle to the user itself in order to achieve indoor 
positioning. [6] and [7] presented methods which are based 
on the Received Signal Strength Indication (RSSI) of 
Bluetooth to determine the user’s location. There are 
methods based on Radio Frequency Identification (RFID) 
location tracking system [8] or methods based on Ultra-
Wideband (UWB) [9]. All these methods are using signal 
strength, angle of signal and arrival time to achieve indoor 
positioning. However, these methods consume a large 
amount of manpower and resources to pre-built maps in each 
public place, or the visually impaired people have to walk 
through these areas once to record the maps. It does not help 
visually impaired people to visit those places that have not 
been visited before. Instead of using indoor positioning, we 
provide a method using signage detection to parse the 
information on signage and help visually impaired people to 
navigate indoors. 
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III. THE HARDWARE SYSTEM 

The wearable assistive device made in this paper includes 
a ZED Stereo Camera and NVIDIA AGX Jetson Xavier.  

The ZED Stereo Camera is a depth camera made of two-
color lenses with up to 20 meters effective distance. We use 
ZED for acquiring the depth information of the surroundings 
and the signages. 

We use NVIDIA AGX Jetson Xavier as a wearable 
computer that computes all the deep learning networks. 
Although NVIDIA provides other lighter-weight devices, 
Xavier is one of the few embedded systems that meets the 
requirements of memory and computing performance. 

IV. SYSTEM ARCHITECTURE 

For the system architecture, our system provides two 
major features: 

1. Obstacles Detection and Avoidance: To warn the 
visually impaired people whether there is uneven pavement 
ahead, so as to avoid kicking or missing their foot. We will 
discuss the detailed algorithm in Section 4. A. 

2. Signage Detection and Navigation: To help visually 
impaired people navigate to find their destination in an 
unknown public place by analyzing the information of the 
signages and parsing the text on these signages. We will 
discuss the detailed algorithm in Section 4. B. 

A. Obstacles Detection and Avoidance 

We use MoblieNet to detect obstacles. However, because 
there are some obstacles and uneven pavements cannot be 
detected by specific shape or color, we use (1) Edge 
information (2) Depth image (3) Grayscale image as the 
input of MobileNet (see Figure 1). 

 

 
Figure 1. The process of obstacle detection 

 
We use the Canny Edge Detection as the detector to find 

the edges in the images. It uses changes in color or 
brightness to find depth discontinuities, texture changes and 
differences in an image. 

However, edge information is not only obtained by the 
different levels of height of the pavement. It can be more 
likely obtained by the texture of the pavement. Therefore, we 
use the depth image as the second input. 

Finally, the color image itself is also important 
information. But, in order to reduce the memory load of the 
model, we compressed the color image into a grayscale 
image. 

We divide our predicted output as four types: (1) Flat (2) 
Upstairs (3) Downstairs (4) Obstacles. We use MoblieNet 
and DenseNet121 to test the results, respectively. The results 
are shown in Table 1 and Table 2. 
 

TABLE 1. CONFUSION MATRIX FOR OBSTACLE RECOGNITION 

USING MOBILENET 

 Target 

P
red

icted
 

 Flat Upstairs Downstairs Obstacles Precision 

Flat 1,502 0 0 0 100% 

Upstairs 0 1,016 34 1 96.67% 

Downstairs 59 11 518 0 88.01% 

Obstacles 133 88 0 1,678 88.36% 

Recall 
88.67

% 
91.12% 93.84% 99.94% 

Accuracy 

=93.53% 

 
TABLE 2. CONFUSION MATRIX FOR OBSTACLE RECOGNITION 

USING DENSENET121 

 Target 

P
red

icted
 

 Flat Upstairs Downstairs Obstacles Precision 

Flat 1,563 54 0 0 96.66% 

Upstairs 0 1,004 14 10 97.67% 

Downstairs 131 0 538 7 79.59% 

Obstacles 0 57 0 1,662 96.68% 

Recall 
92.27

% 

90.05

% 
97.46% 98.99% 

Accuracy 

=94.58% 

 

B. Signage Detection and Navigation 

We use object detection and text recognition to analyze 
the information on the signage. We use the distance 
information detected by the stereo camera to guide the 
visually impaired people to their destination. The whole 
process of signage detection is shown in Figure 2. 
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Figure 2. The process of signage detection and navigation 

 
First, we use YOLOv5 to detect the objects (signages, 

gates, arrow symbols, toilet signs, elevator signs, sensors, 
no-passing signs etc.) in indoor public places. 

Second, because there are a lot of arrow symbols on 
signages, entry gates and the elevator signs themselves (up 
and down arrows), some of them do not actually tell the 
users directions.  We want to exclude those arrow symbols 
that do not follow the signage. For entry gates, both entry 
and exit gates are detected. We want only entry gates to be 
shown in our result. We use the following rules to delete the 
irrelevant arrow symbols and gates: 

• If a “no-passing sign” is inside the detection area of 
an entry gate, the model would label this as a gate 
users cannot pass. We avoid combining International 
System of Units (SI) and Centimeter–Gram–Second 
(CGS) units, such as current in amperes and 
magnetic field in oersteds. This often leads to 
confusion because equations do not balance 
dimensionally. If mixed units need to be used, the 
units need to be clearly states for each quantity that 
is used in an equation. 

• If an “arrow symbol” is inside the detection area of 
an entry gate, the model would label this as a gate 
users can pass. 

• If an “arrow symbol” is inside the detection area of 
an elevator sign, it is represented as part of an 
elevator sign. The model would not label this arrow 
symbol as a valid input. 

• If an “arrow symbol” is followed by a signage, the 
arrow indicates the orientation of the place. The 
model would mark its orientation. 

• We would exclude all arrow symbols not listed 
above. 

In addition to the graphic signages detected, text signages 
recognition would also be included in our solution.  We take 
the image of signages detected by YOLOv5 as input. We use 
CRAFT [10] to detect the text position on the detected 
image. Then, we use CRNN [11] to extract the text (location) 
from the images. 

Finally, we take the bounded box of the detected signage 
on the color image to correspond to the same position of the 
depth image captured by ZED as the estimation of the 

distance. In order to improve the accuracy of the distance, we 
shrunk each side of the bounded box inward by 25% to 
reduce the distance deviation when the detected signage is 
sloped. 

V. CONCLUSION 

In this paper, we present a wearable assistive device to 
aid the visually impaired people. We have asked visually 
impaired people to test our system to prove the feasibility of 
the system. The signage detection and navigation algorithm 
designed in this paper does not accurately locate the visually 
impaired people’s position, but it can help the visually 
impaired people navigate to a specific location by analyzing 
the information on the signage. With our obstacles detection 
and avoidance, visually impaired people can be warned by 
our system that there may be bumps or depressions ahead. 
When the visually impaired people are climbing stairs, the 
detection system can warn that the user is approaching a flat 
surface or not. Our system would improve the mobility and 
ability for visually impaired people to walk in an unfamiliar 
environment and improve their safety during walking. 
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Abstract - The paradigm change towards digitalization in
industries has been a huge hype for years. The Internet of
Things, Industry 4.0, and recently Digital Twins, are the
buzzwords that every practitioner notices in the manufacturing
industry. However, how to make real business after the hype?
The ongoing international research is developing the utilization
of machine operations data as a basis for Digital Twins. Digital
Twins are the digital replications of real industrial machines.
New industrial services and new earning logics can be created,
but it takes time to get a real business going with digitalization.
This study presents the findings from multiple case studies in
Europe and discusses the business opportunities related the
Digital Twin concept.

Keywords-Digital Twin; Data; Industry4.0; Industrial
Services.

I. INTRODUCTION

Data based industrial services are still hard to realize in
practice, despite the fact that there is plenty of hype around
Industry 4.0 and related concepts [1]. However, in the future
of the industrial service systems, value creation will be data
driven, as there has now been many digitalization initiatives
and development activities in manufacturing industries
globally [2]. In some sectors, individual companies already
generate more than 50% of their revenue and 100% of their
profit with their service businesses [3]. The servitization trend
is still today continuing in manufacturing industries and will
become the norm across the industry over the next few years
[3]. By 2030, companies will sell most equipment as part of
bundled solutions including software and services, reducing
the hardware’s share of total profits [3].

A Digital Twin (DT) is a virtual representation of a
physical object, product or process, or even factory [4]. The
level of data integration marks the difference of DT compared
to the concept of Digital Model (DM), sometimes called a
Virtual Model (VM), and the concept of Digital Shadow (DS)
[4]. These mentioned concepts are often used synonymously.
The digital representation can be modeled manually, without
connection to a real physical counterpart. Alternatively,
digital representation can be done fully automated way. DM
is realized manually, with a manual data exchange flow. DS
has an automatic data flow from the physical object towards
the digital object, but the reverse data flow is manual. The data
flow between an existing physical object and a digital object
fully integrated in both directions is referred to as DT [4].
Multiple DTs are a real-time integrated combination of many

physical objects and their digital objects. This paper uses the
DT concept to refer to fully automated data exchange between
real physical object and its digital replication. Therefore,
because of real-time and automated data exchange, DTs can
be the basis of new kinds of industrial services with entirely
new value offerings. Often digitalization helps the machine
manufacturer themselves, but the added customer value is just
a nice to know or a nice to have type of benefit. The real
benefit, which a customer is willing to pay for is hardly
achieved. The purpose of this paper is to explore DT-based
industrial service opportunities and examine how to develop
and commercialize DT-based services successfully. The
nature of the study is conceptualization. However, it does not
focus on technologies for realizing DT, data analytics or data
connection technologies. Today Artificial Intelligence (AI)
can be used for data analytics, machine operation simulations
and maintenance optimization. The rest of the paper is
structured as follows. Section II defines the used research
approach and methodologies. Section III presents the study
findings. We conclude our work in Section IV.

II. DESIGN/METHODOLOGY/APPROACH

This study is a part of an international project focused on
researching the new service opportunities provided by the DT
concept in several industrial use cases. The project includes
three machine manufacturing companies, one automotive
supplier with an operative production line, seven software
development partners, three universities and two research
institutes that represent three different business ecosystems in
three countries. The empirical data is gathered by semi-
structured interviews with company practitioners, which
research organization facilitated workshops developed
further. The findings of company interviews were used as a
basis for understanding the current stage and the future
business potential of digital twin enabled services. Next,
several workshops were conducted to map the service
processes of the use cases in three ecosystems in Finland,
Turkey and the Netherlands. The ecosystem partners are listed
in Table I below, and more detailed information is available
at the project website [5].

TABLE I. ECOSYSTEM PARTNERS ROLES AND SIZES

Ecosystem Company role in the ecosystem
Ecosystem in
Turkey

Company 1: Manufacturing company innovating
and offering new digital twin enabled services for
their customers, large-scale company.
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Company 2: Service development partner,
Software (SW) provider, Small and medium sized
(SME).

Ecosystem in
Netherlands

Company 1: Manufacturing company innovating
and offering new digital twin enabled services for
their customers, SME
Company 2: Manufacturing company innovating
and offering new digital twin enabled services for
their customers, SME
Company 3: Service development partner, SW
provider, SME.
Company 4: Service development partner, SW
provider, SME.
Research institute 1: Software Research and
Development (SW R&D) partner
University 1: SW R&D partner

Ecosystem in
Finland

Company 1: Manufacturing company innovating
and offering new digital twin enabled services for
their customers, large-scale company
Company 2: Manufacturing company innovating
and offering new digital twin enabled services for
their customers, SME
Company 3: Service development partner, SW
provider, SME
Company 4: Service development partner, SW
provider, SME
Company 5: Service development partner, SW
provider, Large
University 1: SW R&D partner
Research institute 1: Service development partner

The workshops were held remotely using Microsoft
Teams due to the ongoing COVID-19 situation and the
limitations to travel. The methods for conducting the
workshops in each ecosystem were customized to correspond
the specific background of the consortiums. Customer
Journey Mapping was used for identifying the actual customer
view of DT services within the ecosystems [6] and the Service
Blueprinting method for understanding the roles and
responsibilities within the service ecosystems [7]. A total
number of ten interviews and workshops were organized
within the ecosystems. The details of data collection
interviews and workshops are in following Table II below.

TABLE II. DATA COLLECTION INTERVIEWS AND WORKSHOPS

Interviews / workshops

Country Date Workshop theme Participants
Turkey October

12th, 2021
Mapping the DT
enabled service
process by
service business
blueprinting

2  R&D engineers, large
manufacturing company;
4 SW developers, SME
SW provider

The
Netherlands

January
25th, 2022

Mapping the
current state of
DT enabled
services and
service business
blueprinting

1 SW developer, research
institute;
1 Research and
Development (R&D)
engineer, SW provider;
1 SW engineer,
University;
1 SW engineer, SME SW
provider

The
Netherlands

January
25th, 2022

Mapping the
current state of
DT enabled
services and

2 R&D engineers, SME
machine manufacturer

Interviews / workshops

Country Date Workshop theme Participants
service business
blueprinting

The
Netherlands

January
26th, 2022

Mapping the
current state of
DT enabled
services and
service business
blueprinting

1 R&D engineer, SME
machine manufacturer

The
Netherlands

March
22nd,
2022

Future vision of
DT enabled
services

1 R&D engineer, SME
machine manufacturer

The
Netherlands

March
22nd,
2022

Future vision of
DT enabled
services

1 R&D engineer, SME
machine manufacturer

Finland June 11th,
2021

DT solutions in
the Smart
Factory domain

3 researchers, 1 professor,
university;
3 SW engineers, SME SW
provider
4 Engineers, large
machine manufacturer;
1 engineer, SME machine
manufacturer;
1 SW engineer, SME SW
provider;
4  research scientists,
research institute

Finland February
4th, 2022

DT solutions in
the Smart
factory
ecosystem and
roles

3 researchers, 1 professor,
university;
1 SW engineer, SME SW
provider;
4 Engineers, large
machine manufacturer;
1 engineer, SME machine
manufacturer;
1 SW engineer, SME SW
provider;
4  research scientists,
research institute

Finland March
8th, 2022

DT solutions in
the Smart
factory
ecosystem and
roles

3 researchers, 1 professor,
university;
2 SW engineers, SME SW
provider;
3 Engineers, large
machine manufacturer;
1 SW engineer, SME SW
provider;
4 research scientists,
research institute

Finland March
23rd, 2022

DT solutions in
the Smart
factory
ecosystem and
roles

3 researchers, 1 professor,
university;
2 SW engineers, SME SW
provider;
3 Engineers, Large
machine manufacturer;
1 SW engineer, SME SW
provider;
4 research scientists,
research rnstitute

A literature study and benchmarking studies enriched the
empirical findings [8][9]. Two research questions were
formulated: 1) How can the Digital Twins boost value creation
in the industrial product-service lifecycle, and 2) Which kinds
of business models are needed in the future digitalized
industrial contexts. The research questions are related to the
main theme of this paper, namely are the DT services real
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business or just hype? The study discusses the business
potential and business development challenges related to the
DT concept.

III. FINDINGS

Digitalization has reached a mature level in industries, as
the companies have modern Information and Communication
Technology (ICT) tools for supporting operations. Enterprise
Resource Planning (ERP) solutions are today cloud based
software, available everywhere and support many kinds of
industrial operations, not only production. Customer
Relationship Management (CRM) software supports every
kind of customer interaction from marketing, to sales and
aftersales. For service operations, like installation and
maintenance, markets offer dedicated solutions. Every kind of
documentation can be managed in the digital format. The
latest trend of Industry 4.0 brings the Internet of Things (IoT)
to manufacturing industry. Cheap sensors and connectivity
solutions create many opportunities to collect real-time data
from machines which supports decision making related
operations and maintenance. Data itself is not valuable, but the
information gathered from the data using analytics and
visualization is. Artificial Intelligence (AI) and machine
learning can be utilized for data analytics, operative
predictions and maintenance optimization. Generally, today
all industrial operations can be digitalized. However, these
mentioned solutions mostly support manufacturing
companies internally, and the value of the software solutions
is clear for the manufacturers themselves. The customer value
is questionable, as it is not clear how digitalization helps the
customers who are using the machines. Customer
understanding is the key for success. Which kind of
information does the customer need? Do they need
information at all or are they just interested in operational
efficiency or the minimized downtime of the machines? In
many cases, the answer is yes. The data collected by the
machine manufacturer, when the customer operates with the
machine, should be turned to a customer value proposition.
The value proposition is dependent on the case and customer
[10]. The data can be used for DT, the digital replication of
the machine. Then, the DT can be used as a basis for a value
proposition for customers. According to our case studies,
typically, value is created in the selling, installation and
operations, and maintenance phases of the machine lifecycle.
The following subsections describe the main findings from the
case studies in the different lifecycle stages.

A. The selling stage
The selling stage includes machine ordering and planning

of the service delivery. The main actions in this stage demand
a lot of interaction between the customer and the
manufacturing company. In the selling stage, the
identification of potential customers for DT enabled services,
arguing the value propositions of DT enabled services to the
customers and helping them to make a positive purchasing
decision take place. Based on the machine design data, DT
visualizes the machine for the customer. Surely, DT is not a
sellable or monetized service in the selling stage, but DT can
have positive enabler role for buying decision.

B.  The installation and operation stage
At this stage, collecting and processing data plays a pivotal

role. In the installation and operation stage, the main activity
is ensuring Overall Equipment Effectiveness (OEE) by
making sure that all necessary software is functioning as
expected and that is updated accordingly. DT can support
installation when all requested documentations can be
achieved via DT, and machine operational setup can be
simulated with DT to ensure operations at the customer site.
Training at the customer site can utilize virtual replication of
the real world by using Virtual Reality glasses and 3D models
of the machine and the surrounding factory environment. In
this stage, all actors (the customer, the manufacturing
company offering digital twin enabled services and the service
development partners) have a great role and seamless
cooperation and communication between the actors is very
important. Our case studies have identified the following
operation phase benefits where the DT has a strong supporting
or enabling role (in random order):
 Machine works as expected (availability guarantee, e.g.,

98%)
 Formally proves what is wrong and proves what has been

fixed
 Detailed view from each component on what has gone

wrong
 Time savings, money savings
 Just in time delivery support
 New business model opportunities for the machine

manufacturer because of a detailed view of how the
machine operates

 Simplifies the job of the machine users: Less time needed
on the daily work activities and more time available on
the non-daily activities, e.g., “operator being more a
manager”. Operator work content can be moved towards
operations planning, production scheduling and other
activities than they do today. The DT can support
organizational changes in the future.

 For moving robots, DT supports route planning, as well
as management of unexpected situations in operations

 Higher quality and traceability of the final products
 Easier for the customer to know what happens inside the

machines
 Improved interaction with the customer
 The customer is able to have customized views (control

room/ Human-Machine Interface (HMI) solutions) of the
factory and machine situation for different users
(production managers, machine operators, service
personnel).

 The customer is able to visualize in a real-time what the
machine is doing

 Reduced waiting time and faster time to market by
generating new operation schedules (optimized
operations based on the DT) for the system

Generally, the digital twin is used as a communication tool
to enable the interaction at the machine, line, factory, or
ecosystem level. The customer benefits include improvements
in safety (e.g., product safety and occupational safety),
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improvement in product delivery efficiency, improvement in
the reliability of operations, improvement in product quality,
and financial factors, such as savings in operative costs.

C. The maintenance stage
In the maintenance stage, the main focus is on predictive

maintenance activities enabled by the digital twin. On a
general level, the key customer benefit is maintenance
downtime optimization. Prediction, in general, tends to be
highlighted as one of the key benefits of the digital twin-
enabled service across the service process stages.
Communication and data exchange within the diverse levels
of digital twin implementation play an important role.  If the
machine is a critical part of the customer’s operation or
production line, DT is even more important for ensuring
successful maintenance operations. The main activities of the
software partners are to make sure that the software works as
it should and that it provides accurate information related to
the machine, machine fleet or the entire factory. The main
activities of the manufacturing companies offering DT-based
services are to make sure that the preventive activities based
on the information enabled by the digital twin are done
accordingly. The main activity of the customers is to let the
maintenance activities take place in order for their downtime
to be minimized and their operations to run with full
operational rate. Below is a summary of preventive
maintenance and modernization possibilities with the DT:
 Easiness for the customer when service operations are

well planned and predicted
 Time savings in service operations
 Fewer ad hoc situations
 Added revenue for the customer can be collected from the

end-users by providing updates
 Make sure that the software system is without any errors

(simulations with DT)
 New business model for services/maintenance: Make a

model that provides constant updates for end-users

IV. CONCLUSIONS

Because of the growing volume, complexity, and strategic
importance of data in industry, manufacturers need to create
DT-based services together with selected strategic partners.
The participants of future digital twin-enabled service
operations are forming an industrial ecosystem with multiple
actors and roles. Actors are needed to fulfil dedicated tasks
when delivering digital twin solutions with and to different
stakeholders. The realization of DT requires new kinds of
competencies, because of the need for data analytics,
visualization, simulations and other functionalities that might
be new for manufacturers. Therefore, collaboration is needed
between manufacturers and SW providers to consolidate data
collection, aggregation and analytics for making data and
insights available across different business functions and
units. These mentioned tasks need many kinds of individual
roles from the employees. Roles can be considered as action-
oriented tasks, like connectors, identity verifiers or service
provides. As part of a customer’s personnel, there are, e.g.,
persons responsible for production, different levels of

managers, procurement personnel and service engineers. The
most apparent roles in a manufacturing company are e.g.,
sales, maintenance, training and engineering staff taking part
in the DT enabled service operations. The ecosystem
orchestrator role is also something that is currently being
discussed to determine whether, in the future, there should or
could be one actor that is responsible for selling the total DT
enabled service solution to the customer with one-stop-shop
principle. So far, there is no such actors in the manufacturing
industry.

Unique and new value propositions can be formulated
with DT. However, while sellable services are not easily done,
there are many commercialization opportunities in DT-based
services. Business strategies should be updated when
investing in DT-based service offerings. In the end, an entire
new business model is needed for the manufacturers. As the
value proposition change, new outsourced SW elements are
needed and the customer base needs to be segmented
differently, since traditional customers might not be interested
in DT offerings.

A. Practical implications
This paper highlights the DT-based service opportunities

and challenges. A new understanding is needed on how to
develop economically sustainable service offerings with the
data and with multiple DTs of products. The study presented
promising results, but realization in each case is dependent on
the DT level of detail. With systematic development steps, a
successful DT-based service business can be realized.
Practitioners need to think about existing competencies within
the company, and make or buy decisions are needed for
realizing DT-based services in practice.

B. Research limitations
The present study has limitations that need to be taken into

account. The phenomenon of utilizing DTs in industrial
service development is very extensive and complex and this
study approached this phenomenon from a rather narrow
empirical perspective with three manufacturing ecosystems in
three different countries. However, by understanding these
particular cases in more depth, we eventually learned about
the greater phenomenon of DT-based service development in
the industrial context. Practical evidence of multiple DTs is
still limited, as multiple DTs were not in an operative
environment within the case examples.

C. Future research
Future research will focus on the development of a new

frame of reference for the service business innovations based
on DT and future business models in manufacturing
industries. The service business development model will be
updated, i.e., by Service Development Phases [11]. With the
updated step-by-step service development phases, an entire
business model can be made more competitive. A very
promising concept spinning out from this research project is
the Digital Twin Web (DTW). The DTW is a network of
digital twins formed by DT documents that describe the
contents of DTs and the relationships between the DTs. The
DTW concept can support multiple DT realizations in
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practice. Factory DT and Ecosystem DT can benefit from
DTW, but so far, the DTW’s relation to industrial services is
unclear and, therefore, needs to be studied in the future.
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Abstract—Kinship Recognition, the ability to distinguish be-
tween close genetic kin and non-kin, could be of great help in
society and safety matters. Previous studies on human kinship
recognition found an interesting insight when looking for the
most important features. Results showed that analyzing only
the top half of a face gives equal or even better performance
compared to analyzing the whole face. In this paper, we aim
to find the important features for automated kinship recognition
based on the theory of human kinship recognition; this set of
features was researched using features from pre-trained metrics
from the StyleGAN2 model. We found that the most important
facial features from the selection of 40 features are mostly focused
on the facial hair traits. Furthermore, age-related features were
found to be very important. This set of features does not
entirely comply with the set of features important in human
kinship recognition. Previous research has shown human kinship
recognition performance does not decrease when removing the
bottom half of the image of the face. In contrast, our results
show that for automated kinship recognition, removing either the
bottom or the top half of a face results in a decrease in the
performance of our classifiers.

Keywords—kinship recognition; StyleGAN2; Families-in-the-
Wild; feature importance; transfer learning.

I. INTRODUCTION

A. Kinship Recognition

Kinship Recognition (KR) is the ability to distinguish be-
tween close genetic kin and non-kin. The distinction involves
people who are directly related and people who are not.
One example of the usage of KR is on families who are
spread throughout multiple refugee camps. One of these cases
involved a father and his daughter being in one camp, while
his wife and other children were in another camp. It took them
over a year to get reunited by the Red Cross Restoring Family
Links [1]. If a KR system is able to pick such family members
out as a possible match for a kinship relation, a family
could be reunited almost instantly. Issues with communication
and limited manpower could be reduced with the discussed
automation.

The main contribution of this paper is to make a first
step towards understanding automated KR and the importance
of facial features in it. In the field of KR, there is a lot
of room for improvement, especially on the importance of
facial features. This is what we tackled in our research by
researching whether kinship is recognizable by using a set
of extracted facial features with the use of machine learning.
Specifically, we focus on what specific set of features is

important for automated kinship recognition and if this set of
features complies with the set of features important in human
kinship recognition. First presented in this paper is a literature
discussion on human as well as automated kinship recognition.
Then, in Section II, the data is discussed. In Section III, an
overview of the used models is presented. Next, the results
of different experiments are discussed in Section IV. Lastly,
a discussion and conclusion of the presented experiments is
given in Sections V and VI.

B. Related work

Studies on human KR contribute to our search for the set
of important features in automated KR. Several studies [2]–
[4] have been conducted on human KR, which showed that
kinship is indeed recognizable by humans. Robinson et al.
[5] used the Families-In-the-Wild (FIW) data set for their
human performance measurement. This data set contains im-
ages of people’s faces that are extracted from family pictures.
Robinson et al. state that humans scored an overall average
of 56.6% accuracy. Other research on KR [3], [6], [7] shows
similar results. One of the interesting results is that the average
accuracy of human KR is higher when face, hair color and
background are taken into account compared to when the focus
is purely on the face.

We take a look at the Feature Importance (FI) in some of
these studies on human kinship detection. The reason behind
this specific set of features for human KR might be of help in
automated KR. One of the studies is by Martello and Maloney
[2], [3], who raised the question which parts of a face are most
important for human KR. In [2], they conducted a study in
which humans were tested on their KR skills based on three
separate conditions: (1) the right hemi-face masked, (2) the
left hemi-face masked, and (3) the face fully visible. Most
interestingly, the results showed that there is no significant
difference in results for recognizing kinship by humans when
the left or right part of the face is covered. On the contrary, a
similar study [3] showed that the covering of the top or bottom
part of a face does give a significant difference. The effect on
kin recognition performance of masks that covered the upper
half or the lower half of the face (experiment 1) and the eye
region or the mouth region (experiment 2) were measured.
An example of the covering up of facial parts for experiment
1 and 2 can be seen in Figure 1a and 1b below. In these
experiments, it was found that masking the eye region led to
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a 20% reduction in performance, whereas masking the mouth
region led to a non-significant, although fascinating increase
in performance. This leads us to consider the insight that the
performance in KR is heavily dependent on only the upper
half of a person’s face.

(a) Experiment 1: Masking the
bottom and top half of the face

(b) Experiment 2: Masking the
eye area and lip area of the face

Figure 1. Illustration of the masking of faces in [3].

Overall, the theory that we researched is based on the
possible change in performance when using a specific set of
facial features compared to facial features from the whole face.
This could lead to only requiring specific parts of faces to
identify kinship relations, thus to more accessible data and a
decrease of the computational costs of KR models.

For automated KR, several approaches have been proposed.
Most approaches are not only focused on machine learning
models, but also on feature selection. Feature-based methods
aim to preserve facial, genetically determined characteristics
in the feature descriptors used for the model. These methods
identify local facial features such as inconsistencies of an
individual’s eyes, mouth, nose and skin from the individual’s
image. Feature-based methods can decrease computational
cost and improve the model’s performance. Most of the
proposed models and algorithms were trained on only small
data sets.

These data sets demonstrated to be insufficient for the task at
hand. Most of the proposed classifiers are lower-level models
and algorithms, which use handcrafted feature extraction (fea-
tures using information presented in the image itself), Support
Vector Machines (SVMs) or K-Nearest Neighbor classifiers.

Since 2016, a more extensive data set has been constructed
in [4]: Families-in-the-Wild (FIW). This data set has been
produced to verify kinship and classify relations [8]. The
creators of this data set specify promising results in detecting
kinship. Robinson et al. [5] state the best results were obtained
when using the SphereFace model with an average accuracy of
69.18% and standard deviation of 3.68. All models performed
well compared to previous work, although much improvement
could still be made.

After publishing this FIW data set, more research in the field
of KR models was done. Many models in KR include the use

of FaceNet or other small feature selections for their models’
input [9]. FaceNet is a neural network that extracts features
of an image. The model provides a mapping from a picture
of a face to the Euclidean space. The distances in this space
correlate to the amplitude of face resemblance [10]. It produces
an output vector to be used as input for a classification model.
FaceNet creates embeddings by learning the mapping from
images. A disadvantage of using FaceNet is that especially
when looking at FI, information gets lost due to lack of feature
interpretation [11].

FaceNet could help improve KR models, although we are
interested in the similarities between faces by using facial
features instead of the faces as a whole. Hence, we use a
different approach than FaceNet. Fang et al. [12] proposed
different feature extractions. One of the extractions is based on
different colors of different parts of the face. Other extractions
are based on image coordinates of certain parts of the face,
facial distances and gradient histograms. Together, these fea-
ture extraction methods constructed 44 facial features. The top
selected features are right eye RGB color, skin gray value, left
eye RGB color, nose-to-mouth vertical distance, eye-to-nose
horizontal distance and left eye gray value. The results show a
high importance for eye related features. 10 out of the 14 top
features include the eye area. While this study does include
specific facial features like eye color, it only included 22 low-
level features. It is indeed shown that most of the selected
features are in the upper face area, which complies with the
insight.

Most studies on the subject focus on either the overall
similarities between faces, or on pre-determined facial feature
sets. These studies treat KR tasks similar to the task of a
standard facial recognition. Guo et al. [13] argue that kinship
classification should be treated differently, since trait similari-
ties are measured across age and gender. Additionally, kinship
has a combination of traits and familial traits are special for
each family pair.

Models proposed by researchers in this field are based on an
input of just the images with little to no alterations. Although,
some research focus on specific facial features by using for
example a weighted graph embedding-based metric learning
framework [14] or by using sparsity to model the genetic
visible features of a face [15].

Another group of researchers thought of combining the
StyleGAN2 algorithm with KR [16]. In the task at hand, there
is a restriction that family members should be recognized
on the basis of physical facial features. However, several
mentioned attempts neglect this constraint and do not employ
any facial landmark before using a classification model. For
this reason, Nguyen et al. [16] experimented with KR mod-
els using StyleGAN2 as an encoder to incorporate a facial
landmark map. This method resulted in an average accuracy
of 0.548 for recognizing kinship. Against expectations, no
improvement was shown in the results from using StyleGAN2
in this manner, which is presumed to be due to the lack of
a proper classification and thus it is argued to need more
investigation. An algorithm proposed by Guo et al. [13] uses
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familial traits extraction and kinship measurement based on a
stochastic combination of the familial traits. The authors use
a similarity score based on a Bayes decision for each pair of
facial parts. However, facial features used by the algorithm
are limited to the eyes, nose and mouth and, in line with the
observations by Guo et al. [13], more parts of the face could
be explored. Existing data sets use faces from the same family
picture, so models learn about the background similarity. This
causes the models to get a higher performance, but when
tested on real life pictures, not taken from a family picture,
the performance could be lower. When using pre-determined
features, this does not present a problem.

II. DATA

We used the Families in The Wild data set. The data is split
up into training and test data using hold-out cross validation.
The data is split up in a 70/30 split, respectively. The training
set consists of information on families, persons and relations
between persons including images of the persons. The data
is distributed as follows: an average of about 12 images per
family, each with at least 3 and as many as 38 members. Each
family is assigned a unique id, each person is assigned an id
and each image collected is assigned a unique id. The data set
includes good quality images of a person’s face, but also blurry
images of faces, as shown in Figures 2a and 2b, respectively.

(a) Image from training data (b) Blurry image from training data

Figure 2. Example data from the Families-in-the-Wild data set

A file containing all matches in the training data set is
available. However, this does not include data on combinations
of persons that do not have a familial relationship. So, these
pairs have been constructed by taking random pairs of images
from the set of training images of the FIW data set. This
is excluding existing related pairs and each pair is unique.
This resulted in 205,285 related and 205,285 unrelated pairs
of images.

StyleGAN2 metric: linear separability

This research is focused on FI in KR. To be able to
understand the FI of a model, the features extracted from a
model should be interpretable. To collect a bunch of features
and to avoid having to do manual annotation, we decide
to use a feature description method from the StyleGAN2
model. With this, it can be easily deducted which of the
features of a face are seen as most important by a model
for detecting kinship. The pictures in the data are of size
108x124, while the StyleGAN2 description method expects
pictures of size 256x256 as input. Interpolation of the pictures
in the data is used to overcome this problem. The StyleGAN2
model contains a certain metric called linear separability.

StyleGAN2’s linear separability metric can be used to steer
a generated picture in a certain direction by specifying 40
facial features which are shown in Table I. For example, the
models can be used to make the generated face have blond
hair and high cheekbones. What we are most interested in for
this research are the pre-trained models used in StyleGAN2
which produce probabilities of the 40 features to be true for
an image of a person.

TABLE I. FACIAL FEATURES OF LINEAR SEPARABILITY METRIC

1) 5-o-clock-shadow,
2) arched eyebrows,
3) attractive,
4) bags under eyes,
5) bald,
6) bangs,
7) big lips,
8) big nose,
9) black hair,

10) blond hair,
11) blurry,
12) brown hair,
13) bushy eyebrows,
14) chubby,

15) double chin,
16) eyeglasses,
17) goatee,
18) gray hair,
19) heavy make up,
20) high cheekbones,
21) male,
22) mouth slightly

open,
23) mustache,
24) narrow eyes,
25) no beard,
26) oval face,
27) pale skin,

28) pointy nose,

29) receding hairline,

30) rosy cheeks,

31) sideburns,

32) smiling,

33) straight hair,

34) wavy hair,

35) wearing earrings,

36) wearing hat,

37) wearing lipstick,

38) wearing necklace,

39) wearing necktie,

40) young.

The metric was trained using the CelebA Data set (Celeb-
Faces Attributes Data set). This is a face attributes data set with
202,599 celebrity images, each with five landmark locations
and 40 attribute annotations. StyleGAN2’s linear separability
metric is meant to be used for the StyleGAN2 model and its
corresponding data. We are interested in using the metric on
the data from FIW. The information gathered from the linear
separability metric (the facial features) is used as a starting
point for the kinship classification models. Transfer learning
does not only save time, but it also has the possibility of
making a learning process more efficient [17].

Consequently, some adjustments to the data were necessary
to apply the metric. This resulted in an output of 40 features
for all images in the data set, which then could be used to
train the chosen automated KR models. As data points for
the models, we chose a list of length 40 and a list of length
80, composed of the metric values for the features per two
pictures. Two input types were experimented with: (1) a list
of 80 features, consisting of 40 features per image, and (2) a
list of 40 features, taking the absolute difference of the feature
values between the images per feature.

III. MODEL DESCRIPTION

We implemented and tested several models to see how
well the models work on our data and to find a recurring
pattern in FI. For all models, the FI is investigated. The
results of this are then used to understand whether the theory
of human KR will hold for automated KR as well. Various
machine learning models were selected for this task. For each
model, the accomplished accuracy is obtained by K-fold cross
validation. The number of folds is set to 10 and the data is
shuffled before splitting into batches.
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Machine learning methods

Using StyleGAN2’s linear separability metric on our data
results in an output of 40 features for all images in the data set,
which then are used to train the models. As data points for the
models, we chose a list of length either 40 or 80, composed of
the metric values for the features per two pictures. The models
we decided to experiment with are the following:

First, we have the decision tree algorithm with maximum
depth set to 10, where we obtain the FI by using the Gini
importance. Second, we have the random forest consisting
of 100 trees, where the FI is obtained by using the impurity
importance. Then, we have the Gaussian Naive Bayes, which
obtains FI by using the permutation importance. Next is the
linear SVM, where the weights of the model are used to
determine FI. Lastly, we have logistic regression, where the FI
is determined by using the coefficients of the decision function.

IV. RESULTS

Two different approaches have been researched, the orig-
inal StyleGAN2 description method and the bottom and top
masked method. The results of these approaches are discussed
and an overview of the results is provided.

A. Original StyleGAN2 descriptor experiment

The initial approach is taking the results of the StyleGAN2
model and using them as input for the different algorithms.
Over all images, we calculated the probabilities of the image
complying with the given 40 features. Extracting 40 features
per picture resulted in 80 different values since we were work-
ing with two images per data point. The FI was determined
per model. For the 80 feature input, we took the sum of each
feature per picture. An overview of all the results from the
StyleGAN2 descriptor experiment can be found in Table II
and Table III.

Decision Tree: The accuracy of the decision tree with 40
features as input has mean 0.61 with a standard deviation
of 0.003. The 80 features input gives a mean accuracy of
0.66 with a standard deviation of 0.005. The model is more
leaning towards giving a positive (related) classification. For
the decision tree model with input of 40 features, arched
eyebrows, no beard and heavy makeup are the most important
features. For the input of 80 features, the top three of important
features is young, no beard and wearing necklace.

Random Forest: The accuracy of the random forest with
40 features as input has mean 0.74 with a standard deviation
of 0.003. The 80 features input gives a mean accuracy of
0.80 with a standard deviation of 0.004. The model does not
have a clear preference for either a positive or a negative
classification. With the model giving 51.39% and 50.63%
positive classifications for 40 and 80 features respectively, the
even distribution of the data in half positive and half negative
data points is represented well with a slight deviation towards
positive classifications. For the random forest model with input
of 40 features, arched eyebrows, mustache and heavy make up
are the most important features. For the input of 80 features,

the top three of important features is young, no beard and
mustache.

Gaussian Naive Bayes: The accuracy of the Gaussian
naive Bayes with 40 features as input has mean 0.60 with
a standard deviation of 0.004. The 80 features input gives a
mean accuracy of 0.59 with a standard deviation of 0.005.
The model has a preference for a positive classification. With
the model giving 59.56% and 64.21% positive classifications
for 40 and 80 features respectively, most errors are false
positives. For the Gaussian naive Bayes model with input of
40 features, eyeglasses, mustache and arched eyebrows are the
most important features. For the input of 80 features, the top
three of important features is eyeglasses, rosy cheeks and no
beard.

Linear Support Vector Machine: The accuracy of the linear
SVM with 40 features as input has mean 0.59 with a standard
deviation of 0.004. The 80 features input gives a mean
accuracy of 0.63 with a standard deviation of 0.005. The model
does not have a clear preference for a positive or negative
classification. With the model giving 47.08% and 52.92%
positive classifications for 40 and 80 features respectively,
we see a slight effect of the different input values. The 40
values input gives the model a bit more lenience towards
negative classification and the 80 values input gives the model
slightly more lenience towards positive classification. For the
LSVM model with input of 40 features, arched eyebrows, no
beard and heavy make up are the most important features. no
beard and arched eyebrows are also among the most important
features for the input of 80 features. Here the top three of
features is arched eyebrows, narrow eyes and no beard.

Logistic Regression: The accuracy of the logistic regression
with 40 features as input has mean 0.60 with a standard
deviation of 0.003. The 80 features input gives a mean
accuracy of 0.63 with a standard deviation of 0.005. The model
does not have a clear preference for a positive or negative
classification. The model gives 50.40% and 51.61% positive
classifications for 40 and 80 features respectively, which shows
the balance of the data with a slight deviation towards positive
classification. For the logistic regression model with input of
40 features, arched eyebrows, no beard and eyeglasses are the
most important features. These are also among the important
features for the input of 80 features. Here the top three of
important features is no beard, arched eyebrows and pale skin.

B. Masked StyleGAN2 descriptor experiment

To support the theory we found, all of StyleGAN2’s linear
separability features were taken of not the original image, but
over an image with the bottom part of the face masked black
like shown in Figure 3. The same was done with the top
part of the face masked black, comparable to the experiments
performed by Martello et al. [2], [3]. All the models are exactly
the same as for the original StyleGAN2 description method.
Only the input changed.

Bottom half masked: This experiment was done with all
models previously used in the original StyleGAN2 descriptor
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(a) (b)

Figure 3. Example data from the Families in the Wild data set with bottom
masked (a) and top masked (b)

experiment. The accuracy and FI were obtained for the deci-
sion tree, random forest, Gaussian naive Bayes, LSVM and
logistic regression models. An overview of the accuracy and
important features for all the models from the bottom masked
StyleGAN2 descriptor experiment can be found in Table II and
Table III. Again, the results show that the 80 value input gives
and overall better performance than the 40 value input and the
best performing model is random forest for both inputs. Some
of the most important features for the bottom masked approach
are related to the nose (pointy nose and big nose) and the hair
(grey hair, blond hair and waivy hair).

Top half masked: This experiment was done with all models
previously used in the original StyleGAN2 descriptor exper-
iment. The accuracy and FI were obtained for the decision
tree, random forest, Gaussian naive Bayes, SVM and logistic
regression models. An overview of the accuracy and important
features for all the models from the bottom masked Style-
GAN2 descriptor experiment can be found in Table II and
Table III. Again, the results show the 80 value input to give
overall better performance than the 40 value input and the best
performing model is random forest for both inputs.

TABLE II. ACCURACY FOR THE 40 AND 80 VALUE INPUT PER
EXPERIMENT: COMPLETE, BOTTOM MASKED AND TOP MASKED

40
Compl.

40
Bottom

40
Top

80
Compl.

80
Bottom

80
Top

Decision
Tree

0.61
± 0.003

0.57
± 0.004

0.57
± 0.003

0.66
± 0.005

0.64
± 0.004

0.65
± 0.003

Random
Forest

0.74
± 0.003

0.62
± 0.003

0.63
± 0.002

0.83
± 0.004

0.81
± 0.001

0.82
± 0.001

Gaussian
Naive
Bayes

0.60
± 0.004

0.53
± 0.003

0.55
± 0.002

0.59
± 0.005

0.55
± 0.003

0.57
± 0.002

Support
Vector
Machine

0.59
± 0.004

0.55
± 0.002

0.57
± 0.002

0.63
± 0.005

0.60
± 0.002

0.61
± 0.002

Logistic
Regression

0.60
± 0.003

0.55
± 0.003

0.57
± 0.002

0.63
± 0.005

0.59
± 0.003

0.61
± 0.002

V. DISCUSSION

Multiple models have been tested on FI. Some approaches
were based on the human KR experiments from [2], [3]. These
experiments showed a certain area of the face to contain the
important facial traits needed for KR. We researched the set
of features that is most important for automated KR. Pre-
trained metrics from the StyleGAN2 model that are meant
to be used for synthesizing artificial examples of faces were

TABLE III. MOST IMPORTANT FEATURES PER EXPERIMENT

Complete Bottom
Masked

Top
Masked

Decision
Tree

young,
no beard,
arched eyebrows,
eyeglasses

attractive,
blond hair,
pointy nose,
grey hair

young,
no beard,
arched eyebrows,
eyeglasses

Gaussian
Naive Bayes

eyeglasses,
no beard,
young,
arched eyebrows

wavy hair,
blond hair,
pale skin,
heavy makeup

eyeglasses,
no beard,
young,
arched eyebrows

Support
Vector Machine

young,
no beard,
pointy nose,
arched eyebrows

grey hair,
pale skin,
wavy hair,
big nose

young,
no beard,
pointy nose,
arched eyebrows

Logistic
Regression

blurry,
no beard,
wearing necklace,
pointy nose

wavy hair,
young,
grey hair,
big nose

blurry,
no beard,
wearing necklace,
pointy nose

Random
Forest

young,
no beard,
mustache,
arched eyebrows

pointy nose,
grey hair,
smiling,
attractive

young,
no beard,
mustache,
arched eyebrows

used. The pre-trained models give 40 values for specific facial
features. These 40 values can also be taken from pictures using
the pre-trained models. These values were used as input for
our machine learning models: decision tree, random forest,
Gaussian naive Bayes, support vector machine and logistic
regression. These models were trained and evaluated to show
which of the features were seen as most important by the
models. More experiments were conducted with the top and
bottom parts of a face masked black to also test the theory of
human KR.

Major findings: Interesting results were found when com-
paring the different models using the original StyleGAN2
description method. Four out of five models had a higher
accuracy score when all features for both pictures were kept
separate. The models are able to learn about combinations
of different features between the two pictures, which has a
positive influence on the accuracy score of the models.

The best performing model seems to be the random forest.
Since this model has a very high accuracy compared to the
other models, we are specifically interested in its correspond-
ing FI scores. Accordingly, we mainly focus on the results of
the random forest model. This model gives high importance
values to the features young, no beard, mustache and arched
eyebrows. It is also noticeable that in two of the five models,
the feature young is found to be very important and in the
other three models, the FI increases when using 80 features
instead of 40 features as input. On top of that, in all models,
the features arched eyebrows and no beard are in the top four
of the most important features for the model. There is a clear
pattern in the importance of facial hair. Beards, mustaches and
arched eyebrows are found to be important features for most of
the models. Another pattern is the age difference. This gives
us reason to believe that the combination of facial hair and
the age of a person is strongly correlated to the classification.
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While the correlation scores do not show a correlation between
the two features, the combination of the features do matter
when comparing two pictures. A reason for these features to
be found important is that most of the kinship relations (75%)
in the data set are zero generation and first generation relations.
Young people are not able to grow facial hair, if they have the
genes, it comes with age. This would explain why both facial
hair and age are found to be more important.

This set of features that are found to be the most important
in our research do not comply with the selection of features
proposed by Fang et al. [12]. The set of features used in their
research is different, although it is clear that the eye area was
found to be the most important by them. Contrasting, the set
of important features we found is not particularly focused on
the eye area.

For the masked experiment, all five models had a higher
accuracy score when all features for both pictures were kept
separate. When looking at the bottom masked method results,
a clear decrease in the performance is found compared to
the original StyleGAN2 description method. Remarkable is
that the feature young and the features on facial hair are
not found in the top features of almost all models. The
original StyleGAN2 approach showed these features to be very
important. This leads to the believe that the bottom part of
a face is essential for extracting the feature age. This would
also explain why the feature grey hair is found to be important
in three out of five models. Grey hair is usually a sign of a
higher age. When looking at the top masked method results,
a decrease in the accuracy is found, although this decrease is
not as excessive as with the bottom masked method. Above
is mentioned that the feature young is likely to be extracted
from mostly the bottom of a face. However, this is not shown
in the results of the top masked method. It is curious that the
feature young is still not found to be one of the most important.
Like the original approach, the top masked method shows the
feature arched eyebrows to be important. Although a pattern
is difficult to find in the top masked method results.

For the bottom masked approaches the difference with the
original approach is clear. Where humans showed equal or
even better performance when masking the top half of a
picture, the algorithms showed the opposite effect.

Limitations: The data set might not be very compatible with
the StyleGAN2 metrics, which is an uncertainty. However,
as for now, there are no other data sets that contain enough
images which are of adequate quality. So for now, we have
to accept this limitation. An issue was also encountered when
using the linear separability metric for a different purpose than
StyleGAN2. The results for the top masked method showed
one very noteworthy important feature, namely the arched
eyebrows feature. This feature should be focused on the top
part of a face. However, it is found to be important when
the top part of a face is masked. More features which show
unusual behavior are smiling and pointy nose, since these
are found to be important when masking the bottom half
of the face. This is one of the problems that is encountered
when combining StyleGAN2 metrics with other models. The

models that are trained for the linear separability metric behave
different than intuitively expected. Using the metric in tasks
for which it is not initially intended can cause limitations to
the models.

Unexpected findings: A surprising matter is the difference
in performance between the top masked and bottom masked
StyleGAN2 description method. Masking the bottom half of
the face decreased the performance. As masking the top half
of the face decreased the performance as well, it still per-
formed better than the bottom masked method. This is against
expectations and raises the question whether the bottom part
of a face contains more information than the top part of a face
does for KR.

VI. CONCLUSION

We researched the set of features that is most important for
automated KR. For this, multiple models have been tested on
FI. The results showed that the most important facial features
from the selection of 40 features are mostly focused on the
facial hair traits and age related features.

One of the issues we ran into is on transfer learning. The
question rises whether StyleGAN2 is compatible enough for
transfer learning combined with our data set. It could be more
effective to write a new metric that focuses on more solid facial
features. Despite that, the StyleGAN2 metrics are the most
elaborate method in finding pre-determined facial features.
Other models include not as many facial features or need
manual annotation. It would be contributory to find a way
to annotate all parts of the face for many more features as to
train the models on.

In conclusion, this paper is an important first step towards
understanding automated KR, but there are many challenges
to be faced before it can be used in real-world applications.
As it is now, a large set of clear pictures of complete faces
are needed for a model to perform decently. Learning more
about the most important parts of our face for automated KR
is the next step to take to improve the field of KR.
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Abstract—This paper presents the development and improve-
ment of a part of a Web simulation tool for radio propagation
of 2D and 3D geospatial data. In particular, a fraction of its
architecture, based on microservices, is shown. With our study,
we encountered the need to use a common data model that allows
the managment of the data throughout the tool. To solve this,
some of the possible solutions to this problem are presented,
such as the GraphQL Application Programming Interface (API)
or the use of REpresentational State Transfer (REST) APIs
and the use of Docker together with microservices. Finally, the
implementation of a model supported by geometry specifications
is provided as a solution and we conclude with the results
obtained together with future work plans.

Keywords—Microservices, radiopropagation tool, REST APIs,
data model, GraphQL.

I. INTRODUCTION

In recent years, there has been a need, either because of time
or because of the inability of maintenance during the software
lifecycle, to migrate from the old monolithic systems to current
microservices models. This is based on models in which the
application was a single atomic unit, but complex and difficult
to maintain and grow over time [1]. Therefore, nowadays
the Service Oriented Architecture (SOA) model stands out,
known for its great modularity and communication with other
models. With this also comes the need to establish correct
protocols for their communication with other models. At the
moment, a microservice can be defined as ”a small application
that can be deployed independently, scaled independently and
tested independently and that has a single responsibility” [1].
Despite all the benefits shown in the use of microservices,
they also brings some problems to the table. One of them
can be the inconsistency of the data model, since the mi-
croservices can be independent and, therefore, they may not
share the same specifications. In this case, the improvement
of a radio propagation simulation tool is being developed [2].
This Web simulation tool will allow the display of geospatial
data through an interactive map in 2D and in 3D urban

environments [3]. The tool uses several empirical and semi-
empirical models for the computation of radiopropagation. In
addition, it displays terrain-related information, e.g., height
values, population density, terrain type or any other raster input
that the algorithms may require. It also allows to represent and
visualize the simulation results on the map in 2D for empirical
methods or 3D for deterministic methods. Additionally, it
allows the optimization of antenna positioning, by means of
genetic algorithms, to provide the best coverage in a given
area. In particular, the solution adopted for the development of
this tool will be shown through the definition of a specification
structure adapted to this need.

The remainder of this paper is organized as follows: Section
II gives a short overview of work related to the idea to be
put forward. Section III shows the devised solution of the
specification structure as a data model. Section IV presents
another solution related to microservices and Docker. Section
V summarises the advantages and disadvantages of implement-
ing this model. Finally, Section VI concludes the article and
gives an outlook on future work.

II. STATE OF ART

Among the solutions that can be envisaged to solve the
problem of the shared data model are the following.

A. GraphQL

GraphQL is a query-based language, in a JavaScript Object
Notation (JSON) like format, for APIs and runtime that
checks existing data. It provides a complete description of
the data in its API, allowing users to request what they need
[4]. Among its highlights is that in addition to getting the
properties of a particular resource, it provides its references.
This allows for quick queries, even if it relies on more limited
network connections. Another point in favour is that it allows
continuous adaptation to the types of data we need, i.e., if we
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need to add or remove specific fields, it would not be necessary
to modify the existing queries.

On the contrary, this is not a suitable solution for the data
model that is required for the simulation tool, as it may present
one of the following problems:

• Performance problems, allowing the user to execute im-
permissible queries.

• It presents excessive complexity to solve this problem,
making subsequent maintenance difficult.

• It has only one endpoint, making it difficult to use
caching.

• Difficult error handling regarding other structures such as
REST.

B. REST APIs

REST APIs represent a set of architectural principles that
fits the specific needs of each application as defined by Dr. Roy
Fielding et al. [5]. This provides a high level of flexibility and
freedom for development of a microservices architecture. In
addition, it must meet a number of requirements:

• Uniform interface: all requests must be the same, regard-
less of their origin.

• Decoupling of client-server, client and server applications
must be independent of each other.

• Without status: each application must contain all the
information necessary to process the query.

• Cacheability: resources must be able to be cached on the
client or server side.

• Layered architecture: calls and responses will pass
through different layers.

• Code on demand: in some cases responses may contain
executable code.

REST APIs operation is based on communication through
HTTP requests [6] that execute database functions, generally
CRUD (Create, Read, Update and Delete).

In conclusion, the use of both GraphQL and the REST
architecture is excessive or can become complex with respect
to the development that is desired in the long term. For
example, the need to provide a data model prior to GraphQL to
be able to start working with it or the need to develop a larger
architecture to be able to apply REST. For all these reasons,
a better solution is proposed, in this case, the development of
an own data model in the form of specifications.

III. MICROSERVICES WITH DOCKER

Another solution related to microservices is the use of
Docker [7]. In this case, a small Dockerfile is designed that
uses a couple of environment variables to define the port and
the action to be performed. In this case, the action will be to
launch one microservice or another depending on whether it
is involved in the operation or not.

One of the benefits of using this framework is the possibility
of implementing load balancing by launching or stopping
microservices depending on their need.

Another great benefit of using Docker is that it will allow
microservices to be scalable, easily upgradable and indepen-
dently deployable.

As it can be seen from the code in Figure 1 referring to
the Dockerfile, through this small development in Docker, it
is possible to load the microservices components and code
dynamically. That allows to have the same interfaces and
code for all of the microservices, and loading only the part
of the code relevant to that microservice encapsulated in one
container. For the case shown in Figure 1, it is used with
servers of different types depending on whether they are
necessary or not.

Fig. 1. Dockerfile to launch a microservice.

To denote which elements will be loaded into the container,
operating system environment variables with different values
common to servers, such as the port or server name, are used.
By reading these attributes in code, the code to be copied
into the container is determined, thus loading only what is
necessary for that microservice.

IV. SOLUTION SPECIFICATIONS

At this point, we propose an application with an architec-
ture divided into a front-end and a back-end. In the back-
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end is the set of servers that provide the microservices.
The microservices, in turn, are responsible for providing the
necessary data both to show the users of the application
and to carry out internal operations, for example, obtaining
building heights, optimising antennas locations or calculating
the radiopropagation, among others. On the other hand, there is
a front-end in charge of representing graphically in the browser
the data collected from the servers in the form of geometries.
As can be guessed, a common data model is needed that is
recognised by both sides of this structure. In this way, through
a single model, the different parties involved can communicate
without the need to add extraneous elements or dependencies.

As a solution to the data model, it was decided to create a
common data type that will be used transversally across the
different microservices of the application and that has been
defined as ”Specification”. This Specification is based on the
common properties that all geometry is considered to have,
geometry being a fundamental structure in the application.
The Specification will have a similar structure to JSON type
files and is defined by the type of geometry it represents, as
well as the coordinates of the points that compose it. See,
for example, if one wishes to represent the geometry of a
rectangle, a specification will be generated in JSON format
indicating the type of geometry, in this case rectangle, together
with the coordinates of the four points that compose it. In
this way, this specification can be shared and recognised in
the same way in the different microservices that make up the
application.

V. ADVANTAGES AND DISADVANTAGES

Having seen some of the different alternatives available,
such as GraphQL or REST designs, together with the proposed
solution, a set of advantages and disadvantages about them can
be obtained.

The advantages include the following:
• Use of a common data model.
• No external dependencies.
• Easy to maintain structure.
• It provides a simple overview of the tool.
On the contrary, it has the following disadvantages:
• It does not have the possibility of being reusable in other

developments.
• It has too concrete a design focused on the current tool.

VI. CONCLUSION

This work proposed the implementation of a common data
model for radiopropagation tool. To do so, other models
such as GrapQL or REST architectures have been discussed,
reaching the conclusion of defining the Specification model,
achieving a model recognised by the whole structure of its
system. Moreover, it can be seen how beneficial it is for a
framework like this tool the importance of maintaining an
architecture through microservices.

The use of microservices has allowed the elimination of
external dependencies, as well as the possibility of reusing
them in the future and ensuring better maintenance over time.

Plus, it adds modularization to the project, providing scalabil-
ity and load balance between the front-end and the back-end.
Parallel to the implementation of the microservices, it was
necessary to use or develop a correct data model common to
all of them in order to allow efficient communication. Along
with this, current alternatives to this data model have been
considered, but they do not fit with the situation of the tool
being developed, either because of their size or because of
future dependencies.

Once this problem has been solved, we propose as future
work, the improvement of the user interface, as well as the
relationship of this with the different libraries that allow the
representation of maps in the browser. In addition, we intend
to make use of the specifications designed in the data model,
so that everything is communicated and perfectly integrated
in the tool. The mentioned improvement will be based on the
use of the OpenLayers [8] library, which allows maps to be
represented in a browser and different operations to be carried
out. Together with it, the React [9] framework will be used to
transmit through forms, the coordinates that are intended to be
represented on the map, which in turn will be represented by
the data model of the specifications presented in this article.
In this way, the data will be kept accessible throughout the
entire structure of the tool.
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Abstract—In this study, a method by which progression stages 

of venous disorders can be detected using the near-infrared 

vein images is proposed. For this purpose, the superficial vein 

surveillance system, which was developed within the scope of 

the ongoing doctoral thesis, was re-trained to find the 

telangiectasia and varicose vein patterns in the images. The 

trainings were carried out using the You Only Look Once 

version 3 (YOLOv3) object detection algorithm. Confidence 

values of 0.90 and above were achieved in object detection 

experiments performed with artificial telangiectasia and 

varicose vein patterns. According to the test results, the 

developed system can detect Chronic Venous Disorder patterns 

with Accuracy Rate (1), Misclassification Rate (0), Precision 

(1), Prevalence (0.5) and F-Score (1) values. With this system, 

the patient and physician will be informed about the 

development of venous disorders at an early stage and a pre-

diagnosis data will be created for the physician. 

Keywords - vein imaging; near-infrared light; telangiectasia; 

varicose; YOLOv3. 

I.  INTRODUCTION 

Medical imaging devices are one of the primary auxiliary 
methods used in hospitals to diagnose different diseases. The 
devices used in this context work on the basis of visualizing 
the area to be viewed with light or sound waves. Imaging 
with light is carried out by utilizing different wavelengths in 
the electromagnetic spectrum. Medical imaging devices 
currently in use are classified according to the body tissue 
they can monitor and the effects of the light used to 
illuminate the area of interest on the body. While the X-Ray 
device, which emits harmful rays (ionizing radiation) to the 
body, is dominantly used in the imaging of bone tissue and 
abdominal diseases, Computed Tomography is used for 
imaging both bone tissue and internal organs [1]-[3]. In 
addition, Magnetic Resonance Imaging provides imaging of 
tissues with magnetic waves, whereas Ultrasound uses high-
frequency sound waves for imaging [1][2]. 

Although technology advances at a dizzying pace, many 
lives are still lost due to late detection of diseases that can be 
easily cured if detected earlier. Despite the efforts to increase 
the awareness of early diagnosis for all kinds of diseases, 
modern people do not abandon the habit of going to the 
doctor after the disease occurs and often neglect routine 

controls. In these omissions, the concern of triggering other 
diseases by imaging devices working with harmful rays to 
the body during controls has a large share. However, 
currently developing technology techniques give a chance to 
produce harmless alternatives to detect some diseases early. 
Among them, varicose disease, which is one of the vascular 
diseases and caused by the enlargement of the veins close to 
the skin surface (i.e., superficial veins), can be counted. 

Computed Tomography or Magnetic Resonance Imaging 
techniques can be used for vein imaging [2]. However, both 
the negative effects of these devices on human health and 
their high costs limit their use to hospital environments only. 
In addition, although the ultrasound device, which provides 
visualization of blood flow [1][2], is harmless to the body, it 
has a high cost and can generally be used and interpreted by 
radiologists in hospitals. Near-infrared light, which is a type 
of light that is harmless to the body, is used in hospitals 
within the scope of superficial vein imaging, especially 
during vascular access procedures. 

The main advantage of near-infrared light in the scope of 
vein imaging is that photons of this type of light can be 
absorbed by hemoglobin molecules in the vein [4]-[6]. In 
this way, the veins in the tissue area illuminated with near-
infrared light of a certain wavelength (in the studies carried 
out in [5]-[7], a wavelength of 850 nm was used, which 
usually gives optimum results) can be viewed with a camera 
having the same wavelength filter. In this way, the 
visualization of the superficial veins can be easily performed 
with only the light source and the camera (even an ordinary 
camera can be turned into a simple near-infrared camera by 
changing the filter on it). By applying digital image 
processing filters on the obtained near-infrared image, some 
improvements can be made on the image. In this way, the 
edges of the veins can be sharpened, only the relevant vein 
patterns can be revealed by eliminating the surrounding 
tissues or the noise in the image can be removed. Processed 
near-infrared vascular images can be used for many different 
purposes from disease pre-diagnosis to biometric recognition 
[8]-[11]. For these purposes, deep learning techniques (such 
as classification or object detection/recognition) are applied 
on images. 

The system, which was prepared within the scope of the 
ongoing doctoral study (near-infrared images of the right and 
left forearms were used) and which enables the superficial 
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veins (in the near-infrared images) to be visualized as an e-
health application in the home environment, was retrained in 
this study to monitor the vein enlargement. In this study, the 
vein enlargement patterns in the images are detected by the 
object detection algorithm. In addition, two artificial datasets 
(representing vein enlargements) to be used in training and 
testing of the YOLOv3 object detection algorithm [12] were 
created. 

In Section 2, venous disorder stages are introduced and 
the re-trained YOLOv3 algorithm is explained so that the 
system can detect vein enlargement. How the datasets were 
created and the results obtained as a result of the trials are 
also stated in this section. In the last section, the study is 
discussed in general terms. 

II. VEIN ENLARGEMENT DETECTION: YOLOV3 

ALGORITHM  

Near-infrared imaging system is basically examined in 
two parts as hardware and software. While the hardware part 
is about the wavelength of the light source, Light Emitting 
Diode (LED) placements and camera features, the software 
part covers the extraction of vein patterns by making the 
veins in the obtained near-infrared images more prominent 
via digital image processing techniques. In this way, 
superficial veins can be visualized. The hardware part and 
digital image processing steps of this ongoing doctoral study 
were introduced in [10]. Also, the presentation of narrowing 
detections in processed images (using the YOLOv3 
algorithm with a single class as stenosis_vein) to patients and 
physicians as a video-based indirect augmented reality 
environment was explained in [11]. In this study, the 
visualization of enlargements in superficial vein images is 
discussed. 

When the valves of the superficial veins do not work 
properly, blood accumulations occur, and as a result, the 
veins expand and elongate, and form twisted folds, resulting 
in varicose veins [13][14]. Although varicose veins are most 
commonly observed in leg veins (which are under more 
pressure than other veins [13]), varicose veins can be 
encountered in every part of the body [15]. In general, 
however, the development of vascular disease in hand veins 
does not give results as dramatic as in leg veins. Chronic 
Venous Disorders (CVDs) affecting millions of people 
worldwide are caused by morphological and functional 
abnormalities of the venous system [16][17]. Risk factors, 
such as heredity (family history, height), lifestyle (long term 
standing/sitting, occupation, smoking), gain (age, pregnancy, 
obesity, deep vein thrombosis) or hormones (female gender, 
progesterone) can lead to venous disorders, such as vein 
enlargement [18][19]. CVD clinical stages are defined by the 
CEAP (Clinical, Etiological, Anatomical and 
Pathophysiological [16]) classification system: C0 (no 
visible signs of venous disease), C1 (visible veins, 
telangiectasia/spider veins), C2 (varicose veins), C3 
(swelling/edema), C4 (changes to skin quality), C5 (healed 
ulceration), C6 (active ulceration) [17][20]. CVD is often 
overlooked in its early stages [16]. In case of early diagnosis, 
advanced symptoms, such as edema, skin changes or leg 
ulcers can be alleviated with the support of lifestyle changes 

[17][19]. The incidence of vascular disorders in adults in 
urban and rural Bonn area is 59% for telangiectasia vein and 
14% for varicose vein, respectively [17]. 

As most superficial veins, varicose veins are also not 
easily visible to the naked eye, so near-infrared light is used 
to visualize these veins [21]. In this study, the hand vein 
dataset obtained with the superficial vein surveillance system 
developed within the scope of the ongoing doctoral study 
was used for the trials of the YOLOv3 algorithm, which was 
re-trained to detect CVD in the C1 (telangiectasia/spider 
veins) and C2 (varicose veins) stages. An example image 
from the dataset and its processed version are given in Fig. 1. 

 
The Near-Infrared Raw Image 

 
(a) 

Region of Interest  

 
(b) 

Processed Image 

  
(c) 

Figure 1.  The near-infrared vein image. (a) The near-infrared raw image 

of hand dorsum. (b) Region of interest, containing only the veins to be 
examined. (c) Vein patterns obtained by digital image processing. 

The YOLOv3 is a deep learning algorithm that performs 
object detection. With object detection algorithms, training 
can be performed for multiple objects (up to 80 classes [12] 
placed at certain locations on the image) that can represent 
different classes. In this study, the YOLOv3 algorithm was 
used for CVD detection in vein patterns obtained by image 
processing steps. The developed near-infrared imaging 
system was retrained in this study to detect CVD progression 
using two separate classes (spider_vein and varicose_vein). 

There is currently no venous disorder dataset consisting 
of near-infrared images, available to the public. For this, a 
two-class training dataset was prepared (The dataset was 
created by the method of obtaining images from the video 
recordings described in the study [11]) by adding artificial 
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spider_vein and varicose_vein patterns on the near-infrared 
images. In this context, 5 spider_vein and 5 varicose_vein 
patterns were added onto 150 near-infrared images. 
Furthermore, 50 additional images were created from the 
existing images by data augmentation methods (10 degrees 
rotation, 30 degrees rotation, mirroring, noise addition and 
downscaling). In this way, an artificial training dataset 
containing 1000 spider_vein and 1000 varicose_vein patterns 
was obtained. The patterns in the images were labelled with 
the free (under General Public License version 3) makesense 
[22] web-based application.  

A second dataset consisting of 300 images containing 
artificial vein enlargement patterns was prepared for the test 
process to be carried out after the trainings. The dataset was 
created by adding only a single spider_vein or varicose_vein 
pattern to each image in random rotations and locations 
(maintaining a certain figural format). In this way, 150 test 
images containing the spider_vein class and 150 test images 
containing the varicose_vein class were obtained. The 
confusion matrix of the object detection results of the 
YOLOv3 algorithm, obtained using the test dataset, is given 
in Table 1. As can be seen from the matrix, all of the 
searched objects (spider_vein and varicose_vein patterns) in 
the test images were detected correctly. The developed 
system can detect CVD patterns in C1 and C2 stages with 
Accuracy Rate (1), Misclassification Rate (0), Precision (1), 
Prevalence (0.5) and F-Score (1) values. 

The YOLOv3 algorithm marks the locations of the 
objects detected onto the image with bounding boxes. In 
addition, the name of the class with the highest probability 
and the detection rate (confidence value is shown between 
0.00 and 1.00 in the study) are printed on the box. 

Two sample result images of the YOLOv3 algorithm test 
process (venous disorder detection with confidence value of 
0.99 for spider_vein and 0.90 for varicose_vein classes) are 
shown in Fig. 2. 

Although all classes in the test images were predicted 
correctly, the YOLOv3 algorithm had a lower confidence 
value for some patterns. Among 150 images containing 
spider_vein patterns, 130 had a confidence value in the range 
of 0.95-1.00, 13 in the range of 0.90-0.94, 6 in the range of 
0.80-0.89, and 1 of them was determined as 0.32. When the 
pattern with the confidence value of 0.32 is examined, it is 
determined that it is not much different from the patterns in 
the training dataset (mostly large-sized patterns were used) 
or other test patterns, but it is smaller in size, as can be seen 
in Fig. 3. It was evaluated that this situation may result in a 
low confidence value. 

TABLE I.  THE CONFUSION MATRIX OF YOLOV3 ALGORITHM 

RESULTS OBTAINED WITH SPIDER_VEIN AND VARICOSE_VEIN CLASSES 

n=300 

Predicted Class 

Positive 

(spider_vein) 

Negative 

(varicose_vein) 

Actual 

Class 

Positive 

(spider_vein) 
True Positive=150 False Negative=0 

Negative 

(varicose_vein) 
False Positive=0 True Negative=150 

 

The YOLOv3 Result of the Artificial Spider Vein Pattern  

 
(a) 

The YOLOv3 Result of the Artificial Varicose Vein Pattern 

  
(b) 

Figure 2.  The YOLOv3 algorithm test process result images. (a) 0.99 

confidence valued result for spider_vein class. (b) 0.90 confidence valued 
result for varicose_vein class. 

The YOLOv3 Result of the Artificial Spider Vein Pattern  

        
                          (a)                                                 (b) 

Figure 3.  Artificial spider_vein patterns shown in accordance with their 

actual dimensions. (a) Pattern with the confidence value of 1.00. (b) Pattern 
with the confidence value of 0.32. 

Among the 150 images containing varicose_vein pattern, 
126 had a confidence value in the range of 0.95-1.00, 6 had a 
range of 0.90-0.94, 11 had a range of 0.80-0.89, and 7 had a 
range of 0.79-0.30. When the 7 patterns with the lowest 
confidence values are examined, it is determined that these 
patterns are slightly different (U-shaped, twisted) from the 
patterns in the training dataset or other test patterns (mostly 
linear line patterns were used) which can be seen in Fig. 4. It 
was evaluated that this condition may lead to a low 
confidence value. 

 
The YOLOv3 Result of the Artificial Varicose Vein Pattern 

        
                          (a)                                                 (b) 

Figure 4.  Artificial varicose_vein patterns are shown in accordance with 

their actual dimensions. (a) Pattern with the confidence value of 1.00. (b) 
Pattern with the confidence value of 0.30. 

Since small-sized spider_vein patterns represent the early 
stages of CVD and varicose_vein patterns can also twist and 
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fold (may not follow a linear line) over time, such patterns 
are important in the detection system. Therefore, in order to 
overcome the low confidence values of spider_vein and 
varicose_vein classes, smaller-sized patterns and new 
patterns in different rotations (U-shaped) will be added to the 
training dataset as part of the future work. 

III. CONCLUSION 

In this study, it was investigated how the superficial vein 
surveillance system, which was prepared within the scope of 
the ongoing doctoral study, could be expanded to detect vein 
enlargement. The study is based on superficial vein imaging 
by using near-infrared light which is harmless to the body. 
The YOLOv3 algorithm was used to detect Chronic Venous 
Disorder patterns in the near-infrared images obtained. 
According to the test results obtained with artificial patterns 
including spider_vein and varicose_vein classes, confidence 
values of 0.90 and above were achieved in object detection. 
The developed system could perform object detection of the 
related classes with Accuracy Rate (1), Misclassification 
Rate (0), Precision (1), Prevalence (0.5) and F-Score (1) 
values. In this way, a system in which the development of 
Chronic Venous Disorder can be followed within the scope 
of pre-diagnosis has been created. It is vital to inform the 
doctor about the possibility of the detected telangiectasia 
vein turning into a varicose vein. In this way, it will be 
possible to start the treatment without delay. Within the 
scope of future studies, the system will be tested with real 
patient data. Also, the vein enlargement detection feature 
will also be integrated into the superficial vein surveillance 
system that offers video-based indirect augmented reality, 
therefore informing the patient and physician. 
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Abstract—Operations within a Cyber Physical System (CPS)
environment are naturally diverse and the resulting data sets
include complex relations between sensors of the shopfloor
devices setup, their configuration respectively. As Machine Learn-
ing (ML) can increase the success of industrial plants in a
variety of cases, like smart controlling, intrusion detection or
predictive maintenance, clarifying responsibilities and operations
for the whole lifecycle supports evaluating the potentially feasible
scenarios. In this work, the need for highly configurable and
flexible modules is demonstrated by depicting the complex
possibilities of extending simple Machine Learning Operations
(MLOps) pipelines with additional data sources, e.g., sensors. In
addition to the particular modules core functionality, arbitrary
evaluation logic or data structure specific anomaly detection can
be integrated into the pipeline. With the creation of audit-trails
for all operational modules, automated reports can be generated
for increasing the accountability of the different physical devices
and the data related processing. The concept is evaluated in the
context of the project Collaborative Smart Contracting Platform
for digital value-added Networks (KOSMoS), where a sensor
is part of an ML pipeline and audit trails are realized using
Blockchain (BC) technology.

Keywords—CPS; ML; MLOps; Deployment; Modularization.

I. INTRODUCTION

In a fast evolving and interconnected world of user-specific
needs, spontaneous demands on individually or rarely man-
ufactured goods and the time span of completing such an
order are new challenges to industrial operations. The fourth
industrial revolution, known as Industry 4.0 may be interpreted
as the integration of interconnected systems and Internet of
Things (IoT) in manufacturing [1]. Also known as CPS, this
trend focuses on the deep integration of physical artifacts
and informational entities [2], producing a huge amount of
operational data. As research in this field is ongoing and
concepts are refined continuously, topics like cobots (e.g., co-
operating robots), further personalization, bio-economy, green
computing and other sophisticated technology is summarized
as Industry 5.0 [3].

The usage of ML technology is always dependent on the
theoretical feasibility of a respective scenario, the operational
infrastructure, applied field devices and overall quality require-
ments. As production data originated within an organization’s
CPS plants, the dedicated combination of physical infrastruc-
ture and software is geared to the specific setup. While the

field of ML emerges in the CPS domain, many Artificial
Intelligence (AI)-driven use cases, as for example automated
traffic signaling systems or Wireless Sensor Network (WSN)
security and privacy enhancement, as outlined in [4], have been
implemented in real-world scenarios. Such smart environments
are also sometimes termed Artificial Intelligence of Things
(AIoT) [5].

As the solutions to the respective problems are often de-
picted in detail, most literature lacks of comparable integration
and management steps of devices in ML environments. It is
more common to apply well-known data sets for demonstra-
tion and evaluation purposes. Another aspect of related work is
executing ML operations on commercial infrastructure or ser-
vices, as in [6]. In this context, an organization’s data privacy
policies are often threatened or cannot be met. Engineering an
ML task results often in a static implementation and work
is carried out within a dedicated environment, comprising
specific hardware properties and libraries. Solving an ML
problem is not an atomic task, but consists of a pipeline which
can be interpreted as a domain-specific and integrated ML
platform [7], containing various sub-processes.

When performing maintenance in a CPS plant, both the
digital and physical shopfloor configuration must be tested
extensively before production can continue. By serving a
modular digital environment for CPS operations, an order-
specific configuration of shopfloor devices can be dynamically
deployed. The accountability and reliability of modules may
impact the decision of pipeline compositions, too. In the
case of on-demand manufacturing, many common tasks of
the devices in a production-line can be automated.The whole
pipeline must be held accountable, e.g., audit trails for each
involved module operation must be persisted. When consid-
ering the obstacles around creating even simple ML pipelines
[8], modularization of operations can improve stability and
reliability when environmental circumstances change.

In the work on hand, the combination of CPS, ML and
required quality aspects, is depicted by related work in Section
II. By clarifying MLOps principles with respect to CPS in
Section III, the foundation for discussing flexible ML pipelines
in Section IV is given. The work is concluded in Section V.
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II. RELATED WORK AND STATE-OF-THE-ART

As AI-based systems become more and more part of mod-
ern society, there are also public competitions backed and
promoted by governments, e.g., as illustrated in [9]. In order
to assure the participation and success of such events, up-
to-date and user-friendly topics, as for example MLOps or
AutoML, enable non-technical interested parties. A compre-
hensive overview of ML algorithms and their applications in
real-world scenarios was given by Sarker in [10]. In outlining
the most common algorithms functionality and intended usage,
the importance of characteristics in data to be processed was
accentuated. The different phases of MLOps and responsibil-
ities of involved actors were clarified in [11]. With presenting
a comparable list of supportive tools, an overview of ML-
related environments, appropriate for different tasks was given.
Although the work on hand describes an accountable and
modular approach of defining MLOps pipelines, capable of
implementing a variety of real-world setups, only a theoretical
evaluation is performed and no involvement in public compe-
titions took place.

A. Machine Learning for IoT and CPS

The utilization of ML techniques on data originating from
industrial devices, e.g., mills, laser cutters, etc., has been
implemented within many organisations so far. Sharma et ala
[4] surveyed different efforts of ML with respect to IoT, e.g.,
different embedded devices and cloud-IoT platforms. Fei et al.
[12] gave a comparative overview of ML-enabled data stream
analytics. In the current literature for the most typical ML
applications in CPS (smart grid, intelligent transport systems
and smart manufacturing), various tasks and the respective
ML techniques are depicted including the algorithms time
complexity. In addition to basic ML techniques, incremental-
and online learning is overviewed by the authors. In [3],
use cases and further aspects of the Industry 5.0 paradigm
are clarified and an overview of technologies applied in the
field of CPS is presented. In general, this is a refinement,
and utilization of its predecessor, Industry 4.0, where inter-
connection of devices, humans and AI is extensively applied
to industrial processes and scenarios. A containerized AIoT
framework for enabling Continuous Integration, Continuous
Delivery (CI/CD) of ML models and their deployment on
highly configurable edge environments was shown by Raj
et al. in [5]. When presenting an air-quality control system
scenario in a distributed environment, e.g., conditions of
different rooms, the model drift at the respective edges and
a retraining with location-specific information was discussed.
As outlined in [13], when developing a CPS operation, Digital
Twin (DT)s are commonly applied in order to combine an
abstraction of physical assets with the industrial application.
Using a set of digital representations of a physical device,
e.g., a module pipeline, production lines can be abstracted and
actuated. Although there is an overlap with CPS operations,
no holistic view on possible scenarios or specific deployment
setups is considered in the work on hand. Rather, a bottom-up
approach for modularization and deployment of modules using

the KOSMoS framework is shown. As a management system
and synchronization among DTs are some of the biggest
challenges for the overall quality in a scenario [13], their
composition of well defined and evaluated pipeline modules
is one possible flexibility enhancement.

B. ML Quality and Deployment

The integration of trained ML models in preexisting logic
is always application-dependent and, therefore, different qual-
ity requirements exist. For example, it may be required to
deploy modules with consideration of certain restrictions or
properties like scalability and serverless execution. The de-
ployment of ML models as a nano-service was proposed
by Paraskevoulakou et al. [14], where hardware resources
were abstracted in order to provide a massive-scaleable ML-
Function as a Service (FaaS), using the Apache OpenWhisk
framework. Therefore, the same preprocessing pipeline of an
offline-trained model is applied to unseen input data and
forwarded via Representational State Transfer (REST) calls
until the pre-trained model is invoked. Dependent on the
technology stack of an operation or organization, such FaaS
strategies may be integrated within the underlying infras-
tructure system itself. An overview and comparison of four
open-source serveless platforms was given by Li et al. [15].
Mechanisms like the kubernets Horizontal Pod Autoscaler
(HPA) automate resource-based scaling of pods by interpreting
gathered metrics. On the other hand, stateful modules must be
implemented with respect to such environmental conditions.
A multi-target compiler for ML-model deployment was in-
troduced in [16], where Predictive Model Markup Language
(PMML)-compatible models are represented as a set of tem-
plates. These building blocks are applied in code generation
for efficient production execution on single- and multi Central
Processing Unit (CPU) and Graphics Processing Unit (GPU)
systems. With respect to quality management systems, var-
ious real-world examples were outlined by Lee et al. [17],
targeting the predictive maintenance in Industry 4.0. Amongst
others, external data and multiple sensors represent the benefit
of sensor fusion techniques. A comprehensive overview of
quality dimensions, e.g., intrinsic, contextual, accessible and
representational, with respect to Big Data was given in [18].
In addition to discussing data quality metrics for measuring
the dimensions, quality scores are proposed for evaluation.
A variety of quality attributes for microservice architectures
is described in [19]. Architectural design decisions must be
taken into consideration for classic requirements like the
scalability or availability of an application, too. Aspects of a
CPS demonstration cell were discussed in [20], where different
devices simulated a production line and the generated data was
used to predict the quality of a workpiece. While utilizing
different ML techniques for the various CPS parts, there were
challenges regarding the synchronizations and inconvenient
labeling procedures. As the work on hand focuses on the de-
ployment and interaction schemes of modularized ML pipeline
parts, no attention is given to framework details or cross
compilation. Due to the possible and likely fusion of datasets
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originated from different sensors, difficulties can occur when
synchronizing events. As the data and modules implementation
quality is vital to the success of AIoT and CPS operations,
domain-specific quality dimensions and requirements must be
engineered beforehand.

III. ENVIRONMENTS OF ML PIPELINES FOR CPS
A. ML in Hierarchical CPS Environments

The physical and digital setup and configuration of a shop
floor is always specific to the CPS operations and architectures
are often presented in a high-level manner. In literature,
the commonality is often a top-down 1-to-n connection of
clouds, edges or fogs, CPS nodes, shopfloor devices and their
integrated sensors and actuators respectively. Using such a
basic depiction of an CPS constellation allows for clear and
simplistic (re-)design of an operations digital infrastructure.
Constant monitoring of the whole system on different levels
enables a holistic view of current and historical operations
[11]. As shown in Figure 1, the constellation of an organi-
zation’s CPS and the placement of ML-related modules is
driven by and dependent on domain- and scenario-specific
expert knowledge. As illustrated, the depicted phases of a
pipeline, which are clarified in the following, are impacted
by their respective locations within a CPS. As the MLOps
configuration is based on this CPS inventory, scenario-specific
decisions which impact the stability of the whole workflow
must be identified during project requirement engineering.
With respect to the overall architecture, antipatterns, e.g.,
as in [19], and technical ML depts, e.g., as in [8], must
be taken into consideration, too. In order to ensure usable
datasets for model training, the data management phase aims
for the fulfillment of different requirements, including domain
specific evaluation on raw data. A a basic data quality analysis
indicates the usability of a dataset version, where different
techniques, processes and metrics exist for structured, e.g.,
text, or unstructured data like images [11]. Triggering and
(re)configuring modules in an shopfloor environment, alarm-
ing for required maintenance or contribution to production
pipeline management decisions are possible effects. When
device-specific quality dimensions are identified, appropriate
metrics, as outlined in [18], can be configured with scenario-
specific attributes and indicate usable data and data to be
reevaluated, respectively. There are many technical solutions
to store versionable data, e.g., Data Version Control (DVC),
problem-specific databases, distributed file systems or Copy-
On-Write (COW) block devices, but dependent on the type of
data, amount, frequency and usage of versions from different
times, only a few of them will scale. Another aspect is
the tenant-specific access of data, privacy concerns and the
integration into existing digital environments. As the access to
problem-specific data versions is not trivial, a high-level access
or data stewardship support is appropriate for data-intense and
dynamic pipelines. Operations in the preprocessing phase, e.g.,
labeling or generating appropriate features, can be automated
to a certain extent, dependent on the underlying problem
and involved sensors. The configuration of ML architectures

optimal hyperparameters cannot be derived from operational
data [21] and is problem-specific. The training processes are
deployed to more or less potent hardware, possibly executed
in parallel with respect to multiple versions or hyperparameter
configurations. The metrics and model training runs may
vary in requirements, as for example time constraints for the
training, the models execution time or accuracy demands.
With the definition of an applications access to the model,
e.g., the model’s inference, the problem-specific input data
can be evaluated by modules from the training pipeline. A
complete flow from sensing data to the usage of a resulting
model is depicted and formalized by expert knowledge. As the
environmental quality of each sensor, device, node, edge or
cloud system is of relevance to the compliance with defined
Key Performance Indicator (KPI)s, constant monitoring and
quality assessment of the systems must be assured. With
enough computation power, CPS nodes, edge devices or cloud
environments are capable of data preprocessing tasks. As the
training of ML models often requires Graphics Processing
Unit (GPU) resources, more powerful edge devices and cloud
environments are attractive locations. The model integration,
inference respectively, can be enabled within CPS devices,
nodes, edges or the cloud. Training a model on CPS devices
data and applying the resulting ML implementation requires
domain-specific knowledge of various shopfloor configurations
in the first place. The dynamic deployment of ML tasks in CPS
is based on the concatenation of containers, respective KPIs
and an association with data structures of the actual shopfloor
devices.

B. Generic composition of Modules

The declaration of an ML pipeline, e.g., a module com-
position, is comparable to creating a Directed Acyclic Graph
(DAG) of predefined functions. In general, a module receives
some kind of information, executes its dedicated process-
ing and finally produces an output to be interpreted by its
successor. Therefore, the actual module logic simply has to
utilize such interfaces in order to serve as a composable and
exchangeable part of the system. As a pipeline module tackles
a specific problem, results can be treated as independent parts
of the overall solution. When splitting the functionality of
an application into an appropriate number of modules, their
composition may enable more flexible, diverse and reliable
operations. As every ML-related task fits best to a specific
algorithm, as overviewed in [10] and [4], the granularity of
a module is impacted by the respective scenario. Although
a specific module implementation structure and its overall
purpose depends on the problem on hand, common inter-
faces and communication patterns for interaction within the
pipelines enhance the overall structure and configuration. As
the design of the phases modules may require automated
scaling, deployment strategies and applied technologies differ.
Although autoscaling features are present in Kubernetes-based
serverless platforms, as shown in [15], e.g., comparing Nuclio,
OpenFAAS, KNative and Kubeless, the overall communication
and management patterns must still be defined. When interact-
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Figure 1. ML Tasks in CPS driven by formalized Expert Knowledge

ing with foreign systems, e.g., interfacing shopfloor devices or
digital enterprise services, the respective module environment
must be able to securely communicate with its counterparts
in the first place. Especially, when a module is the origin
of a pipeline, the data source is either produced by code,
read from existing data structures or received via a foreign
system by applying specific libraries. In addition to passive
operations like reading a file from disk or pulling data from
an endpoint, a module may be asynchronously triggered by a
foreign system or an alien pipelines module respectively, or
impact the environment by actuation. In contrast, a module
input represents a connection to a specific storage, which
enables the usage of previously persisted and task-related data.
As the operations within a pipeline are often based on data
science operations, common functionality like treating data to
be persisted or read as DataFrame is viable. Such utilization
will enhance convenience when applying the information
within a subsequent module. When task-specific operations are
designed in a generic way, whole modules may also be more
flexible due to their parameterization. The module output, e.g.,
the persistence of module results in a task specific storage,
can range from primitive datatypes to high-level objects, byte-
code or trained models. By ensuring module accountability,
each module instance can be audited separately. The logs can
be of any kind and may also relate to custom operations
for preceding modules in a specific pipeline setup. When
consequently applying such logging patterns, the significance
of task-specific audit-trails can be increased. Also, different
parts of the module evaluation can be automatically executed
when specified circumstances are met. They may strike when
receiving data or as early as during their configuration with
respect to fellow pipeline modules. Therefore, it is vital to the
success of a module that metrics, parameters and custom tests
are present for each implemented operation. Treating the var-
ious containers as independent standalone applications allows
for implementing the whole learning pipeline as a dynamic and
exchangeable configuration. The scheduling and deployment
of tasks can also be carried out with respect to priorities and
quality demands, as well as hardware requirements or modules

in a pipeline. With executing the trained model version, an
ecosystem of various monitoring hooks and mechanisms for
assuring the specified KPIs is implied. Depending on the
overall application goals, assertions of the declared ML tasks
quality metrics influence the systems decision of automatically
retaining the utilized model or performing actuation actions on
the shop floor, respectively.

IV. FLEXIBLE PIPELINES FOR ML IN CPS
A. Exemplary Deployment and Accountability with KOSMoS

Depending on the complexity of data and the algorithms ap-
plied during processing, the optimal deployment technologies
and techniques, the DAG of modules and the persistence of
data varies. In the context of the KOSMoS project, a frame-
work for the server-side management of client-side ecosystems
was designed with respect to the CPS and shopfloor environ-
ments. By creating containers for each dedicated module, a
communication protocol for interaction among them and defin-
ing a storage procedure, pipelines are depicted as JavaScript
Object Notation (JSON) objects. As shown in Figure 2,
a global platform (upper part) allows for the configuration
of modules for pipelines which are applied in the digital
environment of a system (bottom right part) and relates to
a physical shopfloor (bottom left part). In such a KOSMoS
setup, accountability of executed module operations, as well
as significant device behaviour can be realized by provid-
ing pipeline- and tenant-specific access to the cloud-based
BC technology. On the other hand, regular events can be
transmitted to the BC as a hash, e.g., representing a interval
of sensor data. Later on, the hashes can be compared to
the respective data versions intervals at the pipelines local
environments storage. There is a n-to-n relation between
sensors and ML pipeline modules, as well as for modules
among themselves. Basically, one or more sensors from one
or more devices are configured with one or more pipeline
modules. Therefore, sensor- and data-fusion is possible and
likely to occur in CPS scenarios. When an applications infers
a shopfloor-related AI-based model, automated actuation may
occur at physical machines. As one promising area of CPS
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Figure 2. Accountable module Deployment with KOSMoS

is the human-robot coworking [3], the utilization of Human
Machine Interface (HMI) can enhance productivity. When
Machine to Machine (M2M) communication takes place on
the shopfloor, authorized devices may reconfigure a production
line’s parameters, or interfere in dangerous situations. This is
similar to another aspect of KOSMoS, where the possibility
of cross-tenant cooperation is realized.

B. Simple Pipelines

In the following, a simple ML scenario is described, where
the structure of each separate module comprises overall con-
figuration parameters, as well as the interfaces described in
Section III-B. In Figure 3, a temperature sensor is the origin of
environmental data and the depicted ML pipeline implements
the prediction of labels for the environment’s next interval.
Therein, every communication must be taken into consider-
ation during evaluation of a module (e.g., Foreign System
interaction, Configuration, input, Logging and Results). In the
following, the assumption is that data quality requirements
for this problem are known and an algorithm takes care of
automated labeling of the sensors intervals. Therefore, the
various preprocessing operations can be completely automated
and a well-formalized timeseries data structure arises. Another
aspect of this pipeline construction technique is the indepen-
dence and dynamicity of module instances, enabling a high
degree of interoperability and exchangeability of modules.
The implementation of preprocessing device data and the
model training will presumably differ for each type of ML
task and requires the respective domain knowledge as well as
software engineering and data-science capabilities. As implied
in Figure 2, the digital shopfloor environment is capable of
actuating the same devices from which data is already sensed.
In controlling and reconfiguring physical surroundings, spe-
cific circumstances will require an adjustment of preexisting
pipeline modules, too. The generic implementation of modules
and asynchronous communication patterns allow for specific
databases which are used for persisting a module’s result
and receiving the preceding outcomes, respectively. In the

following, each module involved in the mentioned scenario
is described.

a) Receive Sensor Temperature: In order to utilize CPS
data, a reference to the respective devices has to be a declared
for initially loading the correct data into the pipeline. When as-
suming a shopfloor device comprises primitive communication
mechanisms, direct access to data via Universal Asynchronous
Receiver / Transmitter (UART), Inter-Integrated Circuit (I2C),
Serial BUS or other technologies is probable. As in the context
of a CPS, industry standards for communication with such
devices like Simens S7 or Open Platform Communications
Unified Architecture (OPC-UA) are more likely to occur
and many libraries and communication models, e.g., pull vs.
subscribe, exist. When deciding for a specific communication
protocol, as OPC-UA was chosen for this example, various
technology-specific parameters, e.g., how to connect to the
specific machine in order to retrieve the required data, must be
set. On the other hand, the received data and the data versions
respectively, must be persisted within the task-specific storage
and annotated with metadata related to this specific data
version, e.g., module runtime, possible anomalies, and others.
In addition to persisting task-specific operations, the logging
of the operational context, e.g., the OPC-UA servers statistics
for the respective interval, enhances the accountability and
debugging of this specific module configuration.

b) Temperature Data Quality: When handling domain-
specific hardware such as a temperature sensor, the respective
datasheet most certainly clarifies circumstances in which the
product works best. By performing checks for anticipated
behavior of the dataset, basic data quality assessment can be
carried out. In separating the domain-specific checks from
well-formatted dataset versions, spontaneous exchanges or
additional assertions related to scenario-specific quality assur-
ance are made possible. Naturally, the access to previously
sensed and persisted task-specific data, e.g., referencing the
former modules output, must be configured in order to fulfill
the processing of this module. In addition, by defining value
ranges as well as other sensor-, scenario-, or domain-specific
completeness indicators, a basic data quality assessment can be
implemented. Additionally, techniques for repairing obvious
outliers or anomalies in a dataset version may help in creating
more reliable operations. In addition to creating an evaluated
version of previously sensed data ready for preprocessing,
various module-specific pieces of information, e.g., the jus-
tification of the data quality assessment, occurred anomalies,
etc., allow for a more fine-grained monitoring, reporting and
accountability.

c) Temperature Data Preprocessing: As the preprocess-
ing of a dataset determines the ability of being used during ML
model creation, the data structure originating from preceding
modules must be interpretable, appropriate for the specific
scenario, and allow for (semi)automated feature generation
or engineering. When data cannot automatically be labeled
and unsupervised learning is not an option, a lambda-like
architectures can be applied. Therein, the base-knowledge,
e.g., training-, test- and validation-dataset is extended with new
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Figure 3. Module Pipeline Example for Temperature Label Prediction

sample-sets, whenever manual processing, e.g., boxing specific
areas in images, is done. Either this event may trigger the re-
training of a previously trained model or activate a transfer-
learning process. A manual start of the learning process or
periodically executed training runs are also viable options.
The sensed temperature data is up to this point ensured to
correspond to a certain pattern. Therefore, a simple labeling
script which determines if a period is to be treated as OK
or not, can be easily formalized and applied to the current
base-knowledge. In addition to the persistence of the labeled
timescale selections, module-internal statistics and justification
of the labeling outcome can help in up-to-date decisions
regarding a pipeline. For example, it can be asserted if a
module’s version, algorithm and the selected parameter are
feasible for the utilization with a specific kind of data version.

d) Next Interval Label Prediction Training: Within this
crucial step, the cleansed and ready-to-use dataframes are
separated into test-, training- and validation-datasets and pro-
cessed by the modules ML framework, e.g., generate the actual
ML model. The feasibility within a scenario dependents on
the module’s implementation, its configuration of the learning
architecture and feasible hyperparameters, as well as quality
metrics for determining the model’s performance with respect
to the problem at hand. As the applied ML technologies and
libraries impact the implementation complexity and required
resources, this kind of module is most likely to be adjusted
over time in order to reach the best performing outcome.
This is also one of the modules where it is feasible to utilize
AutoML functionality in parallel with hand-selected ML archi-
tectures and their hyperparameters, respectively. In addition to
generating a model with the capability of forecasting labels
for the next interval, the accuracy of a model and other

technology-, custom-, domain- or quality-specific evaluation
outcomes are versioned alongside.

e) Model Usage by Application: Once there is a suit-
able model available within the task-specific repository, its
integration into the overall application takes place. According
to whether the application itself is required to be recompiled
for utilization of the new model or an additional independent
lightweight execution environment module is created for its
inference on demand, dynamic deployment of the up-to-date
versions is possible. When referring to on-the-fly exchange-
ability, either the DevOps pipeline states how to dynamically
use a model version or the application itself provides ’online’-
configuration possibilities, e.g., changing a REST endpoint
and other parameters. In addition to the model’s specific ML-
framework libraries, the logic for preprocessing or referencing
the input parameters, e.g., data used for predictions, must
be available to the module. When providing the module
via REST, many additional parameters like listening ports,
key material for transport encryption, allowed routes, e.g.,
calling modules and applications and other custom application-
specific configurations must be defined. In addition to the
model’s usage and basic statistics, domain-specific information
and inference results may be persisted in the dedicated task-
specific repositories. Based on these events, it is possible to
generate additional insights, or process information within a
novel pipeline’s modules.

C. Dynamic and Extensible Pipelines

As outlined previously, any generated data version can be
applied to any module. By reusing pipelines up to a specific
point, new scenarios, versions of scenarios or experiments
are configurable with minimum effort, e.g., implementing a
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new module while considering accountability guarantees. As
imaginable, the possibilities and complexity for configuring an
MLOps pipeline rise when there are multiple origins of data,
e.g., available sensors. When an additional sensor becomes
available on the shopfloor, the respective data management-
and preprocessing-modules must be implemented while re-
specting the overall scenario’s quality requirements [17] and
demands on data quality [18]. In order to train a new model
based on the combined sensor sources, existing workflows can
be extended. This is similar to when a sensor is replaced by a
different type, but proved parts of the workflow can be reused.
On the other hand, a dedicated pipeline results in a sensor-
specific model which can be combined with other existing
models in the application phases. Also, attention should be
payed to the many pitfalls of the sensor-data fusions data
management and preprocessing phases, like scenario-specific
requirements or timestamp synchronization, as in [20]. De-
pendent on the overall technology stack, existing management
systems, as in [15], can be used as automated deployment
manager, too. While the preexisting modules of a pipeline can
transparently continue to process dedicated data versions and
serving resulting information, additional pipelines, pipeline
variants or module configurations can be defined for other
scenarios. With ensuring the regular productive workflow and
being able to experiment with potential improvements, the uti-
lization of modules comprising Automated Machine Learning
(AutoML) functionality becomes a promising aspect.

V. CONCLUSION

In this work, an approach of a flexible, module-based
and accountability-enhanced pipeline definition for MLOps-
conform implementation was described. In addition to clarify
requirements to CPS-related module interactions, details on
operations and persistence strategies were exemplary depicted
and benefits of formalizing ML scenarios were highlighted.
The different devices on a shopfloor can be rearranged,
replaced or used in a novel way, which is why the possi-
bility of dynamic updates to existing pipelines was briefly
discussed. As the resulting dynamic pipelines may involve
complex relations and dedicated meaning within a CPS, it is a
challenge to provide accurate monitoring of each component.
Although management frameworks for such distributed digital
environments exist, hardware restrictions and threats to oper-
ations, e.g., bottlenecks or deadlocks, must be considered and
modules should be adjusted accordingly. In future work, the
integration of AutoML capabilities and an assertion of most
feasible frameworks for different types of tasks are promising
topics. Another aspect of using such a flexible structure is
the possibility of evaluating quality attributes of pipeline
compositions with respect to specific scenarios beforehand,
due to using simulators for environments and device data.
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Abstract—In this research, we study the problem of forecasting
recently admitted students at risk of withdrawing from the
university or being long-term retained in a bachelor’s program.
We conduct research to study the case of students enrolled in
courses up to the ninth semester, in the Department of Systems
Engineering at the University of Córdoba in Colombia. At most
universities throughout Colombia, including the University of
Córdoba, the standardized and official admission test Saber 11
has been adopted for bachelor’s program admissions. Therefore,
we address the following research question: Might the admission
test Saber 11 be used to forecast if the recently admitted student
will be at either withdrawal or long-term retention risk, in the
foreseeable future, before starting the first semester? We are
motivated to solve the previously mentioned question because
once the admitted students at risk have been identified, the
University might make choices to help such students. To this
end, we collected a dataset from 86 surveyed students. Although
the original dataset has 86 records, after cleaning the dataset, and
removing records with missing or inconsistent values, the final
version of the dataset contains records of 47 students. According
to the results of this research, given the student’s test admission
outcomes, machine learning algorithms learn regular patterns
for forecasting if a recently admitted student is at withdrawal or
long-term retention risk with a mean accuracy of about 72.5%
(i.e., mean error of approximately 27.5%).

Keywords—machine learning; educational data mining; clas-
sification algorithm; University admission test; student with-
drawal; student long-term retention.

I. INTRODUCTION

Universities offer bachelor programs that provide people,
who have finished school, with higher education or vocational
training for contributing to society in several sectors such
as, e.g., healthcare, education, agronomy, industry, building,
business management, government, and so forth. The edu-
cation quality at schools (besides other factors) influences
the student’s performance at university. Moreover, university
resources are limited, hence, each cannot admit an unlimited
number of students. As a consequence, universities perform
a selection process, where applications are usually studied
according to the candidate’s performance during the admission
test, interviews, and other criteria. With the admission test, the

goal is to evaluate if the candidate has reached the appropriate
level to pursue a bachelor’s program. Nevertheless, some
students lack the required competencies, skills, or knowledge
to succeed in the bachelor’s program, albeit they have passed
the admission test.

Those students who are not properly prepared, either might
fail courses or might abandon them. In the former case, such
students face the risk of losing their student status, when
their performance is lower than required according to the
university rules. This problem is known as student withdrawal.
On the other hand, those students who leave courses without
completion will eventually take more time than required to
finish the bachelor’s program. This problem is known as long-
term retention. In this research, we study the problem of
forecasting recently admitted students at risk of withdrawing
from the university or being long-term-retained in a bachelor’s
program.

In Section I-A, we state the problem and research con-
text. Section I-B discusses the arguments that motivate us to
conduct this research. The key assumptions and motivations
considered in this research are mentioned in Section I-C. In
Section I-D, we present the contributions of this research and
outline the rest of this article.

A. Research Context and Problem Statement

The problem addressed in this research is to predict if
an admitted student might be at risk of withdrawing from
the university or being long-term-retained in the bachelor’s
program, before starting the first semester. Herein, predicting
means to classify the admitted student according to two classes
as follows: (i) student at risk or (ii) student at no risk.
Therefore, the problem is to classify the admitted students
according to the previous two classes given the student’s
admission test outcomes.

The target variable is the class of students, whereas the
student’s admission test outcomes are input variables. Thus, in
order to classify a student, the problem is to find the functional
dependency between the target variable and input variables
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from the history of previously admitted students, who have
finished at least the first semester. In machine learning, this is
a classification problem, because the target variable is discrete.

We conducted this research, by studying the case of students
enrolled in the bachelor of science in engineering, who chose
the major in systems engineering, in the context of the Uni-
versity of Córdoba in Colombia, which is a public university.

In Colombia, Saber 11 is the standardized and official test
adopted for bachelor program admission, as well as Scholastic
Assessment Test (SAT), is used for the same purpose in
the United States. Therefore, candidates at the University of
Córdoba are admitted or rejected, taking into account their
outcomes obtained in the Saber 11 test.

The test Saber 11 evaluates four areas as follows: (i) math-
ematics, (ii) critical reading, (iii) social sciences, and (iv) En-
glish language. The Colombian education ministry assumes
these areas are the foundation that every school student must
learn properly to pursue a bachelor’s program.

The problem is formally defined as follows: let
{(xt, rt)}Nt=1 be the training dataset, where xt ∈ Rd

and rt ∈ {0, 1}. Henceforth, t is a super index rather than
an exponent, for t = 1, . . . , N . The d-dimensional vector xt

represents the t-th student’s admission test outcomes. For
instance, the j-th component, i.e., xt

j , represents the resulting
score in the mathematics area achieved by the t-th student
in the admission test. rt = 1 means the t-th student is at
academic risk, whereas rt = 0 means otherwise.

Given the previously described dataset, the learning problem
is to find the functional dependency between the (independent)
variables in xt (or the student’s features) and the target variable
rt (a.k.a., dependent variable). In other words, the problem is
to find the function g such that g : Rd → {0, 1}. Thus, once
the function g is found, given the input variables in the d-
dimensional vector x, corresponding to a new student, we can
classify the student as follows: g(x) = y, where y is the output
variable, and y = 1 if the function g classifies the new student
as one at risk, otherwise y = 0.

The above-described problem leads us to ponder the follow-
ing research question: Might the student’s outcome, achieved
from the admission test, be used to forecast if the recently
admitted student will be at either withdrawal risk, or long-
term retention risk, in the foreseeable future, before starting
the first semester?

B. Motivation

We are motivated to conduct this research to help univer-
sities (in particular the University of Córdoba in Colombia)
at identifying those students at risk, who might leave their
academic programs without completion, in the foreseeable
future, as well as those students who might be retained in their
bachelor’s programs, beyond the expected time. Both cases are
caused because such students were admitted lacking key com-
petencies, or knowledge, to attain the required performance,
which allows them to keep their student status, and finish their
programs in the expected time. As a consequence, this causes
students psychological issues, frustration, and financial loss.

If stakeholders at the university know in advance, who are
those students at academic risk, they can carry out plans of
action and strategies to handle the above-mentioned issues
(e.g., the student’s frustration, and financial loss), in order to
help students, before starting their bachelor career, to keep
their student status, and complete their programs within the
expected time.

Strategies for coping with the risk might be such as, e.g.,
psychological support or extra courses to cover those topics
that such students did not learn properly before being admitted
to the university. Thus, eventually, students’ withdrawal and
long-term retention rates might decrease, considering that both
problems are a serious concern in the higher education systems
and for policy-making stakeholders at universities (cf., [1]).

C. Key Assumptions and Limitations

In this research, we have considered the following assump-
tions:

(i) We assume the test called Saber 11 actually measures
the knowledge and competencies, which students ought
to attain for pursuing a bachelor’s degree. Indeed, article
17-th of the student code at the University of Córdoba
states that candidates are admitted according to their
score achieved in the test Saber 11.

(ii) We assume that a student at academic risk leaves at
least one course without completing the first semester
because such courses might be prerequisites for at-
tending further ones, or the student might face a high
workload later, in another semester, enrolling unfinished
courses (or equivalent courses to fulfill the graduation
requirements). Therefore, eventually, the overwhelmed
student will need more time than required to conclude
the program.

(iii) We assume that a student at academic risk fails at least
one course the first semester because this causes the
same issues faced by another student who leaves at least
one course without completion starting the bachelor’s
career. Moreover, there is a chance the student’s global
average grade decreases below the minimum required,
compromising its student status after finishing the first
semester, or later.

(iv) We assume the student at academic risk obtains a global
average grade lower or equal to the required for keeping
the student status. Bachelor students at Colombian uni-
versities are graded in the range from 0 up to 5. In the
specific case of the University of Córdoba, according
to the student’s code (cf., article 16-th in [2]), each
student ought to achieve a global average grade equal to
or greater than 3.3, otherwise, this one might be dropped
out from the university. According to article 28-th of the
same code, if a student’s global average grade is between
3 and 3.3, this one must increase the global average
grade at least up to 3.3 the next semester, otherwise, the
student is dropped out. Finally, if any student achieves
a grade lower than 3, this one is withdrawn from the
university.
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(v) We assume the student might be at academic risk if this
one might lose the student status, or the student takes
more time in the academic program than the expected
time.

(vi) We assume accuracy is more relevant for improving the
user’s experience than the interpretation of the forecast-
ing algorithm.

(vii) We assume that classifying students at risk, who are not
at risk whatsoever (i.e., false positive) is as inconvenient
as classifying them without risk, though they are at
an actual risk (i.e., false negative). In the first case,
both students and the University will spend unnecessary
resources. In the second case, students at risk will face
the consequences of poor preparation for pursuing the
bachelor’s degree, and the University will not be able to
plan how to deal with such students.

The scope limitations of this research are as follows:
(i) We shall not predict the student’s grades in bachelor

courses given their admission test performance.
(ii) We shall not aim at interpreting the functional depen-

dency between the academic risk, i.e., the target variable,
and student’s performance in the admission test, i.e., the
input variables.

D. Contributions and Outline

The contributions of this research are as follows:
(i) A dataset with 47 records. This includes the student’s

profile and academic history. These students have at-
tended courses from the second up to the ninth semester.
Besides, the dataset includes their respective outcomes
from the standard admission evaluation Saber 11, which
is taken into account in Colombia, to study applications
for bachelor’s degrees.

(ii) The proof-of-concept of an intelligence system, written
in Python, that learns regular patterns from the outcome
achieved by the students, during the University admis-
sion test, and their performance during the first semester.
Such regular patterns are learned in order to forecast if
a recently admitted student might be at academic risk of
leaving the bachelor’s career, due to low performance,
or taking more time to finish the bachelor’s career, than
the expected one.

(iii) An empirical study that reveals the multilayer percep-
trons algorithm outperforms support vector machines,
logistic regression, and decision trees. The multilayer
perceptrons net reaches a mean accuracy of about 72.5%
(i.e., mean error about 27.5%)

The remainder of this article is outlined as follows: in
Section II, we discuss the prior research. In Section III, we
explain the research method we adopted for conducting this
study. In Section IV, we present the experimental setting,
including dataset features, adopted evaluation procedure, and
which hyper-parameters are tuned for each model. Moreover,
in the same section, we present and discuss the results of the
experiments. Finally, Section V concludes the article with the

findings drawn from the results and we discuss perspectives
for further research.

II. PRIOR RESEARCH

This research belongs to the domain of educational data
mining, which is a discipline whose goal is to adopt machine
learning algorithms to large-scale datasets collected from
educational settings in order to better understand students and
the way they learn. Educational data mining includes (although
not limited to) the following research direction: analyzing ed-
ucational datasets, studying pedagogical theories through data
mining, contributing to understanding the students’ domain
representations, evaluating the students’ engagement in the
learning tasks, and so forth.

Herein, we are focused on analyzing an educational dataset
by training machine learning algorithms to find regular pat-
terns, in order to classify a recently admitted student according
to two classes, i.e., i) student at withdrawal or long-term-
retention risk, and ii) student at no risk.

In this research direction, the performance of American
students at school, and their cognitive abilities, have been used
for predicting the student’s persistence in a bachelor’s career,
unfortunately, the prediction accuracy was unfeasible [3].

Another related research has been taken into the student’s
performance, during the Dutch pre-university secondary edu-
cation, for prediction purposes. The prediction is done before
the student starts the first semester. The goal is to forecast if
the student might be at risk of leaving a bachelor’s program
without completion later. [4]. The drawback of this research
approach is, that it is fitted to the particular Dutch pre-
university educational system, hence, it is not feasible to be
reproduced in other contexts, such as, e.g., the Colombian one.

The outcomes of the standard American admission test,
known as SAT, have been used in prior research to predict if
students will withdraw from the bachelor’s program [5], [6].
tests, SAT and Saber 11, evaluate mathematics knowledge and
communication skills. However, the test Saber 11 evaluates
social science knowledge as well as communication compe-
tencies in two tongues, i.e., the English and Spanish languages.
SAT is designed to evaluate just the communication skills in
the English language.

So, the test SAT and the performance during the freshman
year at university, have been used to predict if a student will
withdraw from the bachelor’s program [5]. However, predict-
ing student withdrawal after the freshman year does not aid in
anticipating the student’s long-term retention issues. A similar
approach also includes the student’s demographic information,
besides the pre-university student’s performance information,
for forecasting purposes. [6]. This research endeavor is similar
to our study, although our goal is to carry out the prediction
before the student starts the freshman year.

Moreover, using demographic information for prediction
is beyond our research scope because it is not related to
our research question. Another relevant difference is that
we use the actual admission test outcomes for training and
prediction, whereas Lovenoor et al. carried out data imputation
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for completing 40% of the missing admission outcomes in
their dataset [6].

Another research direction is taking into account emotional
intelligence measurements for predicting bachelor students
withdrawal [7]. However, our research is rather focused on
the relationship between the test Saber 11 outcomes and the
risk of long-term retention and bachelor’s career withdrawal.

On the other hand, academic and personal data have been
used for predicting the bachelor’s student withdrawal rate in
the context of a Colombian university [8]. Unfortunately, the
final dataset used in this research is not publicly available,
for experimental reproduction purposes. Besides, we do not
aim at estimating the withdrawal rate, instead, we are focused
on the risk prediction of each recently admitted student in a
bachelor’s program.

As far as we know, no prior research has studied if only the
admission test is sufficient for forecasting whether a recently
admitted student might face the risk of withdrawing from the
bachelor’s program or being long-term retained beyond the
expected time.

III. RESEARCH METHOD

We adopted a quantitative research approach, using machine
learning algorithms for predicting if a bachelor’s degree stu-
dent will be at academic risk, given their outcomes in the
admission test called Saber 11. To this end, we collected a
dataset for training these algorithms. The procedure to collect
this dataset is described in Section III-A.

The machine learning algorithms used for prediction in this
research are supervised learning algorithms for classification.
We discuss them in Section III-B.

A. Collecting the Dataset

We collected the required information for this study through
Google Form. We surveyed 86 students enrolled in the bach-
elor’s program of Systems Engineering at the University of
Córdoba in Colombia. These students are attending courses
from the second up to the eighth semester. The information
collected from each student includes the outcome achieved
from the admission test. Thus, a t-th student’s features are
represented through a four-dimensional vector, i.e., xt ∈ Rn

(here n = 4 and t is a super index instead of an exponent),
where its components correspond to the following areas of
the test: (i) mathematics, whose student’s score is denoted
as xt

1, (ii) critical reading, whose student’s score is denoted
as xt

2, (iii) social sciences, whose student’s score is denoted
as xt

3, and (iv) English language, whose student’s score is
denoted as xt

4. These variables do not depend on other ones
(i.e., independent variables), where each one is in the range
from 0 up to 100.

We also collected the following information for each stu-
dent: (i) the number of students’ failed courses in the first
semester, (ii) the number of the students’ canceled courses
in the first semester, and (iii) the student’s global average
grade achieved the first semester. These variables are used

to determine the target variable rt (once again, t is a super
index) considering the following conditions:

• If the t-th student does not approve all the courses the first
semester, then this one might be at risk of being retained
or losing the student status due to poor performance, i.e.,
rt = 1 as long as the t-th student fulfills this condition,
otherwise rt = 0.

• The t-th student is at risk of being retained in the program
if this one cancels at least one course since the first
semester, i.e., rt = 1 as long as the student t-th fulfills
this condition, otherwise rt = 0.

• The student might be at risk of being withdrawn from the
university as well, if this one achieves a global average
grade lower than the minimum required to keep the
student status according to the rules of the University of
Córdoba in Colombia, in this case, the t-th student is at
risk of being dropped out if this one achieves an average
grade lower than 3.3, where grades are in the range from
0 up to 5, i.e., rt = 1 as long as the t-th student fulfills
this condition, otherwise rt = 0.

Once we collected the dataset, we removed those records
with inconsistent data such as, e.g., those records whose sum
of the score per area is different from the total score. After this
procedure, the dataset contains 47 records, furthermore, each
student was de-identified to keep their identity anonymous.
Currently, the dataset is available on the web, to allow the
reproduction of our study, and for further research [9].

Figure 1 depicts the proportion of students at academic risk
from the remaining records. The final dataset is rather balanced
due to almost half of the records corresponding to students at
risk, while the remainder dataset does not.

Figure 1. In the final dataset, 21 out of 47 surveyed students are at academic
risk.

B. Classification Algorithms
We have adopted four supervised machine learning algo-

rithms for predicting if an admitted student will be at risk, i.e.,
support vector machines, logistic regression (a.k.a., logistic
discrimination), multilayer perceptrons, and decision trees.
These algorithms carry out the prediction by classifying the
student according to two classes, namely i) student at risk or
ii) student at no risk.
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So far, the support vector machines algorithm is the best
theoretical motivation and the most successful one in the prac-
tice of modern machine learning [10, pg. 79]. This algorithm
is based on convex optimization, as a consequence, there is a
global maximum solution to be found, i.e., there is only one
optimal solution, which is its main advantage. Nonetheless,
this algorithm does not suit for interpretation in data mining,
hence, this is not appropriate for discovering knowledge but for
training accurate intelligence systems. A broader description
of this algorithm is provided by Cortes and Vapnik [11].

With both classification algorithms, support vector ma-
chines, and logistic regression, it is assumed the input vector
space can be separated through a linear decision boundary
(or a hyperplane in the case of a multidimensional space),
thereby, these algorithms are known as linear discrimination
algorithms. Nevertheless, when this assumption is not satisfied
the support vector machines algorithm is used with kernel
methods (see Cortes and Vapnik [11] for further details).

In the case of logistic regression, the input space can be
mapped to another vector space, where this assumption is set.
Another option is adopting artificial neural networks, where
each neuron is actually a logistic discriminator. The neuron
outputs in the middle of the network become inputs of the
neurons that actually classify. Thus, the original input variables
are mapped into a new vector space, through the neurons
in the middle, where the previously mentioned assumption
is fulfilled. Anderson and McLachlan delve into the details
of logistic regression [12], [13], besides, we trained the lo-
gistic regression classifier through Limited-memory Broyden-
Fletcher-Goldfarb-Shanno (L-BFGS) algorithm [14], [15].

Although support vector machines is considered the most
successful algorithm in the practice of modern machine learn-
ing, the multilayer perceptrons algorithm, which is an artificial
neural network, is the most successful algorithm in the practice
of deep learning and big data [16, pg. 3]. In this research,
we have adopted the multilayer perceptrons algorithm trained
through back-propagated cross-entropy error [17], and the
optimization algorithm known as Adam [18]. We used one
hidden layer due to the high time complexity of the back-
propagation algorithm.

The multilayer perceptrons algorithm is a universal ap-
proximator (i.e., this is able to approximate any function for
either classification or regression), which is its main advantage,
whereas its main disadvantage is the objective function (a.k.a.,
loss function) based on the cross-entropy error is not convex,
therefore, the synaptic weights obtained through the training
process might not converge in the most optimum solution
because there are several local minimums in the objective
function. Thus, finding a solution depends on the random ini-
tialization of the synaptic weights. Furthermore, the multilayer
perceptrons have more hyper-parameter to be tuned than other
learning algorithms (e.g., support vector machines or naive
Bayes), which is an additional shortcoming.

Finally, the decision tree algorithm is the most common
learning algorithm adopted for mining data or knowledge
discovery because this one is simple to interpret. It is possible

to visualize trees, which is a desirable feature for making
decisions, and its best advantage. Decision trees are trained
through heuristic algorithms, such as greedy algorithms, where
there are several local optimal solutions at each node. There-
fore, there is no guarantee the learning algorithm converges in
the most optimal solution, as well as the multilayer perceptrons
algorithm. So, this is the main drawback of the decision trees,
and it also causes completely different tree shapes due to
small variations in the training dataset (as we shall see in
Section IV-C). The decision tree algorithm was proposed in
1984, Breiman et al. delve into its details (cf., [19]).

IV. EVALUATION

A. Experimental Setting

To evaluate the machine learning algorithms used for pre-
dicting if a student is at withdrawal or long-term retention
risk, we need several pairs of training and test datasets. To
this end, we carried out experiments based on K-Fold Cross-
Validation (KFCV), thus, from the original dataset, we get K
pairs of training and test datasets. We chose K = 10, where
it is usually 10 or 30. We did not choose K = 30 because
the dataset is small. Thus, we test each algorithm K times
through KFCV. With the test outcomes, we calculate the mean
error to compare the learning algorithms, and choosing the
algorithm hyper-parameters (e.g., the regularization parameter
in the multilayer perceptrons and logistic regression). Besides
the mean error, we also measure the mean of precision and
recall.

With support vector machines, we tested two kernels,
namely, polynomial and Gaussian kernel (a.k.a., radial basis
function kernel).

We tested two decision trees with two impurity functions,
namely, entropy and Gini function.

Moreover, we tested multilayer perceptrons with several
neurons within one hidden layer. We evaluated three activation
functions in the hidden layer, i.e., ReLU (Rectified Linear
Unit), hyperbolic tangent, and sigmoid function. Besides,
we tested various regularization parameter values for logistic
regression and multilayer perceptrons net. Both algorithms
have been trained for minimizing the sum of cross-entropy
errors. The sigmoid function is the activation function in the
output layer of the multilayer perceptions net. By definition,
the same function is the generalization function in logistic
regression.

Finally, we have programmed all the experiments with
Python, using the Scikit-Learn library [20], in Google Co-
laboratory [21].

B. Results

According to the results shown in Table I, the multilayer
perceptrons algorithm outperforms the other tested learning
algorithms, despite the t-test revealing there is no statistical
evidence that the mean error of the multilayer perceptrons
algorithm is far lower than the one obtained through the other
algorithms, i.e., the resulting p-value is greater than 0.05 (see
Table II).
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TABLE I
PERFORMANCE OF THE MACHINE LEARNING ALGORITHMS ADOPTED IN

THIS RESEARCH

Machine
Learning

Mean error (%) Mean Mean recall (%)

Algorithm precision (%)
MPa 27.5 55 43.33
SVMPKb 30 63.33 65.83
SVMGKc 34.5 63.33 62.5
LRd 32.5 63.33 65.83
DTEe 34 46.33 58.33
DTGIf 40.5 48.33 46.67
aMP stands for Multilayer Perceptrons.
bSVMPK stands for Support Vector Machine and polynomial kernel.
cSVMGK stands for Support Vector Machine and Gaussian kernel.
dLR stands for Logistic Regression.
eDTE stands for Decision Tree with Entropy impurity function.
fDTGI stands for Decision Tree with Gini impurity function.

Thus, according to the experiments, the multilayer per-
ceptrons algorithm achieved the lowest mean error with the
following setting:

• The regularization parameter selection for decaying the
synaptic weights in the multilayer perceptrons algorithm
is sketched in Figure 2, where the best setting is obtained
when the regularization parameter is equal to 10−2.

• Another weight decay method used is early stopping.
• The lowest mean error was achieved using ReLU activa-

tion function with 600 neurons within the hidden layer,
whereas we use sigmoid function with the neuron in the
output layer.

• We used the Adam algorithm for training, where the
initial learning rate is equal to 10−2. The exponential
decay rate for estimating the first and second moment
vectors are equal to 0.9 and 0.999, respectively. The
numerical stability in Adam is equal to 10−8.

• We used a batch size of 8 examples.

TABLE II
STUDENT’S PAIRED T-TEST ON MEAN ERROR TO COMPARE THE
MULTILAYER PERCEPTRONS ACCURACY WITH OTHER MACHINE

LEARNING ALGORITHMS ADOPTED IN THIS RESEARCH

Machine Learning Algorithm Mean error (%) p-value
Multilayer Perceptrons 27.5 –
Support Vector Machine with 30 0.82
Polynomial Kernel
Support Vector Machine with Gaussian
Kernel

34.5 0.55

Linear Regression 32.5 0.68
Decision Tree with Entropy impurity
function

34 0.53

Decision Tree with Gini impurity 40.5 0.24
function

Support vector machines with a polynomial kernel is the
next best choice according to the experiments. The best results
for this learning algorithm is achieved with the following
setting:

• The best degree value for the polynomial kernel is equal
to 2.

Figure 2. Tuning the multilayer perceptrons through 10-Fold Cross-Validation
for choosing the regularization parameter λ according to the elbow rule. The
minimum mean error is achieved when λ = 10−2

• The best regularization parameter of the support vector
machines algorithm with polynomial kernel is equal to
0.5. (i.e., C = 0.5)

On the other hand, the best setting for the support vector
machines algorithm with a Gaussian kernel is as follows:

• The best gamma parameter for the Gaussian kernel is
equal to 10−4.

• The best regularization parameter of the support vector
machines algorithm with Gaussian kernel is equal to 32×
104 (i.e., C = 32× 104).

Finally, with logistic regression, the best regularization
parameter is equal to 10−2, whereas the entropy impurity
function in decision trees performs better than Gini impurity
function.

C. Discussion

The results reveal that, given the student’s test admission
outcomes, machine learning algorithms learn regular patterns
for forecasting if a recently admitted student is at withdrawal
or long-term-retention risk with a mean accuracy of about
72.5% (i.e., mean error of approximately 27.5%), which is
much more accurate than tossing an unbiased coin, despite
the dataset containing few instance numbers. Therefore, it
is expected that the bigger dataset is, the better the mean
accuracy will be.

On the other hand, the t-test that reveals there is no statistical
evidence to prove that the multilayer perceptrons algorithm is
significantly far more accurate than the other machine learning
algorithms tested in this research because the p-value greater is
than 0.05 (see Table II). This might lead us to think that in this
case, adopting the decision trees algorithm is the right choice
due to this is simple to interpret. Nevertheless, the variations in
the training dataset caused by the 10-fold cross-validation, the
tree shape changes drastically, as shown in Figure 3. This does
not allow generalizing the rules for estimating the student’s
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Figure 3. a) Part of the resulting decision tree shape during the first iteration of the 10-Fold Cross-Validation. b) Part of the resulting decision tree shape
during the second iteration of the 10-FCV.

risk. Therefore, the reason for recommending the multilayer
perceptrons algorithm to tackle the problem addressed in our
research is twofold:

(i) Experiments in other domains have evidenced that the
bigger the dataset is, the more accurate the multilayer
perceptrons algorithm is, even more than other machine
learning algorithms [16, pg. 3]. As a consequence,
we expect significant improvement of the multilayer
perceptrons accuracy, compared with the other tested
learning algorithms, as we collect more examples for
training it.

(ii) Taking into account the sixth assumption mentioned
in Section I-C, the multilayer perceptrons algorithm is
the better choice than decision trees, according to the
results,because the prediction accuracy is more desirable
than an interpretative prediction, that is less accurate.

Finally, regarding the test Saber 11 is similar to SAT, the
outcomes of this research might be extended to the context
of American Colleges or Universities. Indeed, by adopting
the multilayer perceptrons algorithm, the knowledge it attains
might be transferred to similar contexts, using the pre-trained
synaptic weights, so it is not required to train a new multilayer
perceptrons net from scratch likewise this is done in other
domains, such as, e.g., computer vision.

V. CONCLUSIONS AND PERSPECTIVES

In this research, we addressed the following question: Might
the student’s outcome, achieved from the admission test called
Saber 11, be used to forecast if the recently admitted student

will be at either withdrawal or long-term retention risk, in the
foreseeable future, before starting the first semester?

Anticipating the student’s risk might allow the Universities
to take precautions necessary to prevent the issues related to
these risks, such as, e.g., the student’s frustration, financial
loss, and so forth.

Some precautions might be such as, e.g., psychological ad-
vice, and courses that let the student overcome the associated
risk.

Herein, the addressed problem is to find the functional
dependency between the admission test outcomes achieved
by the student, and its withdrawal or long-term-retention
risk. We have tackled this problem, by using supervised
machine learning algorithms for classification, i.e., multilayer
perceptrons, support vector machines, logistic regression, and
decision trees.

To train and evaluate machine learning algorithms, we
collected a dataset by surveying 86 students. After cleaning
the dataset, we removed 39 records, resulting in a dataset
containing 47 records.

We draw the following conclusions from the experimental
evaluation (through K-fold cross-validation):

(i) The polynomial kernel is a better choice than the Gaus-
sian kernel for adopting the support vector machines
algorithm.

(ii) Support vector machines and logistic regression have the
same mean precision, while the former algorithm with
the polynomial kernel has the same mean recall that the
latter.

(iii) The decision tree with the entropy impurity function
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performs better than the one with the Gini impurity
function.

(iv) The multilayer perceptrons algorithm outperforms the
other studied learning algorithms, despite the t-test re-
vealing there is no statistical evidence that the mean er-
ror of the support vector machines algorithm is far lower
than the one obtained through the other algorithms, i.e.,
the resulting p-value is greater than 0.05.

(v) Concerning the research question, with machine learn-
ing, it is possible to predict if a recently admitted student
in a bachelor’s program will be at withdrawal or long-
term-retention risk with a mean accuracy of about 72.5%
(i.e., a mean error of approximately 27.5%).

(vi) The results reveal that the multilayer perceptrons algo-
rithm is the best choice for facing the problem addressed
in this research, regarding also the experience in other
domains, where the bigger the dataset is, the more
accurate deep neural networks based on the multilayer
perceptrons algorithm are, even far more accurate than
other learning algorithms [16, pg. 3]

(vii) The multilayer perceptrons algorithm is a better choice
than decision trees, according to the results, because it is
more desirable accurate forecasting than a less accurate
prediction based on an interpretative model.

For further research, we shall collect more data, including
more variables, such as, e.g., demographic, economic, emo-
tional, psychological, environmental variables, and so forth.
Thus, we can study their influence on the student’s perfor-
mance. On the other hand, a dataset with more records will
reduce the classification error and improve the forecasting
accuracy.

Finally, we propose other research directions based on the
following open questions:

(i) Might the admission test Saber 11 be used for suggesting
bachelor’s degrees, according to the risk faced by the
student in pursuing such bachelor’s careers? Arguably, a
candidate who has poor performance in the mathematics
area of the admission test might be at risk if, for
instance, this person pursues a bachelor of engineering.
Nevertheless, if the same candidate has a good outcome
in the critical reading area, might not be at risk, as long
as this person chooses a bachelor’s degree that does not
require advanced quantitative competencies such as, e.g.,
a bachelor’s degree in literature.

(ii) Will the accuracy increase as more areas are included
in the test Saber 11? For instance, if general science
is evaluated, this might help to predict the student
performance in bachelor of science with majors in either
science (e.g., physics, chemistry, biology, and so forth)
or engineering (e.g., computer science, electrical and
electronic engineering, etc.).

(iii) Might the accuracy of the learning algorithms increase
above 90% by training them with more examples, with-
out including more variables (e.g., demographic data or
emotional measurements)? If so, might variables such as,

e.g., demographic, psychological, emotional, economic,
and so forth, be latent factors that can be inferred from
the test Saber 11 outcomes? For example, recommender
systems might infer latent factors such as, e.g., movie
genre from the rating given by the user to movies.

(iv) In Colombia, there is a standardized test called Saber
Pro, which is taken by bachelor’s students before fulfill-
ing the requirements to receive a bachelor’s degree. The
test Saber Pro is similar to Saber 11, and it is designed
to evaluate the critical reading, quantitative reasoning,
citizenship competencies, Spanish written communica-
tion, and English communication skills. Might the test
Saber Pro be used to forecast if a recently admitted
graduate student (e.g., enrolled in either a master’s or a
Ph.D. program) will be at risk of withdrawing from the
University, or being long-term-retained in the graduate
program?
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Abstract—The mitigation of input signal correlation is one
of the main advantages associated with the Recursive Least-
Squares (RLS) algorithms. This paper proposes a low-complexity
RLS adaptive algorithm based on the Dichotomous Coordinate
Descent (DCD) iterations, with a Data-Reuse (DR) approach. In
this way, the corresponding convergence speeds in tracking and
low signal-to-noise scenarios are improved, with overall attractive
costs in terms of chip areas for hardware implementations.

Index Terms—adaptive algorithms; Data-Reuse (DR); low
Signal-to-Noise Ratio; Recursive Least-Squares (RLS); Dichoto-
mous Coordinate Descent (DCD); tracking.

I. INTRODUCTION

In recent times, considerable research efforts were concen-
trated on improving convergence rates and tracking capabil-
ities for practical implementations of adaptive systems. The
Recursive Least-Squares (RLS) family of adaptive algorithms
is a good way to accomplish this goal, unfortunately, with
the cost of an increased arithmetic workload and numerical
stability issues. The current industry workhorse is the Least-
Mean-Square (LMS) algorithm [1], which has poor results
when working with correlated input signals. To overcome
these impediments, two versions of the RLS method have been
previously introduced: the RLS adaptive algorithm combined
with the dichotomous coordinate descent iterations (RLS-
DCD) [2], [3], respectively the RLS adaptive algorithm based
on the data-reuse approach (DR-RLS) [4].

The RLS-DCD has been designed to match the performance
of classical RLS versions, and also to avoid the necessity of
handling prohibitive amounts of arithmetic operations (usually,
proportional to the square of the filter’s length or even more
complex) associated with the computation of the inverse
correlation matrix. The usage of the DCD iterations exchanges
the correlation matrix inversion with a solution based only on
additions and bit-shifts, corresponding to an auxiliary system
of equations, which exploits the statistical properties of the
input signal [2]. Thus, hardware costs become appealing for
practical applications.

The DR-RLS adaptive algorithm improves performance of
the RLS method in tracking scenarios [4]. Along with the
forgetting factor, the DR parameter can be used to compromise
between convergence speeds and filter accuracy at steady-
state, with just a minimal increase in terms of complexity
(proportional to the filter’s length).

In this paper, we analyze a new version of the RLS adaptive
algorithm, based on the combination between the DCD itera-

tions and the DR principles, and we study the corresponding
performances in scenarios with tracking, respectively low
Signal-to-Noise Ratio (SNR) conditions. Section II introduces
the system model, which is employed in Section III to describe
the proposed algorithm. Simulation results are discussed in
Section IV, and conclusions are drawn in Section V.

II. SYSTEM MODEL

Starting with the estimated impulse response ĝ(n)
(of length L), we define the a priori error signal as:

e(n) = d(n)− ŷ(n) = d(n)− ĝT (n− 1)x(n), (1)

where ŷ(n) is the output signal estimate obtained using the
adaptive filter coefficients, x(n) is the L×1 input signal vector,
and d(n) represents the desired (or reference) signal [1].

The minimization of the cost function [1], [5], with respect
to ĝ(n), leads to the set of normal equations

R(n)ĝ(n) = p(n) = λp(n− 1) + x(n)d(n), (2)

where λ is the forgetting factor, R(n) expresses the L × L
correlation matrix, and p(n) represents the cross-correlation
vector between x(n) and the reference signal d(n).

When working with the RLS-DCD algorithm, we write the
residual vector using the solution provided at previous time
index of the filter:

r(n− 1) = p(n− 1)−R(n− 1)ĝ(n− 1). (3)

By using the DCD method, we aim to reduce the complexity
of updating the filter coefficients through the estimation of the
solution vector ∆g(n), and adding it to the previous filter set
of coefficients, such that ĝ(n) = ĝ(n− 1) + ∆ĝ(n) [2], [3].

Consequently, the RLS-DCD solves the auxiliary set of
normal equations:

R(n)∆g(n) = p(n)−R(n)ĝ(n− 1)
not
= p0(n), (4)

and the computation of a direct solution is avoided [3].
After some calculations, the residual vector can be ex-

pressed as:

r(n) = p0(n)−R(n)∆ĝ(n). (5)

Finally, we obtain:

p0(n) = λr(n− 1) + e(n)x(n)
not
= λr(n− 1) + re,x(n). (6)
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The DCD method has two empiric roles for (4): it estimates
the solution vector ∆ĝ(n) and it updates the residual values
associated with the vectors p0(n), respectively r(n).

III. DR-RLS-DCD ALGORITHM

We propose to apply the DR method [4] over the RLS-
DCD adaptive algorithm. The goal is to employ Nit updates
for ĝ(n− 1) in order to obtain ĝ(n). Firstly, the error signal
can be written in a recursive way [4]:

ek(n) =

{
d(n)− ĝT (n− 1)x(n) = e0(n), k = 0

ek−1(n)−∆ĝT
k−1(n)x(n) k ≥ 1

(7)

where k = 0 . . . Nit − 1 represents the current step. It is
obvious that for Nit = 1 the algorithm is equivalent to the
RLS-DCD approach.

Since we have used the DR method to update the error
signal, we need to adapt the update of the residual vector in
a similar manner [4]:

rk(n) =

{
λrNit−1(n− 1) + re,x,0(n), k = 0

rk−1(n) + re,x,k(n), k ≥ 1,
(8)

where re,x,k(n) = ek(n)x(n).
Considering the worst case scenario, the newly introduced

DR-RLS-DCD method supposes more (Nit − 1)NuL addi-
tions, with respect to the RLS-DCD approach. However, in real
applications, since Nu ≪ L and Nit ≪ L, the global complex-
ity of this new adaptive algorithm is still proportional to the
filter’s length multiplied by a small factor. The performances
of the algorithm, in terms of tracking capabilities/convergence
rate, are improving with the increase of the DR control
parameter Nit. The sequential behavior of the DR-RLS-DCD
adaptive algorithm is presented in Table I.

IV. SIMULATION RESULTS

We used as an input signal a Gaussian noise with the length
of 280000 samples and SNR = 20 dB filtered through an
autoregressive AR(1) model with the pole 0.9. The unknown
system was chosen to be the forth impulse response from the
G.168 ITU-T Recommendation [6], with the length L = 128.

We performed a simulation by combining two types of
scenarios: tracking and temporary low SNR conditions. In
the first part of the scenario, abrupt changes in the unknown
system were triggered by changing the sign of the correspond-
ing impulse response coefficients at the time index 60000.
In the low SNR part of the scenario, the additive noise
was experimentally changed from SNR = 20dB to SNR =
-20dB, for a duration of 5000 samples, starting with time
index 180000. The performance has been measured with the
normalized misalignment [3]. The forgetting factor is the same
in all circumstances, λ = 1 − 1/(KL), with K = 128. The
DCD parameters were set to Nu = 4, Mb = 16, and H = 1.
The simulations results are illustrated in Figure 1.

TABLE I: DR-RLS-DCD ADAPTIVE ALGORITHM

Step no. Step action
Init. Set ĝ(0) = 0L×1; r(0) = 0L×1

R(0) = δIL, with δ > 0
For n = 1, 2, . . . ,number of iterations :

A Update vector x(n) and matrix R(n)
B For k = 1, 2, . . . , Nit − 1 :

1 Compute ek(n) using (7)
2 Compute pk(n) using (8)

3 R(n)∆gk(n) = pk(n)
DCD−−−→ ∆ĝk(n), rk(n)

C ĝk(n) = ĝk(n− 1) + ∆ĝk(n)
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Figure 1. Performance of the DR-RLS and DR-RLS-DCD algorithms for
different values of Nit. The unknown system changes at time index 60001,
and the SNR is decreased for 5000 iterations, starting with index 180001.

V. CONCLUSIONS

The algorithm introduced in this paper is an efficient com-
bination between the exponentially weighted RLS algorithm
based on the DCD method [2], [3], enhanced by a data-reuse
approach. The DR-RLS-DCD adaptive algorithm has proven
to offer a useful compromise between tracking capabilities and
estimation accuracy. The trade-off is controlled from the DR
part of the algorithm through the number of iterations Nit.
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Abstract— Efficient Controllability Problems (ECP) for Large 
Complex Networked System (LCNS) often involve solving a 
succession of convex optimization problems, with varied 
approaches to optimally resolve each problem. In various 
cases, even when the input set is specifically 
designed/architected to segue to a convex paradigm, the 
resultant output set may still turn out to be nonconvex. 
Further processing is necessary to reach the desired convex 
paradigm, such as via certain relaxation techniques. However, 
the involved transformation, during the processing, may result 
in further nonconvex optimization problems, thereby 
highlighting the need/opportunity to utilize an Enhanced 
Robust Convex Relaxation (ERCR) framework. In this paper, 
we illuminate how leveraging such an ERCR framework, to 
discern how the involved LCNS’s topological structure, 
facilitates or prevents the diffusion of control signals and/or 
augmented control signals, which in turn informs the 
computations related to an accelerant amalgam and numerical 
stability paradigm for effectively leveraging a set of 
control/driver nodes to influence yet another set of 
control/driver nodes so as to steer the LCNS to a target state, if 
a decoupled and sequenced control strategy is utilized. The 
numerical stability paradigm employed by the ERCR 
framework is, potentially, of scientific gain and shows promise 
in contending with certain round-off errors, thereby better 
facilitating the transformation of certain uncontrollable cases 
into controllable cases, if temporal networks are considered. 
For those paradigms, wherein the Bak–Tang–Wiesenfeld 
(BTW) sandpile cascading effect is a potentiality, this 
facilitation may be quite significant. 

Keywords-Cyber-physical systems; cyber-physical power 
system; large complex networked systems; temporal networks; 
supply chain vulnerability; efficient controllability;  strong 
controllability; control signal energy cost; robust convex 
relaxation; accelerant amalgam; numerical stability; neural 
network; controllability Gramian; Gramian submatrices. 

I. INTRODUCTION 
Interest in the controllability problem of complex 

networks is burgeoning. Some studies have posited that 
while control of a substantive portion of the nodes may be 
ideal in the cases of some smaller networks, controlling a 
smaller subset of nodes may be more practical for larger, 
more complex networks. Accordingly, various studies have 
examined the problem set of influencing or controlling Large 

Complex Networked Systems (LCNS) with limited external 
Control Signals (CS) [1], which is often referred to as the 
Network Controllability Problem (NCP) [2]. Along this vein, 
other works have tackled the problem of selecting the 
smallest number of CS to ensure controllability of such 
LCNS [3]. Yet, the solving of such Minimum Controllability 
Problems (MCP) is just one step [4]. A further step involves 
solving related Efficient Controllability Problems (ECP), 
which focus on minimizing both the number of control nodes 
needed, as well as minimizing the control signal energy 
needed. However, these ECP have been shown to exhibit 
Non-deterministic Polynomial-time Hardness (NP-
Hardness). Various approximation algorithms and heuristical 
approaches have been utilized to achieve sub-optimal 
solutions to these NP-Hard ECPs [1]. To aggravate matters, 
these sub-optimal approaches tend to falter further when 
elevated notions of specific (e.g., output) controllability 
[5][6] are contended with, and, practically speaking, actual 
controllability is difficult to achieve (as contrasted to merely 
mathematical controllability [7]). 

More robust approaches have been proposed for tackling 
the NP-Hard ECPs as well as the issue of actual 
controllability. Various works have focused on augmenting 
the set of input CS on “properly chosen” control or “driver 
nodes” [6], which connotes the paradigm of certain nodes 
within the network having the potential of control authority 
to drive [8]. Yet, even if the control/driver nodes are 
“properly chosen” ¾ and even if the LCNS is controllable 
(putting aside the issue of mathematical versus actual 
controllability) ¾ via the chosen control/driver nodes, the 
Control Signal Energy Cost (CSEC) that those nodes require 
may be “unrealistically large” [8]; in other words, “if the 
number of control signals is small, the energy cost demanded 
… could be prohibitively high” [9]. There is yet another 
issue; a substantive portion of the studies are focused upon 
linear systems because, at least over short time scales, 
continuous nonlinear systems are approximated as linear 
[10]; for this reason, the involved networks are approximated 
and assumed to have n-dimensional Linear Time-Invariant 
(LTI) dynamics [2]. To further the discussion regarding 
practicality, just as a prohibitively high CSEC would not be 
practical, controllability over only short time scales would be 
comparably impractical (e.g., the inability to exert control at 
a desired time, as the window of control may have already 
passed). This further extends the problem, as temporal 
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considerations are at play, into the realm of Temporal 
Problems (TPs); moreover, as the temporal duration is 
uncertain, the problem is that of TP with uncertainty (TPU) 
[11]. Not only does the controllability need to persist over a 
sufficiently long time scale or reasonable extended period of 
time, the actual ability to control, when desired, needs to 
occur in a finite period of time (i.e., immediately or As Soon 
As Possible — ASAP). Hence, it seems that the revised 
optimality problem becomes one of ascertaining the 
sufficient number of input CS to steer a minimal number of 
control/driver nodes at a reasonable energy cost (CSECOPT), 
over an extended period of time (TPUOPT) (as contrasted to 
TPUmax), but which can be activated and effectuated within a 
finite period of time (e.g., ASAP). Accordingly, the main 
contribution of the paper is to introduce a strategy for 
transforming optimization problems to convex form so as to 
reduce the complexity class from NP-Hard to polynomial 
time, such as for the ECP-related computations, using an 
Enhanced Robust Convex Relaxation (ERCR) framework 
equipped with a bespoke numerical stability paradigm. 

The paper is structured as follows. Section I introduces 
the controllability problem of complex networks. Section II 
presents relevant background information and discusses the 
operating environment and the state of the controllability 
challenge. Section III provides some theoretical foundations 
and the utilized approach. Section IV delineates a strategy 
for a sequence of transformations and presents some 
preliminary experimental findings from using an ERCR 
framework on dense and homogeneous temporal networks. 
Section V provides some reflections on potential further 
heuristical processing, such as by way of LCNS partitioning 
and the practicality of TNBno expansion for some real-world 
applications, such as assessing Supply Chain Vulnerability 
(SCV). Section VI concludes with some reflections, puts 
forth some envisioned future work, and the 
acknowledgements close the paper. 

II. BACKGROUND INFORMATION 
In accordance with control theory, a system is deemed to 

be controllable, if it can be driven from an initial state to a 
desired state with suitable input(s) [4]. It then follows that if 
the nodes of a LCNS can be steered from an arbitrary initial 
state vector towards a predefined goal state vector within a 
finite period of time, then the network is deemed to be 
controllable [9]. The positing of the actual controllability is 
another matter; the positing of the accuracy of the 
controllability is still yet another matter. Among other 
frameworks, structural controllability had been put forth as a 
potentially viable analytical framework for ascertaining the 
controllability of LCNS. However, Cowan et al. have noted 
the limitations of structural controllability [12] as well as 
certain of its associated paradoxes; for example, in some 
cases, the CSEC of a structurally controllable system can be 
higher than that of a “structurally” uncontrollable system [8]. 
Alternative frameworks have been proposed, such as by 
Yuan et al., to include exact controllability (i.e., arbitrary 
link structures [e.g., directed, undirected] and link weights 
[e.g., weighted, unweighted] [13]), which better reflects the 

directed and weighted network configurations found in most 
real-world systems [35]. 

With regards to CSEC, Chen et al. asserted that “if the 
number of control signals is small, the energy cost demanded 
… could be prohibitively high;” conversely, the energy cost 
is reduced exponentially as the number of input CS increases 
[9]. It should, therefore, be axiomatic that the ascertaining of 
the sufficient number of input CS and their optimal 
“distribution throughout the complex network” (CSopt) is 
“vitally important to the feasibility and the efficiency of a 
Control Action” (CA) [1], which is defined to be the 
achieving of a predefined goal state vector; along this vein, a 
“Control Maneuver” (CM) might be comprised of several 
CAs [1], which at some point might arrive at CAOPT 
(ascertained over time). Effective CAs and/or their CMs can 
lead to faster network control/collapse [14. The Target 
Nodes (TN) involved in the achieving of the predefined goal 
state vector are deemed to have been subjected to “Targeted 
Control” (TC) [9]. The computational aims, then, seem to be 
that of ascertaining a minimum number of optimal 
control/driver nodes, such as proposed by Gao et al. [9], and 
their placements, such as proposed by Lindmark et al. [8], 
that, with sufficiently distributed and available CS, such as 
proposed by Klickstein et al., would only require a minimum 
CSEC (CSECmin) [8], but the optimal [and practical] CSEC 
(CSECOPT) would include augmentation CS. In accordance 
with self-organization theory, a series of small events can 
cause a chain reaction that can affect any number of 
components in the system, as delineated by the well-known 
Bak–Tang–Wiesenfeld (BTW) sandpile effect [15] of non-
equilibrium systems in which sand is dropped, one grain at a 
time, onto the same spot until the addition of one more grain of 
sand causes an avalanche to slide down the slopes of the 
growing sandpile; this avalanche also tends to burgeon into a 
cascading series of avalanches that can grow in size and 
intensity (i.e., similar to the notion of a cascading effect) [36]. 
Cascading effects (e.g., cascading failures) have manifested 
themselves, such as via Northeast Blackout of 2003 and 2012 
India Blackouts, wherein the “failure of one or a few 
components” … triggered the … “successive failures of other 
components” [16]. 

The identification of control/driver nodes has been a 
longstanding goal of many Complex Network Analysis 
(CNA) efforts [17], such as for Supply Chain Vulnerability 
(SCV) analysis efforts within the rubric of Supply Chain 
Risk Management (SCRM). These SCRM efforts have 
become more complicated, as physical systems and 
information systems are increasingly being fused into Cyber-
Physical Systems (CPS), wherein it is possible to control 
physical systems, via cyber systems [18]. The implication 
should be clear; prospective input CS can emanate from 
either the cyber or physical domains. Both these domains are 
considered in Guo et al.’s Cyber-Physical Power System 
(CPPS) model, which touches upon the notion that while 
current CPPS can provide a modicum of resiliency for high-
indexed nodes, they are much less resilient (i.e., vulnerable) 
to malicious attacks (i.e., targeted attacks) [14]. The 
implications of the varied attack surfaces of Multi-Domain 
Operations (MDO) should be axiomatic.  
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In either case, the previously cited MCP, as applied to the 
approximated LTI paradigm, can be construed to be a 
minimum Constrained Input Selection (minCIS) problem 
[19][20]. With CSEC constraints, the minCIS then becomes 
a minimum Cost Constrained Input Selection (minCCIS) 
problem [21][22]. Among other methods, the Projected 
Gradient Method (PGM) has been used to solve the 
constrained optimization problem of minCCIS [2][23], 
which can also be recast as a constrained convex 
minimization/optimization problem [23]. In essence, PGM 
endeavors to find locally optimal solutions to a continuous 
relaxation of the convex optimization problem [1]. While 
PGM can be useful for convex optimization problems with 
simple constraints, such as minCCIS with LTI dynamics, 
other methods may be needed given more complex 
constraints. For example, various works are examining 
minCCIS amidst uncertainties (minCCIS-u), such as time 
delays [24] (e.g., does the ability to effectuate a CM persist 
beyond the immediate time period, and is it available when 
desired). The aforementioned paradigm is delineated in Fig. 
1 below. 

 

 
Figure 1. Targeted Control (TC), via Targeted Nodes (TN), in the 

Described Environs of minCCIS-u and TPUOPT 

Given the myriad of uncertainties for the minCCIS-u 
problem, the continuous relaxations involve successive 
convex optimization problems, wherein varied approaches 
might be utilized to optimally resolve each problem. After 
all, as previously observed in [25], even when the input set is 
specifically formulated to segue to a convex optimization 
problem, the resultant may still turn out to be nonconvex, 
thereby necessitating a transformation to the desired form of 
a convex optimization problem, via certain relaxation 
techniques; however, the transformation itself may spawn 
other nonconvex optimization problems. In fact, when the 
objective and constraint functions are nonconvex, these 
problems turn out to be NP-Hard Mixed Integer Non-Linear 
Programming (MINLP) nonconvex optimization problems 
that need to be optimally solved.  

The referenced ERCR, which was equipped with a 
bespoke numerical stability paradigm, was utilized to handle 
these nonconvex optimization problems and reduce the 
complexity class from NP-Hard to polynomial time; to 
further unpack this handling, by way of background 
information, pertinent approach vectors are typically 
classified into two methods: (1) exact (i.e., complete), and 
(2) relaxed (i.e., incomplete). Prototypical exact verifiers are 
predicated upon Mixed Integer Programming (MIP) 
(specifically, MINLP, for the experimentation discussed 
herein), Branch-and-Bound (BnB), or Satisfiability Modulo 
Theories (SMT) (which, by definition, are not beset by false 
positives or false negatives). The challenge of utilizing exact 
verifiers is that they must contend with resolving NP-hard 
optimization problems, which in turn, obviates their 
scalability. Prototypical relaxed verifiers are predicated upon 
Mixed Integer Convex Programming (MICP) or Mixed 
Integer Linear Programming (MILP). MILP/MICP can be 
more quickly resolved and are more scalable, but the 
effectiveness (i.e., increased false negative rates) degrades 
quickly [42], thereby potentially obviating the ability to 
verify robustness. Hence, addressing robustness, such as via 
robust convex relaxations (i.e., effectuating the tightest 
possible relaxation [42]) becomes central for the 
experimentation/simulation. The utilized pathways to a 
convex paradigm are set within a Discrete, 
Continuous/Discontinuous (y-axis) and Non-Linear, Linear 
(x-axis) quad chart shown in Fig. 2 below. 

 

 
Figure 2. Computational Pathways for Attaining a Convex Paradigm 

Let us then take the case of a prototypical Command and 
Control (C2) architecture (even an advanced one [26]), such 
as within the energy ecosystem, which typically involves 
Control Center (CC)-related node data and remote, 
distributed hyper-locale (specific to the area conditions) 
node data that need to be effectively fused so as to create 
actionable quality data [27]. Under exigency circumstances, 
control may devolve to Back-up CCs. If the exigency is 
limited, the devolution may only involve one Back-up CC. 
However, if the exigency is large-scale and widespread, the 
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needs may be varied, and, consequently, multiple Back-up 
CCs may be involved.  

Throughout it all, the interests of the original CC likely 
remain overarching (if not paramount), thereby necessitating 
non-zero-sum game theory success (i.e., ideally, all winners 
and no losers among the involved original CC, regional/area 
CCs, and Back-up CCs) [27]. However, this is often not the 
case due to the practicality of limited capacities and 
capabilities during large-scale and widespread exigencies. 
For example, some involved areas may have not blackstart 
(i.e., the ability to restart and recover from a blackout 
without external reliance) or quickstart (i.e., the ability to 
come back on-line quickly) capabilities. As has been 
observed from various Just-In-Time (JIT) case studies, issues 
with even a single component within the supply chain can 
have a cascading effect and impact a myriad of organizations 
[40]; this paradigm can, potentially, lead to a decrease in a 
country’s overall total industrial output. Thus, if the 
criticality of a particular component is known, and the 
involved manufacturing resides in an area with no blackstart 
or quickstart capabilities, then the original CC may prioritize 
that area; alternatively, the CC may prioritize other areas, as 
the circumstances and/or involved decision engineering 
posits dictate. In any case, the follow-on research of [28] in 
2020 and 2021 have shown that the involved objective and 
constraint functions, which include TPU and minCCIS-u-
related considerations, are likely to be nonconvex. 

As the involved circumstances change with time, the 
involved MINLP problems will vary. For example, the 
CSEC associated with minCCIS-u might be considerably 
higher when the normal CCs are at play than when the 
Backup-up CCs are at play. Regardless, prototypical 
approaches to solving these nonconvex MINLP problems 
involve transforming them into convex surrogates (e.g., via 
reformulations, convex approximations, or a series of convex 
relaxations) [25]. It turns out that the particular instantiation 
of the ERCR utilized, with the bespoke numerical stability 
paradigm, is well suited for this requisite series of convex 
relaxations. The utilized ERCR, which was based on [25], 
could not only resolve the minCCIS-u problem, but it could 
also leverage the same ERCR mechanisms for tuning its own 
hyperparameters; the utilized ERCR architectural stack 
achieved this with three key design/architectural elements: 
(1) effectuating an ERCR paradigm, via a bespoke Modified 
Squeezed “You Only Look Once” (YOLO) v3 (a PyTorch 
implementation, as contrasted to, for example, v4, which is a 
Darknet implementation) [Deep Convolutional Generative 
Adversarial Network (DCGAN)] Implementation (MSY3I), 
(2) utilizing Particle Swarm Optimization (PSO) to tune the 
MSY3I so as to reduce the associated computational costs, 
and (3) operationalizing the PSO via an Adaptive Inertial 
Weighting Mechanism (AIWM) (to mitigate against 
potential stagnation at local optima) facilitated by a modified 
GNU Octave platform (m-GNU-O). The particulars of this 
ERCR architecture are delineated in [25]; the utilized 
architectural stack and components are presented, the 
experimental setup of a stable RCR, composed of two 
MSY3I implementations that are augmented with a third 

DCGAN is delineated, and a sampling of the numerical 
issues found in various ML libraries/toolkits is discussed. 

III. THEORETICAL APPROACH 
The theoretical approach centers upon the issue of the 

accuracy of the controllability (as the actual controllability 
is also probabilistic). As discussed, an ERCR framework, as 
shown in Fig. 3, is utilized, and enhancing the tightness of 
the ERCR bounds is an ongoing challenge. The PSO and 
AIWM tuning of the involved MSY3Is is central, as is 
minimizing the convex relaxation barrier, the inherent gap 
between the actual and lower bound of robustness provided 
by verifiers (i.e., verification algorithms for verifying the 
involved DCGANs, or MSY3Is in this case).  
 

 
 
Figure 3. Enhanced Robust Convex Relaxation (ERCR) Architectural Stack 
Utilized  
 

As contextualizing background information, Machine 
Learning (ML) is a subfield of Artificial Intelligence (AI). 
In turn, Deep Learning (DL) is a subfield of ML, and DL 
Neural Networks (NN) are a mainstay of DL algorithms 
(“deep” refers to the number of layers of the involved NN). 
A NN with just a few layers may produce a model that is not 
quite acceptable for the task at hand. Conversely, a NN that 
is fully connected, with many layers, dramatically increases 
the computational complexity and cost. Consequently, the 
goal is to arrive at a DNN architecture with sufficiently 
reduced connectivity, and therefore, reduced computational 
complexity and cost, that is still fit for purpose and, ideally, 
sufficiently robust. A commonly used DNN, with such 
reduced connectivity, is a Convolutional Neural Network 
(CNN). By way of example, Zhu et al. have asserted that 
CNNs are promising for condition monitoring [49]. Huang 
et al. have noted that specific implementations of CNN, 
such as the Multi-Scale Cascade CNN (MC-CNN), can 
robustly classify faults [50]. Others have noted that CNNs 
are the architectural elements of choice for Generative 
Adversarial Networks (GANs). Radford et al. have noted 
that a Deep Convolutional GAN (DCGAN) can produce 
robust results that were not present in the training set [51]. 
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The utilized ERCR framework, which is underpinned by 
DCGANs (or MYS3Is, in this case) was utilized to tackle 
the Complex Network Analysis (CNA) challenge of optimal 
controllability of certain Large Complex Networked System 
(LCNS), particularly a Cyber-Physical Power System 
(CPPS) within the overarching rubric of Cyber-Physical 
Systems (CPS). An underlying challenge was to identify 
control/driver Target Nodes (TN) that are amenable to 
“Targeted Control” (TC). Other underlying challenges 
included discerning the topological structure of the LCNS-
CPPS, as the structure diffusiveness (a.k.a., permeability) 
can facilitate or prevent the diffusion of control signals (CS) 
and/or augmented control signals (ACS), which in turn 
informs the computations, which leverage a set of 
control/driver TNn-1 to influence yet another set of 
control/driver TNn so as to steer the LCNS-CPPS to a target 
state. Further granularity regarding the topological structure 
(e.g., directed/ undirected links; weighted/unweighted links) 
is necessary to address the issues of exact controllability, 
actual controllability, and accuracy of controllability. The 
involved sub-challenges include, among others, the Network 
Controllability Problem (NCP), Minimum Controllability 
Problem (MCP), Efficient Controllability Problems (ECP), 
Control Signal Energy Cost (CSEC) problem, minimum 
Constrained Input Selection (minCIS) problem, minimum 
Cost Constrained Input Selection (minCCIS) problem, 
minCCIS amidst uncertainties (minCCIS-u) (e.g., time 
delays), and adequately addressing the associated Temporal 
Problems (TPs) with uncertainty (TPUs). Essentially, the 
aforementioned problems can be recast as constrained 
convex minimization/optimization problems. 

In addition to analyzing its performance as pertains to the 
convex optimization problems, the involved MSY3Is of the 
ERCR framework must be examined for robustness. As 
noted in [25], this often relates to the performance of the 
layer-wise optimal convex relaxations implemented within 
the involved DCGAN (also MSY3Is in this case); in 
essence, a certain convex relaxation is posited for the 
purpose of ascertaining an upper bound for a worst-case 
instability scenario. This is of critical import, as prototypical 
DCGANs exhibit non-graceful degradation in performance 
even at imperceptible perturbation levels, which results in 
numerical instability; this is also why the bespoke numerical 
stability paradigm discussed in [25] is invaluable. For this 
paper, the numerical stability paradigm employed by the 
ERCR framework is, potentially, of scientific gain and 
shows promise in contending with certain round-off errors, 
thereby better facilitating the transformation of certain 
uncontrollable cases into controllable cases; moreover, 
Ohtsuka et al. has noted there is equivalence between the 
convex relaxation and sparsity constrained controllability 
problems, wherein the controllability Gramian is used as a 
metric for the ease of control [52]. In essence, the 
discernment of the controllability Gramian is directly related 
to the involved convex relaxation. In particular, the 
minimum/optimal TN selection (i.e., sparsity constraint) is, 

in essence, a selection problem, wherein TNs are selected 
for their efficacy of control while minimizing CSEC. This 
sparse optimization problem, as applied to a LCNS-CCP 
controllability maximization problem, has equivalency to its 
convex relaxation. As a consequence, the ERCR —
conjoined with its bespoke numerical stability paradigm —
by its very design (i.e., more robust convex relaxations) 
might, potentially, warrant further examination for its 
efficacy in treating sparse optimization controllability 
maximization problems. 

IV. EXPERIMENTATION 

A. Heuristical Pre-Processing 
For the 2020 follow-on work from [28], three regions 

were examined: A, B, and C. It was found that B had no 
blackstart and quickstart capabilities. Yet, B contained 
manufacturing sites producing components that would 
impact the supply chain affecting A, B, and C. In many 
ways, B’s criticality surpassed that of A and C, and from a 
SCV Criticality (SCVC) perspective — for the specific 
manufacturing analysis at hand — B was, potentially, the 
most vulnerable. For this case, the aggregate network of A, 
B, and C, hereinafter LCNSABC, did not have to be treated in 
its entirety. The heuristical determination was that an 
examination of the sub-network of B (LCNSB), would 
suffice. Hence, it was not necessary to compute the CSEC 
for LCNSABC (CSECABC); computing the CSEC for LCNSB 
(CSECB), would suffice. Also, by simply treating LCNSB, 
the considered time frame could be further constrained (as 
contrasted by treating the entirety of LCNSABC); hence, the 
involved TPU component could be reduced and simplified 
(TPUB), and accordingly, the involved CSEC could also be 
reduced and simplified (CSECB). Moreover, Chen et al. had 
found that CSEC could be reduced significantly when the 
addition of input CS could be accomplished while 
minimizing the path lengths from control/driver nodes to 
non-control/driver nodes, via optimal placements of the 
involved nodes [29]; the longest path of the set of involved 
paths is known as the Longest Control Chain (LCC). As 
LCNSB was considered in isolation, as contrasted to 
considering LCNSABC, it was found that the LCCB for 
LCNSB << LCCABC for LCNSABC; correspondingly, CSECB   

<< CSECABC.  

B. Algorithmic Pre-Processing 
To further minimize CSECB and attain CSECOPT, 

algorithmic processing was used to ascertain the potentially 
greatest impact LCNSBn (a sub-region of LCNSB). In this 
way, LCCBn for LCNSBn  << LCCB for LCNSB, CSECBn  << 
CSECB, and correspondingly, TNBn for CSECBn << TNB for 

CSECB. With the same mechanism utilized for [30], 
selective updating of an optimal Adaptive Impact Vector 
(AIVOPT) was undertaken for helping derive the potentially 
greatest impact LCNSBn. In essence, AIVBn can be derived, 
via minimizing a recast TNBn criterion subject to a similarity 
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constraint; the AIV can also be validated, and more finely-
tuned, via a decomposition-based evolutionary algorithm 
coupled with the AIV. The associated constrained paradigm 
can be transformed into a convex optimization problem, via 
various Semi-Definite Programming (SDP) algorithms, 
which were implemented on a m-GNU-O as delineated in 
[30]. Then, a Quadratically Constrained Quadratic 
Programming (QCQP) Step-Down Algorithm (QCQP-SDA) 
can compute the [QCQP special class] resultant convex 
optimization problem in polynomial time; historically, this 
had been tested in Ilog Cplex Optimizer (a commercial 
software package for optimization); subsequent testing 
migrated to AD Model Builder (ADMB) (an open source 
software package for non-linear statistical modeling) as well 
as Interior Point OPTimizer (IPOPT) (a software package 
for large-scale nonlinear optimization) [31], and 
experimentation has also been conducted with Advanpix (a 
multi-precision computing toolbox for Matlab). The 
significance of deriving CSECBn, and subsequently, TNBn, is 
to have a sufficiently small TN, such that a particular 
approach proposed by Klickstein et al., the controllability 
Gramian of lattice graphs [33], could be practically used for 
further testing and winnowing to a TNBno of LCNSBno (a sub-
area of LCNSBn), as graph-related computations can be 
computationally less prohibitive as contrasted to algebraic 
computations and is well suited to the task at hand [45]. 
While certain methods, such as greedy approximation 
algorithms, which have been proposed by Summers et al. 
[32] and others, as well as low-rank approximation 
algorithms, which have been proposed by Benner et al. and 
others, are of mathematical interest, as noted by Klickstein 
et al., they do not necessarily provide the requisite 
discernment into the connections among the optimal 
distribution of input CS (i.e., CSOPT) and the topological 
properties of the involved LCNS [33]; this discernment is 
necessary, as it is an important aspect of the assessment 
process [34]. Ultimately, it provides validation that, by way 
of example, LCNSBno has been “properly selected” [6], that 
CSECBno is reasonable, and that TNBno makes practical 
sense. 

C. Hybridized Processing 
For the involved experimentation, the full node set of 

LCNSABC had been heuristically reduced to LCNSBno, its 
corresponding CSECBno, and its corresponding TNBno. Li et 
al. had previously proposed PGM to iteratively search for 
the energy optimal placement of CS [2] (i.e., for an 
optimized CSEC or CSECOPT). Ding et al. proposed a 
Revisited Projected Gradient Method Extension (R-PGME) 
for even better performance [4]. Numerous other works 
have also contributed to deriving CSECOPT. However, 
generally speaking, the notion of complete control is 
typically considered, wherein the CS steer the full node set 
towards the predefined goal state vector. Klickstein et al. 
have noted that a smaller TN set, such as TNBno, might be all 
that is needed [4][33] to effectuate the cascading effect of 

LCNSBno, LCNSBn, LCNSB, and LCNSABC converging to the 
desired “final state in the prespecified time within a 
predefined precision” [7], thereby providing a physically 
controllable case. A TNBnp accelerant might also serve to 
assist TNBno (i.e., TNBno-TNBnp Amalgam) in effectuating 
this paradigm, which is depicted in Fig. 4 below. Ideally, the 
TNBno-TNBnp Amalgam still remains optimally small (i.e., 
TNOPT). In this case, the involved Gramian matrix is well-
behaved (i.e., the condition number or sensitivity of the least 
squares polynomial approximation and the CSEC are not 
unrealistically large), which is the desired state [7]. This is 
contrasted to the case of when the Gramian matrix is ill-
conditioned (i.e., the condition number and CSEC are 
unrealistically large), wherein, the LCNS is unable to reach 
the “final state in the prespecified time within a predefined 
precision” [7]. Hence, a suitable approach to addressing the 
Gramian matrix is critical; after all, some approaches, as 
noted by Lindmark et al., can only be “computed in closed 
form … when the time of the transfer tends to infinity” [8] 
(i.e., actual control will likely never devolve). 
 

 
Figure 4. TNBno, CSECOPT, and the Cascading Effect for Convergence to the 

Desired Final State, while the Amalgam of TNBno and TNBnp (TNOPT) Still 
Remains Small  

Arriving at a well-behaved controllability Gramian matrix 
when using CSECOPT illuminates the value of TNBnp, as an 
augmentation and accelerant to TNBno, to enhance the 
likelihood of actual controllability. This TNBno-TNBnp 

Amalgam may have an even higher likelihood of actual 
controllability (i.e., robust controllability) and accurate 
controllability, particularly in the case of dense and 
homogeneous networks [35] (as contrasted to sparse and 
heterogeneous networks) with clustered sub-networks [48]. 
Moreover, temporal networks seem to be more controllable 
than their static counterparts, such as when considering link 
temporality for network controllability; Zhang et al. have 
noted that link temporality, such as by weight variation, can 
be equated to “attaching a virtual driver node to that link” 
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[43]. Hence, the TN computational approach can also be 
used for specific optimal Target Links (TLOPT). The TNBno-
TNBnp Amalgam (a.k.a., TNOPT) can be revised to include 

TLOPT for a more accurate amalgam descriptor: TNBno-
TNBnp-TLOPT  or TNOPT- TLOPT Amalgam. The TNBno-TNBnp-
TLOPT Amalgam need not necessarily effectuate an 
overarching controlling or cascading effect on LCNSB 
and/or LCNSABC; if TNBno can impact a peer TN (e.g., 
TNBnn, TNBnm, TNBnl, etc.) or other (e.g., TNBn, TNBm, TNBl, 

etc.) (i.e., one set of control/driver nodes influencing yet 
another set of control/driver nodes) so as to steer LCNSBn 
and/or other pertinent peer LCNS and/or higher-order LCNS 
to a target state, then the desired state might be achieved. 

As noted by Roy et al., central to this task seems to be 
the principal submatrices of the controllability Gramian 
[37]. In particular, these Gramian submatrices well inform 
various metrics and optimal inputs. The LCNS diffusiveness 
(a.k.a., permeability) for CS and/or augmented CS 
(collectively, CSopt) can be calculated in a variety of ways 
[38]; in turn, the permeability can be emblematic of the 
readiness of the LCNS to be controllable. For the specific 
cases studied, when the LCNS is uncontrollable, the inverse 
Gramian does not exist and CSEC approaches infinity [39]; 
conversely, when the LCNS is controllable, the inverse 
Gramian does exist. On the basis that a corresponding 
vanishing moment recovery matrix is a suitable 
approximation to the inverse Gramian and “guarantees n 
vanishing moments of the irregular framelets” [40], the 
ERCR framework endeavors to capitalize upon its efficacy 
for handling wavelet tight frames with n vanishing 
moments; as the number of vanishing moments increases, 
the polynomial degree of the wavelet increases and the 
involved underlying graph becomes smoother. The potential 
advantage of this is that, theoretically, wavelet tight frames 
can be derived from any multiresolution analysis [47].  

Architecturally, to facilitate the requisite discernment 
into the LCNS diffusiveness, autodiff libraries (e.g., a C++ 
library that facilitate automatic differentiation of 
mathematical functions) are utilized by the ERCR 
framework to enable large-scale tuning of the myriad of 
parameters utilized, and the specialized workflow is 
comprised of the following: (1) iterative convolutions with 
ever smaller filters (wherein the filter depth is smaller than 
the input layer depth, such that kernel size is less than the 
channel size), (2) pointwise nonlinearities (which are 
relationships that are already equivariant to permutations of 
the input/output indices), and (3) constrained subsampling 
operations, such that, collectively, the resultant paradigm 
nicely bears semblance/emulates the wavelets [41]. Overall, 
the enhanced numerical stability paradigm utilized by the 
ERCR framework, which is based upon [25], shows promise 
in contending with select round-off errors, thereby 
facilitating the transformation of certain uncontrollable 
cases into controllable cases. For those paradigms, wherein 
the BTW cascading effect is a potentiality, this facilitation 
may constitute a deciding factor. 

For the experiments described herein, two different 
ERCR paradigms with different versions of components at 
the MSY3I level (i.e., ERCR Component #1: MSY3I-1 and 
ERCR Component #2:  MSY3I-2) were augmented with a 
TensorFlow-based DCGAN implementation. MSY3I-1 was 
utilized for solving the controllability-related convex 
optimization problems. As such, it required a high degree of 
numerical stability; accordingly, PyTorch v0.4.1 was 
utilized. MSY3I-2 was utilized for solving ERCR-related 
optimization problems. PyTorch v1.7.0 was utilized, which 
allowed MSY3I #2 to focus on its intrinsic stability training, 
so as to mitigate against numerical instability issues from 
PyTorch v1.7.0 (as contrasted to v0.4.1). A “forward stable” 
TensorFlow-based DCGAN implementation (i.e., ERCR 
Component #3: DCGAN) was utilized via an additional 
generator (hence, a mixture of generators) to assist in 
mitigating mode failure (a.k.a., mode collapse), which can 
occur when two competing neural networks that are being 
trained concurrently fail to converge or have an unusual 
convergence [25]. In addition, to validate the results for 
reasonableness, Advanpix was utilized for its multi-precision 
computation of the eigen-decomposition of the 
controllability Gramian (Wp), the invertible matrix (Up), and 
the matrix Mp, where Mp = Up-1WpUp-1 is the p x p symmetric, 
real, semi-positive definite matrix and has the same set of 
eigenvectors as Wp	 (Wp also has the same set of eigenvectors 
as Up) [44].	 As the Gramian is approximately proportional to 
the covariance matrix, sample covariance matrix 
computations were performed for Quality Assurance/Quality 
Control (QA/QC).  

V. FURTHER HEURISTICAL PROCESSING FOR LCNS 
PARTIONING AND POTENTIAL TNBNO EXPANSION 

The process involved in the derivation of TNBno, 
CSECOPT, etc. is invaluable for it gives insight into the 
notion of network partitioning (i.e., LCNS partitioning) and 
the potential significance of various involved clusters. Of 
note, Pasqualetti et al. had proposed a decoupled control 
strategy that was scalable and amenable to a distributed 
implementation; central to the strategy was LCNS 
partitioning into strongly connected components [46]. 
Restated, interconnection matrices needed to be computed 
for the various involved clusters. Also of note, works in the 
area of control theory typically focus on simultaneous 
control of the clusters. Yet, certain prescient works in the 
area of SCV have noted the potential potency related to 
sequential control of the clusters. For example, Zhu et al. 
have noted that “the sequential attack is demonstrated to be 
statistically stronger than the simultaneous attack” [45]; 
along this vein, sequential control is likely to have more 
efficacy than simultaneous control of the clusters. A final 
point to note, Liu et al. have noted that “dense and 
homogeneous networks can be controlled using a few driver 
nodes” [35], and this sets the stage for the clustered sub-
network and TL virtual driver experimentation for a 
decoupled and sequenced control strategy on a dense and 
homogeneous temporal LCNS described herein. 
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Particular attention was paid to those clusters, whose  
associated CSEC were abnormally low. These might 
constitute areas of SCV, which might warrant further 
examination. When honing in on these areas, it might be 
prudent to review the relative criticality of vulnerability of 
the prospective control nodes via the Analytical Hierarchy 
Process (AHP). In particular, Sharma, et al. noted that the 
following factors might be non-trivial: (1) type of supply 
chain relationship (e.g., transactional, collaborative), (2) 
transparency with regards to supply chain-related 
information (e.g., ambiguity, uncertainty), (3) degree of 
control over alerting systems [6]. Amaeshi et al. had noted 
“boundaryless responsibility” and the potential liability 
associated with the actions of the suppliers’ suppliers, and 
Liao et al. [41] had noted that “firms are building stronger 
relationships with their supply chain suppliers in order to 
gain flexibility, efficiency,” etc.; the combination of these 
notions may have enticed larger organizations to migrate 
from transactional to more collaborative relationships. In 
some cases, collaborative relationships have led to more 
ambiguity, and Luthra, et al. have noted that “data vagueness 
and inaccuracy” … “may affect the results of AHP” [35]. 
Limited Vulnerability Design (LVD) efforts may also be 
affected by a skewed AHP.  

Accordingly, in the treatment of abnormally low values 
related to CSEC, the principal submatrices of the Gramian 
and their inverses were treated. This informed the involved 
TC metrics and CSOPT, which in turn informed the derivation 
of CAOPT and the upstream CM. Hence, the overall notional 
sequence of involved transformations (not necessarily in this 
computational order), among others, is shown in Fig. 5 
below. 

 
Figure. 5. Notional Sequence of Involved Transformations (Not 

Necessarily in this Computational Order) 

 
Overall, this paradigm contributes towards informing both 
the actual as well as the accuracy of controllability.  

VI. CONCLUSION 
Optimal controllability of certain LCNS involves solving 

a succession of convex optimization problems. Since further 
nonconvex problems may be spawned amidst the solving of 
these convex optimization problems, an ERCR framework 
is leveraged. The utilized ERCR’s bespoke numerical 
stability paradigm was useful in the facilitation of certain 
uncontrollable cases into controllable cases, and it was also 
able to facilitate discerning the involved LCNS’s 
permeability so as to yield the apropos accelerant amalgam 
for use in the determination of CSECOPT, TPUOPT, TNOPT, 
TLOPT, among others. Accordingly, in the treatment of 
abnormally low values related to CSEC, the principal 

submatrices of the Gramian and their inverses were treated. 
This helped to inform the involved TC metrics and CSOPT, 
which in turn informed the derivation of CAOPT and the 
upstream CM. The involved sequence of transformations 
contributed to enhancing the actual and accuracy of 
controllability (i.e., optimal controllability) of the LCNS 
involved in the preliminary experimentation described in 
this paper. Also of interest, it turns out that the involved 
interconnection matrices can well inform a potential TNBno 
expansion [46], as the clusters discerned from the LCNS 
portioning need to be assessed by their efficacy, as 
sequencing changes; conversely, the involved TNBno might 
also be winnowed as each cluster is assessed. Future work 
will involve more quantitative experimentation in this area. 
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Abstract—In this study, to make it easy for everyone to
distinguish the right information from the wrong information,
we suggest a new framework (Secure Publication Subscription
Framework) that defines the reliability of publishers and provides
it to subscribers. Nowadays, services like blogs and social media
make available large amounts of information easily. On the other
hand, there is a lot of unreliable information on the Internet. It
is difficult to distinguish between true and false information.
This problem is known as fake news and has become a serious
problem. To solve this problem, we suggest a new framework for
publishers and subscribers. The framework allows subscribers
to easily confirm the authenticity of information by registering
publishers and subscribers, and tracking publishers’ reputation
via a reputation score, guaranteeing the quality of the information
that subscribers view. In this study, we show a proof of concept
of a simple Secure Publication Subscription Framework and
confirm that it is possible to implement a framework with the
proposed functionality. We also confirm that the reputation score
can be used as an indicator of the reliability of the information
by using 1000 randomly generated articles within the framework.

Keywords-dissemination; publication; social networking; authen-
ticity of information; reputation score.

I. INTRODUCTION

In recent years, Internet technologies have made great
progress, with the population of Internet users increasing
rapidly. Thanks to services like blogs and social media, anyone
can get a large amount of information easily. Nowadays, we
can see what is happening around the world, no matter where
we are.

On the other hand, there is a lot of unreliable information
on the Internet. It is difficult to distinguish between true
and false information. This problem is known as fake news
and has become a serious problem. Fake news is fabricated
information that mimics news media content in form but not
in organizational process or intent [1]. It is not just a prank,
but a serious problem. As an example, during the 2016 United
Status presidential election, fake news was highly used and had
a big impact on Twitter [2] [3].

To solve this problem, we suggest a new framework for
publishers and subscribers. This framework allows subscribers
to easily confirm the authenticity of information by registering
publishers and subscribers, guaranteeing the publisher of the
information that subscribers view, checking the information
challenge from subscribers, and providing the publisher’s
reputation score that increases or decreases as a result of the
authenticity of the information.

This framework consists of three parts, Publisher, Subscriber
and Arbitrator. The main role of the Publisher is publishing
articles or news. The Subscriber registers with the Publisher
and subscribes for publications. The Arbitrator provides the
Publisher’s reputation and verifies the information challenge
from the Subscriber.

The paper is organized as follows. Related work is in-
cluded in Section II. Section III describes our proposed
secure publication/subscription reference model. Section IV
describes a proof of concept implementation of the reference
model. Section V describes two experiments used to track the
performance of the proposed publication/subscription model.
Section VI presents the performance results and discussions.
Section VII summarizes our studies and addresses directions
we are pursuing as follow up to this work.

II. RELATED WORK

Previous research on publication/subscription systems have
covered various areas, such as security, confidentiality and
scalability.

Nakamura and Enokido [4] focused on a peer to peer
publication/subscription model where multiple topics are sup-
ported. In that work, they propose a subscription initialization
protocol to ensure that peers not authorized to have access
to topics do not have access to them. They do not address
the quality of the information exchanged within topics. In
contrast, our framework addresses information quality on a

97Copyright (c) IARIA, 2022.     ISBN:  978-1-68558-017-9

IARIA Congress 2022 : The 2022 IARIA Annual Congress on Frontiers in Science, Technology, Services, and Applications

                         105 / 122



Figure 1. Secure Publication/Subscriber Architecture

generic publication/subscription architecture, not necessarily
requiring a peer to peer model.

Salem [5] addresses the problem of authenticating users of
a pub/sub system containing a message broker in a privacy-
preserving way. The proposal supports mutual authentication
in a scalable way, and may be adopted by pub/sub systems
with a broker. In contrast, our work does not focus on
anonymity of publishers/subscribers, although our pub/sub
model could be adapted to include a broker, if necessary.

In Srivatsa [6], a secure event dissemination protocol is
proposed where encryption and authorization keys are used
on top of an IP network that does not provide confidentiality
nor integrity of data. In contrast, although our pub/sub model
supports integrity verification of data, our focus is on the
control of the quality of data published.

Bovet and Makse [3] describe an information ranking mech-
anism to fight unreliable (spam) data in a pub/sub system
model with a broker reference architecture. They propose to
rank information as a way to avoid blacklisting. However, their
ranking system is still based on participants voting. Although
the purpose of the research is similar to ours, our solution to
control quality of disseminated data is based on an arbitrator
that is supposed to be able to verify data quality on specific
domains, rather than relying on voting.

III. SECURE PUBLICATION/SUBSCRIPTION

This section describes the operation of the Secure Publica-
tion Subscription Framework in detail.

Figure 1 describes our proposed secure publica-
tion/subscription system architecture. Multiple publishers
provide signed data contents to consumers, or subscribers.
Data content quality is tracked by an independent quality
arbitrator. The quality arbitrator provides publishers’
reputation to subscribers. Also, the arbitrator may receive
data truthfulness challenges from subscribers.

A. Sec Pub/Sub Components

Figure 2 illustrates how Publishers provide signed data
contents. Publishers also produce a digest of the data content
using standard asymmetric cryptography, using their private
key to ensure data integrity.

Figure 2. Signed publishing

Figure 3 illustrates publisher/subscriber interfaces. The sub-
scriber requests subscription services from a publisher and
receives the publisher public key used to verify data authen-
ticity. Once the subscription service has been agreed upon, an
information retrieval interface is used to request signed data
from the publisher.

Figure 4 illustrates the subscriber’s data processing of pub-
lished data. Data processing includes data integrity verification
and confirmation authorship. The subscriber verifies the digital
signature and the digest of the data, using the publisher public
key. In this process, the subscriber verifies the integrity of the
received data and confirms the data’s authorship.

Figure 5 illustrates publisher reputation tracking feature
of the secure pub/sub framework. Each publisher registers
first with the quality arbitrator, upon which its public key is
passed to the arbitrator. The arbitrator then tests the publisher’s
possession of the corresponding private key as part of the reg-
istration. Each successfully registered publisher is associated
with a reputation score metric, which can be queried by both
the publisher itself as well as subscribers.

Figure 6 illustrates the subscriber/quality arbitrator inter-
faces. Subscribers can request publisher’s reputation score
from the arbitrator. In addition, subscribers can challenge
publisher’s trustfulness for each data received. The quality
arbitrator, upon receiving the challenge, verifies data truth-
fulness, and adjusts the publisher reputation score according
with data verification status.

B. Reputation Algorithm

The reputation score of a publisher is defined as score =
(the number of correct data) / (the number of all published
data). However, as the quality arbitrator may not estimate
correctly every and all data published, we introduce a noise
model for data verification, as per Figure 7. In the model, p
is the probability that a true piece of data be recognized as
false, whereas q represents the probability of a false piece of
information be admitted as true. In the experimental section,
we exemplify the arbitrator score reputation tracking on two
publisher scenarios: i- trusted publisher (all data is truthful);
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Figure 3. Subscription and Information Retrieval

Figure 4. Data Integrity Verification

ii- untrusted publisher; Publisher produces up to 1000 data
pieces (the data can be right or wrong).

IV. IMPLEMENTATION

In this section, we describe an overview of the implemen-
tation of Publisher, Arbitrator, Subscriber. We implemented
the Publisher and the Arbitrator with Node.js and Express
that is a JavaScript Web framework, and we implemented
the Subscriber with Python3. The Publisher and the Arbitrator
operate like a Web server, independently, and the Subscriber
accesses them according to the scenarios. The versions used
in the implementation are summarized in Table I.

A. Publisher

The Publisher is implemented with Node.js and Express,
and it operates as a Web server. Figure 8 describes the im-
plementation. The Publisher has subscriber registration, login,
some data pages and digital signatures. In addition, it has a
MySQL database that saves the Subscriber’s name and hashed

TABLE I
IMPLEMENTATION

Application Version
Node.js 12
MySQL 5.7
Python 3.9.12

password. If it receives an HTTP Request from the Subscriber,
it replies with an HTTP Response and sends the data.

B. Arbitrator

The Arbitrator is also implemented with Node.js and Ex-
press, and operates as a Web server. Figure 9 describes the
implementation of the Arbitrator. The Arbitrator receives the
Publisher’s registration, reputation query, as well as informa-
tion challenge and request for publisher’s pub key. Addition-
ally, the Arbitrator supports a MySQL database, which saves
the Publisher’s name, password, public key and Publisher
reputation score. Firstly, the Publisher registers its name,
password and public key. In our experiment scenarios, the
Publisher’s information is saved in initial state, so this step
is omitted. If the Subscriber requests the Publisher’s public
key, the Arbitrator responds to it. If the Subscriber requests
the Publisher’s reputation score, the Arbitrator sends the
Publisher’s score. If the Arbitrator receives an information
challenge from the Subscriber, it verifies data truthfulness,
updating the score of the Publisher.

C. Subscriber

The Subscriber is implemented with Python3. It accesses the
Publisher and the Arbitrator according to the different scenar-
ios. During information processing, it verifies the integrity of
received data and confirms data authorship (Figure 10 ).
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Figure 5. Publisher registration and Reputation Tracking

Figure 6. Reputation service interface

Figure 7. Noisy Channel Model

V. EXPERIMENT

This section demonstrates the evolution of the reputation
estimator and reputation score for the Secure Publication

Subscription Framework using 1000 randomly generated true
and false data.

The resulting graph shows 3 lines:
• Actual reputation score: the reputation score actually

obtained after going through the Secure Publication Sub-
scription Framework,

• Expected reputation score : the expected value of the
reputation score obtained from the actual truth of the data,
p and q,

• True reputation : proportion of data that is actually true.
We exemplify the secure publication/subscription model

with the following scenarios:

A. Scenario 1

1) Subscribers register and login in with the Publisher
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Figure 8. Publisher

Figure 9. Arbitrator

2) Subscribers subscribe to data from the Publisher
3) Subscribers retrieve the data
4) Subscribers send a query about the Publisher’s reputa-

tion to the Arbitrator
In Scenario 1, the credibility of the Publisher’s data is

100%, hence the Publisher’s true reputation is 1. However,
the expected reputation score is (1 - p) because there is a
possibility that the Arbitrator will judge it to be false. In
this experiment, the values of the p and q are set to 0.3 to
check the reputation scores. To show that the accuracy of the
reputation score does not drop even if the accuracy of the
true/false discrimination is not so high, p and q were set to
fairly low values. We think that there is still room for further
study on this value.

Figure 11 shows the graph of the results for Scenario 1.

B. Scenario 2

In scenario 2, Publisher’s data is not always true.
1) Subscribers register and login in with the Publisher
2) Subscribers subscribe to data from the Publisher
3) Subscribers retrieve the data
4) Subscribers issue an information challenge
5) The Arbitrator decides the data as false, and updates the

Publisher’s reputation
6) Subscribers query the reputation of the Publisher from

the Arbitrator

Figure 10. Subscriber
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Figure 11. scenario 1

Let a be the probability that the publisher’s data is false. Then,
the expected value of the true reputation is (1 - a), while the
expected reputation score is a * q + (1 - a) * (1 - p). In
Scenario 2, step 1, 2, 3 are the same as in Scenario 1. However,
the Subscriber carries out an information challenge in steps 4
and 5. The probability of judging the data to be correct was
varied between 0.8 and 0.6, and p and q were 0.3 to check
the reputation scores for each case.

The experimental results are shown in Figures 12 and 13.

VI. PERFORMANCE ANALYSIS

In this section, we present the reputation tracking results of
our secure pub/sub system. In scenario 1, the final three scores
obtained from the 1000 data points are shown in Tables II.

TABLE II
SCENARIO 1

Actual reputation score 0.713
Expected reputation score 0.700
True reputation 1.000

In scenario 2, the final three scores obtained from the 1000
data points are shown in Table III and IV.
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Figure 12. scenario2 data accuracy = 0.8
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Figure 13. scenario2 data accuracy = 0.6

From these experimental results, with a sufficient number
of data points and a certain degree of accuracy in determining
the truth of the data, we see that the actual reputation score
converges to the expected reputation score.

Moreover, we use a noise model for data verification, and
we define the expected reputation to be a * q + (1 - a) * (1
- p). So, if p and q are known, the Publisher’s true reputation
can be estimated from the actual score.

VII. CONCLUSION AND FUTURE WORK

In this study, we proposed a new framework (Secure Pub-
lication Subscription Framework) that allows subscribers to
check the accuracy of information based on the authenticity
of the publisher’s historical data by checking the reputation
score. In this framework, subscribers can check the reputation
score of the publisher and challenge data reliability if the
information is suspected to be unreliable. We also conducted
experiments on the publisher’s reputation score, and found
that the actual reputation score approximates the expected

TABLE III
SCENARIO 2 DATA ACCURACY = 0.8

Actual reputation score 0.615
Expected reputation score 0.623
True reputation 0.808

TABLE IV
SCENARIO 2 DATA ACCURACY = 0.6

Actual reputation score 0.535
Expected reputation score 0.543
True reputation 0.607

value calculated from the probability of correctly judging the
reliability of information.

With fake news becoming a major problem, it is important
to have a system that allows subscribers to easily verify the
authenticity of information. As such a system, our framework
can be one of the promising options.

As future research, integration of AI(Artificial Intelligence)
algorithms to automatically identify fake news with expert
arbitrators is a promising path. Although the accuracy of
discriminating fake news has been a challenge for AI technolo-
gies, our expert framework can aid by using AI algorithms to
improve false positives/negatives. Combined with these tech-
nologies, we believe that a robust data reliability framework
for publication/subscription platforms can emerge.
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Abstract—This work deals with a multi-criteria decision mak-
ing problem that consists in providing recommendations, which
can improve productivity in Small and Medium-sized Enterprises
(SMEs) based on measures comparison. This problem is very
interesting because it allows SMEs to benefit from the expertise
of a panel of experts avoiding pitfalls and bad decisions. On one
hand, SMEs must stay competitive. Therefore, it is crucial to
adopt efficient productivity improvement using the best methods.
On the other hand, it is often necessary to implement facilitators
knowing that SMEs do not have enough resources and tech-
nological experience to implement several methods. Therefore,
how to chose the most important method or measure? This
work answers this question and an attempt has been made to
compare and rank the well-known measures in Lean Production
and Industry 4.0 by applying the Analytic Hierarchy Process
(AHP). The obtained results show that the top three methods are
Design of the value Stream, Continuous Improvement Processes
and Material Replenishment, respectively. The on-line platform of
the INTERREG Prodpilot project provides access to the proposed
recommendations and the obtained ranking.

Index Terms—Recommendation ranking; AHP; Productivity
improvement; Lean Production; Industry 4.0; SME.

I. INTRODUCTION

Several countries around the world try to support their
companies with different economic programs to improve their
industrial sector. The objective is to increase their produc-
tivity. This becomes more important nowadays with the free
international trade [1] where companies have to be able to
propose their products at competitive prices and with high
quality. This implies that productivity must be improved to
remain competitive and gain in performance.

Furthermore, on one hand, there is a quick increase in
production demand with continuous markets expansion gain-
ing lands against competitors, which force the industries,
particularly the small and medium-sized enterprises [2], to use
their resources to the maximum of their capacity in order to
make the highest profit. On the other hand, industries can no
longer afford spending time to try several methods to gain
in productivity. This could lead to failure and seeing sales
contracts going to the competitors, which implies loses in
terms of money and branding.

Other important variables of this complex equation are the
proposed products prices, which are influenced by the increase
in the price of consumables and raw materials, such as fuel or
semi-conductors. Industries tend to find out the most economic

process in provisioning, warehousing, production and delivery
to handle this variability.

For all these challenges, companies can rely on the progress
that technology makes nowadays, such as Internet of Things
(IoT) [3] [4], Artificial Intelligence (AI) [5] and Big Data
technologies [6]. Indeed, new doors are opened and new
facilities are now possible. The key words ”Smart Companies”
and ”Digitalisation” are more and more widespread in the
industrial sector [7]–[10]. Every company wants to follow
the fourth industrial revolution and to integrate the industry
of the future into their methodology and process. Several
advantages emerge with the industry of the future, such as real-
time accessibility and flexibility, data-driven analysis and self-
adjusting production. Companies that want to perform better,
should begin utilizing methods coming from Lean and Industry
4.0. Thanks to new technologies, companies can identify the
capacity of their active resources to allocate them accurately
and to better plan and forecast peak periods with production
levelling [11].

It seems that there are several existing approaches for
production enhancement, and it is not always easy to make
a reliable strategic plan in the top management with regards
to created value, flexibility and durability avoiding a bad
decision. Therefore, companies have a challenge when deal-
ing with this heterogeneous, dynamic and complex decision
making. The purpose of this article is to overcome that,
and it introduces a prioritized list of recommendations for
productivity improvement of well-known methods in Lean and
Industry 4.0 based on Analytic Hierarchy Process (AHP). A
decision-maker can rely on this ranking to orient its decision
by taking into account the opinion of a panel of experts in
productivity. We point out that the development of the Maturity
Model for measuring the advancement in Lean and Industry
4.0 of SMEs is not part of this work.

The remaining part of this paper is organized as follows.
In Section II, we introduce more in detail the concept of
productivity, Lean Production and Industry 4.0 used in this
work. In Section III, a survey of the available measures
for productivity improvement and also the description of the
general framework for comparative evaluation are presented.
Following that, Section IV is devoted to the comparison
and the ranking of measures for productivity improvement
and discussion of the obtained results. Finally, the last part
of the paper includes the conclusion and offers the future
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perspectives.

II. PRODUCTIVITY, LEAN PRODUCTION AND INDUSTRY
4.0 CONCEPTS

This section introduces more in detail the concept of pro-
ductivity, Lean Production and Industry 4.0 used in this work.

A. Productivity

Productivity can be seen from different points of view, but
commonly defined as the ratio between the output and the
input used to product this output (see (1)), like goods or
services [12] [13]. In general, productivity is an objective
concept, where it measures how efficiently resources are used
in the production process. For the industrial sector, productiv-
ity is expressed by the efficiency to transform inputs such as
investments, raw materials, energy and labour into products.
In other words, it is an overall measure of the ability of
production per unit of used input. Other parameters can affect
this equation like the supply chain reliability [14] and the
efficiency of the delivery system or even also customers and
employees satisfaction for a better quality of work life [15]
[16].

Productivity =
Outputs

Inputs
(1)

However, the productivity differs from production. The
former is a quantitative relationship between the products and
the converted inputs while the latter concerns the amount of
outputs over a period of time. Furthermore, considering (1),
higher productivity means either producing the same amount
of products with less resources (i.e., smaller denominator) or
producing with the same amount of resources more products
(i.e., bigger numerator).

B. Lean Production

The Lean Production principle is to remove all unnecessary
tasks from the production process, which waste resources
without creating value and delaying the delivery time [17]. The
base of Lean Production are continuous improvement (Kaizen)
and Muda reduction (5S). It is built with two columns of
Just-in-Time (JIT) [18] and autonomation (Jidoka) [19], which
rely on 2 foundations production levelling (Heijunka) and
standard working in order to absorb the demand fluctuations.
Techniques like Single-Minute Exchange of Dies (SMED) and
elimination of error causes (Poka-Yoke) are used to reach the
delivery time, quality and costs objectives.

C. Industry 4.0

The fourth industrial revolution consists in integrating Data
Science and Information and Communication Technology
(ICT) in the process of companies digitalization [20]. Nowa-
days, with the technological progress, techniques and facilities
can be categorized in three groups:

1) Connectivity and data transmission:
The Internet offers a large range of technologies to
access information at any moment from any location,

ensuring fluid communication between people, processes
and equipment, especially IoT [21]. It is not longer
necessary to invest in a large IT infrastructure to process
big data thanks to Cloud and High-Performance Com-
puting, which has contributed greatly to this information
accessibility. Cybersecurity is another facet providing
authentified connections in a trusted environment where
the information can be transmitted without being inter-
cepted by malicious third parties.

2) Management and business intelligence:
The use of software packages, like Enterprise Resource
Planning (ERP), for business management has become
more than a necessity. Such a generic tool is intended
to manage different sections of the company including
inventory, purchasing and sales for a centralized and
irredundant information. Custom-made tools are more
and more widespread in Intelligent Production relying
on Effective Algorithms [22] and Machine Learning
[23]. Those aim to provide an effortless and efficient
tool to a decision-maker, which integrates its expertise
in a user-centred algorithm, like in Active Learning
[24], towards the optimized use of resources, pattern
recognition in fault detection or accurate forecasting of
product sales.

3) Cyber-physical system:
One can say that there is a bidirectional pipe between
the real-world and the virtual world where devices can
be used to enrich one world with information gathered
from the other world. For instance, augmented reality
with smart glasses for remote-guided maintenance [25]
or improving manual production process [26]. On the
other hand, sensors can be used for locating targets in
indoor industrial locations [27] or in outdoor industrial
locations, like GPS tracking of a fleet of trucks in order
to optimize a real-time delivery system [28].

III. MEASURES AND FRAMEWORK

This section presents more in details the measures that can
be used in maturity assessments with the underlying enablers
for productivity improvement, the general framework and the
followed methodology.

A. Existing maturity models

Nowadays, almost all companies recognize what Lean Pro-
duction and Industry 4.0 can bring to them in terms of
progress. It has become a trend in this industrial era and
every company wants to be part of it. Nevertheless, most of
them cannot accurately determine their status-quo and do not
really know how to adopt an appropriate transformation. In this
context, a maturity model can be considered as a powerful tool
to assess the degree of maturity and to define the next mile-
stones. In this research field, there is no consensus regarding a
common standard which characterizes the dimensions and the
measures of the models. The objective of this article is not to
make a survey of the numerous models, but a non-exhaustive
list is presented in what follows.
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In [29], the initial version of the Lean Enterprise Self-
Assessment Tool (LEAST) is introduced. Based on a user
needs identification, it is organized into three dimensions,
namely Lean Transformation/Leadership, Life Cycle Pro-
cesses, and Enabling Infrastructure Processes. Thereafter, other
models are proposed including additional dimensions, like in
[30].

Regarding Industry 4.0, Schumacher et al. propose an
empirically grounded model to assess the Industry 4.0 maturity
in the domain of discrete manufacturing [31]. Its main goal
was to extend the dominating technology focus of the previous
models by including organizational aspects. More recently, a
6Ps model for digital maturity has been introduced, which
stands for Product-Services, Processes, Platform, People, Part-
nership, Performance [32].

Other models are assessing both Lean Production and
Industry 4.0 aspects because they are intrinsically correlated.
For interested readers, some surveys are given in [33]–[35].

B. Used maturity model - dimensions and measures

This article introduces a prioritized list of measures of a self-
assessment tool providing recommendation for productivity
improvement. This self-assessment tool is based upon Lean
Production and Industry 4.0 principles with a SME scope.
It is organized into five dimensions, 36 measures and 4
levels (beginners, intermediate, experienced and expert for
each measure) illustrated in Figure 1. We point out that the
development of the used self-assessment tool is not part of this
work. For more details, we refer to the INTERREG Prodpilot
project (040-4-09-104) [36].

C. Framework

In order to prioritize the measures for productivity im-
provement in a SME context, we adopt the Analytic Hier-
archy Process (AHP) method as framework. AHP is one of
the most widespread methods in Multiple Criteria Decision
Making (MCDM) methods [37], offering to a decision-maker
an effective tool for ranking alternatives based on quantitative
comparisons. Indeed, a numerical scale reflecting qualitative
superiority/inferiority can be used to solve complex decision
problems with conflicting alternatives. AHP was introduced by
Saaty in 70’s and its major strengths are to consider several
criteria simultaneously and making subjective trade-offs to
arrive at a consensus [38]. To obtain this ranking, an Eigen
value problem is solved using as input the pairwise comparison
matrix. Thus, the first normalized Eignen vector represents
weights (prioritized alternatives) while the Eigen value rep-
resents the Consistency Ratio (CR). The latter expresses the
degree of cohesion through transitivity when the expert is
filling in the comparison matrix. The closer this ratio is to
the value 1, the more randomly the comparison matrix has
been filled.

AHP can be applied in various complex decision issues,
such as raking solution techniques for reactive scheduling [39],
evaluating flexible manufacturing systems [40], management

Figure 1. Self-assessment tool.

of construction projects [41], healthcare research [42], supplier
selection [43] and choosing ERP Systems [44].

In this field, building an appropriate hierarchical structure of
the addressed problem (i.e., goal, criteria and alternatives) is
the cornerstone of an accurate prioritization. Figure 2 shows
the different levels of the proposed AHP hierarchy to rank
the productivity improvement measures. In Level 3, it is
envisaged to compare 14 preselected measures (alternatives)
of the aforementioned self-assessment tool. The root of the
hierarchy represents the objective, which is the most effective
measure for productivity improvement in the SME context.
The intermediate level represents the criteria on which the
experts will rely to make their judgements and rank measures
for recommendation.

Figure 2. Defined hierarchy for AHP.

Each criterion is defined accordingly to reach the targeted
objective.

1) Feasibility (Cr1):
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In a SME context, there are not enough resources and
technological experience to implement several methods.
Feasibility stands for how easily a measure can be im-
plemented by a company. How much does the company
need additional resources or experience?

2) Potential (Cr2):
This criterion refers to the degree of improvement in
productivity that the company reaches after implement-
ing a measure. To what extent the implementation of
a measure allows for a noticeable progress in terms of
productivity?

3) Sustainability (Cr3):
Last but not least, sustainability represents the durability
of an action over time before it becomes obsolete.
Obviously, the longer the company benefits from the
measures implementation, the better the measure.

D. Methodology

Figure 3 depicts the followed methodology for ranking mea-
sures as recommendation toward productivity improvement.
An explication is given in what follows for the pre-processing
steps in contrast to AHP steps.

Figure 3. Pre-processing and AHP steps.

• Experts selection:
The criteria and measures with their relative importance
impacting productivity are investigated using a specially
designed questionnaire. The self-assessment tool is joined
with the questionnaire for an explanatory purpose. The
experts pool is composed of either academics or man-
ufacturers with at least 5 years of experience in Lean
Production and Industry 4.0.

• Measures reduction:
It is obvious that providing consistent pairwise compar-
ison of 36 measures of the initial self-assessment tool
is not a task that a human can perform. We asked the
experts to keep only the most important 14 measures
according to them, and to determine which are the most
representative of the 5 dimensions. After the reduction

step, the most preselected 14 measures is considered as
the ideal set of measurements. Therefore, ' 80% of
the aggregate comparison matrix was filled in because
the experts did not necessarily select the same measures
during the reduction step. Nevertheless, this shows an
agreement among the experts concerning measures re-
duction giving rise possibly to a shorter self-assessment
tool for productivity improvement in SME context.

• Missing data completion:
One question might be raised, namely, how to fill in
the ' 20% of missing data. To answer this question,
the first approach consists to apply the Harker’s method.
The idea is to replace the missing values in the com-
parison matrices with the most consistent values, which
minimize CR [45]. However, it is not recommended to
apply Harker’s method when all entries of a row in the
comparison matrix are missing. In this case, bias could
be introduced in the data. The second approach relies
on the Shannon’s entropy principle of the Information
Theory [46]. In particular, having no prior knowledge,
the entropy is maximal for a source whose symbols are
all equi-probable. Analogously to our context, having
no prior knowledge regarding the superiority/inferiority
of one measure over the others for an expert, then the
relative measures are equi-important. The latter approach
is used in this work for missing data completion.

• AHP steps:
The described hierarchy in Figure 2 is utilized as AHP
hierarchy structure. Furthermore, the criteria and the pre-
selected measures are compared with each other using
the comparison scale [1-9]. Indeed, 1 denotes equal
importance, 2 low importance and 9 extreme importance.

IV. OBTAINED RANKING

This section describes the obtained results by applying the
framework presented in Figure 3. Table I shows the importance
of each criterion with the respective weightings.

TABLE I
PAIRWISE COMPARISON OF CRITERIA WITH RESPECT TO THE IDEAL

MEASURE FOR PRODUCTIVITY IMPROVEMENT

Importance

Criterion Level Weighting

Feasibility (Cr1) Hight importance 0.505

Potential (Cr2) Moderate importance 0.301

Sustainability (Cr3) Low importance 0.192

CR 0.094

According to the experts, the feasibility criterion is the most
important, followed by potential and finally the sustainabil-
ity criterion. This could be argued by the fact that SMEs
suffer from lack of resources and technological experience
to implement or adapt all measures. Indeed, compared to
larger companies having an Research and Development (R&D)
department where processes are continuously optimized and
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where new technologies are supported at all hierarchical levels,
the feasibility is not as important as in a SME context.
Furthermore, the potential of productivity improvement has an
intermediate level of importance in the SME context, which
can clearly be considered as the highest level of importance by
larger companies. Finally, sustainability has obtained relatively
the least important degree due to technology obsolescence for
which companies of all sizes are aware.

Figure 4. Ranking of measures for productivity improvement taking into
account Cr1, Cr2 and Cr3.

Figure 4 presents the obtained prioritization of the 14 mea-
sures for productivity improvement considering the criteria.
The recommendations based upon experts’ opinions places
Design of the Value Stream (DVS) at the top followed by
Continuous Improvement Processes (CIP) and Material Re-
plenishment (MR), respectively. Table II presents the potential
pitfalls and the related aspects to be tackled for the top three
measures.

Obviously, the above subjective ranking is very sensitive to
experts opinions. Therefore, the choice of the pool of experts
is a very important step to achieve an effective and qualitative
recommendation based on AHP for which the researchers
must pay attention. Moreover, the cohesion ratio is acceptable
(CR < 0.1, see Table I) knowing that incoherence is part of
the experts’ judgement. Of course, the CR could be lowered
by reinterviewing experts whenever inconsistency is observed.
However, automatic methods should be avoided to reduce CR

TABLE II
TOP THREE MEASURES, POTENTIAL PITFALLS AND THE ASSOCIATED

ACTIONS

Potential pitfall Action

DVS Persisting non-value
added tasks

Continuous analysis and optimization
of the whole value chain from the
supplier to the customer end to reach
the desired value-added percentage

CIP Unstructured complex
problem solving

Problem structuring and utilization of
intelligent tools like Active Learning

MR High inventory and
material stock-out

Optimization of material stocks via
collaborative tool involving different
parties of supply chain

because they may alter the pairwise comparisons leading to
unrepresentative data [47].

V. CONCLUSION

This work deals with recommendation making for pro-
ductivity improvement in the SME context. The obtained
prioritization is based upon experts judgements to rank the
important measures in Lean Production and Industry 4.0
with respect to three criteria, namely feasibility, potential and
sustainability. Companies can rely on these recommendations
to adopt efficient productivity improvements and to choose
the most important measure according to the experts in their
strategic action plan. Particularly, in a SME context, there
are not enough resources and technological experience to
implement several measures. Therefore, the resulting measures
ranking by applying AHP is presented in this paper and can
be also accessed via the on-line platform of the INTERREG
Prodpilot.

Regarding the perspectives, this work could be extended and
it will be worth to consider other criteria to rank measures
for productivity improvement, such as the reticence of SMEs
regarding some measures.
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Abstract— This paper presents a study regarding sensors 

development and the use for X-ray spectroscopy. In fact, we 

include not only a novel discussion on sensors since the X-rays 

discovery, but we also present a prospective about the future. 

X-ray-based spectrometry is an analytical technique to 

determine the elemental composition of different materials. 

For agricultural soils, either soft or hard X-ray spectroscopies 

have been shown to improve agronomic competitiveness and 

agroecosystems sustainability. This review in X-ray sensors 

considers their use in both X-ray fluorescence and particle 

induced X-ray emission techniques, i.e., highlighting new 

materials, accuracy, resolution, efficiency, energy response, 

and related methods. 

Keywords—X-ray Sensors; Radiation-matter Interaction; 
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I.  INTRODUCTION 

Currently, it is possible to estimate that agriculture 
represents around 3 trillion USD of the global economy. This 
considers the planet’s growing population, the increased 
interest by consumers in the origins and quality of food, and 
challenges brought on by climate change, sustainability, and 
circular economy. Besides, it is becoming clear that the 
future of agriculture relies on technology and on 
technological advancement. In fact, the world already has 
experienced four waves of agricultural technologies, i.e., 
Mechanization (first wave, 1700–1940s); Agricultural 
chemistry, biochemistry, and genetics (second wave, 1940s–
1990s), which has included synthetic fertilizers, pesticides 
for pest control, and Genetic Modified Organisms (GMOs), 
created through genetic engineering and available to 
consumers; and Precision farming (third wave, 1990s–2014), 
that brought the huge use of Global Positioning System 
(GPS), smart sensors and instrumentation to support decision 
making in agriculture. However, beyond that, in recent times, 
the agricultural world has been using advanced sensor-based 
methods on the interaction of the electromagnetic radiation 
with matter, as well as big data and artificial intelligence, all 
to better understand and manage the complex system soil-
plant-atmosphere, i.e., not only for gain in production, but 
also looking for non-invasive operation and the resilience of 
the ecosystems [1][2]. Such a scenario has become the 
newest wave in the agricultural industry.   

In the context described above, technology development 
and innovation lead farming operations to be more 
productive, harvesting more crops per area and yielding 
higher quality products. In such a context, non-invasive 

sensors play a vital role in this technological revolution [3]. 
For example, sensors in a smart agriculture technology are 
essential in the measurement of soil pH, which is related to 
the availability of nutrients and essential to plant growth. In 
addition, Global Positioning System (GPS) sensors, which 
are typically associated with tractors and other machineries, 
including wireless communication on farms, are useful for 
plant harvesting and related farming techniques, including 
highly precise machine guidance systems, i.e., reducing 
process overlap and the amount of time required to complete 
and optimize management tasks [4]. Likewise, temperature 
sensors based on the use of infrared radiation are crucial for 
ambient condition monitoring and mechanical asset 
monitoring. Similar to the use of temperature sensors in 
predictive maintenance, wireless accelerometers are being 
widely utilized to predict and assist with required 
maintenance. Primarily used on moving components and 
motors, the wireless accelerometers detect slight variations in 
movement and vibration inconsistencies and predict when 
standard maintenance is required, which is quite useful to 
prevent failure and improve reliability [5]. Such 
accelerometers are also used in a variety of automated 
systems and tracking methods, such as, for instance, to 
monitor the status of an adjustable spray nozzle on the end of 
a fertilization beam. In more recent applications, they also 
have been used with Unmanned Aerial Vehicles (UAVs) for 
inertial measurement, i.e., to track motion, speed, 
undesirable events, and position in space [6].  

Further, the use of smart cameras operating in several 
bands of frequencies (multispectral or even hyperspectral) 
has been adopted for a variety of smart agriculture 
applications, i.e., to detect either crop vitality or even 
families of weeds and other plant locations to automatically 
and accurately decrease the use of herbicides and improve 
sustainability. 

Furthermore, for soil quality evaluation, it is 
advantageous to have a large availability of sensors that are 
able to detect a set of elements and allow their measurement 
in a wide range of concentration values [7]. Such elements 
play an important role for plant growth. Actually, many of 
these elements have a quite well-known function with plant 
uptake, while others are still under investigation and demand 
scientific research. In such a context, the current elements 
that can be observed from an agricultural soil are 
macronutrients such as nitrogen (N), phosphorus (P), 
potassium (K), sulfur (S), calcium (Ca), and magnesium 
(Mg), as well as micronutrients, such as boron (B), chlorine 
(Cl), copper (Cu), iron (Fe), manganese (Mn), molybdenum 
(Mo), nickel (Ni), and zinc (Zn), all of which are based on 
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natural resources or come from soil inputs, like fertilizers. To 
obtain such information, it is necessary to perform soil 
analysis, which is a valuable tool for food production as it 
determines the inputs required for efficient and economic 
production. A proper soil analysis will help ensure the 
application of enough fertilizer to meet the requirements of 
the crop while taking advantage of the nutrients already 
present in the soil. It will also allow the farmer to determine 
lime requirements and can be used to diagnose problems in 
the crop areas. Soil analysis is a requirement for farms that 
must complete a nutrient management plan.  

Currently, there are several techniques available for soil 
chemical analysis [8]. The most common ones are 
spectrophotometry in the uv-visible and colorimeters, atomic 
absorption spectrophotometry, atomic emission 
spectrophotometry, inductively coupled plasma and High-
Performance Liquid Chromatography. However, despite 
being efficient, most of them have a high cost, not only in 
terms of instrumental infrastructure, but also in relation to 
sample preparation, which in general is based on chemical 
processes. Also, the analysis is highly time consuming, 
which is a critical factor. 

Based on the reasons mentioned above, the use of 
ionizing radiation for X-ray spectroscopy, which also allows 
elemental analysis of soil samples, has been considered even 
more for scientific research and innovation for soil analysis. 

Soil analysis is the only method that allows, before 
planting, to identify the ability of the soil to provide the 
nutrients that are needed by plants, in addition to having a 
basis for recommending the necessary amounts of 
correctives and fertilizers to intensify crop productivity and, 
consequently, obtain the best return on investments and 
increased profit. When carrying out the soil analysis, the 
producer also allows monitoring the changes in the fertility 
of the production area. This is because it offers the 
possibility of increasing production and plant resistance, 
reducing expenses with pesticides (insecticides, herbicides 
and fungicides) and consequently, also promoting a 
reduction in environmental impacts. 

The intelligent agriculture industry is expanding quickly, 
presenting new solutions to farmers practically daily. 
Methods and devices aggregate sensor data, relay critical 
information to farmers and are focused on the optimization 
of the agricultural processes for food, energy and fibers 
production.  

This paper presents advances in sensors and potential 
applications in X-ray spectroscopy for analysis, i.e., based on 
the applications of both X-ray Fluorescence (XRF) and 
Particle Induced X-ray Emission (PIXE) in agriculture. 

The rest of the paper is structured as follows. Section II 
presents the evolution of sensors for these two case studies, 
as well as their state-of-art and future prospective. 
Conclusions are presented in Section III.  

II. SENSORS FOR XRF AND PIXE 

X-rays were discovered in 1895 by the German scientist 
Wilhelm Conrad Röntgen [9]. These rays could pass through 
the heavy paper covering and exciting phosphorescent 
materials. One of Röntgen's first experiments late in 1895 

was the use of a photographic film as a sensor. Current 
radiographic films are based on polyethylene teratalate 
(polyester). The Roentgen's discovery lead to the 
development of the X-Rays Fluorescence (XRF) 
spectroscopy which has become a powerful and versatile 
technique for the analysis and characterization of materials. 
Pioneering work in XRF has been led by William Lawrence 
Bragg and William Henry Bragg [10]. This work 
distinguishes different elements present in a sample 
according to the characteristic X-ray energies they emit and 
helps in determining their respective concentrations. Figure 1 
presents a basic arrangement for a typical XRF instrument. 
 

 
 

Figure 1. Instrumental arrangement for a typical XRF spectrometer. 

 
In fact, X-ray spectroscopy is a technique that detects and 

measures photons of light that have wavelengths in the X-ray 
portion of the electromagnetic spectrum. There are different 
X-ray spectrometers configurations and associated methods 
that can be used for several disciplines and fields of 
application. In 1996, Pessoa and co-authors presented one of 
the first arrangements based on XRF for agricultural soil and 
plant analysis [11].  

More recently, the definition for XRF has been expanded 
to include the study of the interactions between particles 
such as protons, electrons, and ions, as well as their 
interaction with other particles as a function of their collision 
energy. In such a context, one may use particles and their 
acceleration for the ionization of the atoms of a sample with 
subsequent X-ray emission, characteristic from the present 
elements, i.e., a technique named Particle Induced X-ray 
Emission (PIXE). The number of X-ray photons of a given 
element provides information on the quantity of that element. 
Pioneering work in PIXE has been first proposed in 1970 by 
Sven Johansson of Lund University, Sweden, and developed 
over the next few years with his colleagues Roland 
Akselsson and Thomas Johansson [12]. With this technique, 
samples can be analyzed with weight in the order of 10-12 g 
for solids and volume in the order of 1 mL for liquids. Such a 
technique allows the simultaneous detection of all elements 
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with an atomic number above Mg, and the inorganic matrix 
of the sample during its preparation for analysis is 
maintained. Figure 2 illustrates a typical arrangement for 
PIXE analysis. 
  

 
 

Figure 2.  Instrumental arrangement for PIXE analysis. 

 
In 1993, Cruvinel and Flocchini presented the first 

arrangement based on PIXE for agricultural soil analysis 
[13]. PIXE has allowed a very quick soil analysis. For 
instance, considering the X-ray induction by 4.0 MeV 
protons, the emergent X-rays have been obtained using the 
cross section as a function of the ionization energy, and the 
analysis of a set of soil samples was carried out. Further, 
additional arrangements using a particle accelerator either 
like a Cyclotron or a Pelletron, and an alfa source have 
allowed accurate analyses and configuration of portable 
PIXE instruments [14]. In fact, for both XRF and PIXE 
techniques in the quantitative analysis of agricultural soils, 
corrections are required, for the diameter size of the particles 
or aggregates of a certain composition. In addition, 
corrections are required for X-ray transmissions through 
filters, which are used with sensor-based detectors.  

For the X-ray sensors, a significant evolution has been 
observed since the first experiment organized by Röntgen in 
1895 using a photographic film. The Röntgen's original 
method remained important because it was widely available. 
In the 1900s and the 1910s, several rival techniques of 
chemical coloration evolved which were easier to use 
because no development was required. The discoloration of 
pastilles left on a body receiving radiotherapy would by 
comparison with a color chart give a measure of the dose 
applied. Such techniques were good enough if the precision 
required was not great. The rational radiotherapy of the 
1920s required greater precision, however, driving the 
development of instrumentation that required no judgment 
by the human eye. The instrument eventually chosen was an 
elaboration of that with which Ernest Rutherford and the 
Curies had conducted their experiments in radioactivity [15]. 

The idea was that radiation ionized air in a chamber and the 
ions were counted by measuring the current they produced 
across an electric potential. However, this was greatly 
dependent on the size of the chamber and the material of the 
walls, and also on the relative positions of the X-ray tube and 
chamber, and it was not until 1928 that an international X-
ray intensity standard was fully accepted, a standard that 
specified the behavior required to achieve the required 
precision. For the first time, X-ray researchers had 
confidence that numbers could be compared between 
laboratories [16], i.e., considering metrological bases 
aspects. 

New X-ray detectors are being developed since the 
1940s, with the emergence of proportional and scintillation 
counters and the electronics needed for signal processing. 
With an extensive use of tubes, solid-state counters have also 
been incorporated since they are less expensive, have high 
collection efficiency and there is no need for moving parts.  

The smaller counters have not only enabled portability in 
the 1980s, but also improvements in the analytical 
techniques related to XRF and PIXE. In fact, there are 
different detectors, especially based on single crystals [17]. 
For the X-ray detectors, many corporations can make their 
commercially available ones, including Silicon (Si) 
photodiodes, and Charge Coupled Devices (CCD) cameras, 
among others. In the low energy X-ray region called the soft 
X-ray region from a few hundred eV to about 20 keV, direct 
detectors such as Si PIN photodiodes (PIN layers: P, I, and 
N, where the P-layer is doped with a trivalent impurity, and 
its terminal acts like anode, the I-layer is undoped or very 
lightly doped, and N-layer is doped with a pentavalent 
impurity, and its terminal acts like cathode), Si with the 
transistor Active Pixel Sensors (Si APS), and CCD area 
image sensors are utilized. The PIN structure allows high 
quantum efficiency and fast response for detection of 
photons in the 400 nm to 1100 nm range [18]. All of these 
X-ray detectors can provide high energy efficiency and high 
energy resolution and can be useful for elemental analysis of 
agricultural samples. On the other hand, for the hard X-ray 
region with energy higher than 20 keV is sensors based on 
high penetration efficiency through samples or objects are 
utilized. For such a context, scintillator detectors are still 
widely used, i.e., they are able to convert X-ray into visible 
light and detect this visible light to detect the X-ray 
indirectly.  Likewise, one may find expressive diversity in 
the X-ray detectors currently in use for spectrometers; 
however, the majority of these are already semiconductor-
based detectors. This occurs because of the outstanding 
combination of high speed, spatial resolution, and sensitivity, 
as compared to other types of detectors, such as those based 
on gas and photomultiplier tubes with single crystals [19].  

As we have seen, the use of semiconductor materials to 
detect electromagnetic radiation has been developed 
extensively during the last forty years [20]. Within this 
period, for instance, the Lithium Silicon (Si(Li)) detector 
[21] of a particular shape and size has been the preferred 
choice for detecting low energy X-rays. These include XRF 
systems, among other applications. Within the last years 
[22], it has become known about the usefulness of 
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Germanium (Ge), as well as its advantages in relation to the 
use of Si. However, even though the technology based on the 
use of Ge is known for X-ray detectors, there are still 
customization and development needed for a wider range of 
experiments based on the use of high energies, such as those 
required in imaging. In fact, major attention has been 
employed for the development of these Ge detectors as 
devices for high resolution energy dispersive XRF. 

Gallium arsenide (GaAs) is also used in diodes, Field-
Effect Transistors (FETs), integrated circuits, as well as for 
X-ray sensors. For such devices, the charge carriers, which 
are mostly electrons, move at high speed among the atoms. 
This makes sensors based on GaAs components useful at 
ultra-high frequencies. GaAs devices generate less noise than 
most other types of semiconductor components [23].  

On the other hand, Cadmium telluride (CdTe) is also a 
semiconductor with favorable characteristics for 
spectrometer-based X-ray detectors. The band gap is 
sufficiently large so that only moderate cooling is required to 
obtain small leakage currents. The high density and high 
atomic numbers (Cd with Z=48, and Te with Z=52) result in 
efficient photoelectric absorption. This high-Z 
semiconductor material provides excellent stopping power, 
resulting in superior detection efficiency even at high X-ray 
energies. The manufacturing quality and the availability of 
Schottky contacts allow achieving adequate energy 
resolution over one useful workable range. The detrimental 
spectral tailing due to the comparatively short lifetime can be 
limited by applying large bias voltages. As an example, the 
CdTe thickness of 1000 µm provides high quantum 
efficiency for hard X-ray energies up to 100 keV, and it can 
be capable of operating high X-ray fluxes [24]. 

In addition, in terms of the state-of-the-art and the future, 
it is possible to find commercially available Silicon-Drift-
Detector (SDD), which incorporates two different design 
concepts, one based on an integrated FET and the other 
based on a discrete external FET [25]. Figure 3 shows a 
typical relation between efficiency and energy for the SDD. 
The performance of the SDDs provided by these two 
technologies can provide advantages and disadvantages, 
depending on the application and needs. 

Figure 4 illustrates, as an example, the evaluation of a 
high-performance semiconductor sensor that operates with a 
resolution in the order of 145eV in a wide working region, 
i.e., from 4keV to 30.0 keV. 

The SDD sensor with integrated FET considers 
integrating the FET into the sensor design as part of the 
anode assembly. This way, the capacitance of the anode-FET 
combination can be minimized. Besides, the high resistivity 
material used is very different from the lower resistivity 
material that has typically been used to optimize gain and 
noise for discrete FETs. Therefore, since it has lower voltage 
noise, a good resolution can be achieved at the minimum 
possible process time with the highest possible count rate. 
However, in such a set-up, part of the sensor is susceptible to 
irradiation by incident X-rays and the electrostatic fields 
surrounding the FET result in performance losses at low 
energies. To overcome this issue, the shape of the sensor can 

 

 
 

Figure 3. Efficiency versus energy for a typical 
Silicon Drift Detector (SDD). 

 

 
 

Figure 4.  An example for one solid state sensor working region 
evaluation based on 145 eV resolutions. 

 
be re-designed to place the anode and FET at the margins 
protected by a collimator. Likewise, the drift rings are 
designed in a tear-drop shape so the electrons drift towards 
the anode.  

The SDD sensor with a discrete external FET uses a 
dedicated feedback capacitor and a well-proven method of 
pulsed charge restoration. This allows stability and provides 
more accurate X-ray measurement. It also means FETs can 
be designed and manufactured separately and the materials 
can be chosen to maximize their performance. The advantage 
of this arrangement is that the bonding between anode and 
FET introduces higher capacitance than with integrated 
designs. Therefore, the speeds at which the best resolution 
can be achieved are lower, although still much faster than 
what can be achieved with Si(Li). Such a sensor can also 
provide reduction on the rise time effects, and excellence in 
low energy performance even with large area sensors. 

Beyond the SDD detectors, one prospective opportunity 
for the future is related to the use of conductive polymers for 
X-ray sensors. Conductive polymers present numerous 

112Copyright (c) IARIA, 2022.     ISBN:  978-1-68558-017-9

IARIA Congress 2022 : The 2022 IARIA Annual Congress on Frontiers in Science, Technology, Services, and Applications

                         120 / 122



 

 

advantages such as high sensitivity, short response time, 
room temperature operation, and the possibility of tuning 
both chemical and physical properties by using different 
substituents [26][27]. Therefore, sensors based on conductive 
polymers and their composites have attracted much attention 
from researchers. The conductive polymers used for sensors 
mainly consist of polyaniline, polypyrrole and poly (3,4-
ethylenedioxythiophene), among others. In fact, conductive 
polymers composites combine different advantages in 
relation to other sensing materials such as carbonaceous 
materials, metal oxides, as well as they may lead to both high 
sensing characteristics and performance due to the 
synergistic effect of the components. 

Furthermore, the field related to X-ray sensors for 
spectrometry is still under a promise revolution, i.e., there 
are challenges related to the improvement in multiple 
energies response and resolution, size, non-invasiveness, 
operation at room temperature, low-power consumption, 
reliability, detectable limit, and methods for customization 
based on the application, among other aspects. Despite that, 
it is also important to observe that sensors are only one 
important part of a spectrometer into the analysis chain. The 
nuclear pulse processor and the additional electronics 
associated with the software design are equally important to 
achieve a reliable system not only for high but also for low 
count rates. 

III. CONCLUSIONS 

Even though different detectors are widely used in X-ray 
spectrometry, there are still challenges related to the need for 
improvements for both soft and hard X-ray detection. For 
such matter, several studies have been performed in the last 
decade, all of which are looking to new possibilities for 
advanced X-ray detection based on new materials and 
intelligent electronics for signal processing, and other 
decision-making computational support related 
developments. As shown, a new line of spectrometry and 
related methods have been generated focused on agricultural 
demands and analysis, i.e., related to food production and 
environmental protection. The concepts of physics and the 
analysis tools available or developed by various branches of 
knowledge and engineering have allowed advanced use of 
XRF and PIXE in agricultural sciences. One challenge is 
linked to the integration and interpretation of the results at 
different scales  

Another major challenge requiring continuous scientific 
and instrumentation effort is the development of on-the-go 
and portable X-ray sensors-based spectrometers, which can 
be taken to the field to carry out in-situ measurements. These 
could allow not only the measurements of stationary 
elemental concentration values, but also dynamic studies in 
relation to soil nutrients availability and uptake by plants. In 
addition, they could help with real-time soil fertilization at a 
variable rate based on the use of precision agriculture 
concepts. 
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