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ICDT 2014

Foreword

The Ninth International Conference on Digital Telecommunications (ICDT 2014), held between
February 23rd-27th, 2014 in Nice, France, continued a series of special events focusing on
telecommunications aspects in multimedia environments. The scope of the conference was to focus on
the lower layers of systems interaction and identify the technical challenges and the most recent
achievements.

High quality software is not an accident; it is constructed via a systematic plan that demands
familiarity with analytical techniques, architectural design methodologies, implementation polices, and
testing techniques. Software architecture plays an important role in the development of today’s
complex software systems. Furthermore, our ability to model and reason about the architectural
properties of a system built from existing components is of great concern to modern system developers.

Performance, scalability and suitability to specific domains raise the challenging efforts for
gathering special requirements, capture temporal constraints, and implement service-oriented
requirements. The complexity of the systems requires an early stage adoption of advanced paradigms
for adaptive and self-adaptive features.

Online monitoring applications, in which continuous queries operate in near real-time over rapid
and unbounded "streams" of data such as telephone call records, sensor readings, web usage logs,
network packet traces, are fundamentally different from traditional data management. The difference is
induced by the fact that in applications such as network monitoring, telecommunications data
management, manufacturing, sensor networks, and others, data takes the form of continuous data
streams rather than finite stored data sets. As a result, clients require long-running continuous queries
as opposed to one-time queries. These requirements lead to reconsider data management and
processing of complex and numerous continuous queries over data streams, as current database
systems and data processing methods are not suitable.

We take here the opportunity to warmly thank all the members of the ICDT 2014 Technical
Program Committee, as well as the numerous reviewers. The creation of such a high quality conference
program would not have been possible without their involvement. We also kindly thank all the authors
who dedicated much of their time and efforts to contribute to ICDT 2014. We truly believe that, thanks
to all these efforts, the final conference program consisted of top quality contributions.

Also, this event could not have been a reality without the support of many individuals,
organizations, and sponsors. We are grateful to the members of the ICDT 2014 organizing committee for
their help in handling the logistics and for their work to make this professional meeting a success.

We hope that ICDT 2014 was a successful international forum for the exchange of ideas and
results between academia and industry and for the promotion of progress in the field of digital
communications.

We are convinced that the participants found the event useful and communications very open.
We also hope the attendees enjoyed the charm of Nice, France.
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Modeling War as a Business Process with the Assistance of Service Oriented 
Architecture  

 

Major Tapio Saarelainen, PhD 
Research and Development Division 

Army Academy 
Lappeenranta, Finland 

tapio.saarelainen@mil.fi 
 
 

Abstract— The pace of war is increasing since militaries are 
adopting the ideas of Network Centric Warfare (NCW). 
Therefore, the process of war has to be modeled into the 
Business Process in order to benefit from available resources in 
real-time. There is an increasing need to automate command 
and control tools utilized in military operations because of the 
versatility and increased tempo of operations. Operations can 
be commanded and orchestrated with the assistance of Service 
Oriented Architecture (SOA). SOA is currently seen as a 
technology that can satisfy these needs of network centric 
operations (NCO). The Business Processes are chains of logic 
that request SOA services. This paper argues that in the case of 
a military setting, in order to achieve maximum impact with 
minimal effort (cf. downsizing), military operations need to be 
modeled as Business Processes (BP) (e.g., a dismounted 
company attack). This asks for using a Resource Manager 
(RM), a Scheduler and a Battle Secure Scheduler (BSS) in 
allocating the requested services (e.g. processing a fire support 
order). In the future, a single Future Force Warrior (FFW), an 
essential performer in military operations, can benefit from the 
Business Processes approach via enhanced performance, 
improved Situational Awareness (SA) and with decreased 
instances of fratricide.  

Keywords - Business Process; Service Oriented Architecture; 
Future Force Warrior 

I.  INTRODUCTION 

The asymmetric nature of war requires improved 
capabilities in allocating available resources. This sets 
increasing demands for commanders executing operations in 
the battlespace. The requirement of precise data in location 
information, current data in performance capabilities of own 
troops and current operation status are only a few critical 
pieces of information commanders are depending on in 
military operations. The pace of war constantly increases and 
the need for accurate Situational Awareness is imminent and 
vital from the perspective of successive operations. 

This paper examines how to model the phenomenon of a 
war as a business process assisted by means of Service 
Oriented Architecture. The contribution of this paper 
introduces a possible method to improve the overall 
performance of military operations by sequencing the 
combat services available in real-time. Typically these types 
of combat service sequencing systems are based on classified 

data. Therefore also this paper can only draw from sources 
available for non-restricted use. 

Military commanders are depending on automatic data 
accruing processes and the tools to simplify complicated 
military maneuvers. A military operation has to be simplified 
into a form of an untestable Business Process (BP). This can 
be achieved with the successful use of Service Oriented 
Architecture (SOA). When an attack as an operation can be 
simplified in a form of a Business Process, Service Oriented 
Architecture can be used. The element named Resource 
Manager is a tool to be used in managing and allocating the 
existing resources. 

The possibilities to compare various approaches for 
modelling a war as a business process assisted by means of 
Service Oriented Architecture are difficult to find. This is 
because by default value models of this kind fall in to the 
category of classified data. Thus the model introduced here is 
one of a kind. Comparing different models is out of the 
scope of this paper. Furthermore, the issues of network 
topology and energy remain outside the scope of this paper. 

This paper is organized as follows: Section II discusses 
about the Military Operation as a process, Section III 
introduces Service Oriented Architecture, Section IV 
introduces the Business Process. Section V concentrates on 
combining the Business Process and the Resource Manager. 
Section VI explains the functions inside the Resource 
Manager and Section VII concentrates on security and the 
Scheduler. Section VIII examines benefits and drawbacks of 
this solution and Section IX concludes the paper. 

II. MILITARY OPERATION AS A PROCESS 

Military operations use real resources available. In the 
Business Process approach to Service Oriented 
Architecture, the services available correspond to existing 
real resources. Availability of real resources in a given 
place time is limited and needs to be carefully scheduled. 
Usually, SOA services are assumed to be independent of 
each other but this assumption is no longer valid if SOA 
services represent real resources. The Resource Manager 
is a necessary element in SOA architecture. An example 
of a demanding process, in which the timing and optimal 
use of resources is critical, is a dismounted company 
attack. Successful performance requires that the requested 
services (e.g., processing a fire support order) are 
allocated timely and accurately. This sets demands for 
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enhanced Situational Awareness. In the utilization process 
of SOA, challenges of real-time SOA must be solved [1]. 
To successfully execute BPs, the Business Process 
Execution Language (BPEL) is required, as argued in [2].  

III.  SERVICE ORIENTED ARCHITECTURE (SOA) 

Service Oriented Architecture promises to enable 
utilizing and operating complicated systems. SOA enables 
organizations and entities to enhance interoperability, 
collaboration, see [1], and foster the reusing of components 
and interfaces. SOA can be used in service collaboration. 
With the correct framework SOA allows publishing services 
in a service registry and exchanging data through the Simple 
Object Access Protocol (SOAP) [1]. SOA offers a flexible 
solution for systems integration, applications, protocols, data 
sources and processes to form a cohesive system that 
supports the execution of critical BPs [2]. SOA can be used 
as a collaboration tool in crises management and industrial 
environments if the challenges of real-time SOA [2] are 
solved. 

In order to successfully execute BPs, the Business 
Process Execution Language (BPEL) is required, as argued 
in [3]. In military systems, the adoption of SOA principles 
can beneficially result in the overall improvement of system 
flexibility and maintenance. SOA provides the user with 
richer information sets via the ability of Web Services to 
reach out through the networks, see [4]. In the process of 
achieving greater interoperability, SOA can be used by 
utilizing service oriented migration and reuse technique, 
described in [5]. 

In Network Centric Warfare (NCW) contexts, SOA has 
been recognized to act as an enabler of services. SOA is an 
architecture style that encourages loose coupling between 
services to facilitate interoperability and the reuse of existing 
resources as described in [6]. SOA is seen as a tool in 
enabling agility to handle the changing dynamic evolution 
needed in network enabled capability, see [7]. The concept 
NCW can be viewed as an integration of assets to fulfil a 
mission objective, as discussed in [8]. NCW fosters SOA to 
achieve flexible forces, which are constantly ready and 
deployable, capable of dynamic changes and evolution to 
achieve realizable effects. To benefit from SOA in an 
optimal way, organizations require a comprehensive and 
applicable SOA governance framework to implement the 
management and control mechanisms in the system, as 
argued in [9]. 

It has been pointed out [10] that Shared SA is in central 
role for network-enabled capabilities, as described in [10]. In 
NEC, SOA is most commonly realized through Web 
Services GUIs, as discussed in [11], using Extensible 
Markup Language (XML) formatted documents, see [10]. As 
evident, XML WS have been recently used to implement 
SOA enabling the building of BPs by dynamically calling 
services from the World Wide Web. 

SOA is an open concept and supports plug-and-play 
capabilities of heterogeneous software and hardware 
components, with the implementation of Web Services, 
which is probably so far the most popular implementation of 
SOA, as discussed in [12]. For this reason, SOA has been 

selected as the architectural solution for the C4I2SR systems 
for the Finnish Defence Forces [13]. SOA is seen as an 
enabler in crises management organizations for delivering 
data and services across political, organizational and cultural 
boundaries as well as addressing the issues of information 
sharing regardless of where required data is stored, as 
concluded in [14]. The global information grid is an essential 
vehicle in the execution of SOA and for the transformation 
of data. 

In tactical operations, the significance of the real-time 
location data plays an important role. The tools available 
include different types of Tactical Battle Management 
Systems for the dismounted combat to produce the location 
information of own troops and precise target designation. 
Obviously, the tools for target designation and air-land 
coordination are necessary requirements for success in 
operations as described in [15]. Furthermore, air-to-ground 
communications are described in [16]. 

Requirements related to improved Situational Awareness, 
communications and networks are described in [17], grid 
computing in the battlespace plays an important role as 
described in [18], and enhancing squad communications with 
the assistance of smart phones is described in [19]. Lastly, 
multiplication of various technologies is introduced in [20]. 
Their overall purpose is to increase the performance of a 
Future Force Warrior. The inputs of all these tools and 
networks can be processed with the assistance of tools used 
in Business Processes and with the assistance of Service 
Oriented Architecture. 

 

IV.  BUSINESS PROCESS 

Because of the central role of the business process in 
SOA, the main ideas concerning the BP are described in this 
and the following chapter. In a military environment, an 
example of utilizing a Business Process approach embedded 
to SOA is a military operation consisting of sequenced 
phases, for instance, in an operation labeled as a dismounted 
company attack, as illustrated in Fig. 1. 

 

 
Figure 1.  Dismounted company attack as a Business Process [21]. 

The variety of services used in BPs may be in operational 
use of a single unit or several units at the same time. This 
requires an efficient orchestration of services to maintain 
service control. SOA can be seen as an enabler in the process 
of executing military operations as BPs. 

A planned dismounted attack usually starts from the 
assembly area, moves on to the dismount line, via a line of 
departure, advances to engagement, results in close combat 

2Copyright (c) IARIA, 2014.     ISBN:  978-1-61208-316-2

ICDT 2014 : The Ninth International Conference on Digital Telecommunications

                            11 / 27



and ends when the set objective is reached. The SOA BP 
approach can increase the probability of success of an attack 
by empowering the human-based decision-making process 
by computers. This can enable an optimal use of resources, 
and thereby improve overall performance in operations. 

The offered services during an advancing dismounted 
attack are listed in Table 1. Most of these services can be 
pre-programmed to concern the wanted product-line FFW 
level. The company commander utilizes various services 
(fire support orders, location services, medical care, 
resupply, evacuation, geographical information system -map-
service, Blue Force Tracking) while executing the 
commanded attack from the assembly area to the objective. 
Table 1 illustrates possible services available for a 
dismounted company attack. 

TABLE I.  LIST OF PRE-PROGRAMMED AND ADDITIONAL SERVICES IN 
A DISMOUNTED COMPANY ATTACK. 

 
 
Fulfilling a requested service asks for the requested 

service to be available and within range. When dealing with 
Fire Support Orders (FSO), the range limitations of artillery 
units are critical. An artillery unit has to be located within an 
appropriate range, and it has to be ready to intake Fire 
Support Orders and execute them in the required time frame, 
precisely as ordered. 

V. THE BUSINESS PROCESS AND THE RESOURCE 

MANAGER 

The orchestration of Business Processes requires a tool 
for allocating resources, the Resource Manager (RM). The 
tool has been described in [21]. The RM sorts out and lines 
up the requested services. As militaries implement the 
framework of network centric warfare with a continuing 
need to automate the command and control (C2) tools 
utilized in military, the tempo of operations must be taken 
into consideration. The collected data need to be processed, 
analyzed, verified, transmitted, and finally stored. SOA can 
be identified as a technology that can satisfy these needs of 
network centric operations. The starting point in the BP 
approach to SOA is that the main business operations of the 
organization are described by SOA BPs. The Business 
Processes are chains of logic that request SOA services. In 
case of a military setting, the Business Processes represent 
military operations as depicted in Fig. 2. 

 

 
 

Figure 2.  Business Process Platform as a service enabler. 

SOA -technology involves assisting processes performed 
in military operations. Business processes are executed in a 
specific business process platform. Services and platforms, 
such as geographical information-services, weapons 
platforms, and battle management systems, are linked to the 
Business Process Platform to produce the best results to the 
ongoing processes. When an FFW can benefit from the 
possibilities offered by a successful adoption of BP and 
SOA, the result can be improved overall performance in 
military operations. 

Fig. 3 describes how the Business Process approach can 
improve the performance of a Future Force Warrior (FFW). 
Several battlespace sensors gather data from the battlespace. 
The collected data are then automatically transmitted to be 
analyzed in a command post. Various battlespace sensors 
transmit data to a context-aware reasoning layer. In this 
layer, data are converted to context and an inference engine 
transmits the data to a ubiquitous main layer for analyzing 
purposes. The data are verified, analyzed and transmitted as 
information for the execution of the operation. 

 
 

 
 

Figure 3.  Increased FFW Performance can be gained via successful data 
utilization and analyzing process. 

VI.  INSIDE THE RESOURCE MANAGER  

Several of the needed services require real-time 
resources. These services can be identified, for example, as 
collecting SA data and issuing fire support orders. Thus the 
services and their use must be scheduled and sequenced to 
sustain the processes. The RM sorts out and lines up 
simultaneous requests concerning the requested service. The 
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RM serves as the element, which provides the needed 
services for User Groups (UGs). Services can be either pre-
programmed on demand or be available on request basis. 
The RM as a tool is located at the battalion level. The user 
groups send a request for the demanded service. The UGs are 
then authenticated, and their privileges are verified, and then 
the request is transmitted to the RM. The key functions of the 
RM are: 1) to receive the request of a required service, 2) to 
organize the line of user groups in the correct order 
depending on the UGs’ privileges and battle-situation, 3) to 
check whether the service is available and within range, 4) to 
provide the User Groups with the answer, which is either the 
requested service or a rejection of the service. Fig. 4 
illustrates the process. 

 

 
Figure 4.  The main idea of the Business Process approach to Service 

Oriented Architecture. 

The RM functions as a fully automated chain of functions 
in certain processes [21]. The key function of the person in 
the loop is to monitor the flow of events and to interfere to 
the chain of events if an unpredicted anomaly occurs in the 
process. As the RM is a critical resource, it must be 
physically protected against enemy actions. 

The role of the RM is central in the allocating of 
resources in the BP process. The RM communicates with 
four intermodules. The RM graphical user interface provides 
the core interface between all the presented modules and the 
Local Area Network (LAN), as shown in Fig. 5. The LAN is 
utilized as a battlespace network or a community network as 
it can be used on wide area of networks. Yet, the sharing of 
networking environment and its resources remains 
challenging. Searching for information and asking for 
resources become challenging when lacking proper search 
mechanisms. Each module has pre-defined and precise 
functions. First, the file and resources sharing module 
communicates with the RM GUI in conjunction with the 
sharing and the download module. The file and resource 
transfer and download module supports and enables the 
transfer or download of the searched file or resource from the 
other node connected to the network. The shared files and 
resources are listed on the RM GUI, where the listed and 
downloaded files can be examined. It is obvious that the 

same identified services are requested simultaneously. 
Therefore, the composition of the RM needs to be stable and 
reliable. Fig. 5 illustrates the composition and function of the 
RM. 

 

 
Figure 5.  The composition and function of the RM. 

The example below in Fig. 6 depicts the processing of 
fire support order requests inside the RM as an informal 
Specification and Description Language (SDL) diagram. 
This action performed by the RM is essential to proceed in 
the process of offering requested service/s [21]. 

  

 
 

Figure 6.  The processing of Fire Support Order requests in RM in an 
informal SDL diagram. 
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Each request has a time-stamp and own identification and 
the request also contains route data and is traceable 
whenever tracking data are required. Each request is 
categorized according to an urgency class and its execution 
process is monitored and evaluated continuously. Once the 
request has been executed, it will be filed as a completed task 
in the common database. The tracking data of the completed 
request can be retrieved for analyzing purposes at any time 
by the system operator. 

VII.  SECURITY AND SCHEDULER 

To account for operational security, there are protocols to 
identify the credentials of the requester entity by applying a 
security, authentication and agreement tool embedded in the 
RM. Before any tasks are given to be executed or resources 
are allocated for use, the task or resource request goes via the 
described system, as presented in Fig. 7. An incoming task 
passes through a preliminary phase, in which it is checked 
and identified. Once the task has been verified and approved 
and sent from a trusted and secure cooperation entity, it will 
be processed via a series of approval and authorization 
policies. 

Security issues remain vital also when dealing with 
unmanned aerial vehicles utilized in Network Centric 
Warfare at tactical level as described in [22]. The accrued 
data have to be secured to be intact and coherent when 
passing different interfaces from the sensor to the shooter. 

The described process ends with a phase in which a 
common language and tools are selected and then the given 
request moves forwards inside the RM. The overall 
description of the whole concept consists of three major parts 
and functions: 1) SA comprehending the existing solutions 
and tools, 2) command and control tools, and, lastly, 3) 
information repository. These three together enable the 
command and control process and saving of logdata for 
further analyses. These functions presuppose the RM and the 
Scheduler to share and distribute the tasks and resources. 

 

 
Figure 7.  Security, authentication and agreement system. 

To provide for the requested service, the RM requires 
one more component [21]. This critical component for the 
military use of SOA which relies on the utilization of the RM 
is called the Scheduler. The role of the Scheduler is to 
coordinate processes to maximize the performance of 
resources and to reduce fratricide and collateral damage. The 
Scheduler enables militaries to execute various operations 
simultaneously but still under a strict command and control. 
The issue of simultaneously operations is solved by the 
element named Battlefield Secure Scheduler (BSS). This 
component uses two different methods of sharing calendar, 
Pre Shared Scheduler (PSS) and Dynamic Schedule Update 
(DSU). The Scheduler functions together with the RM and 
utilizes SOA as a process. These elements can be recognized 
in Fig. 8, which introduces the process from an incoming 
command/task to an outgoing command/task. 

 

 
Figure 8.  The elements inside the scheduler and the permeable command 

and control -process. 

VIII.  BENEFITS AND DRAWBACKS OF THIS SOLUTION 

The delicate system introduced can malfunction for 
various reasons. Challenges related to energy have to be 
solved to enable the function of different processes. The 
orchestration of the system can also fail because of 
intentional enemy action (jamming, a virus, a worm). The 
system needs to be equipped with an analyzing program, 
which indicates when the system functions properly. If the 
system malfunctions and retrieving the capabilities becomes 
impossible, the system becomes useless for an FFW. This 
asks for an easily replaceable and fault-tolerant system with 
inbuilt check-in routines. Otherwise, traditional methods in 
orchestrating services need to be adopted. 

By adopting SOA and embedding business processes into 
the existing command and control -system, the overall 
performance of military operations can be improved. With 
the assistance of the RM, limited military resources can be 
allocated more efficiently to the users requiring for services. 
When the new invented tool, the Scheduler is implemented 
together with the RM into the BPs, the performance of the 
system can be significantly increased. The allocated 
resources available can be used optimally. This means 
shorter execution times, and a higher amount of data for 
improved decision making. The overall system performance 
can be optimized with the assistance of these tools. 

Offering a service of ubiquitous computing to battlespace 
commanders increases the possibility to utilize the resources 
available. This fosters a rapid decision-making process 
especially, when SOA can be embedded in the decision-

5Copyright (c) IARIA, 2014.     ISBN:  978-1-61208-316-2

ICDT 2014 : The Ninth International Conference on Digital Telecommunications

                            14 / 27



making systems. As described in [14], SOA must deliver a 
solution that crosses existing boundaries as well as address 
the issues of information sharing regardless of where that 
information is stored. A BP -like orchestration of systems 
and services can improve the overall performance of military 
operations executed. This can result in improved overall 
performance capabilities while executing missions in the 
battlespace benefitting from SOA, the RM and the 
Scheduler. 

By adopting these introduced new elements into BMS 
together with SOA, it may be possible to gain improved 
capability to execute operations. This can also mean 
reduction in time related to allocation of resources. This can 
result improved overall performance and minimal execution 
times of operations. Besides, with the improved level of SA, 
fratricide and collateral damage can be reduced. 

The system presented here is free to be adopted and 
tested. To create a functioning, automated business process 
applicable for future battlespace purposes requires future 
work. This is briefly tackled in the ensuing section. 

 

IX.  FURTHER WORK 

So far, this system has not been field tested for 
considerable funding is needed to execute the tests. One 
would hope such funding became widely available since the 
need for automated systems and allocation of ever limiting 
resources force militaries to discover the performance 
offered via SOA. When the process of war has been modeled 
to resemble a Business Process, the performance of FFWs 
can be optimized with the assistance of processes assisted 
with the SOA. The result of this can be seen as an agile and 
modular military performer with improved capabilities and 
improved Situational Awareness, and the capability to utilize 
ever diminishing resources more optimally with decreased 
instances of fratricide. 

Further work related to modeling a war as a business 
process must concentrate on security issues of software. 
Worms and viruses pose an increasing threat in digitized 
battlespace. Issues such as adequate level of constant energy 
flow and protection against violations caused by electronic 
warfare must be studied, tested and finally solved before 
adoption of the system in operative use. 

Funding and human resources are required to run the 
validity tests of the introduced system. Firstly, tens of 
thousands of simulation laps in each scenario type are 
required before implementing the introduced 
system/prototype into any real-time military exercise 
performed. Secondly, once resources have been invested in 
implementing the system introduced here, the follow-up 
paper cannot any longer be accessed in any public domain 
data sources.  
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Abstract—Multicast is one of the most efficient ways to
distribute data to multiple users. There are different types of
Multicast such as IP Multicast, Overlay Multicast and Application
Layer Multicast (ALM). In this study, we focus on Application
Layer Multicast where the multicast functionality is implemented
at the end user. We introduce a new ALM protocol, Link Aware-
NICE (LA-NICE), which is an enhanced version of the NICE
protocol [1]. NICE is a recursive acronym which stands for NICE
is the Internet Cooperative Environment. LA-NICE protocol
takes into account the fact that different links can have different
bandwidths and this fact can be used to improve multicast
message delivery and minimize end-to-end delay. OMNeT++
simulation framework [2] was used to evaluate LA-NICE. The
evaluation is done through a comparison between LA-NICE and
NICE. The simulation results showed that LA-NICE produces an
increase in the percentage of successful message delivery ranging
from 2% to 10% compared to NICE. Also, LA-NICE has less
average delay and less average message hop count than NICE
which reduces the overall latency of message delivery.

Keywords—Application Level Multicast, Multicast tree, Overlay
networks , Link Aware, Hop count, NICE, Scribe, OMNeT.

I. INTRODUCTION

As the number of Internet users increases, data delivery
over the Internet becomes more challenging as networks get
more overloaded and congested. Currently, data exchange
through the Internet is mainly based on unicast (point-to-
point between two computers). So, if millions of users try
to stream an important broadcast event like the world soccer
cup, instead of broadcasting the data to all users, the data
source sends a copy of the data to each of the users so the
source keeps transmitting the same packet a million times.
This leads to redundant traffic in the network in addition to
overloading the data source resulting in inefficient data delivery
and an increase in packet loss. Multicast was introduced as an
alternative to unicast in such cases. In multicast, the source
sends contents to a sub-server set and each one of those sub-
server set forward the content to a different group of users.
There are several types of multicast such as IP, overlay, and
application level. In IP Multicast, the multicast process is
implemented at the IP level during packet transmission. IP
multicast provides an efficient multicast technique. However,
it was never widely deployed in the Internet due to multiple
reasons including the fact that it requires changes at the
infrastructural level which slows down the pace of deployment.
Also IP multicasting introduces high complexity and serious
scaling constraints at the IP layer in order to maintain a state
for each multicast group. As a result of the non acceptance of

IP Multicast, the Application layer multicast (ALM) approach
was proposed. ALM, also called End-System Multicast, was
proposed as an alternative implementation of the multicast
technique to the IP Multicast implementation. ALM builds
a virtual topology on top of the physical Internet to form
an overlay network. Each link in the virtual topology is a
unicast link in the physical network [3]. Therefore, the IP layer
provides a unicast datagram service, while the overlay network
implements all the multicast functionality such as dynamic
membership maintenance, packet duplication and multicast
routing [4].

NICE [1] is an ALM protocol that arranges the set of mem-
bers in a multicast group into a hierarchical control topology.
As new members join and existing members leave the group,
the basic operation of the protocol is to create and maintain
the multicast tree hierarchy. The NICE hierarchy is created by
assigning members to different levels (or layers) as illustrated
in layer 0, figure 1. Layers are numbered sequentially with the
lowest layer of the hierarchy being layer zero (L0). Members
in each layer are partitioned into a set of clusters [5]. Each
cluster is of size between k and 3k-1 members, where k is
a constant (usually k=3), and consists of a set of members
that are close to each other. Further, each cluster has a cluster
leader. The protocol chooses the center of the cluster to be
its leader, i.e., the cluster leader has the minimum distance to
all other members in the cluster. This choice of the cluster
leader ensures that a new joining member is quickly able to
find its appropriate position in the hierarchy using a very small
number of queries to other members. The leaders in level i are
the members of level i+1 in the tree, so all the leaders in L0

belong to L1 and their leaders belong to L2 and so on until
there is only 1 leader which is the Rendezvous Point (RP) in
the highest level of the tree. Since each cluster in the hierarchy
has between k and 3k - 1 members, a host that belongs only to
L0 layer peers with O(k) other hosts for exchange of control
messages. In general, a host that belongs to layer Li and no
other higher layer, peers with O(k) other hosts in each of the
layers L0....Li, which results in control overhead O(k*i) for
this member. Hence, the cluster-leader of the highest layer
cluster peers with a total of O(k*logN) neighbors, which is the
worst case control overhead at a member. NICE mainly focuses
on minimizing end-to-end delay. This is done by computing the
distance between the nodes and constructing the tree such that
nodes close to each other get assigned to the same cluster. This
technique minimizes end-to-end delays as the cluster leader is
always centered in the middle of the cluster where the distance
between it and the rest of the cluster members is minimum.
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The rest of the paper is organized as follows. Section 2
describes Link-Aware NICE protocol. Section 3 presents the
simulation design, the implementation and the evaluation and
test results. Finally Section 4 presents the conclusion based on
the simulation results.

Fig. 1: Hierarchical arrangement of hosts in NICE [6]

II. LINK-AWARE NICE

LA-NICE takes into account the fact that different links
can have different bandwidths and uses this fact to improve
multicast message delivery and minimize end-to-end delay.
As shown in figure 2, LA-NICE doesn’t change the cluster
structure or how the cluster splits or merges, it focuses on two
phases in the tree management which are the member join and
the tree maintenance phases.

Fig. 2: LA-NICE code structure

A. Multicast Tree Member Join Procedure

When a new node wants to join the multicast tree, in the
original NICE algorithm, it contacts the RP with its join query,
The RP responds with the hosts that are present in the current
highest level of the tree Li. The joining host then contacts
all members in Li to locate the member closest to it. This
member then informs the joining host of its other members in
Li−1 layer and so on recursively until the joining host finds its
position in the lowest level of the tree. Meanwhile, the joining
host gets peered temporarily with the RP as soon as it starts
communicating with it to get the muticast messages sent until
it finds its appropriate position in the tree. This ensures that the
joining node gets connected to the tree as soon as it requests
to join. Right before joining the tree in the lowest level and
after knowing where exactly it will join, the member node
requests to be disconnected from the RP and requests to join
its appropriate parent in the tree.

LA-NICE modifies the member join procedure of NICE.
NICE members join the closest clusters based on round trip

time (RTT) measurements. The RTT of sending a message is
the time it takes for the message to be sent plus the time it
takes for an acknowledgment of that message to be received.
The RP gets a list of the clusters leaders ordered by distance
and assigns the new host to the closest cluster to it. In LA-
NICE, in a tree of i levels, the RP gets a set of potential clusters
(PC) that the new node can join using (1) where PC is a set
of clusters of size i. Ln is the leader of cluster n. Then the RP
checks the bandwidth of the leaders of the potential clusters
and assigns the new node to the cluster with the highest ratio
of leader bandwidth/number of cluster members as shown in
(2).

PC = minRTT (New node, Ln) (1)

Selected cluster = maxbandwidth/cluster size(PC leaders)
(2)

B. Multicast Group Member Leave Procedure

When nodes leave the tree, they can leave either gracefully
or ungracefully. A graceful leave, which is when a host
leaves the multicast group after notifying all the clusters it
has previously joined that it’s leaving. On the other hand,
an ungraceful leave occurs when member fails without being
able to send out a leave notification to its clusters, the cluster
members then manage to detect this departure when they don’t
receive HeartBeat message from that member. A HeartBeat
message is a periodic message sent by every member to the
rest of the multicast group informing them that it still exists
in the group. If a cluster leader left the group, this could lead
to a partition in the tree so a new leader needs to be chosen
faster. A new leader of the cluster is chosen depending on who
is estimated to be closest to the center among these members.

C. Multicast Tree Maintenance

A cluster leader periodically checks the size of its cluster,
and appropriately splits or merges the cluster when it detects
a size bound violation. If a cluster exceeds the cluster size
upper bound 3k - 1, it gets split into two equal-sized clusters.
Given a set of hosts and the distances between them, the
cluster split operation partitions them into subsets that meet
the size bounds, such that the maximum radius of the new
set of clusters is minimized. The centers of the two partitions
are chosen to be the leaders of the new clusters and transfers
leadership to the new leaders. If these new clusters still violate
the size upper bound, they are split by the new leaders using
identical operations.

To maintain the tree structure and detect any unexpected
partitioning in the tree, each member of a cluster sends
periodic HeartBeat message to each of its cluster members.
The message contains the distance estimate from the sender to
each other member of the cluster. The cluster leader includes
the complete updated cluster membership in its HeartBeat mes-
sages to all other members. This allows existing members to
set up appropriate peer relationships with new cluster members
on the control path. The cluster leaders also periodically send
their higher layer cluster membership their cluster.
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LA-NICE takes the link load into account when maintain-
ing the tree. So instead of only checking if the cluster leaders
need to be modified based on the leader’s position with respect
to the cluster members, LA-NICE checks the bandwidth of
the closest 3 nodes to the center of the cluster (given that the
cluster has more than 3 members) and assigns the one with
the highest ratio of bandwidth/number of cluster members to
be the cluster leader. This modification is selecting the cluster
leader based on the fact that there is always higher load on
the cluster leaders than the other nodes in the cluster since the
cluster leaders send the multicast messages to all the cluster
members leading to a bottleneck of O(k log N). So, ensuring
that the leader has a relatively high bandwidth in addition to
being close to all the members reduces the delay and improves
multicast message deliver

III. RESULTS AND ANALYSIS

A. Experiment Setup

To evaluate LA-NICE, we compared it to NICE protocol
and Scribe[7] which is another ALM protocol. The evaluation
was done using four different test groups of users. Each group
had different number of users. The number of users in those
groups were 20, 45, 70, and 100 respectively. The simulation
was done using OMNeT++ as shown in figure 3 and it runs
for 300 seconds where nodes exchange multicast messages
where some users would drop out while other join the group
randomly.

Fig. 3: LA-NICE multicast tree simulation using OMNeT++

B. OMNeT++

OMNeT++ [8] is an object-oriented open-source network
simulator that is highly flexible and easy to use. The model’s
structure is described in OMNeT++ NED language. The
Network Description (NED) language facilitates the modular
description of a network, which consists of a number of
component descriptions (channels, simple/compound module
types, gates, etc.). In addition, OMNeT++ provides various
statistic collections and visualization tools for results analysis.
The simulator supports parallel and distributed simulation with

the multiple instances communicating via Message Passing
Interface(MPI), as well as support for network emulation
through interfaces with real networks and the ability to use real
networking code inside the simulator. OMNeT++ simulation
models are composed of modules and connections. Connec-
tions may have associated channel objects. Channel objects
encapsulate channel behavior: propagation and transmission
time modeling, error modeling, and possibly others. Channels
are also programmable in C++ by the user. Modules and
channels are called components. Components are represented
with the C++ class cComponent.

C. Implementation

The implementation was done using OMNeT++ framework
with oversim [9]. Oversim includes a basic implementation of
NICE protocol. They were both used in evaluating LA-NICE
performance. The implementation of LA-NICE was built using
OMNeT++ oversim framework. In LA-NICE, both the member
join and the maintenance methods were modified. The code is
implemented in C++ to write the logic of the protocol and
OMNeT’s .Net language to represent the user interface of the
network. Datarate channels were used with different datarates
to test various network conditions and bandwidth variations.

D. Results

Message Delivery: The first evaluation criteria for LA-
NICE is the percentage of multicast messages delivered,
failure in delivery indicates inefficient tree maintenance due
to not detecting node departures in a reasonable amount of
time or bad bandwidth utilization, which results in bottlenecks
that lead to late delivery and sometimes failure in delivery.
As seen in table I and figure 4, scribe has lower message
delivery percentage. The reason behind the less performance
in Scribe is due to the fact that the nodes are assigned random
generated IDs. This randomness could lead to a situation
where two hosts can be close to each other and yet sending
a message from one of them to the other passes by other
nodes that are far from them which takes longer time than it
should. This is due to the routing table which sends messages
to hosts that have the same prefix in their ID (which doesn’t
always mean that this is the closest node in the table). In
addition, messages have a certain time to live (TTL) and
then they timeout, so as the delay increases the amount of
messages that timeout increase. NICE, on the other hand
doesn’t have this problem and it sends the messages to the
closest nodes graphically without any regard to bandwidth
conditions. LA-NICE combines both distance and bandwidth
factors.

TABLE I: MESSAGE DELIVERY PERCENTAGE RESULTS

Number
of

users
NICE Scribe

LA-NICE
% Improvement

over NICE over Scribe
20 90.93 88.57 99.34 8.4% 10.7%
45 96.01 89.65 98.69 2.7% 9.04%
70 90.48 88.71 96.53 6.05% 7.8%

100 93.76 89.62 95.68 1.92% 6.06%
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On the other hand, NICE takes the node’s proximity to
each other into account when constructing the delivery tree. for
example, if two nodes are close to each other, the time taken to
send exchange messages between them should be less than the
time taken to exchange message between nodes that are further
away from each other. Our main focus is to build on NICE and
enhance its performance by making it link-aware. Link-Aware
NICE handles the proximity factor in NICE in addition to the
bandwidth factor when a new node joins the tree and when
maintaining the tree as well. This is done through measuring
the cluster leaders’ bandwidth and selecting the cluster with the
highest leader bandwidth that is relatively close. This approach
produced the highest message delivery percentage as seen in
figure 4 compared to NICE and Scribe.

Message Delay and Hop count: Another evaluation
criteria is the average hop count of the multicast messages.
The hop count of a packet is defined as the number of routers
traversed by a packet between its source and destination [10],
which is in this case the number of hosts that a message
passes from the source to the destination [11]. As seen in
figures 5 and 6 and tables II and III when the number of users
is small, the average hop count of LA-NICE and NICE, as
well as the maximum hop count is almost the same, however
as the number of users increase LA-NICE has less number of
hops leading to less delay in delivering the messages.

The delay factor is related to the hop count. Figures 7
and 8 and tables IV and V show a comparison between LA-
NICE, NICE in terms of delay. The delay and message hops
are usually proportional, therefore, with the increase of the
hops along the tree, the delay increases. It is clear that LA-
NICE outperforms NICE in terms of delay and hop count after
taking the links’ load factor into account.

TABLE II: AVERAGE HOP COUNT RESULTS

Number of Users LA-NICE NICE
20 1.55 1.48
45 1.73 1.77
70 1.79 2.1
100 1.78 2

TABLE III: MAXIMUM HOP COUNT RESULTS

Number of Users LA-NICE NICE
20 2 2
45 4 4
70 4 7
100 3 6

TABLE IV: AVERAGE DELAY RESULTS (S)

Number of Users LA-NICE NICE
20 0.923 0.91
45 0.83 0.9
70 1.54 1.58
100 1.21 1.19

Fig. 4: Percentage of Message Delivery of LA-NICE, NICE and Scribe against different
number of users

Fig. 5: Average hop count in LA-NICE and NICE against different number of users

Fig. 6: Maximum hop count in LA-NICE and NICE against different number of users

Fig. 7: Average Delay in LA-NICE and NICE against different number of users
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TABLE V: MAXIMUM DELAY RESULTS (S)

Number of Users LA-NICE NICE
20 1.67 1.72
45 1.76 1.57
70 2.48 2.48
100 2.01 2.05

Fig. 8: Maximum Delay in LA-NICE and NICE against different number of users

IV. CONCLUSION

We presented LA-NICE which is an enhancement version
of the ALM based NICE protocol. The added enhancement
resulted in improved multicast message delivery and lower
end-to-end delay. LA-NICE takes into account the fact that
different links can have different bandwidths. The original
member join, member leave and the maintenance functions in
NICE algorithm were modified to include the link information.
OMNeT++ simulator was used to evaluate LA-NICE and com-
pare it against NICE as well as Scribe protocols. Simulation
results showed that LA-NICE produced higher percentage of
successful message delivery and less delays in data forwarding
multicast messages compared to NICE and Scribe protocols.
The study of the behavior of the three algorithms has shown
that as the number of users increased and the network became
more congested, the successful message delivery decreased and
the delay increased.
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Abstract—The SensibleThings platform is an open source ar-
chitecture for enabling Internet-of-Things based applications.
During its development, multiple problems have been faced and
solved, for example issues related to networking, information dis-
semination, sensors, and application access. This paper describes
these problems and the technical solutions that are implemented
in the platform. We also present the current progress and a
series of demonstrator applications, which show the wide range
of possibilities enabled by the platform. Finally, we present future
work and how it will be used in future research endeavors and
commercial interests.
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I. INTRODUCTION

Applications that utilize information from sensors attached
to different things in order to provide more personalized, au-
tomatized, or even intelligent behavior are commonly referred
to as Internet-of-Things (IoT) applications [1] or Machine-to-
Machine (M2M) applications [2]. The prediction is that these
kinds of applications will be able to interact with an IoT, a
worldwide network of interconnected everyday objects, and
thereby be able to display context-aware behavior [3]. These
applications may address a variety of areas, such as envi-
ronmental monitoring (pollution, earth quake, flooding, forest
fire), energy conservation (optimization), security (traffic, fire,
surveillance), safety (health care, elderly care), and enhance-
ment of social experiences. IoT applications will probably have
a big impact on how we interact with people, things, and the
entire world in the future.

There is also an interesting relationship between the IoT
and big data [4], since all of the connected things will produce
and consume large amounts of data. Current estimations are
in the order of 50 billion connected devices year 2020 [5].
In order to enable a widespread proliferation of IoT services
there must be a common platform for dissemination of sensor
and actuator information on a global scale. This is however
a very difficult goal to achieve, because there is a large
number of practical difficulties that must be solved. We state
that applications on the IoT require the following from an
underlying platform.

1) The platform must be able to quickly disseminate
information to end points. The communication should

be done with low overhead and there should be no
unnecessary proxying of data. This due to that there
exists many scenarios with real-time constraints for
IoT applications.

2) The platform must be stable and handle devices
joining and leaving the system with high churn rates.
There should be no central points of failure and
it should be possible for the system to heal itself,
even when a large number of devices leave at the
same time. For example in IoT scenarios with high
mobility.

3) The platform must be lightweight enough to run
on devices with limited hardware resources, such as
mobile devices, small computers, and sensor motes.
Hence, computational heavy algorithms and large
amounts of data storage is not possible in such end
devices. It is reasonable to expect that the IoT will
include a wide range of different devices with varying
computational and storage resources.

4) The platform must be extensive and adaptive to
conform with a wide range of possible applications
and devices. Applications should be able to create
new functionality on top of the platform, suiting their
own needs. This due to that IoT applications spreads
across a wide range of scenarios and there might be
unknown possible future scenarios.

5) The platform must be easy to adopt and free to
use in commercial products. Since the goal is global
proliferation, there should be no restrictions in terms
of software licenses and fees related to the code
for those companies or enterprises wishing to utilize
the platform. Also, IoT applications must be viable
for pure commercial interests, not just as research
implementations.

This paper addresses the practical difficulties of facing the
above mentioned requirements. We first present a short survey
of related work in terms of the different IoT platforms currently
available, including their relation to the requirements. We
then present our solution called the SensibleThings platform,
describing how it is designed and implemented to meet all of
the requirements in a satisfactory manner.

The paper is outlined as follow. Section II presents the
survey over currently available platforms. Section III describes
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the SensibleThings platform, whereas Section IV focuses on
the problems faced during the processes. Section V discusses
current results and possible applications. Finally, Section VI
presents the conclusion and future research.

II. RELATED WORK

There currently exists a vast amount of platforms which
claims to enable an IoT, far more than can be listed in this
paper. However, they can generally be categorized into three
categories, centralized (or cloud distributed), semi-distributed,
and fully distributed systems.

A. Centralized Systems

Most of the systems being released today seem to focus
on distributing the data on some form of cloud-based IoT
architecture. The cloud is a concept that rise in popularity,
but it is in many cases simply a new word for traditional web
services. Very few of the cloud based systems explain how
the distribution and synchronization is actually done inside
their architecture, how many servers they use, etc. Either way,
cloud-based systems can be considered as centralized systems
since they always relay the sensor and actuator information
through a centralized point, in this case a cloud (be it one
or many connected servers). The main problems with cloud
oriented solutions are that they have difficulties achieving
requirement 1 on direct communication between end devices,
requirement 2 on no central points of failure, and requirement
5 on an open and free to use system, because they are
based on large scale servers. Typical examples of these cloud
based architectures include: SicsthSense [6], ThingSpeak [7],
Sen.Se [8], Nimbits [9], ThingSquare [10], EVRYTHNG [11],
Paraimpu [12], Xively [13], XOBXOB [14], Thingworx [15],
One Platform [16], Carriots [17], and many more.

B. Semi-Distributed Systems

The semi-distributed systems are often based on session
initiation protocols, whereas they afterward use direct com-
munication between the connected devices. Because of this,
they usually contain a centralized point for coordinating the
communication. Thus, semi-distributed systems are faster and
to some extent easier to scale than centralized solutions, but
they still have difficulties coping with requirement 2 and
5. Typical examples of these semi-distributed architectures
include: ETSI M2M [18], SENSEI [19], ADAMANTIUM
[20], and other platforms based on 3GPP IMS [21].

C. Fully Distributed Systems

Fully distributed systems operate in a peer-to-peer manner,
where they both store and administer the information locally
on each entity. To achieve this, they often utilize hash tables
to enable logarithmic scaling when the number of entities
increases in magnitude. These systems do not contain any
single point of failure and are thus more resilient, though the
distribution itself often requires additional overhead in order
to maintain an overlay. The main problem associated with
fully distributed systems is however that they place a larger
responsibility on the end devices, and thus have difficult to
achieve requirement 3. Examples of such systems are SOFIA
[22], COSMOS [23], and MediaSense [24].

III. THE SENSIBLETHINGS PLATFORM

In order to solve the problem and address the stated
requirements we have created the SensibleThings platform,
which is a realization and implementation of the MediaSense
architecture explained in [24]. The SensibleThings platform
can be seen in figure 1, which presents the different layers
and components of the platform. These include an interface
layer, an add-in layer, a dissemination layer, a networking
layer, and a sensor/actuator layer. The layers are explained
in detail in the original article, but they will be summarized
here as well. The actual SensibleThings code is based on a
fork of the MediaSense platform, but has been significantly
improved since then. The focus has been on the open source
aspect and maintaining the commercialization possibilities of
applications that are utilizing the platform. Other differences
include the actual implementation of the lookup architecture,
communication protocol, and code interfaces.

A. Interface Layer

The interface layer is the public interface through which
applications interact with the SensibleThings platform. The in-
terface layer includes a single component, the SensibleThings
application interface, which is a generic Application Pro-
gramming Interface (API) for developers to build their own
applications on top of.

B. Add-in Layer

The add-in layer enables developers to add optional func-
tionality and optimization algorithms to the platform. Add-ins
can for example help the platform meet specific application
requirements, such as specifically demanded features or handle
the available capacity in regards to computational power and
bandwidth. The add-in layer manages different extensible and
pluggable add-ins, which can be loaded and unloaded in run-
time when needed. These add-ins are divided into optimization
and extension components, but the platform can include any
number of them at the same time.

C. Dissemination Layer

The dissemination layer enables dissemination of informa-
tion between all entities that participate in the system and
are connected to the platform. A variant of the Distributed
Context eXchange Protocol (DCXP) is used, which offers
communication among entities that have joined a peer-to-peer
network, enabling exchange of context or sensor information in
real-time. The operation of the DCXP includes resolving of so
called Universal Context Identifiers (UCI) and subsequently
transferring context information directly. Therefore, the dis-
semination layer includes three components, a dissemination
core, a lookup service, and a communication system. The
dissemination core exposes the primitive functions provided by
DCXP, the lookup service stores and resolves UCIs within the
system, and the communication component abstracts transport
layer communication. In short, the dissemination layer enables
registration of sensors in the platform, resolving the location of
a sensor in order to find it, and the communication to retrieve
the actual sensor values.
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Figure 1. Overview of the SensibleThings platform’s architecture

D. Networking Layer

The networking layer enables connection of different en-
tities over current Internet Protocol (IP) based infrastructure,
such as fiber optic networks or wireless and mobile networks.
Hence, the networking layer is separated into two inner com-
ponents, an IP network and the physical network medium. In
short, the networking layer thus abstracts any underlying IP-
based network architecture.

E. Sensor and Actuator Layer

The sensor and actuator layer enables different sensors
and actuators to connect into the platform. The sensors and
actuators can vary greatly and the platform therefore offers
two options to connect them. Firstly, they can be connected
directly if they are accessible from the application code, such
as in the case of smartphone sensors. Secondly, the sensors
and actuators can connect through the sensor and actuator
abstraction. The abstraction enables connectivity either directly
to wireless sensor networks or via more powerful gateways.
Hence, the sensor and actuator layer is separated into five
components: the directly accessible sensors and actuators, an
abstraction component, different sensor and actuator networks,
sensor and actuator gateways, and the physical sensors and
actuators.

IV. ENCOUNTERED PROBLEMS

This section outlines the different problems encountered
during the development of the SensibleThings platform. The
problems are divided according to what layer they belong to
and explained in the following subsections. The last subsection
describes issues related to the source code licensing.

A. Interface Layer Problems

The main problems of the interface layer were related to
requirement 5 on easy usage, how to make the platform easy to

understand and easy to implement. Different approaches were
explored, but since almost all communication on the platform
is done asynchronously, the listener java pattern is typically
used in the application interface. Hence, almost all interface
access with the platform is done through normal function calls,
whereas the values are returned in event listeners.

B. Add-in Layer Problems

The add-in layer have also posed some specific problems,
most prominently how the add-ins should be managed, loaded,
and the API’s chain of command. This relates to requirement
4 on extensibility and in requirement 5 on easy usage. There
are also decisions to be made on what parts of the platform’s
API that should be considered primitive actions or be provided
as add-in features. In the current platform, there are still
some limitations as these issues have not been prioritized.
For example, the add-ins have no chain of command and will
therefore hijack functionality of the platform when enabled.
Thus, some add-ins become mutually exclusive and will not
function properly together.

C. Dissemination Layer Problems

The main problem faced when developing the dissemina-
tion layer was regarding the choice of lookup service that
supports requirement 1, 2, and 3, namely quick dissemination,
good scalability, and lightweight operation. There exists a
number of Distributed Hash Tables (DHT) that the platform
could use, where the most prominent are Chord [25], Kelips
[26], and P-Grid [27]. All three choices have their separate
advantages and disadvantages. Chord uses a ring structure
which is difficult to maintain and has a logarithmic lookup time
O(log(N)). Kelips uses affinity groups with a much simpler
synchronization scheme and has fixed lookup time of O(1),
but it does not scale as well and has a larger overhead. P-Grid
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has a trie based structure with a logarithmic lookup time of
O(0.5 log(N)), but is more complex and difficult to maintain.

In the current platform, both Chord and Kelips are com-
pletely reimplemented to operate within the platform and
with the same license as the rest of the code. We have also
experimented with the currently available P-Grid code, but
since that is using multiple source code licenses (including
propagating open source licenses), it cannot be a part of
the SensibleThings code at this stage. Currently the platform
defaults to the Kelips DHT implementation, simply because
that code is more stable than the Chord implementation when
nodes join and leave rapidly.

The second problem faced in the dissemination layer was
the choice of communication protocol. Requirement 1 states
that the communication should be fast with low overhead.
Therefore, the aim was to have the useful payload data already
in the first packet. Because of this, a variant of a Reliable User
Datagram Protocol (RUDP) is utilized as the default protocol.
The problem with RUDP is however that the packets are sent
in clear text, but to support industry applications the platform
must provide the possibility of encryption. There exists several
approaches for enabling this, such as different key exchange
schemes with varying degrees of security and overhead. In
the end, the decision was to support standard Secure Sockets
Layer (SSL) encryption to at least make it possible to encrypt
the data if needed. The encryption is however only useful to
prevent eavesdropping, not man in the middle attacks, because
all certificates will be self signed by the end devices. There is
also a significant overhead related to SSL, and since there is
an initial handshake the data will not come in the first packets.

There have also occurred different problems in relation to
the serialization of messages, how the messages are coded
when sent over the Internet (before any encryption). A binary
serialization format is most suitable from a performance per-
spective, but a text based format is most usable from a human-
readable perspective and a code-specific format is most easy
to program. In the end, the choice was to support all different
serialization formats but the default is set to Java’s object
serialization, to make it easier to develop new extensions.
Likely, the Java serializer will be replaced in the future, in
order to make transitions to other platforms and programming
languages feasible.

D. Networking Layer Problems

The major problem faced in the networking layer was
related to requirement 2 on stability and seamless communi-
cation. The first versions of the platform did not take Network
Address Translation (NAT) and firewalls into consideration,
it only worked if all devices was on the public Internet.
However, today almost all consumer devices are connected to
the Internet through either NAT or some type of firewall, either
in their home or at their work, but also on the mobile phone
networks. The NAT and firewall problem is only a question of
configuration, given that the user is allowed to enable features
such as port forwarding on the NAT routers, but that this rarely
the case. For example, most normal users simply want things
to work out of the box, most companies do not allow their
employees to enable such features on their company network,
and many Internet service providers are now enabling carrier
grade NAT [28].

Multiple approaches were considered, ranging from IP
version 6 (IPv6) solutions, to Universal Plug and Play (UPNP),
different hole punching techniques, and finally simple proxy
solutions. The chosen solution first tries the normal ap-
proaches, such as direct connections and UPNP. If this fails it
instead utilizes distributed proxy nodes in the system. As the
proxy solution stands in direct contradiction to requirement 1
on real-time communication without unnecessary relaying of
information and requirement 2 on no central points of failure,
it is only used as a last resort when there are no other solutions
available.

There also exists problems related to the capacity of the
Internet connections and their network delay, but since the
SensibleThings platform is built on top of the existing Internet
architecture, it cannot affect these parameters. Therefore, as
long as useful payload data is sent in the first packet, the
assumption is that it is being transmitted as fast as possible
by the underlying network infrastructure.

E. Sensor and Actuator Layer Problems

In the sensor and actuator layer, there were problems with
the actual sensor hardware platforms that is available today,
especially in regards to requirement 3 on being lightweight.
Different vendors of sensors have different platforms that the
sensors run on, especially when it comes to connecting large
Wireless Sensor Networks (WSN). Typically, cheap analog
sensors can be connected directly to a more powerful device,
such as a smartphone or a Raspberry Pi [29]. But to connect
traditional WSN architectures such as TinyOS [30] or Contiki
[31], the platform must communicate via COAP [32] or other
lightweight protocols that they can handle. Therefore, in most
of the examples we have utilized either smartphones with
sensors already built in, or Raspberry Pi devices with attached
sensors. However, any device that can run the Java code for the
platform can be a part of the system, and any low end device
that can communicate via COAP can easily be connected via
a more capable device.

F. Source Code License Problems

One purpose of the platform is to make it available
for industry partners to develop their own applications and
then commercialize the products, see requirement 5. This
requirement made it impossible to use a strict and propagating
open source license such as GNU General Public License
(GPL). The amount of external code should also be kept to a
minimum, in order to maintain the control over all the licenses
in use. In the end, the decision was to use the GNU Lesser
General Public License (LGPL) that allows companies to make
commercial products on top of the platform, without forcing
their products to be open source as well.

V. RESULTS AND APPLICATIONS

The current results include launching our new development
website for the SensibleThings platform [33]. This website
will act as a portal for all developers who want to utilize the
platform in their applications. The SensibleThings platform
is provided free and under an LGPL version 3 open source
license. Initial testing, demonstration, and evaluation of the
platform has been conducted using a testbed with fixed and
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(a) Sensor reading (b) Intelligent home (c) Object tracking (d) Surveillance (e) Historical values

Figure 2. Examples of applications using the SensibleThings platform.

mobile access to the Internet. In terms of performance we
have measured the platform to be on par with UDP traffic.
Table I shows the response times measured for resolving, and
retrieving a specific sensor value in the platform. The table
shows both the arithmetic mean µ and the standard devia-
tion σ. The measurements were conducted with 103 devices
connected to the platform. One workstation, one Raspberry
Pi, and 100 emulated devices connected via 1 Gbit fiber optic
based Internet connection. Lastly, one mobile device connected
via 3G mobile Internet connection. The measurements were
conducted on the workstation, the Raspberry Pi, and the mobile
device, to show the difference between them and the effect
of the proxy solution for NAT problems associated with the
mobile device. The other 100 devices were put into the system
to create background traffic, in order to emulate a real-world
scenario with many connected devices.

Proof-of-concept demonstrator applications have been built
using many different devices, sensors, and actuators, in or-
der to show the versatility of the SensibleThings platform.
The applications presented in figure 2 show some of these
demonstrators. From left to right they are: (a) sensor value
readings (radon, carbon dioxide, temperature, and humidity),
(b) home automation with energy consumption measuring (for
interacting with an intelligent home), (c) object tracking (for
tracking different objects with attached sensors), (d) surveil-
lance (for detecting trespassers), and (e) a set of historical
measurements (for statistical usage). But the platform itself is
versatile enough to be applied to even more areas. We foresee
possible applications ranging from intelligent home, health-
care, logistics, emergency response, tourism, and smart-grids,
to more social-oriented applications such as crowd sourcing,
dating services, and intelligent collaborative reasoning.

VI. CONCLUSION AND FUTURE WORK

In this paper we presented the challenges we have encoun-
tered when researching and developing the SensibleThings
platform. The first contribution of this paper is the identifica-
tion of the requirements for a functional and fully distributed
IoT platform in Section I. The second contribution is a short
survey of existing IoT platforms, presented in Section II.

TABLE I
MEASURED RESPONSE TIMES FOR PLATFORM.

Workstation Raspberry Pi Mobile

Resolve µ 4.8 ms 31 ms 230 ms
σ 2.2 ms 14ms 68 ms

Retrieve µ 4.8 ms 31 ms 280 ms
σ 2.0 ms 12 ms 56 ms

The main contribution is however the explanation of the
problems faced when building the SensibleThings platform,
and the solutions that solve these problems. The proposed
SensibleThings platform is shown to fulfill all the requirements
stated in Section I. The platform can disseminate information
to end devices quickly with low overhead (requirement 1). It
is stable and operates without any central points of failure
(requirement 2). The platform is lightweight and can run on
mobile devices where the only central point is the bootstrap
device (requirement 3), but any node can act as a bootstrap
if this original node goes offline. It is extensible (requirement
4) as shown with the demonstrator applications. Finally, the
platform is licensed under a well known and widely accepted
open source license making it free to use and at the same time
encouraging development of commercial a products (require-
ment 5). In comparison to related work, the SensibleThings
platform can be classified as a fully distributed solution, where
the overhead and communication is kept as lightweight as
possible. We predict that this is the only type of solution that
will scale for billions of connected devices and still be able to
disseminate sensor information with real-time demands.

Our current efforts are directed toward improving and
optimizing the existing code, as well as investigating other
possible choices of DHT and communication protocol. We will
also develop more extensions to satisfy specific applications
demands, such as seamless integration with other IoT platforms
and cloud infrastructures.
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