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Foreword

The Fifteenth International Conference on Internet and Web Applications and Services (ICIW
2020), held between September 27 – October 1st, 2020, continued a series of co-located events that
covered the complementary aspects related to designing and deploying of applications based on
IP&Web techniques and mechanisms.

Internet and Web-based technologies led to new frameworks, languages, mechanisms and
protocols for Web applications design and development. Interaction between web-based applications
and classical applications requires special interfaces and exposes various performance parameters.

Web Services and applications are supported by a myriad of platforms, technologies, and
mechanisms for syntax (mostly XML-based) and semantics (Ontology, Semantic Web). Special Web
Services based applications such as e-Commerce, e-Business, P2P, multimedia, and GRID enterprise-
related, allow design flexibility and easy to develop new services. The challenges consist of service
discovery, announcing, monitoring and management; on the other hand, trust, security, performance
and scalability are desirable metrics under exploration when designing such applications.

Entertainment systems became one of the most business-oriented and challenging area of
distributed real-time software applications’ and special devices’ industry. Developing entertainment
systems and applications for a unique user or multiple users requires special platforms and network
capabilities.

Particular traffic, QoS/SLA, reliability and high availability are some of the desired features of
such systems. Real-time access raises problems of user identity, customized access, and navigation.
Particular services such interactive television, car/train/flight games, music and system distribution, and
sport entertainment led to ubiquitous systems. These systems use mobile, wearable devices, and
wireless technologies.

Interactive game applications require particular methodologies, frameworks, platforms, tools
and languages. State-of-the-art games today can embody the most sophisticated technology and the
most fully developed applications of programming capabilities available in the public domain.

The impact on millions of users via the proliferation of peer-to-peer (P2P) file sharing networks
such as eDonkey, Kazaa and Gnutella was rapidly increasing and seriously influencing business models
(online services, cost control) and user behavior (download profile). An important fraction of the
Internet traffic belongs to P2P applications.

P2P applications run in the background of user’s PCs and enable individual users to act as
downloaders, uploaders, file servers, etc. Designing and implementing P2P applications raise particular
requirements. On the one hand, there are aspects of programming, data handling, and intensive
computing applications; on the other hand, there are problems of special protocol features and
networking, fault tolerance, quality of service, and application adaptability.

Additionally, P2P systems require special attention from the security point of view. Trust,
reputation, copyrights, and intellectual property are also relevant for P2P applications.
On-line communications frameworks and mechanisms allow distribute the workload, share business
process, and handle complex partner profiles. This requires protocols supporting interactivity and real-
time metrics.

Collaborative systems based on online communications support collaborative groups and are
based on the theory and formalisms for group interactions. Group synergy in cooperative networks
includes online gambling, gaming, and children groups, and at a larger scale, B2B and B2P cooperation.
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Collaborative systems allow social networks to exist; within groups and between groups there
are problems of privacy, identity, anonymity, trust, and confidentiality. Additionally, conflict, delegation,
group selection, and communications costs in collaborative groups have to be monitored and managed.
Building online social networks requires mechanism on popularity context, persuasion, as well as
technologies, techniques, and platforms to support all these paradigms.

Also, the age of information and communication has revolutionized the way companies do
business, especially in providing competitive and innovative services. Business processes not only
integrates departments and subsidiaries of enterprises but also are extended across organizations and
to interact with governments. On the other hand, wireless technologies and peer-to-peer networks
enable ubiquitous access to services and information systems with scalability. This results in the removal
of barriers of market expansion and new business opportunities as well as threats. In this new globalized
and ubiquitous environment, it is of increasing importance to consider legal and social aspects in
business activities and information systems that will provide some level of certainty. There is a broad
spectrum of vertical domains where legal and social issues influence the design and development of
information systems, such as web personalization and protection of users privacy in service provision,
intellectual property rights protection when designing and implementing virtual works and multiplayer
digital games, copyright protection in collaborative environments, automation of contracting and
contract monitoring on the web, protection of privacy in location-based computing, etc.

We take here the opportunity to warmly thank all the members of the ICIW 2020 Technical
Program Committee, as well as the numerous reviewers. The creation of such a broad and high quality
conference program would not have been possible without their involvement. We also kindly thank all
the authors who dedicated much of their time and efforts to contribute to ICIW 2020. We truly believe
that, thanks to all these efforts, the final conference program consisted of top quality contributions.

Also, this event could not have been a reality without the support of many individuals,
organizations, and sponsors. We are grateful to the members of the ICIW 2020 organizing committee for
their help in handling the logistics and for their work to make this professional meeting a success.

We hope that ICIW 2020 was a successful international forum for the exchange of ideas and
results between academia and industry and for the promotion of progress in the field of Internet and
Web applications and services.

ICIW 2020 Chairs:

ICIW 2020 Publicity Chair
Mar Parra, Universitat Politecnica de Valencia, Spain
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Abstract—E-learning has been receiving increasing attention in 

recent years. Many educational organizations have 

implemented Technology Enhanced Learning Environments 

(TELE) to improve student learning performance. This paper 

presents an overview of e-learning area, with a goal of 

providing references to fundamental concepts and identifying 

challenges for the broad community of e-learning 

practitioners. Until now, pedagogical content has been 

considered as a critical issue. Thus, we discuss recent content 

personalization's studies and the most important approaches. 

Keywords-E-learning; Technology Enhanced Learning 

Environments (TELE); Massive Open Online Courses (MOOC); 

Dropout Problem; E-learning Content Evaluation. 

I.  INTRODUCTION 

Distance education or distance learning has existed for 
centuries, before the advent of the Internet. The way of 
practicing has evolved with the development of technologies. 
In the beginning, mail was used to send homework and 
receive corrections. By 1921, courses were broadcast in the 
United States. From 1939, it was the turn of the telephone 
and television. Since 1990, distance learning has emerged in 
the United States and Canada with the development of the 
Internet. Today, we are using TELE that allow us to do 
everything we have done by correspondence.   

This study gives a historical overview of the field of e-
learning and provides details on the existing challenges, 
focusing on those regarding the dropout rate of learners.  

In spite of the limits that exist, e-learning offers 
acceptable solutions. This paper is designed to inform 
practitioners, policy developers and other stakeholders about 
the necessity of e-learning, which is becoming an important 
factor for education as well as business [1][2]. We dedicate 
this paper to those who want to reflect more deeply upon the 
adaptive capacity of e-learning to technological mutations 
[3]. This paper can interest, also, those who want to gain a 
greater understanding about how e-learning is a promoting 
field of scientific research.   

The aim of this study is to identify key concepts, studies 
and issues, to highlight the learning dropout phenomenon 
and make recommendations especially for data scientists to 
guide future research towards the improvement of 
pedagogical content. For the purpose of this review, 

electronic database like Google scholar, ScienceDirect and 
JSTOR were searched using keywords such as e-learning, e-
learning definition, MOOC, learner dropout. Selection 
criteria included: articles published in English, articles 
focusing on e-learning, recent articles. 

This paper is organized as follows. Section 1 begins by 
giving general panorama of the paper. In Section 2 we 
present the concept of e-learning, underline the content 
personalization issue and trace the advances in TELE. In 
Section 3, we highlight the Massive Open Online Course 
(MOOC) revolution and examine some taxonomies. In 
Section 4, we draw attention to the most interesting 
challenge:  the dropout rate of learners in e-learning. In 
Section 5, we finish by a conclusion, in which we give 
foretaste of our future work. 

II. E-LEARNING 

E-learning or electronic learning, literally means learning 
on the internet. Sangra et al. [4] identified four definitions 
categories, where each category focus on a specific aspect of 
the neologism: technology, knowledge, communication and 
pedagogy. The first category, Technology-Driven 
Definitions, portrays e-learning as the use of technology such 
as the web and electronic media for learning. The second 
one, Delivery-System-Oriented Definitions, presents e-
learning as a mean of accessing knowledge. However, in the 
third category, Communication-Oriented Definitions, e-
learning is considered like a communication, interaction and 
collaborative tool. The last category, Educational-Paradigm-
Oriented Definitions, introduce e-learning as a new way of 
learning. However, learning needs change very quickly and 
the concept and functions of e-learning must continuously be 
adapted to these needs [4]. Nowadays, most of the efforts are 
addressed to the smart e-learning. Personalization is one of 
the promising subjects [5] and can be considered as an 
essential aspect of e-learning. Figure 1 below summarizes 
the five principal aspects of e-learning: knowledge, 
pedagogy, technology, communication and personalization.  

1Copyright (c) IARIA, 2020.     ISBN:  978-1-61208-803-7
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Figure 1.  E-learning aspects. 

As mentioned by Park et al. [6], “the students’ 
performance can be improved through adaptive e-learning 
environments that suit their needs”. Generally, there exist 
numerous methods, strategies and approaches to do that, 
namely personalized interfaces, personalized learning 
content, personalized learning paths, personalized diagnosis 
and suggestions, personalized recommendations, 
personalized prompts/feedback, and personalized 
professional learning guidance [7]. The challenge now is to 
give the most appropriate content to learners according to 
their interests and needs [8], and adapted to their profiles, 
abilities, preferences, characteristics, goals, talents, etc.  

 Chorfi and Jemni [9] have developed a personalized 
learning management system called PERSO. It is based on 
adaptation of the content to the learner’s preferences and 
knowledge level. The latent semantic analysis was used to 
analyze learner’s answer to a dynamic questionnaire to 
determine with a high accuracy the learner’s knowledge 
level. Personalization have been also applied to new forms of 
learning delivery, such as the MOOC [10]. 

  Based on the diversity of approaches, Esselmi et al. [11] 
provide generalized metrics to foresee the personalization 
strategies, which are the most appropriate to a specific 
course. 

Sarwar et al. [12] tried to take advantages of web 3.0 and 
developed an adaptive e-learning framework, named 
Ontology based Adaptive, Semantic E-Learning Framework 
(OASEF). OASEF allows the delivering of learning contents 
that takes into account not only pedagogical requirements but 
it also considers learning activities as well.  

An Educational Recommender System (ERS) exploring 
the use of argumentation based recommendation techniques 
as persuasive technologies was proposed by Heras et al. [13]. 
The purpose of the ERS is to show how arguments can be 
used as explanations to influence the behaviour of users 
towards the use of certain items. On the one hand, the ERS 
uses a database of Learning Objects (LOs), in which each 
LO included his metadata. On the other hand, the learner 
should register as a user in the ERS and fill out his 
educational information, such as his educational level or 
topics of interest. Then, he should answer a test to 
automatically determine his learning style. In this manner, 
the system can explore both characteristics of a student 

profile and LOs’ metadata to recommend e-learning contents 
that meet the needs of the learner. 

 Employing ontology in education recommender systems 
interests many researchers.  It is often considered as a useful 
tool for knowledge representation in ontology-based 
recommenders. Tarus et al. [14] explained that future works 
will focus more on hybridization of ontology-based 
recommendation with other advanced recommendation 
techniques to improve the recommendation’s performance of 
the learning resources.   

Personalized learning has become possible by 
implementing intelligent learning systems analyzing 
individual learning data. In this area, Belarbi et al. [15] 
propose a video recommender system across a Small Private 
Online Course (SPOC). They analyse firstly users’ video 
behaviour while enrolling into a SPOC to estimate their 
interest in videos. Then, they try to find learners with similar 
profile using the unsupervised K-Means clustering algorithm 
and recommend target user the same videos, in which similar 
users are interested in. 

 Bourkoukou and El Bachari [16] propose an adaptive 
learning system-LearnFitII. As an automatic courseware 
authoring based on learning identification and collaborative 
filtering techniques, this system recognizes different patterns 
of learning style and learners’ habits through testing the 
psychological model of learners and mining their server logs 
using K-Nearest Neighbors (KNN) and association rule 
mining algorithms.   

Meunier [17] adopts an ontology-based approach to 
enriches an e-books and shows how it can be an adaptive and 
collaborative learning device. 

After examining some interesting works, we can propose 
a new e-learning category definition in which e-learning is 
considered as a mean that provides personalized education. 
Thus e-learning can be defined as a new way of learning, 
using the technology to deliver a personalized training in a 
highly interactive environment. 

A. Technology Enhanced Learning Environments (TELE) : 

Overview 

In this Section, we focus on the major developments that 
have taken place in distance learning solutions from 1920 
until now.  

The first teaching experiences using computing as a 
pedagogy tool date back to the mid-1920s when Sidney L. 
Pressey designed several machines for the automatic testing 
of intelligence and information [18]. In the beginning, the 
device could only test and score. A student should press the 
right answer to move to the next question. If they are wrong 
the error is tallied. The last machine’s generation could 
teach, but the behaviour of students had not been improved 
because examinations were corrected and returned after few 
hours or days. 

 In 1953, the psychologist Burrhus Frederic Skinner, 
inspired by Pavlov's work on conditioned reflexes, 
developed a method of teaching called programmed 
instruction. This method is based on the systematic 
progression of acquisitions by pre-structured and 
individualized programs. The fit between Skinner's 

2Copyright (c) IARIA, 2020.     ISBN:  978-1-61208-803-7
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behavioural theories and the technical possibilities revealed 
the concept of "Teaching Machine" in 1958 [19]. In front of 
a machine, the learner could follow a teaching by 
question/answer and learn by observing his own acts and the 
resulting consequences. 

 During the 1970s, the introduction of computer 
technology into programmed instruction gave birth to 
Computer-Assisted Education (CAE). CAE makes a 
dialogue between a learner and a computer possible. The 
dialogue is designed by teacher to help the learner achieve 
certain measurable goals in terms of knowledge and skills. 
CAE allows student the discretion of content, time, place, 
and pace of the training as it offers him the possibility to 
participate in simulations of situations and phenomena. 
Later, it may be noted that research on education and more 
generally on cognition, oriented computer applications on 
problems more directly related to learning than to teaching. 
Hence, “Computer-Assisted Education” (CAE) has been 
replaced by “Computer-Assisted Learning” (CAL) [20].  

In the same period, the trend of learn by playing began to 
take its place in the world of distance education. The serious 
game was born [21]. It refers to games used for training, 
advertising, simulation, or education that are designed to run 
on personal computers or video game consoles [22]. The 
player experiences situations that are impossible in the real 
world for reasons of safety or cost for example to acquire 
knowledge and develop skills. So, as mentioned in Figure 2, 
a serious game is defined as an application with three 
components: experience, entertainment, and multimedia 
[23]. 

 
Figure 2.  Definition of serious games [23]. 

By 1980s, CAL became in turn the ICAL Intelligent 
Computer-Assisted Learning. ICAL was appeared thanks to 
the contributions of artificial intelligence. Then, the 
intelligent tutors were born [24]. To perform his job 
successfully, an intelligent tutor has to be both pedagogue 
and expert in the domain to teach, he has also to know his 
students well and manage a real dialogue with them. Like 
this, learning has become more interactive and adapted to the 
learners. 

At the turn of the 1990s, problem-solving systems were 
replaced by interactive problem-solving systems. We no 
longer talked about computer-assisted learning, but rather 
about learning through interactions with the teacher and 

other learners. These are the Interactive Learning 
Environments with Computer [25].  

In the early 2000s, TELE emerged [26] to encourage, 
support and personalize learning. Today, a TELE refers to 
any computer environment designed to foster human 
learning, remotely at home or in-class at school, mobilizing 
human and artificial agents. A TELE can have multiple roles. 
It is not only used as an environment, which helps actors to 
realize educational activities, but it is also a presenting 
information tool, a communication tool and a support tool 
for teachers.  

In TELE, courses can be distributed via a simple intranet, 
but can also be managed by specialized software called e-
learning platform, learning management system or training 
management system.   

There is a large number of e-learning platforms in the 
international market. Among the freely licensed platforms, 
we can mention, Claroline, Ganesha, and the open source 
solution Moodle, which took off in the 2000s to become an 
international reference. There also exist licensed proprietary 
platforms such as e-doceo, myTeacher, and Blackboard, 
which was born in the late 1990s. One of the most famous 
organizations in distance learning is the British Open 
University, which has been training hundreds of thousands of 
people around the world since the 1970s. MOOCs appeared 
in the late 2000s as the most popular TELE [27].  

B. Actors of Technology Enhanced Learning 

Environments (TELE) 

Many educational organizations have implemented e-
learning platforms to improve student learning performance. 
TELE integrate tools for different e-learning actors. The 
objective is to facilitate their roles and functions. Figure 3 
below is an adaptation of the general outline of distance 
learning platforms proposed by Sébastien [28]. It describes a 
model of a TELE. 

 

 
 

Figure 3.  A TELE model. 

A TELE involves essentially three main actors who are 
the learner, the tutor and the administrator.  

3Copyright (c) IARIA, 2020.     ISBN:  978-1-61208-803-7
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The learner: consults and / or downloads the 
recommended educational resources, organizes his work, 
does exercises, self-evaluates and transmits questions and 
work to his tutor.  

The tutor role can be subdivided into teacher-designer, 
teacher-trainer "tutor", teacher-corrector, etc. He/she creates 
pedagogical trajectories, follows up learners and provides 
them assistance.  

The administrator: ensures the maintenance of the 
system, manage learners’ registrations and the access rights 
as well to the platform as to the educational resources.  

III. MASSIVE OPEN ONLINE COURSE: MOOC  

MOOCs constitute a major evolution of the e-learning 
thanks to the increasing expertise in the use of open 
educational resources, among others. Since 2008, major 
universities all over the world offered MOOCs to promise 
the democratization of knowledge and lifelong learning. 
Anyone can access to online higher education courses 
anytime and anywhere. So how did MOOCs appear?  

MOOCs were born from academic research on 

pedagogical methods, more specifically from an experiment 

conducted by two professors George Siemens and Stephen 

Downes from the University of Manitoba, Canada in august 

2008 [29]. They published an online course about 

techniques of learning in a group entitled "Connectivism 

and Connective Knowledge" (CCK08) [30]. In few weeks, 

approximately 2,300 students signed for this course that was 

offered for free [31]. In the fall of 2011, the University of 

Stanford offers a massive free online course and gave the 

certificate to students who succeeded the exam. These 

students were evaluated by their professors. In December 

2011, the American Massachusetts Institute of 

Technology (MIT) launched MITx; a non-profit 

organization that would offer online courses called 

"Massive Open On-line Courses" on an open-source basis 

[32]. More than 1.7 million registrants were reached [33]. In 

fall 2012, edX, a non-profit start-up from Harvard and the 

MIT, had 370,000 students in its first official courses [33]. 

EdX was offering high quality courses from the best 

universities and institutions to learners around the world. 

A.  Specificities of the Massive Open Online Courses 

MOOCs are a revolutionary trend of educational 
technology today. Those online interactive trainings open to 
all are usually given by university professors and researchers 
and are intended for a public of learners, who will be 
supervised and accompanied in their learning [34].  

As the name suggests, MOOCs are open, they are 
accessible to anyone who has an Internet connection and a 
computer, tablet, or Personal Digital Assisted (PDA). The 
registration is generally free [35]. Some MOOCs remain 
permanently accessible. Others can only be accessible after a 
registration to be made before a deadline and then become 
inaccessible; this is the case of France digital university 
(France Université Numérique). One can follow courses 
directly on the site of the establishment that produces them 
like the sites of FUN, Sorbonne and Harvard. One can, also, 

follow courses on platforms dedicated to MOOCs, such as, 
UDACITY, COURSERA and OPENCLASSROOMS, or on 
specific MOOCs specialized on certain areas.  

The massive dimension is the feature that distinguishes 
the most MOOCs from classic e-learning. A course can be 
followed by millions of learners. By the end of 2017, the 
MOOC platforms have offered 9,400 courses worldwide and 
attracted 81,000,000 online registered students [36]. 
However, nearly in classical schools and universities, some 
professors integrate MOOCs into educational programs. 
They believe that it is more rigorous academically to 
experiment with interactive course formats; videos, 
PowerPoint and PDF documents, notes and abstracts. Thus, 
from massive and open, the courses become small and 
private, we speak here about Small Private Online Courses 
(SPOC), the knowledge’s window held and diffused by 
teachers [37]. 

Initially, MOOCs were intended for students, today the 

typical profile of a participant in a MOOC is the employee 

who seeks to develop new skills. If he achieves his activities 

and succeeds MOOC tests, he can enhance his experience 

thanks to a certificate. We called this variety of MOOCs, 

Corporate Open Online Courses (COOCs) or Corporate 

MOOCs [38]. Designed on the model of MOOCs, COOCs 

are training modules for two types of public: the employees 

of a company and its customers. They are increasingly used 

in large companies like Renault, Bouygues, SNCF or 

Pernod Ricard to train employees and retain customers. 

MOOCs benefit from active pedagogy and innovations of 

Web 2.0. They get the best of the recent uses of social 

media and the contributions of the renewed conception of 

learning that promotes the co-construction of knowledge by 

the students themselves. Thus, learning is no longer vertical 

from the expert to the learner but is horizontal because of 

the exchanges between learners and pedagogical team, all 

thanks to the social features of the MOOC platforms. 

Indeed, learners can interact with the tutor and are invited to 

do it between them in the context of forums. 

B. Typology of MOOCs 

Between the first MOOC of 2008 called CCK08 and the 

first course proposed by MIT (MITx) the approach is visibly 

different. We are talking about two categories of MOOCs; 

cMOOC and xMOOC. The cMOOC, or the connectivist 

MOOC, is inspiring from connectivism, the learning theory 

proposed by Siemens [29] that focuses on the contribution 

of new technologies in learning and more specifically on the 

interactions of networked human communities. The 

cMOOC adopts a participative approach where learning is 

based on dialogue, interaction, and exploration. The 

cMOOC brings together a community of people over the 

same period. Everyone carries out its own researches, 

exchanges and collaborates with its peers, shares, publishes 

its own conclusions, produces around a common interest 

area and not around a precise subject. In this MOOC 

category, we talk about learning from others. The 

pedagogical content is partly co-built during the training. 
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Although, the role of the tutor is limited to a constant 

animation of the cMOOC to maintain the interest of 

learners. It involves facilitating interactions and identifying 

existing educational resources more than designing them. 

Thus, in the cMOOC the tutor is rather facilitator than 

instructor. 

Known by transmissive MOOC, xMOOC tends to 

reproduce a traditional situation of teaching where the 

evaluation touches above the knowledge and not the skills. 

It adopts the transmission pedagogical model however it is 

organized with an attractive format using mainly pre-

recorded video lectures and quizzes with no emphasis in 

networking. The content is predefined by the pedagogical 

team. Learning happens through the transmission of 

knowledge; the tutor is the expert, he distils its specific 

knowledge to learners who can communicate with him or 

ask questions and get answers on forums. xMOOC stands 

for eXtended MOOC. The term was coined in 2012 by 

Stephen Downes that says "It should be clear here that the 

xMOOC sense is not of eXtended MOOC but rather MOOC 

as eXtension of something else" [39]. One of the features of 

xMOOCs is to use them as a pedagogical resource in 

cMOOCs, or more generally, in the case of self-learning 

where the learner will build his own course according to his 

needs and own learning goals. Hence a MOOC is not 

necessarily either a xMOOC or a cMOOC. It can be a 

hybrid MOOC [40]. Some researchers wrote about other 

possible taxonomies [31], Market/Open/Dewey Model, 

Lane’s classification, Clark Taxonomy. 

IV. LEARNING DROPOUT PHENOMENON: DISCUSSION 

In the world of training, increasing the success rate of 
learners is a major challenge. Nowadays, education is 
becoming a learner-centered market where learners are 
perceived as consumers of services. Most educational 
institutions at different levels work to attract those 
consumers and meet their needs. However, especially with 
the advent of MOOCs, this form of open and free distance 
training, the success rate remains tiny compared to the 
number of registrants. It usually runs around 10%. For 
example, of the 841,687 students enrolled at Harvard and the 
MIT, 5% earned such a certificate [41]. Is it really an 
alarming number? Can the certification rate be considered as 
an adequate performance metric for evaluating trainings in 
general or a TELE particularly? What knowledge and skills 
assessment techniques are most appropriate? Is it really the 
right place to talk about learner success or failure in a TELE? 
Several questions arise.  

After studying uncertified learners’ categories, we can 

say that problems related to success take mainly the form of 

dropping out of the online course, a phenomenon that has 

received a great deal of attention in e-learning 

[42][43][44][45]. School dropout, the term used for high 

school, college and university, is defined as the temporary 

or definitive studies interruption before obtaining 

recognition of prior learning, as a diploma or a certificate 

from an institution confirming the end of studies. In e-

learning, the dropout rate varies from one TELE to another; 

around 7% to 10% [46] of the large numbers of participants 

enrolling in MOOCs manage to finish the course by 

completing all parts [47]. Thus, among uncertified learners, 

those who achieve trainings are far from being the majority. 

The percentage is explicable because motivations to follow 

a course or a training are numerous and varied, ranging from 

curiosity for the general theme of a course, to the desire to 

acquire knowledge and skills without being engaged or 

adopting a steady pace of work. As an example, Powell [48] 

distinguishes between learners who drop out in the first 

month, and those who leave during the training. He 

separates, also, between intrinsically motivated dropouts 

where learners have chosen to spontaneously pursue an 

online course or training outside the academic or 

professional program of extrinsically motivated learners 

who are indirectly engaged by their institutions. He shows 

that the last ones are the most persevering. The right 

question, then, is why some users manage to achieve 

courses, and others not? Generally, the learner’s decision to 

interrupt his training cannot be attributed to an only one 

factor, but rather to a set of interrelated factors. Hence, the 

question of abandonment causes is complex. Until this 

moment, there is no real consensus in researches that can 

clearly identify the retention factors in e-learning platforms. 

However, according to Dalipi et al. [49] both student-related 

factors and e-learning platform related factors lead to a high 

number of dropouts. Pierrakeas et al. [50] summarize 

student-related factors in 4 major categories:  financial, 

professional, academic and family, and personal reasons. On 

the other hand, concerning e-learning platform related 

factors, we found a need to distinguish between; problems, 

which can meet a learner in connection with the platform 

tools or services, and problems relevant to the quality of 

pedagogical contents such as text, picture, video and quiz.  

V. CONCLUSION 

With the advent of modern technologies, e-learning has 

been used in several sectors with significant impact. In this 

paper, we reviewed studies on the area of e-learning. We 

presented various definitions and proposed a new one. We 

described how e-learning has evolved. We revealed 

challenges and perspectives. To summarize, e-learning 

continues to grow around the world. The major challenge is 

to offer the learning where, when a learner wants and with 

the appropriate manner he/she desires [51]. The goal is to 

achieve learners’ satisfaction. A specific attention is given 

to the phenomenon of dropping out called also non-

persistence or disengagement from trainings. Nowadays, 

students’ withdrawal has   become   the   focus   of   

learners, tutors, and researchers. As a result, issues of the e-

learning efficiency continue to be the subject of a large 

number of recent scientific publications. The challenge for 

future TELE is to collect data produced by Learning 

Management Systems (LMS) and use this information to 

predict problems and opportunities that may arise [52]. 
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Our future work will focus on the evaluation of 

pedagogical content. The main objective is to help course 

designers in the educational reengineering. First, we will 

observe learners’ behaviour throw their interaction traces in 

the TELE. Then, we will adopt machine learning approach 

to identify elements needing to be revisited in the content; 

the form, duration, presentation, etc. The aim is to detect 

courses content weaknesses in order to give course 

designers sufficient recommendations that could help to 

improve pedagogical content and undertake educational 

interventions.  
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Abstract—Federal Institute of Paraiba is a school maintained 

by the government. To enable its operation, it defines and 

adopts hundreds of organizational processes described by 

resolutions proposed and approved by its various superior 

boards. However, unfortunately, the reality is that many 

employees do not know how the institute works and see 

everything as complex and unnecessary bureaucracy. This 

leads to more work and delays due to petitions that are unclear 

and are missing information. To mitigate this problem, in this 

paper, we are proposing an app that will concentrate 

information, in a colloquial language, about petitions, such as 

regulation and mandatory attachments, as well as create a new 

communication channel by grouping, in a virtual community, 

employees from the same Campus. We presented our 

prototype to some course coordinators and directors and they 

agreed about the importance of the app to improve the current 

workflows from the institute and to educate the community.     

Keywords-knowledge management; federal institutes; 

universtity; application; social network. 

I.  INTRODUCTION 

Knowledge Management (KM) is an effort to increase 
useful knowledge within the organization [1]. Usually, the 
sources of knowledge are skillful employees and/or the 
documented expertise that was produced over the years. 
Ways to achieve this include encouraging communication, 
offering opportunities to learn, and promoting the sharing of 
appropriate knowledge objects and/or artifacts [1]. To 
support KM policies, organizations can use information 
systems. These KM tools collect, store and share the 
intellectual capital that the organization has. With the help of 
KM tools, organizations start to use their intellectual capital 
to optimize processes, develop innovative solutions, 
stimulate creativity and increase productivity.  

In this paper, we present our proposal to mitigate some 
KM problems that we observed in Federal Institute of 
Paraiba (IFPB) (a Brazilian public educational institution): a 
multi-platform app that promotes the KM in educational 
institutions, regarding the internal rules to start any type of 
petition.  We observed that many employees of the IFPB are 
unaware of the institution's regulations, even due to the 
inherent complexity of these regulations, which often causes 
difficulties and even errors when structuring a petition. Our 
solution helps in maintaining the knowledge in a unique 
place, where employees will be able to educate themselves 

on how to proceed to start a petition and through which 
departments the petition will go. This will also help course 
coordinators and directors, as it will reduce rework resulting 
from returning petitions with problems. In addition, our 
proposal will facilitate communication among employees 
from the same campus. Finally, we presented our proposal to 
course coordinators and directors who gave us a positive 
feedback and suggestions on how to improve the app.  

It is important to highlight that, although our project is 
being developed for IFPB, the scenario that has been 
described may be common to other Federal Institutes and 
also to any educational institution in other countries. For this 
reason, we believe that our solution can easily fit in other 
contexts, mainly due to the architecture that we adopted 
when planning it. The app was developed in Flutter, a 
framework created by Google for building natively compiled 
applications for mobile, web, and desktop from a single 
codebase. In addition, we build a web application that works 
as administration panel and facilitates creating data to our 
platform, as well as delivering to our app, using web 
services.  

This paper is organized as follows: Section II details the 
context that motivated our research; Section III presents 
related work, as well the theories related to KM; Section IV 
describes the architecture and stack used to develop the app; 
Section V present our proposal, from the user point of view; 
Section VI reports the impressions that we gathered from 
presenting our prototype to four employees in management 
positions; finally, Section VII closes our article with 
conclusions and future work. 

II. CONTEXT AND MOTIVATION 

In Brazil, Federal Institutes are schools maintained by the 
Federal Government that work with a multi-campus structure 
that offer a variety of courses, ranging from high school to 
postgraduate courses, such as Specialization and doctoral 
courses. The main goal of these institutes is offering free and 
high quality professional education. However, they also 
develop Research projects and Extension projects with the 
community. Today, the federal education network has 38 
institutes with 661 campus spread across the country, in all 
its states [2]. The Federal Institute of Paraiba (IFPB) is one 
of oldest units, with 112 years old, and, currently, it has 20 
campuses [3].  

All Federal Institutes follow the same Brazilian federal 
law (law number 11.892 from 2008), but each one creates 
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their own internal statute to guide and to rule their operations 
[2]. It is not different with IFPB. To enable its operation, 
IFPB defines and adopts hundreds of organizational 
processes described by resolutions proposed and approved 
by its various superior boards.  These processes are essential 
for the functioning of the organization and, more broadly, 
they need to be carried out in order for the Institution to exist 
and to guarantee the legality of the acts performed by all its 
employees. 

The knowledge about how and what occurs during the 
flow of a process is essential, especially for those directly 
associated to the success achievement of the main goal of the 
institute: teachers, course coordinators, directors and even 
students. However, unfortunately, the reality is that many 
employees do not know how their institute works and see 
everything as complex and unnecessary bureaucracy. This 
happens for many reasons: (1) there is a high amount of 
regulations and some are written in juridical terms that make 
its comprehension difficult (and others present an inherent 
high complexity); (2) there are only a few employees with an 
in-depth knowledge of these statutes to instruct others; (3) 
the changes in who occupies management positions are 
recurrent. This scenario represents a serious KM problem 
that can lead to a series of bad consequences [4].  

For instance, although a petition can begin and end in the 
same sector, most petitions actually move through many 
departments and require several people authorizations, 
before being granted. Due to this complexity, errors can 
occur when in the structuring of these petitions that can lead 
to delays or even make them unfeasible. Let us take as an 
example a petition for carrying out an excursion. If there is 
any missing document or the motivations are unsatisfying, a 
delay can cause the class and the teachers involved to lose 
the time window for which the visit was planned.  

III. RELATED WORK 

Knowledge Management (KM) is the process of creating, 
sharing, using and managing the knowledge and information 
of an organization [4]. It refers to a multidisciplinary 
approach to achieve organizational objectives by making the 
best use of knowledge [5]. Among the advantages of 
applying KM policies, we can cite: improvement of internal 
process and better fluidity, more efficient decision-making 
process and better results, maximization of intellectual 
capital, possibility of identifying organizational problems 
(bureaucracy, slowness, and communication problems) 
[4][5].  

Using KM the knowledge transforms itself and it is 
transmitted. It changes from tacit to explicit and vice-versa. 
A senior employee can write a textbook using his thoughts 
about his work. This book will be read by others employees 
which will develop their impressions about what he does. 
The thoughts from the senior are his tacit knowledge. The 
textbook is an explicit form of his tacit knowledge that can 
be easily absolved by other. The impression from who read 
the book is the tacit knowledge that they developed after 
reading. This is the knowledge cycle. To support this cycle, 
it is common ground to use software based systems. In this 

matter, we believe is worth to mention: Wiki, Bitrix24 and 
AnswerHub and Confluence. 

Wiki is a website that allows collaborative editing of its 
content and structure by its users. There are quite a few web 
sites that can help to create a Wiki (although some require 
payment for the service), for instance, MediaWiki [6], 
SlimWiki [7] and Wikidot [8]. Bitrix24 [9] is a social 
enterprise platform. It is a united work space which handles 
the many aspects of daily operations and tasks and provides 
companies with a full range of team working and social 
networking means. AnswerHub is a KM and community 
application that offers tools to create and manage an online 
knowledge-based community. It is possible collect, organize, 
and share knowledge in a variety of ways including articles, 
ideas, and questions and answers.  

Our proposal reunites some features from all these tools, 
while also include some new. Each campus administrator 
will have easy access to near colleagues, since the tool 
virtually reunites employees of the same campus. Thus, 
likewise Wiki, administrators will also be able to create and 
share articles with their subordinates. Likewise the 
Beatrix24, our solution will improve communication 
channels, since it also include phone push notifications that 
will help to inform everyone from the same Campus about 
meetings and other deadlines. Likewise the AnswerHub, 
users will also find a section with Frequently Asked 
Questions (FAQ), where they will be able to share their own 
doubts and administrators will choose if the question is 
worth to be permanently added to the FAQ of the petition 
guide or not. Our solution will offer robust channels to 
concentrate and distribute knowledge inside the Federal 
Institutes’ structure. In addition, we aim to make it available 
for use of other organizations. 

IV. STACK AND ARCHITECUTE 

Our proposal was developed using Java with Spring 
Framework (an application framework and inversion of 
control container for the Java platform) [10]. In the client-
side, we used two distinct technologies, one for the mobile 
platform (Flutter) and other for the web platform (Angular). 
Flutter is a free and open-source mobile UI framework 
created by Google to create, using one programming 
language and one codebase, apps for different platforms [11]. 
Angular is an application design framework and 
development platform for building mobile and desktop web 
applications [12]. The software administration will be 
performed by directors and course coordinators using the 
web interface (written using Angular). This will facilitate 
creating data to our platform. Other users will consume these 
data using our mobile app available in both Play Store and 
Apple Store (written using Flutter). Finally, for data storage, 
the relational database chosen for ensuring integrity and data 
management was PostgreSQL [13].  

In addition, we chose the REST (Representational State 
Transfer) Architecture style to structure our proposal, due to 
simplicity, ease of maintenance, high scalability and 
reliability in the resistance to failure. REST is a software 
architectural style that defines the set of rules to be used for 
creating web services. A Restful system consists of a client-
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side who requests the resources and a server who delivers the 
resources.  

In Figure 1, we present the architecture of our proposal as 
a whole, where the client makes HTTP requests to the server. 

 

 
Figure 1. App architecture. 

The user, on the client-side, though a browser or 
smartphone, accesses the system and makes requests for the 
API, in order to display the information about some petition. 
The server interprets the request, makes the necessary 
queries in the database and returns a response in JSON 
format to the client side. Finally, the app or browser displays 
the data contained in this JSON file to the client. 

V. PRESENTING OUR PROPOSAL 

The main goal of our proposal is help employees with 
structuring their petitions. Besides that, our app also creates a 
new communication channel that virtually reunites 
employees of Federal Institute from the same campus and it 
will facilitate notify all about meetings and other updates.  

Regarding the petitions, users will have access to a list of 
commonest petitions that can be opened by teachers. To have 
access to these functions, users will have to register and 
login into the app. Figure 2 shows the Register page (on the 
left side) and the Login page (on the right side). 

 

  
Figure 2. Register page (left) and Login page (right). 

The system only allows users to register using their 
academic e-mail account. While registering, users will 
inform from which campus they are (the red box in the left 
side of Figure 2). This information is important to virtually 
reunite employees from the same campus in the same 
domain. The final version will enable the domain 
administrator do personalize primary color, icon and title. In 
this paper, we decide to describe the prototype using IFPB’ 
design scheme. After being authenticated, users will 
visualize the list of petitions guides that directors previously 
saved through the web administration panel, as presented in 
Figure 3 (left). Since there is a chance of this list increases, 
they can filter using the text field on the top of the screen. 
They also have access to a sidebar-menu that serves for 
navigation only (right).  

 

  
Figure 3. List of petitions guides (left) and Sidebar menu (right). 

The Petition menu directs users for the List of petitions 
page. The Notification menu will direct users to the 
Notifications list, where they can see, for instance, meetings 
call and answers for their asked questions. After clicking in 
one of the petition guides, users are directed to the petition 
guide itself. Figure 4 shows the main elements that compose 
the guide. 

 

  

  
Figure 4. Guideline tab (top left), Attachments tab (top right), Related 

regulation tab (bottom left) and FAQ tab (bottom right). 
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Figure 4 shows the Guide page for opening a petition to 
request an off campus activities. Each petition guide is 
composed by four elements (four tabs): guideline, 
attachments, regulations and FAQ. The initial guidelines (top 
left) will be a document written with colloquial language that 
will detail the petition, present required attachment, link 
related regulation and help structuring the petition. This 
guide is written by directors or course coordinators, who 
know how the petition works, aiming to help their 
subordinates and even colleagues who come to occupy their 
position in the future. The initial guideline tab also will have 
an optional flowchart. The flowchart will be a visual guide 
that will describe the algorithm to correctly start the petition 
and through which departments the petition will go, before 
being finished. The attachment tab (top right) will group 
documents that must be included in the petition. The 
resolutions tab (bottom left) will group all the internal e 
external legislation related to the petition subject and 
mentioned in the guideline document. Finally, the FAQ tab 
will present questions previously elaborated by the author of 
the petition guide and also questions made by other 
employees and judged as worth to be public by the author of 
the petition guide. Users will be able to expand any number 
of questions from the FAQ to see the answer. In addition, 
they can send the own questions by clicking the “plus” 
button on the bottom right. The petition guide’s author will 
receive and answer the employee; he will judge if he wants 
also to add the question and answer to the FAQ. We claim 
that gathering this information together will reduce the effort 
to learn about how to structure a petition and it will create a 
collective awareness on how organizational processes work. 

VI. PRELIMINARY RESULTS 

We presented our prototype to two directors and two 
course coordinators from four different campuses of IFPB. 
All of them have at least two years of experience in their 
respective positions. We demonstrated the app functions and 
explained how it could be used. Our main goal was to gather 
their opinions regarding our proposal, as well as to identify 
other functionalities that could be included in the beta 
version of the app. We asked them basic questions, such as 
“which were the problems that they wish our app would 
solve?” and “what were their thoughts about the 
prototype?”. In this section, we report this preliminary 
feedback. 

One of the course coordinators stated that our app would 
solve at least three problems: (1) the absence of required 
documentation in any petition; (2) forwarding petitions to 
departments without the endorsement of immediate 
supervisors; (3) the app can educate people about the legal 
basis for each type of petition and the time required for each 
request, which solves the problem of the employees' lack of 
knowledge of institutional rules and the deadlines involved 
in each type of petition.  

Other respondents emphasized that the app would 
provide agility in the progress of petitions. “In a daily basis, 
many petitions return to the interested party for presenting 
incomplete documentation or for not respecting the correct 
sequence between different departments of the Campus. 

Thus, the app can minimize these basic failures that slow the 
progress of petitions and can allow employees to consult 
information without the need to consult directors”, as stated 
by one of the respondents. “Consistent guidance on how to 
handle a petition will avoid rework and delays, in 
processing”, as stated by other. He also said that these 
mistakes are not fault just of the employees, but the result of 
the complexity and amount of legislation usually involved. 

Regarding the importance of our proposal, one of the 
respondents summarized the general thought: “the first 
impressions are very positive because, with just one click, 
essential information will be available to the community in a 
summarized form”. Other coordinator suggested the 
integration between or app and the academic platform from 
IFPB (called SUAP): “the proposal is very important for all 
employees of the institution, whether they are management 
position or not […] In addition, if the app could be 
integrated with SUAP, it would further expand its potential 
for guidance in the elaboration of processes”. 

Based on the received feedback, we believe that we are 
heading in the right direction. In addition, we were able to 
gather suggestions on how to improve our proposal, for the 
beta release.   

VII. CONCLUSION AND FUTURE WORK 

Knowledge Management (KM) is the process of creating, 
sharing, using and managing the knowledge and information 
of an organization. Improvement of internal process and 
better fluidity are some of the advantages of applying 
effective KM policies. However, in the context of IFPB, a 
Brazilian educational institution, we observed that many 
employees do not know how the institute works and see 
every petition as complex and unnecessary bureaucracy for 
asking for something. In addition, there are only a few 
employees with an in-depth knowledge of statutes associated 
to each type of petition available to instruct others 
colleagues. This scenario represents a serious KM problem 
that can lead to a series of bad consequences, such as rework, 
slowness, communication flaws and even failure to achieve 
organizational objectives. 

To mitigate these problems, we proposed an app that will 
concentrate information about petitions in a colloquial 
language; as well it will create a new communication 
channel by grouping, in a virtual community, employees 
from the same Campus. We presented our prototype to some 
course coordinators and directors and they agreed about the 
importance of the app to improve the current workflows 
from the institute and to educate the community.  

As future work, after finishing the app and releasing it to 
the IFPB’s community, we aim to report the results achieved 
by the app use with in-deep employees and directors 
impressions. In addition, we are working in adding new 
features that will improve even more Knowledge 
Management, such as indexing data for easy recovering and 
the integration of our app with SUAP, the academic platform 
adopted by IFPB. Finally, we want to make a version of the 
app aiming newcomers students to educate them about the 
institute and how it works, as well about how to structuring 
their own types of petitions.  
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Abstract—Nowadays, with the strong development of platforms 

like Coursera, Edx, etc., Massive Open Online Course (MOOC) 

is not too strange for most people. The number of online courses 

also increases day by day. One of the problems raised is how to 

recommend users to choose the appropriate course. To address 

the problem, we applied the Deep Matrix Factorization (DMF) 

model to build a user-item interaction matrix with explicit rating 

and zero implicit feedback. We then improved the loss function 

to yield more accurate results. In addition, we also used the 

Collaborative Filtering Neural Autoregressive Distribution 

Estimator (CF-NADE) model to MOOC Recommendation 

system. Our experiment shows that two proposed approaches 

achieve better results than the other methods. 

Keywords: MOOCs; Recommendation; CF-NADE; DMF. 

I. INTRODUCTION 

The recommendation system has gone through three 
decades of development across many fields, and today the 
most successful models are using deep learning because it 
provides high accuracy. In the Fourth Industrial Revolution, 
online learning became an indispensable need for learners 
who yearn for knowledge, so MOOC platforms, such as 
Coursera [36] Edx [37] Khan Academy [38] etc. contain 
thousands of courses and millions of learners. The rapid 
increase in the number of courses on MOOCs poses a problem 
of how to choose the right course for learners themselves. 

According to our survey, there is not much current 
research on MOOCs recommendation. These lead to the 
complexity of assessing user knowledge. A good course 
recommendation system will help learners not have to spend 
time trying out courses or reading feedback from other 
learners to find a suitable course. If a learner has to take 5 to 
6 pre-trial courses and read hundreds of feedbacks from other 
learners before finding a suitable course for themself, they 
will be discouraged from looking for more courses. Jdidou et 
al. [11][12] showed that the use of the course recommendation 
system will optimize learners' profitability. Yanhui et al. [13] 
showed that 87.3% of the respondents rated highly in the 
effectiveness of a course recommendation system. Course 

recommendation systems have also been developed to 
increase the completion rates of learners [13] [14]. 

Data from MOOCs is usually the course name, content, as 
well as learner information, etc. One person can study many 
different courses. From there, we can simulate in the form of 
knowledge graph in which users, courses, etc. will be the 
vertices of the graph and the edge will be a relationship such 
as learning, voting, etc. This graph will get bigger and more 
complex as more courses are created and the number of 
learners increases. Recommending a suitable course for a 
specific user will be complicated both in time and accuracy. 

Because the data can be represented in the form of 
knowledge graphs, we conducted a survey of approaches in 
knowledge graph mining and combined them with 
collaborative filtering methods in the recommendation 
system. In the results, we chose two models, improved and 
evaluated them on the Travel-well dataset [24] which is the 
MOOC data in  Learning Resource Exchange (LRE) portal in 
Europe. Specifically, we used the DMF model and [16] CF-
NADE model [10]. The DMF model uses the Matrix 
Factorization and the Deep Structured Semantic to construct 
a user-item matrix with explicit ratings and non-preference 
implicit feedback. The loss function improved to achieve 
better results than conventional loss functions. The CF-NADE 
model is used to predict the probability of rating and use the 
rating to recommend items to users. 

The remainder of this paper is structured as follows. 
Section II describes the related works used in the 
recommendation. Section III, we present the theoretical 
principle of CF-NADE and DMF model and our 
improvements. In section IV, we conduct experiments on the 
Travel-well dataset. Section V is the conclusion and our future 
works. 

II. RELATED WORKS 

In recent years, deep learning has been widely applied in 
many different fields. Applying deep learning into the 
recommendation system also brings many good results [15] 
Salakhutdinov et al. [17] proposed the Restricted Boltzmann 
Machine (RBM) model with only one hidden layer, which is 
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the first deep learning model used in the recommendation 
system. Zheng et al. [10] proposed a CF-NADE model based 
on the Neural Autoregressive Distribution Estimator (NADE) 
model and Restricted Boltzmann Machine for Collaborative 
Filtering (RBM-CF) model [17], which showed better results 
than RBM-CF in Netflix and Movielens dataset.  Sedhain et 
al. [19] proposed an AutoRec model based on an autoencoder 
network to fill the missing rating from the input layer. These 
above models only use rating explicit feedback, and do not 
solve the cold-start problem.  Wang et al. [20] presented a new 
model called Collaborative Deep Learning (CDL) using 
hierarchical Bayesian and Stack Denoising Autoencoders 
(SDAE) to solve the sparsity problem of data. Wu et al. [22] 
proposed a Collaborative Denoising Autoencoder (CDAE) 
model improved from the Denoising AutoEncoder (DAE) 
model. Pan et al. [23] improved the CDAE model by using 
three small CDAE models combined to form a new model 
called Correlation Denoising Autoencoder (CoDAE). 
Elkahky et al. [18] proposed the Multi-View Deep Neural 
Network (MV-DNN) model by combining multiple Deep 
Structured Semantic Model (DSSM) models to take 
advantage of common information between different regions. 
Later, Xue et al. [16] proposed the DMF method by 
combining matrix factorization and DSSM model, while 
improving the loss function to achieve better effectiveness 
and having less running time. 

 In the MOOCs recommender system, there are many 
research works apply deep learning methods. Yang et al. [2] 
use matrix factorization and context information forum apply 
on MOOC Forum thread. Kardan et al. [25] use social 
network analysis and association rule mining for MOOC 
forums.  Raghuveer et al. [5] propose a reinforcement 
learning model to generate learning context and analyze 
learner information. Mi et al. [26] use the context tree applied 
to an online sequential recommendation. Pardos [6] uses 
Recurrent Neural Networks to handle learner’s time on each 
page for predicted courses. Jing et al. [1] construct a content-
awareness framework using users’ access information to 
represent learners’ interests and behavior features. Zhang et 
al. [3] used a deep belief network for the first time in MOOC 
recommendation. Then, Zhang et al. [35] improved a better 
accurate recommendation model using learner’s information 
features, course content features, and learner-course feature 
vectors as inputs. Zhang et al. [4] also improved the Deep 
Belief Network (DBN) model and analyzed learner’s style 
features. Pardos et al. [7] propose a Multifactor2vec model to 
improve the semantics of token embedding. While effective, 
these methods need data that has a lot of information about 
courses and very high computation. In 2020, Troussas et al. 
[39] has proposed a recommendation system that performs a 
learning analysis of a given user to suggest relevant courses 
for that user. In addition, this system can also predict user 
behavior, meaning that it predicts courses that users continue 
to study in the future; the system has received very positive 
feedback. In terms of predicting the course, 62.5% of the 
participants thought that the system suggested exactly the 
courses they wanted to study and only 9.375% of the 
participants surveyed thought that the system was 
unsuccessful. Regarding the prediction of user behavior, 

68.75% of participants thought that it was very accurate and 
only 6.25% thought that this system predicted incorrectly. 

Among the above methods, we found that Xue et al.’s 

DMF model [16] and Zheng’s CF-NADE model [10] are 

suitable for the MOOC recommendation system. Therefore, 

in the next section, we present the basic theoretical principles 

of these methods, and improvements to increase the accuracy 

of the system. 

III. MOOC RECOMMENDATION SYSTEM 

Initially, user and course data will be stored as a matrix. 
To turn this space into an appropriate form for later problems, 
we often use methods in graph embeddings such as 
factorization approaches, random walk approaches, and deep 
approaches. Among them, the deep approaches are being used 
quite a lot. In section A, we use the matrix factorization using 
deep learning because of its effectiveness in our problem. 
Section B will cover the foundation of the CF-NADE model. 

A. Deep Matrix Factorization Model 

DMF is a technique that combines the Matrix 
Factorization technique (MF) and DSSM. 

DSSM is proposed by Huang et al. [28] used in web 
search. DSSM uses a deep learning model to rank documents 
for a query. In the beginning, DSSM maps query and 
documents into lower semantic space with a multi-layer non-
linear projection. Then, for ranking web search, cosine 
similarity between the query vector and a document vector is 
applied. 

Given a set include M users: U={u1,u2,…,uM}, and a set 

include N items:  I={i1,i2,…,iN}. R ∈ ℝMxN
is the rating 

interaction matrix with Rij is the rating of user i for item j, 

unk is unknown rating. Equation (1) presents user-item 
interaction matrix. 

Yij= {
0,if  Rij=unk

Rij, otherwise
            (1) 

where u is user, v is item; i, j is index of u, v. Y is user-

item interaction matrix, Y+is observed interactions, Y- is zero 
elements in Y, Ysampled

-  is a set of negative instances from Y 

(in part or in whole).  Then Y-∪Ysampled is a set of training 

interactions. Row i of matrix Y is Yi*, column j of the matrix 
is Y*j. 

1) Deep matrix factorization model (DMF) 
DMF is proposed by Xue et al. [16] and used in the 

recommender system. This model uses explicit rating and 
zero implicit feedback to predict items based on rated items 
that users. The DMF model has input is an interaction matrix, 
like DSSM, this matrix is split into two multi-layer 
perceptrons (MLPs). Then, the output of these MLPs is latent 
representations. Finally, for calculating the correlation 
between two latent representations, we use cosine similarity. 
Figure 1 illustrates DMF model. 

Suppose the input is vector x, the output is vector y, li is 

i
th

 hidden layer, Wi is i
th

 weight matrix, bi is i
th

 biased. From 
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interaction matrix Y, each user ui is a vector of Yi*meaning 

i
th

 user rates for all items. Each item vj is a vector  Y*j, 

meaning j
th

 item rated by all users. MLPs use (2).  

l1=W1x 

            li = f(Wi-1li-1+bi),i=2,…N-1          (2) 

y = f(WNlN-1+bN) 

We use ReLU activation function in (3). 

f(x)=max(0,x)  (3)  

In other words, this model has two MLPs, one for users 
and one for items, and outputs are mapped into low 
dimensional vectors in latent space in (4). 

 p
i
= f

θN
U (…f

θ3
U (WU2f

θ2
U(Yi*WU1)) …) 

 q
j
= f

θN
I (…f

θ3
I (WV2f

θ2
I (Y*j

T WV1)) …)         (4) 

Then, we calculate the cosine similarity of two latent 
representations p

i
 and q

j
 with (5). 

 Ŷij =FDMF(θ)=cosine (p
i
,q

j
) =

pi
Tqj

∥pi∥.∥qj∥
       (5) 

This is the first model that uses direct input as an 
interaction matrix and very useful in representing the final low 
dimension. 

In the next section, we will represent an improved loss 
function, which increases the accuracy of the model. 

2) Loss function 
The general objective function in (6). 

    L= ∑ l(y,ŷ)+λΩ(θ)
u∈Y+∪Y-                (6) 

where Ω(θ) is regularizer and l(.) is loss function. 
The loss function is an important part of the objective 

function. The better the loss function, the better the objective 
function. We optimize the objective function. 

Some papers using Binary cross-entropy were proposed 
(7) [30]  

LBCE = - ∑ YijlogŶij+(1-Yij)log(1-Ŷij)(i,j)∈Y+∪Y-      (7) 

This function works effectively with implicit feedback 
because it addresses implicit feedback classification as binary 
classification. 

Because we use both zero implicit feedback and explicit 
rating so that we use a new loss function that combines (7) 
and max rating. It is called Normalized cross-entropy loss in 
(8).  

LNCE = - ∑  (
Yij

max(R)
logŶij + (1-(i,j)∈Y+∪Y-  

Yij

max(R)
) log(1-Ŷij))

 (8) 

where max(R) is max(Rating). In our data, we use 
max(R)=5 because 5 is the max rating. 

 Normalized cross-entropy can make Yij negative so that 

we use (9) to solve this problem. 

Ŷij

O
 = max(μ,Ŷij)             (9) 

where μ=10-6. 
L2 loss function fits in solving the overfitting problem and 

is used in many papers [33] [32]. Equation (10). 

L2 = 
∑ wi

2m
i

2
            (10) 

where wi
2= ∑ wij

2N
j , and wij is the weight of the training 

instance (i,j); N is the dimension of wij. 
We improve loss function by combining (8) and (10) and 

call it is Hybrid loss (11) 

 LHybrid = LNCE + α.L2 (11) 

This loss function that we improve not only fit rating data 
but it also avoids overfitting. When we use this loss function, 
we gain better results in experiments. In our experiment, we 
give α = 10-3. We represent the DMF with Hybrid loss 
function in Figure 2 (named Hybrid-DMF). 

Figure 1. DMF architecture 
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B. Collaborative Filtering Neural Autoregressive 

Distribution Estimator Model (CF-NADE) 

Besides DMF, we found that the CF-NADE model is also 
suitable for the MOOC recommendation system. 

Assuming there are M courses and N users, the user 
ratings are from 1 to K. We assume each user rated D courses 
and D≪M. With any user u, we will have the rating vector 

ru= (rmo1

u , rmo2

u ,..., rmoD

u ), where o is the permutation of (1, 2, 

…, D), rmoi

u ∈ {1,2,…,K} is present for the rating of user u and 

item moi
. Section 2 will present the basic CF-NADE model. 

1) Basic CF-NADE model 
The CF-NADE model was proposed by Zheng et al. [10] 

developed from the NADE model, and can be used in the 
recommendation system. Basic CF-NADE has 3 layers (input 
layer, hidden layer, and output layer), and the basic CF-
NADE can be extended to have one more hidden layer and 
become a deep neural network. Equation (13) shows the 
probability of the rating vector r. Where 

rmo<i
= (rmo1

,rmo2
,...,rmoi-1

) is the first i - 1 elements by index o 

of r. 

p(r)= ∏ p (rmoi
|rmo<i

)D
i=1   (12) 

Like NADE, CF-NADE models (12) with an autoencoder. 
Firstly, the CF-NADE model computes the hidden 
presentation in a hidden layer (13). 

h (rmo<i
) =g (c+ ∑ W:, moj

rmoj

j<i  ) (13) 

With g(.) is an activation function, such as tanh function. 

tanh (x) = 
exp (x) -exp(-x)

exp (x) +exp(-x)
, Wk∈ ℝH×M

 is a connective matrix 

between input layer and hidden layer. We can rewrite (13) as 
(14). 

p (rmoi
=k|rmo<i

) =
exp(smoi

k (rmoi
))

∑ exp(smoi

k
'

(rmo<i
))K

k
'
=1

 (14) 

where smoi

k (rmo<i
) is the rating of course moi

 by user k 

when knew the previous ratings rmo<i
, has computed by (15) 

smoi

k (rmo<i
) =bmoi

k
+Vmoj,:

k h (rmo<i
)      (15) 

where V is connection matrix and b is bias with rating k. 

2) CF-NADE model with sharing parameters. 
Because if we use the basic CF-NADE model, we will 

have many models that depend on the number of users and 
rating range. Specifically, if we have N users and K ratings 
from 1 to K, we must use NxK basic CF-NADE model. Figure 
3 shows how the CF-NADE model shared parameters. 
However, in reality, with each user, the number of items that 
user rates is very small, making the model difficult to 
optimize, so it is necessary to share parameters between the 
models, use only one model for N users and K ratings So that, 
(13) and (15) will change to (16) and (17) respectively. 

h (rmo<i
) =g (c+ ∑ ∑ W:, moj

k
rmoj

k=1j<i )  (16) 

smoi

k (rmo<i
) = ∑ (bmoi

j
+Vmoi

,:
j h (rmo<i

))j≤k  (17) 

 where Vj, bj is shared by k ratings. 
 

Figure 3. Hybrid-DMF algorithm 

Figure 2. CF-NADE with sharing parameters 
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3) Training model with ratings’ ordinal information.  

The model can be trained by minimizing the negative log-
likelihood function (18). 

- log p(r)=- ∑ log p (rmoi
|rmo<i

)D
i=1   (18) 

The current cost function treats different ratings as 
different labels. The labels with the highest probability will be 
the true label and not capture the ordinal information. Zheng 
et al. improved the cost function by adding label ordering 
information. When the realistic rating is k, this improvement 
makes the probability from 1 to k ascending and from k to K 
descending. So that it helps predicted ratings more accuracy. 
Assume that user rates kth, then the rating from 1 to k has 
priority increase, and the value from k to K has priority 
decrease. Equation (19) is the improved function to compute 
the conditional probability of rmoi

= k, with given previous 

ratings rmo<i
. 

p (rmoi
=k|rmo<i

) = ∏
exp(smoi

j
)

∑ exp(smoi

t )
j

t=1

1
j=k ∏

exp(smoi

j
)

∑ exp(smoi

t )K
t=j

K
j=k      (19) 

Cost function will be change to (20): 

Chybrid=(1-λ)Creg+λCord  (20) 

where Cord is an ordinal cost (19) and Creg is a regular cost 

or negative log-likelihood (18) and λ is a hyper-parameter to 
determine the weight of Cord. 

4) Extend CF-NADE to a deep neural network. 
According to Zheng et al., the CF-NADE model can have 

one additional hidden layer. Figure 4 describes CF-NADE 
when adding one hidden layer. When added a hidden layer to 
the model, computational complexity will increase, and the 
calculation formula of that layer is as (21). 

h
(l) (rmo<i

) =g (c(l)+W
(l)h

(l-1) (rmo<i
))       (21) 

where l = 2, …, L correspond to the hidden layers and the 

conditional probability p (rmo<i
) is computed based on 

h
(L) (rmo<i

). The computational complexity is O(KD̂H+H2L). 

Where D̂ is the average of the number of courses that user 
rated, H is the nodes of the hidden layer. The Cost function is 
optimized using nonlinear optimization methods such as 
gradient descent. 

Two suggested models above have effective results. 
Therefore, we will apply these models to the MOOC 
recommendation system. For comparison, in section IV, 
experience and results, we will evaluate two models with 
others to indicate the outperformance of two models 
compared to other methods. 

IV. EXPERIENCE AND RESULTS 

In this section, we will compare our improve models with 
other models with the MOOC dataset. Then, we show the 
results and comments. 

A. Dataset 

We use only the Travel-well dataset in [24] for our 
experiment because some other datasets are not fit for our 
model or not public. The Travel-well dataset was collected 
from the LRE portal includes 20 content providers. It contains 
information about the ratings and tagging behaviors of 98 
learners in over six months (August 2008-February 2009), but 
there are only 75 learners rated for courses. In our experiment, 
we only use rating information. 

TABLE I. TRAVEL-WELL DATASET  

#learners (#users) #courses (#items) #ratings density 

75 1608 2156 0.0178 

B. Parameter Settings 

1) Parameter settings for Hybrid-DMF 
We run the experiment with the following configurations: 

Python = 3.7.6, libraries such as Tensorflow-gpu = 1.5.0, 
numpy = 2.1.0.  

Hyperparameter settings: learning rates = 10-4, max epoch 
= 30 because our improved model converges less than 30 
epochs, batch size = 256, early stopping = 5, the latent factor 
= 64 because with the number of latent factor < 64 we get 
wrong result and when the number of latent factor > 64, the 
result < when the number of latent factor = 64. The dimension 
of input user = 1024, and the item =512. The hyperparameters 
are tested from multiple hyperparameters and then choose the 
most optimal hyper-parameters. 

2) Parameter settings for CF-NADE 
The code runs with requirements: python 3.6.8. 

Dependence packages: Tensorflow (2.1.0), Tensorflow-gpu 
(2.1.0), Matplotlib, Keras (2.0.8), Pyspark (2.4.1). 

Hyper-parameter settings: Learning rate = 10-3, Hidden 
unit = 500, epochs = 20. The hyper-parameters are tested from 
multiple hyper-parameters and then choose the most optimal 
hyper-parameters. Specifically, the learning rate is chosen 
from 10-3, 5*10-4

 and 10-4, epoch is chosen from 20 and 50, 
hidden units are 500 and 1000. 

Figure 4. CF-NADE deep model 
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C. Metrics 

To evaluate performance, we adopted the leave-one-out 
evaluation. We use two metrics: Normalized Discounted 
Cumulative Gain (NDCG) in [31] to evaluate the ranking 
performance of the relevance courses. NDCG is a metric, 
which assigns the results at top ranks, scoring successively 
lower ranks (22) and Root mean square error (RMSE) (23). 

 

NDCG@K=ZK ∑
2ri-1

log2
(i+1)

K
k=1   (22) 

where ZK is the ideal ranking and has a value of 1; ri 
is the graded relevance of item at position i. We use the 
simple binary relevance for our work: ri=1 if the item is 
in the test set, and 0 otherwise. 

RMSE=√
∑ (rij-r̂ij)

M,N
i,j

#ratings
  (23) 

For the NDCG metrics, larger values indicate better 
performance and RMSE, smaller values indicate better 
performance. 

D. Results 

To validate the effectiveness of 2 above models, we have 
selected five algorithms for evaluations (3 classical 
algorithms and 2 deep learning models): neighborhood-based 
collaborative filtering methods on item-based (IBCF) [34], 
neighborhood-based collaborative filtering methods on user- 
based (Pearson correlation) [34], single value decomposition 
(SVD) [9], Probabilistic Matrix Factorization (PMF) [8], 
AutoEncoder based on Collaborative Filtering (AutoRec) 
[19]. 

Because SVD, item-based CF and user-based CF are 
classical algorithms and do not use nonlinear optimization 
methods like neural networks. Therefore, we only compare 
RMSE of PMF, CF-NADE and Hybrid-DMF by epoch. 

Table II shows RMSE on the test set between comparison 
methods. As we can see, two models we used have much 
better results than other methods. Hybrid-DMF has achieved 
the best RMSE (0.7916), and then CF-NADE (0.8283) for the 
second. 

TABLE II. COMPARISON RMSE OF HYBRID-DMF, CF-NADE, AND OTHER 

MODELS ON TRAVEL-WELL DATASET 

Models and Algorithms RMSE 

AutoRec 2.50037 

IBCF 1.3366 

UBCF 1.1016 

SVD 0.9063 

PMF 0.8651 

CF-NADE 0.8283 

Hybrid-DMF 0.7916 

 

 

TABLE III. NDCG@K WITH DIFFERENT TOPKS 

TopK Hybrid-DMF CF-NADE AutoRec SVD 

1 0.3467 0.3554 0.0019 0.4927 

5 0.3945 0.5505 0.0039 0.4875 

10 0.4701 0.6606 0.0040 0.4833 

20 0.5000 0.7694 0.0043 0.4800 

30 0.5493 0.8225 0.0059 0.4789 

50 0.5762 0.8665 0.0070 0.4770 

 

Figure 5. Comparison with RMSE of four models on Travel-Well dataset. 

 
Figure 6. Comparison with NDCG@K on Travel-Well dataset. 

Figure 5 shows the RMSE on the test set between PMF, 
CF-NADE and Hybrid-DMF, AutoRec by epoch. DMF has 
achieved the best RMSE. CF-NADE initially had a better 
RMSE than the PMF. However, later the CF-NADE has 
converged resulting in a better RMSE than the PMF. Finally, 
AutoRec has the highest RMSE error. 

Figure 6 shows the NDCG@K metrics with K = {1, 5, 10, 
20, 30, 50} of DMF, CF-NADE, UBCF, IBCF, AutoRec and 
SVD models. Table III is the detailed result with NDCG@K 
metric, respectively. In general, user-based CF and item-
based CF algorithms have a better NDCG than deep learning 
algorithms but predict course rating is much worse than deep 
learning. One of the reasons for deep learning algorithms 
shown with NDCG measurements is not high is that data is 
not sufficient. 
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V. CONCLUSION AND FUTURE WORKS 

In this paper, we improved the DMF model with a new 
loss function (Hybrid-DMF) and combined with the CF-
NADE model for the MOOC recommendation system. We 
evaluated the models on MOOC dataset in Europe. The results 
showed that the proposed approach is better than the other 
models with RMSE and NDCG@K measurements when 
evaluated on the Travel-well dataset. In the future, we will 
continue to improve DMF with some other loss functions. In 
addition, this model can be expanded from zero of implicit 
feedback to implicit feedback containing user feedback such 
as the click information. This model can also be improved by 
adding side information from users and items to get better 
accuracy. Improving CF-NADE can be done by implicit 
feedback information, such as user tagging for each course to 
improve the accuracy of the model. 
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Abstract—This paper studies the use of Websockets to maintain 

temporal states in stateless applications. Concretely, it is used in 

a web-based application that calculates the propagation loss in 

outdoor environments. The reasons why Websockets are used 

and their limitations are discussed. A comparison with other 

similar technologies is also included. 
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I.  INTRODUCTION  

Current web applications require fast communication 
between the server and the clients to produce close to real time 
updates on the web interface.  If feedback is not received about 
the progress of the computations performed by the server, the 
user experience breaks apart. In [1], it is discussed that web 
page loading time increases user frustration and discomfort 
while browsing the web. This also is applicable to the waiting 
time between a user action and the webpage displaying the 
requested information.  

The computational model that we will describe solves the 
waiting time problem for certain types of large computations. 
Once this computational model is described, REpresentational 
State Transfer (REST) and WebSockets will be analyzed, 
theoretically and experimentally, as the possible 
communication components to solve it. 

Certain types of large computations need to hold a state in 
order to be performed or optimized. An algorithm that sorts a 
list of elements or looks for the shortest path on a graph needs 
those data structures as state. An algorithm that calculates 
propagation can be optimized by holding certain information 
as state and reuse it like if the state where a cache. But this 
state is temporal, once the computation has ended it is no 
longer needed to be held in the server. 

In order to solve the waiting time problem, while 
performing a computation, the user must be informed of the 
progress of that computation. Ideally, by showing the current 
computation progress with as much detail as if it were the final 
result. The computation will be performed in the server and 
the representation update will be performed in the client, 
therefore, both processes will be concurrent. With this, 
solving the waiting time problem is transformed into finding 
the best way to hold that temporal state while the server 
informs the client about the progress of the computation. 

Nowadays, lots of web applications and web services are 
based on the REST architectural style. REST has become very 
popular due to its simplicity and the fact that it builds upon the 
HyperText Transfer Protocol (HTTP), so developers are 

familiar with it. However, the REST architectural style has 
some disadvantages such as the lack of saving the stateful 
information between request-response cycles. In addition, 
there is no mechanism to send push notifications from the 
server to the client (to the web browser). This implies that it is 
hard to implement any type of services where the server 
updates the client without the use of client-side polling of the 
server or some other type of web hook. Consequently, every 
REST-based application is stateless, any state management 
tasks must be performed or initiated by the client. 

Due to the fact that HTTP is half duplex, the server is not 
able to initiate a data transmission to a client as long as it has 
not been specifically asked for. Until now, web applications 
that needed bidirectional communication required an abuse of 
HTTP to poll the server for updates while sending upstream 
notifications as distinct HTTP calls. The disadvantages of 
using REST to maintain temporal states are mainly three. 
First, the server must use several TCP connections for each 
client: one for the client to send an initial request to the server 
where the operation to perform is described and a new one for 
each message that contains the progress or fraction of 
performed work. Second, the wire protocol has a high 
overhead, with each client-to-server message having an HTTP 
header. And third, the server is forced to maintain a mapping 
from the outgoing connections to the initial computation 
request to track which progress information must be sent to 
each client. 

Combined, these disadvantages make REST hardly usable 
to perform computations that need temporal state on the server 
replicated context. In this context, multiple instances of the 
same server would run as separated process on the same or 
different machines, without one instance knowing the 
existence of the others. When a request is made it is handled 
by a load balancer that redirects it to one of the instances. 
Different connections from the same client may be answered 
by different instances of the server. Due to that, the server that 
received the initial computation request needs to share 
information with the other instances. This not only interfere 
with the idea of the replicated context, instances should not 
need to communicate, but also creates new synchronization 
problems. Some solutions make the client manage the 
temporal state and others make use of databases, both of 
which are slow and create an extra layer of complexity. 

WebSockets [2]-[4] is a new protocol that provides a 
solution to overcome the aforementioned limitations. 
WebSockets uses a single TCP connection for traffic in both 
directions that allows a bidirectional, full-duplex, persistent 
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socket connection between a web page and a remote server. 
Moreover, it is supported by all major web browsers.  

Based on the two-way communication connection, the 
server can receive and process data, and can also send data 
back to the browser. Also, communication is more efficient 
than using HTTP if we focus on the size of the message and 
on the speed, especially for large messages, since in HTTP, 
for example, you have to send the headers in each request. 
This adds bytes.  

According to the benchmarking done in [5] to compare the 
performance of HTTP vs WebSockets, the latter can be 50% 
faster than HTTP. This means that in many cases and 
depending on the needs of the project, WebSockets can be 
faster than traditional HTTP APIs. However, WebSockets is 
not the solution to all problems, other protocols perform 
certain tasks better than WebSockets does. In Section II, a 
comparison of several protocols vs. tasks is presented. A 
practical application of WebSockets in a real web-based 
simulation tool is described in Section III. Finally, conclusions 
are presented in Section IV. 

II. EXPERIMENTAL RESULTS 

To empirically test the performance differences between 
WebSockets and REST communication protocols, a 
demonstrative application was built. The design of this 
application aims to make the comparison as fair as possible, 
to let us inspect the strengths of both protocols. 

If the application were to be built in the server replicated 
context, REST would have had major disadvantages. It would 
have been required to use a database to hold the temporal state 
or to hold it on the client and send it back and forth to the 
server in each request. 

Therefore, the application will not be tested on this 
context. To hold the temporal state on the REST protocol, a 
random key is generated for each client. This key is provided 
to them as a response to their initial computation request. By 
providing this key, on each following request, the server will 
be able to know which temporal state belongs to each 
connection that requests a progress update on a computation. 
On the other hand, WebSockets will hold its temporal state on 
the single TCP connection that is created between the client 
and the server. 

The developed demonstration takes as input a JSON 
document, which describes the computation to perform. 
Computations are a tree of actions, if one action is the child of 
another it will be performed after its father. On the other hand, 
if one action is in the same tree level of another they will be 
computed concurrently. Each computation has two steps, first 
a list of data is created according to the configuration on the 
JSON file and then the list is sorted with a certain criteria and 
sorting algorithm. The computations are performed on the 
server, while the client displays a graphical representation of 
the current position of the elements on the list. Multiple 
representations are available. 

The server and the client communicate with REST or 
WebSockets allowing us to catch and dump the 
communication traces and inspect the transmitted packages 
with applications like Tcpdump or WhireShark. 

Performing the same computations, the data shown in 
Table I have been collected with REST and WebSockets as 
communication protocols. 

TABLE I.  COMPARISON UNDER NOMINAL LOAD 

 REST WebSockets 

Packets 135.098 44.976 

Transmitted data 27.634.885 bytes 4.723.849 bytes 

Communications 22.481 22.480 

Mean Time 86s 778ms 35s 226ms 

 
For a single computation, 22.479 intermediate results have 

been sent from the server to the client to perform a close to 
real time graphical representation of its state. In order to 
archive that using WebSockets, an extra communication was 
needed to send the computation description to the server. In 
the case of REST, two extra communication where needed. 
One communication was used to send the computation to the 
server and another to inform the client that the computation 
had ended. Using WebSockets the client can be informed of 
the finalization of the computation by the server closing the 
channel. 

In average, using WebSockets, there are two packets 
exchange between the client and the server, which leaves a 
total of 16 packets for stablishing the connection (8 packets) 
and closing it (8 packets). With REST, an average of six 
packets are exchanged between the server and the client per 
communication. This quantity should have been eight packets, 
but the libraries used try to reuse TCP connections by not 
always sending ‘FIN’ packets in order to save resources. Only 
36 connections where closed in average along this 
computation. Additionally, REST performs Cross-Origin 
Resource Sharing (CORS) checks from time to time using a 
HTTP OPTIONS request. For this computation an average of 
17 CORS checks were made. 

REST not only uses around three times more packets along 
the computation, those packets are also almost six times 
heavier than WebSockets ones. This is because they need to 
carry a longer header. WebSockets is able to use a smaller 
header because the header is sent once, when the connection 
is stablished, and since the connection is never closed there is 
no need to resend it on every data transmission along that 
same connection. 

The benefits of WebSockets not only can be seen on the 
amounts of data and packets transmitted but also in the time 
taken. Using REST, the communication will take more than 
double the time than with WebSockets. 

Performing the smallest computation that the demo 
program is able to make, the following statistics have been 
recorded. This computation requires two updates of the user 
interface and which means a total of three and four 
communications for WebSockets and REST respectively. 

With this second comparison, an improvement of the 
REST performance against WebSockets is expected. The 
theory around these protocols suggests that WebSockets 
should take longer to initiate the communication channel but, 
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in the long run, with multiple data transmissions between the 
server and the client, it should surpass REST efficiency as 
seen on the first comparison. 

TABLE II.  COMPARISON UNDER MINIMUM LOAD 

 REST WebSockets 

Packets 44 22 

Transmitted data 7.127 bytes 2.489 bytes 

Communications 4 3 

Mean Time 0s 048ms 0s 015ms 

 
Nevertheless, this expectation has not been backed up by 

the experimentally recorded data (see Table II). REST has 
improved its efficiency in the transmitted packets department 
but has not in the transmitted data and mean time ones. 
Examples of the traces used to calculate these statistics are 
included on Figure 1 for REST and on Figure 2 for 
WebSockets. The reason for this difference is that REST 
expends almost the same resources as WebSockets does for 
the whole communication just for the CORS request (blue 
section of Figure 1). Looking just at the time column of one 
single REST communication (one green section of Figure 1 
and the proportional part of the red section) it can clearly be 
seen that is more efficient than the same communication on 
WebSockets protocol (blue section, red section and one green 
section of Figure 2). 

So, if the CORS request is not taken into account, the 
expectations about REST are met. REST is a more efficient 
protocol for single sporadic data transmissions than 
WebSockets. On the other hand, WebSockets is more efficient 
for multiple communications even if their number is small. 

 

III. PRACTICAL USE OF WEBSOCKETS IN A WEB-BASED 

APPLICATION 

 WebSockets is a stateful protocol, while HTTP 
connections are stateless. This means that WebSockets creates 
a connection that is kept alive on the server until the socket is 
closed and messages are exchanged bidirectionally. This 
particular feature is very useful to overcome three frequent 
problems that arise in the use and development of a web-based 
simulation tool like the one presented in [6] by the authors: 

• It is desirable to display a progress bar in order to inform 
the users about the state of the calculations performed to 
provide the propagation loss. If the progress bar is not 
displayed, the users do not know how long it will take to 
complete the requested task. 

• It is desirable to obtain partial results of the request made 
while it is being completed without interrupting this process. 
This combined with a progress bar not only informs about the 
lasting time, but also lets visualize earlier some of the 
requested information. Additionally, it entertains the users 
creating better user experiences. 

• On the context of replicated servers, which is the case of 
our application, it is desirable to communicate always with the 
same server. At least during a computation. This allows to 

perform better optimizations without adding extra layers of 
complexity like databases or other ways of sharing 
information between the server instances. Avoiding this 
complexity is not only desirable from a design point of view. 
It also makes the application cheaper, no data is saved on disk, 
wasted computation time is minimal and no more than the 
necessary data is sent to the web. 

In addition, authentication is also simplified by using 
Websockets. When using WebSocket, authentication is 
performed when the connection is established, so future 
requests under the same channel do not need to be 
authenticated again. This method greatly simplifies the 
authentication process. Therefore, Websockets improves the 
security of the system because there is no need of passing user 
credential in every request. 

A web-based simulation [6] has been developed by the 
authors. This application is able to predict propagation losses 
in urban and rural environments by applying a semi-empirical 
algorithm. Now, the authors are improving that simulation 
tool. Deterministic methods are being included. These 
methods provide results more accurate but they have the 
disadvantage of consuming lots of resources (time and 
memory), so Websockets are very useful to inform the client 
about the state of the computations that are carried out in the 
server. 

IV. CONCLUSIONS 

WebSockets is a great protocol that solves three 
communication problems: 1) Sending multiple packets of data 
between the server and the client with a single communication 
negotiation required. 2) Creating a channel between a client 
and a server through which the client can receive notification 
from the server without polling. 3) Granting a stable 
connection between a client and a single instance of a 
replicated server that is behind a load balancer. 

Those characteristics are exploitable to achieve close to 
real time updates on the progress and current state of long-
lasting computations without major complications. While the 
computations are been performed, the progress or new 
calculated portions or approximations to the final solution are 
been sent to the client with a minimum performance loss and 
minimum design considerations. At the same time, the clients 
will be displaying fresh and updated information to the users 
with each packet received, creating a better user experience. 
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Figure 1.  REST packet trace. 

 

Figure 2.  WebSockets packet trace. 
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