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ICN 2017

Forward

The Sixteenth International Conference on Networks (ICN 2017), held between April 23-27,
2017 in Venice, Italy, continued a series of events targeting general networking and services
aspects in multi-technologies environments. The conference covered fundamentals on
networking and services, and highlighted new challenging industrial and research topics.
Network control and management, multi-technology service deployment and assurance, next
generation networks and ubiquitous services, emergency services and disaster recovery and
emerging network communications and technologies were considered.

IPv6, the Next Generation of the Internet Protocol, has seen over the past three years
tremendous activity related to its development, implementation and deployment. Its
importance is unequivocally recognized by research organizations, businesses and governments
worldwide. To maintain global competitiveness, governments are mandating, encouraging or
actively supporting the adoption of IPv6 to prepare their respective economies for the future
communication infrastructures. In the United States, government’s plans to migrate to IPv6 has
stimulated significant interest in the technology and accelerated the adoption process. Business
organizations are also increasingly mindful of the IPv4 address space depletion and see within
IPv6 a way to solve pressing technical problems. At the same time IPv6 technology continues to
evolve beyond IPv4 capabilities. Communications equipment manufacturers and applications
developers are actively integrating IPv6 in their products based on market demands.

IPv6 creates opportunities for new and more scalable IP based services while representing
a fertile and growing area of research and technology innovation. The efforts of successful
research projects, progressive service providers deploying IPv6 services and enterprises led to a
significant body of knowledge and expertise. It is the goal of this workshop to facilitate the
dissemination and exchange of technology and deployment related information, to provide a
forum where academia and industry can share ideas and experiences in this field that could
accelerate the adoption of IPv6. The workshop brings together IPv6 research and deployment
experts that will share their work. The audience will hear the latest technological updates and
will be provided with examples of successful IPv6 deployments; it will be offered an opportunity
to learn what to expect from IPv6 and how to prepare for it.

Packet Dynamics refers broadly to measurements, theory and/or models that describe the
time evolution and the associated attributes of packets, flows or streams of packets in a
network. Factors impacting packet dynamics include cross traffic, architectures of intermediate
nodes (e.g., routers, gateways, and firewalls), complex interaction of hardware resources and
protocols at various levels, as well as implementations that often involve competing and
conflicting requirements.

Parameters such as packet reordering, delay, jitter and loss that characterize the delivery
of packet streams are at times highly correlated. Load-balancing at an intermediate node may,
for example, result in out-of-order arrivals and excessive jitter, and network congestion may
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manifest as packet losses or large jitter. Out-of-order arrivals, losses, and jitter in turn may lead
to unnecessary retransmissions in TCP or loss of voice quality in VoIP.

With the growth of the Internet in size, speed and traffic volume, understanding the
impact of underlying network resources and protocols on packet delivery and application
performance has assumed a critical importance. Measurements and models explaining the
variation and interdependence of delivery characteristics are crucial not only for efficient
operation of networks and network diagnosis, but also for developing solutions for future
networks.

Local and global scheduling and heavy resource sharing are main features carried by Grid
networks. Grids offer a uniform interface to a distributed collection of heterogeneous
computational, storage and network resources. Most current operational Grids are dedicated
to a limited set of computationally and/or data intensive scientific problems.

Optical burst switching enables these features while offering the necessary network
flexibility demanded by future Grid applications. Currently ongoing research and achievements
refers to high performance and computability in Grid networks. However, the communication
and computation mechanisms for Grid applications require further development, deployment
and validation.

The conference had the following tracks:

 Networking

 Computation and Networking

 Communication

 Next generation networks (NGN) and network management

 Advances in Adaptive Filtering for Acoustic Applications

 DMM: Distributed Mobility Management - Towards Efficient and Scalable Mobile
Networks

The conference also featured the following symposiun:
• SOFTNETWORKING 2017, The International Symposium on Advances in Software

Defined Networking and Network Functions Virtualization

We take here the opportunity to warmly thank all the members of the ICN 2017 technical
program committee, as well as all the reviewers. The creation of such a high quality conference
program would not have been possible without their involvement. We also kindly thank all the
authors that dedicated much of their time and effort to contribute to ICN 2017. We truly
believe that, thanks to all these efforts, the final conference program consisted of top quality
contributions.

We also gratefully thank the members of the ICN 2017 organizing committee for their help
in handling the logistics and for their work that made this professional meeting a success.

We hope that ICN 2017 was a successful international forum for the exchange of ideas and
results between academia and industry and to promote further progress in the area of
networks. We also hope that Venice, Italy provided a pleasant environment during the
conference and everyone saved some time to enjoy the unique charm of the city.
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Abstract—Machine-to-Machine (M2M) is a communication model
used by devices where data can be exchanged with little or no
human intervention. The M2M communication, when applied in
the context of LTE networks, can lead to overload and congestion
problems due to its intrinsic particularities. Accordingly, in this
paper we propose a congestion control approach for Long-Term
Evolution (LTE) that reduces the impact over the Human-to-
Human (H2H) devices and establishes priority amongst M2M
devices through the use of classes. The results obtained through
extensive simulations in Network Simulator (NS-3) show that the
proposed approach can control the impact over H2H devices,
establishes intra and inter-class priority for the devices, reduces
the access delay and it is compatible with the LTE network
standard.

Keywords–LTE; M2M; Congestion Control

I. INTRODUCTION

M2M communication is a technology that enables infor-
mation exchange between autonomous devices with few or no
human intervention [1]. Device types can be of common (e.g.,
home appliance, cars, cell phones, etc.) or specific purpose
(e.g., sensors, actuators, etc.). The M2M communication is
expected to play an important role to leverage the Internet
of Things (IoT). The goal of the IoT paradigm is to facilitate
daily tasks, generating a huge impact on society behavior [2].

The Long-Term Evolution (LTE) [3] is a networking stan-
dard that presents advantages like mobility, accessibility, good
coverage area, security, and other relevant key features for
M2M services and applications. Since LTE networking was
mainly designed for H2H communication, some adaptations
need to be done to cope with M2M communication require-
ments. The Third Generation Partnership Project (3GPP) [4],
organization that is responsible for the LTE specification,
works to identify and propose solutions for the problems and
requirements that may arise with the integration of M2M
devices into the LTE network.

The overload and congestion control in the LTE Radio
Access Network (RAN) is considered by 3GPP as a high
priority issue that needs to be treated to enable the M2M com-
munication over the LTE networks. Overload and congestion
on LTE network normally occur when a huge number of access
requests are sent by devices to a single base station during the
Random Access CHannel Procedure (RACH procedure). The
RACH procedure presents a very low efficiency as the number
of devices increases [5]. In Section II, we present an overview
of the LTE networks and the RACH procedure.

The 3GPP presents six alternatives to mitigate the overload
and congestion problems on the LTE network: (i) Access
Class Barring (ACB), (ii) Backoff, (iii) Separated RACH,

(iv) Dynamic Resource Allocation for RACH, (v) Slotted-
Aloha and (vi) Pull Schema. Some approaches in the literature
(e.g., [6], [7], [8]) combine two or more of these mechanisms
to achieve better results. However, the solutions to mitigate the
overload and congestion problems normally consider only the
M2M traffic in their approaches [5]. Another drawback in these
proposals is the lack of compatibility with the LTE standard.
The related works are presented and discussed in Section III.
These problems have motivated the development of our pro-
posal. In this paper, we propose a mechanism, presented and
discussed in Section IV, to mitigate the congestion in the RAN
of LTE networks that presents low implementation complexity.
In addition, in our solution, we propose mechanisms to control
the impact of M2M over H2H devices and we create priorities
among M2M devices. To accomplish these objectives, we split
the M2M devices into high and low priority classes and we
define a third class for H2H devices.

The results obtained through exhaustive simulations using
NS-3, presented and discussed in Section V, show that our
approach presents good results for inter and intra-class priority
for M2M and H2H devices. Moreover, our approach is highly
compatible with the LTE networks, easily implemented and
mitigates the congestion problems during the RACH Proce-
dure. In Section VI, we present our conclusion and future
works.

II. OVERVIEW

A. Machine-to-Machine Communication
The M2M communication, also called Machine-Type Com-

munication (MTC) by 3GPP, is a technology where devices can
exchange information with little or no human intervention. In
addition to the applications diversity and number of devices,
other common features of M2M communication are [9]: (i)
traffic in the uplink is higher than in the downlink, (ii) sporadic
data transmission, (iii) usual transmission of small portion of
data. Thus, due to these intrinsic features new approaches are
needed to adapt the LTE network to the M2M environment.

B. RACH Procedure
In LTE networks, the random access can be contention-

based or contention-free. In the former, the random access
request is initialized by the device. In the latter, requests are
started by the base station (evolved Node B - eNodeB).

The contention-based RACH procedure is divided into
four signal messages (represented in Figure 1, mgs1, msg2,
msg3, msg4) managed by the Radio Network Controller
(RNC) [10]. Figure 1 illustrates the message exchange during
the contention-based procedure. Information related to the

1Copyright (c) IARIA, 2017.     ISBN:  978-1-61208-546-3
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Figure 1. Random access procedure based on contention.

RACH procedure, as preamble code available and random-
access slots (RA-Slots) opportunities, is periodically sent
through the System Information Block (SIB) to devices. The
following activities are done in each stage of the RACH
message exchange procedure:

1) PRACH Preamble (Msg1): The device randomly se-
lects and transmits a preamble code to eNodeB on
Physical Random Access CHannel (PRACH).

2) Random Access Response - RAR (Msg2): In this
stage, the following occur: (i) detection of access re-
quests sent by devices to eNodeB, (ii) assignment of a
Temporary Cell Radio Network Temporary Identifier
(TC-RNTI) to devices and (iii) a resource is granted
on the uplink channel for subsequent messages ex-
changes between the devices and the base station.

3) Contention Request (Msg3): Devices send the TC-
RNTI, the one assigned in the previous message.
This exchange is done over the uplink shared channel
(PUSCH), also configured in previous stage.

4) Contention Resolution (Msg4): Devices wait for the
contention resolution message from the eNodeB,
which is sent by the eNodeB through the Downlink
Shared Channel (DL-SCH). If the device identifier is
present in the contention message, an ACK message
is sent to the eNodeB, otherwise the device randomly
select a backoff time before retry transmission.

Collisions during the RACH procedure occur when two or
more devices send the same preamble code to the eNB. In this
case, devices do not receive the Random Access Response
(msg2) and the waiting time window is reached.

III. RELATED WORK

In [11], devices are classified into classes. Class priorities
are based on the backoff time. When a collision occurs, the
device waits for the backoff time, which is randomly selected
from the interval (X ∼ Unif(0, T )), where X is a random
variable and Unif an uniform distribution. The interval (T )
is divided by the number of classes (C) with the interval size
based on the congestion level (p0) broadcasted by the base
station. The interval range for M2M devices is given by the
following equation: TMTC

bf (i) = p0T + Unif(i (1−p0)TC , (i +

1) (1−p0)TC ). To prevent that the M2M interval becomes equal

to zero when the networks is congested, the authors propose
the following equation for the backoff calculus: TMTC

bf (i) =

T +Unif(ikTC , (i+1)kTC ). Another strategy presented by the
authors is to change the backoff range based on the M2M
device class. Using this second approach the backoff calculus
is done by the following equation: TMTC

bf (i) = Unif(0, kiT ),
where ki represents the multiplier of the ith type of MTC
user. The second strategy can be seen as an enhancement of
the specific backoff schema with the adoption of more than
one type of M2M devices. The third approach combines the
ACB with the backoff class. Since our main priority is to
analyze the performance of backoff strategies with our ap-
proach, we choose to implement the first approach. Classifying
devices into classes with different backoff interval represents
an upgrade when compared with the conventional backoff and
the Slotted Aloha approaches. However, this approach is not
optimized. The interval class does not consider the number of
devices in each class. Thus, classes with a few hundreds of
devices have the same interval size as classes with thousands
of devices. Moreover, there are no intra-class priorities among
the types of M2M devices.

In [7], the authors propose a static and a dynamic approach
to split the RACH resources between M2M and H2H devices.
Before the resource allocation, the devices pass through the
ACB selection. The implementation complexity and no prior-
itization between devices are some of the drawbacks of this
approach. In [12], an algorithm is proposed that helps devices
to select the base station (eNodeB) which they should be
connected to. The algorithm uses a Q-Learning technique and
considers the application Quality of Service (QoS) during the
selection. In this proposal, no priority is defined among M2M
devices and it is applied only to scenarios where the devices
are covered by more than one eNodeB.

In [13], the idea is an overload control mechanism that
uses the dynamic resource allocation for RACH technique. To
identify the overload level at the RAN in the LTE networks,
the authors consider the average number of preambles sent by
devices to get access to the network. The algorithm considers
the number of retries made by the devices before successfully
accessing the network to infer the congestion level into the
network. The authors also combine other 3GPP proposal
techniques (Slotted-Access, Backoff and ACB) to mitigate the
M2M impact over the H2H devices and define priority between
M2M devices. This approach has a high complexity level of
implementation and was not evaluated by simulation or by
analytical approach.

In [14], the authors present a testbed framework to analyze
the congestion control strategies of LTE networks. The con-
gestion caused by M2M devices can impact other domains of
the network (e.g., core network). However, better results are
achieved by the strategies applied in the RAN [12].

IV. CONTROL CONGESTION PROPOSAL

In this section, we present our proposal to control the
congestion in LTE networks. Our goal is: (i) to reduce the
impact on H2H devices, (ii) to define inter and intra-class
priorities among the devices and (iii) to increase the success
access rate. The inter-class behavior presented in our approach
is defined between the H2H, M2M with high priority and M2M
with low priority. The intra-class priority is among the same
type of M2M devices, with higher priority given for those
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devices that are more likely to reach the maximum number
of connection tries. Furthermore, in Section IV-A, we describe
the congestion problem during the RACH procedure in LTE
networks.

A. Problem
The RACH procedure in LTE networks follows the Slotted

Aloha principle [15]. Based on this relation, it is possible to
use the following equation to estimate the collision probability
(Pc) during the RACH procedure [16], [17]: Pc = 1− e(−λ/L)
, where L is the total number of Random Access Slots (RA-
Slots) available per second and λ is the average number of re-
quests per second targeting a single eNodeB. For a bandwidth
(B) in MHz, such that B ∈ {1.4, 2.5, 5, 10, 15, 20} the number
of Physical Resource Blocks (PRBs) available per frame is
given by: PRBTotalFrame = B/Fsubframe×Tframe×2, where
Tframe is the frame timing in milliseconds and Fsubframe
is the frame frequency in kHz. Since an RA-Slots can be
configured to occurs n times within a Tframe interval, where
n ∈ {0.5, 1, 2, 3, 5, 10}, the number of PRB available per
second for the RACH procedure is given by: PRBTotal =
PRBTotalFrame/2× 1000/Tframe ×n. Thus, the base station can
support TRAR request per second, where TRAR is given by
the following equation: TRAR = PRBTotal/PRBRACH Where
PRBRACH is the number of Physical Resource Blocks per
RACH request. In LTE networks, the number of PRBRACH
is equal to six. For a given collision probability (Pc), the
number of RA-slots per second (L) to support the random
access intensity (λ) is given by [17]: λ = −L × ln(1 − Pc).
Thus, more collisions will occur as the number of devices
increases.

B. Proposal
Mechanisms to control the overload and congestion prob-

lems presented in Section I and III may be considered as good
approaches to mitigate the problem. However, except for [11],
these mechanisms present a high implementation complexity,
with changes on the physical layer of LTE network. In [11], the
implementation is based on how devices calculate the backoff
interval and how the base station infers the congestion level
in the RAN. However, this approach does not consider the
number of devices during the class division. Accordingly, the
algorithm defines the network resources for classes with the
same interval range regardless of the number of devices in
each class. In addition, this approach does not consider priority
among M2M devices.

1) Congestion Level Identification: In our approach, the
base station classifies and reports as low, medium, and high
the congestion level in the RAN of LTE network. This classi-
fication is based on the results obtained in [18] that show the
relation between the average number of access attempts, the
collision probability and the RACH procedure ratio utilization.
These results show that for a maximum resource utilization,
which is approximately 50%, the collision ratio is around 20%
and the proportion of successful requests is about 50%. Thus,
when more than 50 requests are done per RA-Slot we consider
the congestion level as high (Pcong = 1). However, we
consider the congestion level as low (Pcong = 0) when there
are less than 25 request per RA-Slot. The relation between the
number of requests and the congestion level adopted in our
approach is presented in Table I.

TABLE I. CONGESTION LEVEL

Level Request per RA-Slot Pcong

Low < 25 Pcong = 0.0
Medium > 25 and ≤ 50 Pcong = 0.5
High > 50 Pcong = 1.0

2) Devices Priority: We classify the devices into H2H,
M2M with high priority and M2M with low priority [6].
To guaranty priority in accordance with the device type, we
use a class-based approach. The priorities between classes are
based on the preamble transmission probability and backoff
interval. The preamble transmission probability indicates when
the device can send an access request. Based on the ACB
approach, to get access to the network the device has to
calculate a random number X ∼ Unif(0, Ps) within the
interval (0,Ps), where Ps is giving by:

Ps(i, t, L) =


pac Pcong = 0.0;
pac × (((Lt )× i)× α) Pcong = 0.5;
pac × (((Lt )× i)× α) Pcong = 1.0;

.

(1)
where i is the device type (H2H, M2M low priority, M2M
high priority), pac is the blocking parameter broadcasted by the
base station (eNodeB), L is the maximum number of preamble
retransmissions and t is the number of requests sent to access
the network. The α parameter is related to the congestion level
on RAN and defines the dispersion between the classes of
devices. The results show that an optimized value for α is 1.0
when Pcong = 0.5 and 1.5 when Pcong = 1.0. The calculus
of the expected transmission probability of a device k from a
class i is given by:

E[X] =
1

2
× (0 + Ps(ik, tk, L)) (2)

Following the ACB behavior, the device can transmit an
access preamble request during the RACH procedure when
X ≤ pac, i.e., with the probability given by Paccess(X ≤ pac).
To conclude, the cumulative density function (CDF) FX of a
device k from a class i after t access attempts is given by:

FX(x) = P (X ≤ pac) =
pac
Ps

(3)

Based on (2) and (3) the preamble transmission probability
increases with the class index and the number of access
attempts made by the device, as illustrated in Figures 2
and 3. These figures also show that as the number of classes
increases the preamble transmission probability for classes
with low priority decreases. However, for the number of classes
considered in our algorithm, the probability of a preamble
transmission can be around 50% for the class with low priority.
When X is greater than pac (X > pac) the backoff Tbackoff

is individually calculated by each device through the equation:

Tbackoff (i) =

{
20 ms for i = 0;
50 ms× i for i ≥ 1;

(4)

The backoff technique avoids successive requests from devices
to the base station (eNodeB) after a collision.

3Copyright (c) IARIA, 2017.     ISBN:  978-1-61208-546-3

ICN 2017 : The Sixteenth International Conference on Networks (includes SOFTNETWORKING 2017)

                           15 / 165



Figure 2. Cumulative Density Functions (cf. Eq. 3)

Figure 3. Cumulative Density Functions (cf. Eq. 3)

V. SIMULATION ENVIRONMENT AND NUMERICAL
RESULTS

In this section, we present and analyze our simulation
results. In Section V-A, we present the Performance Key Indi-
cators (PKIs) selected to evaluate the implemented approach.
In Section V-B, we describe the simulation environment and
the configuration parameters.

A. Key Performance Indicators
In this paper, the performance indicators to analyze the

approaches are the access delay, the blocking probability, the
number of accesses, and the number of transmitted preambles.
We define the access delay as the time interval between the
instant when the device sends the first access request to the
base station, and the time when the device successfully receives
the contention resolution message from the base station. The
blocking probability is the ratio between non-successful ac-
cesses and the total number of access requests received by the
base station. The number of transmitted preambles indicates
the access retries sent by the device to access the network. Such
indicators will be useful during the analysis of the following
aspect of each strategy: (i) impact control of M2M devices
over H2H devices, (ii) priority between M2M devices and (iii)
energy efficiency during the RACH procedure.

B. Simulation Environment
To evaluate our approach, we choose the simulator NS-

3 [19]. The official version of NS-3 has a LTE module,
but some key features of the RACH procedure were not

TABLE II. PARAMETERS OF THE SIMULATIONS

General Parameters
Bandwidth 5 MHz (25 RBs)
Runs 15
Number of base stations(eNodeB) 1
PRACH Configuration Index 6
Preamble Retransmissions (L) 10
Preamble Codes 54
Random Access Response Timeout Window 5 ms
H2H Devices { 100,100,100,...,100 }
M2M Devices With High Priority { 10,500,1000,...,4000}
M2M Devices With Low Priority { 2,125,250,...,1000 }
Arrival Rate (H2H) Poisson(λ), λ = 1/300
Arrival Rate (M2M) Poisson(λ), λ = 1/900
Arrival Interval [0,...,1] s
Simulation Time 5 s

Other Parameters
i = 0 for H2H devices, i = 1 for M2M devices w/ high priority, i = 2 for
M2M devices w/ low priority.
α = 1 for Low Congestion Level, α = 1.5 for High Congestion Level (cf. Table I).

implemented at the time this paper was written. Moreover, for
the number of M2M devices simulated in this paper the sim-
ulator performance can become extremely low. Thus, we have
extended the LTE module to implement other functionalities
for the RACH on NS-3 for this paper.

We have also implemented three algorithms found in the
literature that are compatibles with the LTE network. The first
ones is the Slotted Aloha, which is the most naive solution
implemented and which gives a good understanding of the
congestion problem during RACH procedure. The Backoff
Specific, which defines different backoff interval for M2M
and H2H devices, is the second implemented approach [20].
The third approach is presented in [11] and differs from the
Slotted Aloha and Backoff Specific by setting priority among
M2M devices. In [11], the devices are classified into classes
with different levels of priority. The priority among classes
considers the backoff interval such that access requests can be
more or less spread over the time.

In our scenarios, we simulate H2H and M2M devices,
where the number of H2H devices is constant and equal to 100.
The M2M devices priorities are classified into high and low
as presented in Section IV-B2. The number of M2M devices
with low priority are: {10, 500, 1000, 1500, ... ,4000}, and
the number of M2M devices with high priority are: {2, 125,
250, ... , 1000}, i.e., 1

4 of the number of M2M devices with
low priority. The arrival rate considered for the H2H and M2M
devices follows the Poisson distribution with arrival parameters
λH2H = 1

300 and λM2M = 1
900 . The number of preamble

codes available for RACH procedures is 64 - N, where N is
the number of codes dedicated for the contention-free random
access method and equal to 10. For the PRACH Configuration
Index 6, we have two RA-Slots available per LTE frame (10
ms), and so we have 200 RACH/s (1000 ms / 10 ms × 2).
For a bandwidth of 5 MHz, there are 25 PRBs available for
each 0,5 ms, and knowing that each RA-Slots occupies six
PRBs in the frequency domain and one subframe on the time
domain, the base station (eNodeB) can handle four requests per
PRACH procedure. Thereby, in an ideal scenario, i.e., without
collision, 800 (200 RA-slots/s × 4) devices can get access
to the network within the interval of one second. The above
configurations are presented in Table II.
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Figure 4. Impact Control Over H2H Devices - Blocking Probability.

C. Simulated Congestion Control Mechanisms
The approaches [11], [17] have in common with our

approach the implementation viability in a practical context of
the LTE networks. In [11], three techniques to split the classes
are presented. However, for the reasons already presented (cf.
Section III), only the first technique is implemented in this
paper. Since there is no information in [11] on how the authors
identify the congestion level in the RAN, we choose to apply
the approach presented in Section IV-B1. The default backoff
time configured to the network is set to 20 ms [17]. In [17]
an Specific backoff approach is presented, in this approach
H2H and M2M devices receives different backoff interval
value. The maximum backoff value for M2M devices of 920
ms is within the defined arrival interval presented in [17].
To keep this behavior for scenario used in this paper, we
define the maximum backoff time for M2M devices limited to
100 ms (Arrival Interval / Number of possible retransmission
attempts).

D. Results
In the next sections, the approaches presented in [11],

[17] will be respectively referenced by ”Jian” and ”BE”.
The scenario where no congestion control is applied will be
referenced as ”SlotAloha”. As presented in Section V-A, the
performance indicator will be useful to analyze the following
features: (i) impact control of M2M devices over H2H devices,
(ii) priority between M2M devices and (iii) energy efficiency
during the RACH procedure. Besides, our approach is referred
by PClass.

1) Impact over H2H Devices: The relation between the
blocking probability and the number of devices illustrated in
Figure 4 shows that PClass has a performance improvement
of 19% when compared to Jian and 40% when compared to
SlotAloha. For around 1350 devices, the performance of Jian
is about 10% better than PClass. However, between 1900 and
2000 devices, occurs an inversion on the blocking probability,
i.e., PClass approach is able to handle congested scenarios
better than Jian algorithm.

The priority inversion around 1975 devices is related to
the congestion level (Pcong), explained in Section IV-B1.
Scenarios with moderate level of congestion (Pcong) are less

Figure 5. Impact Control Over H2H Devices - Average Access Delay.

Figure 6. Impact Control Over M2M Devices - Blocking Probability.

restrictive. In this case, more M2M devices try to access the
network. Thus, more collisions may occur and emphasize the
impact over H2H devices.

As illustrated in Figure 5, the access delay is almost con-
stant for all implemented techniques. However, it is important
to notice that the average access time considers only devices
that accessed the network with success. Thereby, even if the
average access time of the H2H devices is considered constant,
it can be observed in Figure 4 that the number of successful
accesses decreases. The algorithm Jian considers a big backoff
interval for the H2H devices. Accordingly, the access delay
of H2H devices increases, since the access requests are more
spread over the time.

2) Priority Between M2M Devices: As illustrated in Fig-
ure 6, the blocking probability increases with the number of
devices in all implemented approach. Once the algorithms
SlotAloha and BE do not define priority between devices, both
types of devices (H2H and M2M) are equally penalized.

In the SlotAloha and BE algorithms the requests sent
by M2M devices are spread into the interval of 20 ms and
100 ms, respectively. As the interval increases, the number
of collisions decreases and more devices has access to the
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Figure 7. Impact Control Over M2M Devices - Average Access Delay.

network with success. The results presented by Jian are better
than SlotAloha and BE since they define priority between
M2M devices. In relation to PClass, the Jian algorithm presents
a performance around 12% better for the blocking probability
between M2M devices with high priority for scenarios with
around 725 to 3530 devices. However, the PClass presents a
better performance in scenarios with more than 3530 devices.
In relation to M2M devices with low priority, the technique
applied by the algorithm Jian behaves like SlotAloha and BE,
i.e., the access time increases with the number of devices. The
PClass algorithm presents the same performance as Jain, when
compared with SlotAloha and BE in relation to the priority
between M2M devices. Notice that PClass exceed the number
of retries within scenarios less congested, i.e., those with
fewer devices (around 1350), see Figure 6. However, for more
congested scenarios, the algorithm PClass shows better results
amongst the implemented approaches. The behavior presented
by the PClass algorithm for scenarios within the interval
of 1350 and 3850 devices is consequence of the parameter
Pcong , which affects the devices transmission probability (cf.,
Equations 1 and 3).

3) Successful Access: As illustrated in Figures 8 and 9,
the impact over the H2H devices increases with the number of
M2M devices. The algorithms Jian and PClass have a similar
behavior, however, the PClass algorithm converges to higher
values than Jian. For scenarios where the number of device is
above 1800, the PClass offers better access performance than
Jian (cf. Figure 5).

For the M2M devices with high priority, the PClass al-
gorithm presents advantage in relation to the number and
average access delay for scenarios with about 1350 devices
when compared with Jian (cf., Figure 9 and 7). However, for
scenarios with more than 1350 devices, the average access
delay of the PClass algorithm is higher than Jian algorithm, but
PClass presents a better access performance of H2H devices
than Jian algorithm.

4) Preamble Transmission: The average number of pream-
ble transmission retries shown in Figures 11 and 10 is directly
related with the power consuming. Once radio transition activ-
ity demands a significant amount of power, when more pream-
bles are transmitted more energy is consumed. The decreases
shown in Figure 10 in the number of preambles at 2600 to 5100

Figure 8. Average Succesful Access - H2H Devices.

Figure 9. Average Succesful Access - M2M Devices of High and Low
Priority.

devices is related with the network congestion. Since more
devices are trying to access, less preambles will be transmitted
by the PClass. Depending on the application type, devices
can use batteries as their primary energy source. However,
as the number of devices and the type of application grow, it
becomes clearer that the management of energy resources is
an important aspect for feasibility of some applications (e.g.,
environment monitoring, smart cities, etc). Thereby, energy
awareness strategies play an important role in this process. Our
proposal considers the energy aspect to keep the number of
preamble transmission lower than other proposed approaches,
see Figure 10.

In our proposal, the preamble transmission is controlled
by blocking the access request of devices. As illustrated in
Figure 11, in our approach the H2H devices show a lower
performance when compared to Jian algorithm. However, since
the expected number of M2M devices is higher than H2H
devices, our proposal causes less impact over the network than
Jian algorithm. Furthermore, energy consumption is a more
important issue when related to autonomous devices (M2M)
than non-autonomous ones (H2H).
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Figure 10. Average Preamble Transmission - M2M Devices.

Figure 11. Average Preamble Transmission - H2H Devices.

VI. CONCLUSION AND FUTURE WORKS

In this paper, we have presented a new congestion control
approach for LTE that can reduce the impact over the H2H
devices and establishes priorities amongst M2M devices using
classes of priorities. Besides, the proposed mechanism can
mitigate the impact of M2M devices in the LTE networks and
presents a low implementation complexity. In this context, our
approach shows a good result when compared with the others
in the literature. From the analysis of the results obtained
by simulations, we observe that our approach to change the
probability of both access and backoff time (as a strategy to
differentiate the priorities between M2M and H2H classes and
amongst M2M classes) can mitigate the impact of congestion
caused by excessive M2M devices on LTE network. We have
observed also that our approach to identify the congestion level
(as low, medium, and high in the RAN of LTE network), in
the base station constraints the amount of devices that can
successfully access the base station.
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Abstract—Elastic optical networks (EONs) are a promising 
solution for future high-speed networks, because of their 
ability to efficiently manage network resources and provide 
better spectrum utilization. The intractable routing and 
spectrum allocation (RSA) problem and the eventually 
imposed survivability constraints play key roles in the effective 
design and control of EONs. In this work, we investigate 
priority allocation algorithms designed to solve the offline RSA 
problem in protection-based EONs. These algorithms are 
analyzed from the point of view of their main objective 
(minimizing the total amount of spectrum needed to serve the 
traffic demand), when the demand includes unicast 
unprotected and unicast protected requests. Unicast protected 
requests utilize a 1+1 dedicated path protection, with the same 
channel. The proposed priority allocation algorithms are based 
on the compact scheduling algorithm and the ordering 
obtained with two different metrics, both of which consider the 
bandwidth and required number of links of the requests 
presented to the network. We evaluate the performance and 
efficiency of the proposed algorithms across a range of demand 
frequency slots distributions in a mesh network. A 
comparative analysis of the obtained experimental results 
reveals that the proposed algorithms outperform existing 
reference algorithms in terms of spectrum utilization. 

Keywords-elastic optical networks; spectrum allocation; 
survivability; spectrum utilization. 

I.  INTRODUCTION 
The increasing demand of multimedia streaming services, 

such as audio and video conferences, and cloud computing 
applications, requires increasingly higher data rates, flexible 
network resource management, and efficient spectral 
utilization. Traditional optical networks are unable to keep 
pace with the high data rate demands, because they are based 
on wavelength division multiplexing (WDM) technology, 
which wastes a large portion of the spectrum [1]. A different 
type of optical network—elastic optical network (EON)—
has been recently presented in [2][3]. It can efficiently 
manage network resources and provide better spectrum 
utilization, because it is based on orthogonal frequency-
division multiplexing (OFDM) technology [4]. OFDM is a 
multi-carrier modulation scheme that transmits a high-speed 
data stream by splitting it into several parallel data streams, 
each carrying a relatively low data rate. 

Many challenges have been faced by EON researchers 
concerning hardware development, network control and 
management, and spectrum management. Routing and 
spectrum allocation (RSA) [5][6] is one of the key 

challenges to be faced, and has received much attention from 
researchers in recent years, because it lies at the core of the 
design and control of EONs. RSA includes two main 
functions: assigning a suitable physical path between the 
source and destination(s), and allocating contiguous, 
continuous, and non-overlapping parts of the spectrum to 
meet traffic demand, while minimizing the total amount of 
spectrum needed to serve it. RSA is an NP-hard problem, 
because of the continuity constraint [5]. It can be divided 
into offline and online RSA. The former is used when traffic 
demand is known in advance, and traffic variations occur 
over a long period of time, whereas the latter is used when 
traffic arrives in a random manner. 

Many research has been conducted addressing the offline 
RSA problem. This problem was introduced by Jinno et al. 
[7]. Talebi et al. [8] mapped the offline RSA problem to a 
scheduling problem in multiprocessor systems. Genetic 
algorithms [9] and the tabu search algorithm [10] have also 
been proposed to solve the offline RSA problem and enhance 
spectrum utilization. We have recently proposed priority 
allocation algorithms [11] to handle offline RSA problem in 
unicast unprotected EONs. For more details about the 
spectrum management techniques in EONs, readers are 
referred to the recent excellent surveys in [1][12]. 

Data transmitted through the network can be of critical 
nature (e.g., military, medical, or financial information). 
Protecting the paths followed by those data is crucial, to 
ensure a continuous transfer of data. Survivability is an 
important design criterion for traditional networks in general 
and optical networks in particular, including EONs [13][14]; 
it describes the ability to continue providing services in the 
presence of a single failure, which could be caused by fiber 
cuts, active component failure inside the network equipment, 
or node failure [15]. Given that EONs have the capability of 
transmitting huge amounts of data, data transfer interruption 
due to node or link failures should be minimized or—if 
possible—completely avoided. Networks serve two types of 
request: protected and unprotected. Protected requests are 
designed to overcome a single network failure, most 
commonly by assigning a disjoint backup path (optical path, 
in the context) for each working path. The commonly used 
protection techniques can be divided into dedicated path 
protection (DPP) and shared path protection (SPP) 
techniques. Dedicated path protection means that each 
working path is assigned its own dedicated backup path, to 
which it can switch in case of a failure. On the other hand, 
shared path protection means that backup spectrum 
subcarriers can be shared on some links, as long as their 
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protected segments (links, subpaths, paths) are mutually 
disjoint. Dedicated path protection can be either 1+1 or 1:1. 
In 1+1 dedicated path protection, traffic is simultaneously 
transmitted on both the working and backup paths. On the 
contrary, in 1:1 dedicated path protection, the backup path is 
idle and can be used to transmit low-priority traffic during 
normal operation. Two different channel allocation policies 
can be applied with the aforementioned protection schemes. 
The first one is a same channel (SC) policy, where the 
working path and the backup path share the same central 
frequency. The second is the different channel (DC) policy, 
where both the working path and the backup path can utilize 
any available central frequency. The different channel policy 
is considered to be a resource-consuming solution, in 
contrast with the same channel policy, which is a much more 
cost-effective solution [16]. In this paper, we the address 
offline routing and spectrum allocation problem with 
dedicated path protection in EONs with same channel 
(RSA/DPP/SC). It is worth mentioning that DPP is 
considered an expensive scheme, but has a quick recovery 
time. On the other hand, SPP saves network resources, but it 
needs much more time than DPP to recover from failure. 

A significant amount of research has been carried out to 
study the issue of survivability of EONs. Some of these 
research efforts have been directed to the online (i.e., 
dynamic) RSA problem [17][18], whereas others considered 
the offline (i.e., static) RSA problem in survivable EONs, 
considering the different protection techniques mentioned 
above. (This later problem is the focus of this work.) In 
particular, the use of DPP in EONs has been addressed in 
[16][19]-[21]. Recently, Ruan et al. [15] studied the offline 
survivable multi-path RSA problem with DPP in EONs. 
They formulated the problem as an integer linear 
programming (ILP) problem. In the same context, 
Klinkowski [9] addressed RSA problem in EONs with DPP 
with static traffic demand, and he used genetic algorithms to 
develop an efficient algorithm, which performs better than 
other reference algorithms. Concurrently, the use of SPP in 
EONs has also been studied by many researchers [22]-[24]. 
Walkowiak et al. [23] addressed the offline RSA problem in 
EONs with SPP, formulating it also as an ILP problem. More 
details about the use of protection techniques in EONs can be 
found in [25], a recent survey of the topic. 

In a recent paper [11], we addressed the offline RSA 
problem in EONs by introducing priority allocation 
algorithms for unicast unprotected networks. These 
algorithms are based on both the compact scheduling 
algorithm [8] and a combination of the request bandwidth 
and the number of links used by that request. Simulation 
results show that our proposed priority allocation algorithms, 
when applied to different network topologies (e.g., a chain 
network and the National Science Foundation network 
(NSFNET)) with diverse bandwidth distributions outperform 
the existing algorithms, and produce close to optimal 
solutions in a unicast unprotected network. In this paper, we 
extend our priority allocation algorithms to handle 
survivability in EONs with the goal of minimizing the 
amount of spectrum needed to serve the traffic demand. In 
particular, we study the behavior of the proposed algorithms 

when the traffic demand includes unicast unprotected, and 
unicast protected requests. We consider spectrum usage as a 
performance metric, to show the effectiveness of the 
proposed algorithms. 

The rest of the paper is structured as follows. Section II 
formulates the problem. Section III reviews priority 
allocation algorithms, with working examples. Section IV 
discusses the experimental results. We present our 
conclusion in the last section. 

II. PROBLEM FORMULATION 
In this section, we present and explain the offline RSA 

problem in protection-based EONs, with an example that 
will be used in the priority allocation algorithms section. 

A. Problem Statement 
The problem to be addressed can be formulated as 

follows: Given: a) A directed graph G(V, E), where G 
denotes the physical topology of an EON, V denotes the set 
of nodes, and E denotes the set of bidirectional optical links. 
b) A set of frequency slices (i.e., subcarriers) in each optical 
link, of cardinality sc. c) A set of requests between source-
destination pairs (s, d)i of request size sz (i.e., the number of 
frequency slices needed to serve a request), where i Î I  
represents the request type. Our aim is to minimize the 
amount of spectrum needed to serve the traffic demand—
which includes different types of request to the mesh 
network—under the following constraints: 

 
1) Spectrum contiguity constraint: Each request should 

be assigned to a contiguous portion of the spectrum. 
2)  Spectrum continuity constraint: Each request should 

be assigned to a similar portion of spectrum for all the 
corresponding links. 

3) Non-overlapping spectrum constraint: Requests that 
need to use similar links should be assigned to non-
overlapping portions of the spectrum. 

4) Same channel (applies only to RSA/DPP/SC): For 
each unicast protected request, the working and backup 
paths should be assigned to similar portions of the spectrum. 

 
In this paper, we consider two types of request, I = {1, 

2}. A request can be unicast unprotected (i = 1), or unicast 
protected (i = 2). When the demand includes a unicast 
unprotected request (s, d)1 from source s to destination d, the 
request will be served by contiguous subcarriers on all 
optical links belonging to the predetermined fixed working 
path from s to d. However, when the demand includes a 
unicast protected request (s, d)2, the request will be served by 
contiguous subcarriers on all optical links belonging to both 
the predetermined fixed working path and the predetermined 
fixed backup path from s to d. 

B. RSA/DPP/SC Example 
To exemplify the problem, consider the mesh network 

illustrated in Figure 1, with four nodes and five bidirectional 
links, and the corresponding spectrum demand matrix D 
shown below. The demand matrix includes the requests from 
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each source to each destination in the mesh network; the total 
number of requests in this example is therefore equals to 12. 

In the case of a unicast unprotected request, the routing 
algorithm chooses an arbitrary fixed path (the working path) 
selected from the set of shortest paths computed with 
Dijkstra's algorithm. Unicast protected requests with DPP 
utilize both a working path and a backup path. The working 
path is fixed and arbitrarily selected from the set of shortest 
paths computed with Dijkstra's algorithm; likewise, the 
backup path is fixed and arbitrarily selected from the set of 
shortest paths computed by Dijkstra's algorithm, after 
removing all edges belonging to the working path. 
 

 
Figure 1.  Mesh network with four nodes. 

D = 

	0 1 10 100
	100 0 100 1
	1 10 0 4
	10 100 10 0

   

TABLE I.  REQUESTS MADE TO THE MESH NETWORK 

Requests 
(s, d)i 

Type of request 
Size 
(sz) 

Working 
path 

Backup 
path 

t1 (1, 3)2 Unicast protected 10 1-3 1-4-3 
t2 (4, 3)2 Unicast protected 10 4-3 4-1-3 
t3 (2, 4)2 Unicast protected 1 2-1-4 2-3-4 
t4 (2, 1)1 Unicast unprotected 100 2-1 ____ 
t5 (2, 3)2 Unicast protected 100 2-3 2-1-3 
t6 (1, 2)1 Unicast unprotected 1 1-2 ____ 
t7 (3, 1)2 Unicast protected 1 3-1 3-2-1 
t8 (3, 2)1 Unicast unprotected 10 3-2 ____ 
t9 (3, 4)2 Unicast protected 4 3-4 3-1-4 
t10 (4, 1)1 Unicast unprotected 10 4-1 ____ 
t11 (1, 4)1 Unicast unprotected 100 1-4 ____ 
t12 (4, 2)1 Unicast unprotected 100 4-1-2 ____ 

 
Table I shows the requests made to the mesh network, 

type (unicast unprotected or protected), size (1, 4, 10, 40, or 
100), and the nodes traversed by the working and backup 
paths. Those requests will be sorted based on the selected 
sorting mechanism, and the sorted list of requests will be 
used as an input to the compact scheduling algorithm [8]. 

III. PRIORITY ALLOCATION ALGORITHMS 
In this section, we evaluate the extended version of the 

proposed algorithms [11] as a solution to the offline RSA 
problem in survivable OFDM optical networks; the objective 
is to minimize the amount of spectrum needed to serve traffic 
demand when it includes unicast unprotected, and unicast 
protected requests. The RSA problem has two different 

dimensions: the spectrum (or bandwidth) and the links. The 
combination of these two dimensions plays a key role in 
improving the process of spectrum allocation. Therefore, the 
proposed solution is based on combining them in multiple 
ways. First, we introduce the compact scheduling algorithm 
[8], which has been used to show the effectiveness of the 
proposed algorithms. We then review our priority allocation 
algorithms; specifically, the sorting mechanisms. Finally, we 
show a working example, to demonstrate the performance of 
the algorithms when compared with the existing algorithms. 

A. Compact Scheduling Algorithm 
The priority allocation algorithms proposed in [11] are 

based on an existing algorithm, the compact scheduling 
algorithm, proposed by Talebi et al. [8]. The compact 
scheduling algorithm is a typical list scheduling algorithm, 
where the quality of the solution is very sensitive to the order 
of requests in the list. It has a complexity of O(n2), where n is 
the number of requests in the list. The input to the compact 
scheduling algorithm is a sorted list of requests to the mesh 
network. The algorithm is constituted by the following steps: 

 
1) Select the first request in the list and assign it to a set 

of consecutive links. 

2) Delete the executed request from the list, and update 
the status (idle or busy) of the corresponding links. 

3) Scan the list at the same scheduling instant to select 
requests that can be executed simultaneously with the 
currently executed requests. 

4) Continue scanning the list until there are no other 
requests that can be executed at that scheduling 
instant or no available links. 

5) Advance the scheduling time based on the earliest 
finishing request, and add the available links to the set 
of free links. 

6) Repeat the aforementioned steps until all the requests 
have been satisfied. 

B. Sorting Mechanisms 
In [11], we proposed two priority allocation algorithms 

that consider both dimensions of the problem: the links and 
the spectrum (or bandwidth). It is worth mentioning that in 
the present paper the link dimension is represented by the 
number of links used by the working path in the case of 
unicast unprotected requests, and by the number of links 
used by both the working and backup paths in the case of 
unicast protected requests. On the other hand, in our previous 
work [11], the link dimension was represented by the 
number of links used by only the working path, because only 
unicast unprotected requests were being considered there. 
The sorting mechanisms, the longest then widest compact 
algorithm (LWC) and the area compact algorithm (AC), are 
described below. 

 
1) Longest then Widest Compact Algorithm (LWC): In 

the first proposed algorithm, we consider both dimensions 

10Copyright (c) IARIA, 2017.     ISBN:  978-1-61208-546-3

ICN 2017 : The Sixteenth International Conference on Networks (includes SOFTNETWORKING 2017)

                           22 / 165



 

of the problem, the links and spectrum (or bandwidth), 
using two levels (a primary and a secondary sorting 
mechanisms) to sort the requests in the demand. In the 
primary sorting mechanism, requests are sorted based on the 
amount of needed spectrum or bandwidth (BWi), from 
higher to lower. Then, in the secondary sorting mechanism, 
requests with equal bandwidth are sorted based on the 
required number of links (LKi)—obtained in the terms 
described before—from higher to lower. 

2)  Area Compact Algorithm (AC): In the second 
proposed algorithm, we also consider both dimensions of 
the problem, but in a different way. The amount of spectrum 
needed for a request and the required number of links (in the 
working path, or the working and backup paths, depending 
on the type of request) are multiplied (LKi ´ BWi), thus 
providing a shape area. This area captures both dimensions 
of the problem and constitutes a better ordering metric. In 
this mechanism, the areas are used to sort the requests in the 
list, from higher to lower. 

C. Working Example 
In this subsection, we discuss the behavior of the above-

mentioned algorithms, and show how different sorting 
mechanisms can affect the amount of spectrum needed to 
satisfy the demand, when it includes both unicast 
unprotected and unicast protected requests. The requests lists 
presented below are based on the spectrum demand 
described in the problem formulation section. 

 
1) Existing Algorithms: 
The longest first compact algorithm (LFC), which was 

proposed in [8], sorts the requests based on the required 
amount of spectrum, from higher to lower. The sorted list of 
requests that will be used as input to the compact scheduling 
algorithm after applying the LFC algorithm is shown below: 

 
{t4, t5, t11, t12, t8, t10, t1, t2, t9, t6, t7, t3} 

 
Running the compact scheduling algorithm with LFC 

shows that 224 subcarriers are needed to serve the 
considered demand (which includes both unicast unprotected 
and unicast protected requests). 

The widest first compact algorithm (WFC), also 
proposed in [8], sorts the requests based on the required 
number of links used by the working and/or backup paths, 
from higher to lower. The sorted list of requests that will be 
used as input to the compact scheduling algorithm after 
applying the WFC algorithm is shown below: 

 
{t3, t2, t5, t7, t9, t1, t12, t4, t6, t8, t10, t11} 

 
Running the compact scheduling algorithm with WFC 

shows that 215 subcarriers are needed to serve the 
considered demand. 

2) LWC: 
The sorted list of requests that will be used as input to the 

compact scheduling algorithm after applying the LWC 
algorithm is shown below: 

 

{t5, t12, t11, t4, t1, t2, t8, t10, t9, t3, t7, t6} 
 

Running the compact scheduling algorithm with LWC 
shows that only 202 subcarriers are needed to serve the same 
demand. The number of subcarriers needed with LWC is 
therefore lower than if either LFC or WFC are used (224 and 
215, respectively). 

3) AC: 
The sorted list of requests that will be used as input to the 

compact scheduling algorithm after applying the AC 
algorithm is shown below: 

 
{t5, t12, t4, t11, t1, t2, t9, t10, t8, t3, t7, t6} 

 
In Figure 2 (a), request 5 is assigned at t = 0, and it 

occupies 100 subcarriers from the following links: 2-3, 2-1, 
and 1-3. Then, request 12 is assigned, and it occupies 100 
subcarriers from the following links: 4-1, and 1-2. After that, 
request 11 is assigned, and it occupies 100 subcarriers from 
link 1-4. Last request that will be assigned at t = 0 is request 
8, and it occupies 10 subcarriers from link 3-2. Figure 2 
shows the spectrum utilization as time proceeds, using the 
AC algorithm. Running the compact scheduling algorithm 
with AC shows that 202 subcarriers are required for the 
considered demand. The number of subcarriers needed for 
AC is equal to the number of subcarriers needed for LWC, 
and lower than the numbers needed for both LFC and WFC 
(224 and 215, respectively).  
 

   
            (a)                     (b) 

 

   
            (c)                     (d) 

 

   
            (e)                     (f) 

Figure 2.  Area compact algorithm progression. (a) Step 1. (b) Step 2. (c) 
Step 3. (d) Step 4. (e) Step 5. (f) Step 6. 

Although in the example both LWC and AC require the 
same number of subcarriers (i.e., 202 subcarriers) to serve 
the demand, their behaviors are quite different. They have 
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different request ordering mechanisms and different request 
allocation orders. The performance difference between them 
will be discussed in the experimental results and analysis 
section. 

IV. EPERIMENTAL RESULTS AND ANALYSIS 
In this section, we present a comparative evaluation 

between our algorithms and the heuristics recently proposed 
in [8] (i.e., LFC and WFC). We start by presenting the 
comparison metric used for performance evaluation, along 
with the simulation environment. We use three traffic 
frequency slot distributions (discrete uniform, discrete high, 
and discrete low) to measure and compare the performances 
of our algorithms. Finally, we present the performance and 
analysis results. It is worth mentioning that both LFC and 
WFC were developed in the context of an RSA problem 
without additional survivability constraints in the mesh 
network. Therefore, we modified the aforementioned 
existing algorithms to address the new constraints resulting 
from the use of protection.  

A. Comparison Metric 
We consider spectrum usage as the goal metric to 

evaluate the performance of our proposed algorithms. 
Spectrum usage is defined here as the number of subcarriers 
needed to serve a traffic demand including the three different 
types of request (i.e., unicast unprotected and unicast 
protected requests). 

B. Simulation Setup 
To test the proposed algorithms in terms of survivability 

EONs, we use the NSFNET like topology as in [11]. The 
mesh network is composed of 14 nodes and 20 bidirectional 
links, as shown in Figure 3. In the case of unicast 
unprotected requests, the routing algorithm assumes an 
arbitrary fixed path, selected from the set of shortest paths 
computed with Dijkstra's algorithm. Unicast protected 
requests with dedicated path protection utilize both a 
working path and a backup path. As with the unicast 
unprotected requests, the working path is fixed and 
arbitrarily selected from the set of shortest paths computed 
with Dijkstra's algorithm; likewise, the backup path is fixed 
and arbitrarily selected from the set of shortest paths 
computed with Dijkstra's algorithm, after removing all edges 
belonging to the working path. 

 

 
Figure 3.  NSFNET-like topology. 

We use a distance-adaptive spectrum allocation strategy 
to allocate the spectrum for each traffic demand based on its 

needed frequency slots and the length of its path as reported 
in [7][8][26]. We assume an elastic optical network with five 
different types of request sizes. Each demand requests 1, 4, 
10, 40, and 100 frequency units. The size of the traffic 
demand is generated using three different types of frequency 
slot distributions (discrete uniform, discrete high, and 
discrete low). In the discrete uniform distribution case, all 
frequency slots have the same probability, whereas in the 
discrete high distribution higher frequency slots have higher 
probabilities, and in the discrete low distribution higher 
frequency slots have lower probabilities. The details of these 
three distributions and their frequency slot selection 
probabilities are listed in Table II. 

TABLE II.  DETAILS OF THE USED TRAFFIC FREQUENCY SLOTS 
DISTRIBUTION 

Frequency 
slot 

Discrete 
uniform 

Discrete 
high 

Discrete 
low 

1 0.2 0.1 0.3 
4 0.2 0.15 0.25 

10 0.2 0.2 0.2 
40 0.2 0.25 0.15 

100 0.2 0.3 0.1 
 
To evaluate our algorithms, we consider a scenario where 

the traffic demand includes both unicast unprotected and 
unicast protected requests; the ratio of unicast protected to 
unicast unprotected requests varies from 0 % to 50 %, in 
increments of 10 %, with different traffic demand generation 
patterns. Note that in the first data point in the graphs, all the 
requests are unicast unprotected, while in the last data point, 
half of the requests are unicast unprotected, and half are 
unicast protected. Table III presents the number of unicast 
unprotected and unicast protected requests in the scenario. 

TABLE III.  NUMBER OF REQUESTS IN THE SCENARIO 

 
Our proposed algorithms are implemented in C++ using 

Xcode (version 6.3.1) on a MacBook Pro with OS X El 
Capitan (version 10.11.4), a 2.2-GHz Intel Core i7 processor, 
and 16 GB of memory. 

C. Performance Analysis and Results 
In this subsection, we determine the average percentual 

improvement in the number of needed subcarriers to evaluate 
the performances of our proposed algorithms (LWC and AC) 
when compared with the two existing algorithms proposed in 
[8] (LFC and WFC). For each data point in our experiment, a 
large number of random problem instances (up to 8000) were 
executed, and only the resulting average values are being 

Percentage 
(%) 

Number of requests 
Unicast unprotected Unicast protected 

0 182 0 
10 164 18 
20 146 36 
30 128 54 
40 110 72 
50 91 91 
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reported. The averaged results were obtained with 99 % 
confidence, with a confidence interval smaller than 1 % of 
the average value. 

Figures 4, 5 and 6 show the average number of needed 
subcarriers versus the percentage of unicast protected 
requests, for both proposed algorithms and existing 
algorithms. Table IV presents the performance 
improvements of our proposed algorithms when compared to 
LFC and WFC, for different frequency slot distributions.  

TABLE IV.  AVERAGE PERCENTUAL IMPROVEMENTS 

Distribution 
LWC AC 

LFC WFC LFC WFC 
Uniform 8.5 % 6.9 % 8.5 % 6.9 % 

Discrete high 9.5 % 7.1 % 9.6 % 7.2 % 
Discrete low 6.3 % 6.1 % 6.3 % 6.1 % 

 

 
Figure 4.  Average number of subcarriers as a function of the percentage 

of unicast protected requests; uniform frequency slot distribution. 

 
Figure 5.  Average number of subcarriers as a function of the percentage 

of unicast protected requests; discrete high frequency slot distribution. 

 
Figure 6.  Average number of subcarriers as a function of the percentage 

of unicast protected requests; discrete low frequency slot distribution. 

As shown in the figures, the proposed algorithms 
performed better than both the LFC and WFC algorithms. In 
other words, the number of needed subcarriers with our 
algorithms was less than the number of needed subcarriers 
with either LFC or WFC. In particular, in the case of a 
discrete high distribution of the requested frequency slots, 
LWC and AC improved the results obtained with LFC by 
9.5 %, and 9.6 %, respectively; when compared with WFC, 
improvements of 7.1 % and 7.2 % were respectively 
obtained. As mentioned previously, considering both 
dimensions; the amount of spectrum and the number of links; 
while sorting the requests, affects the number of subcarriers 
needed to serve the traffic demand. Therefore, our sorting 
mechanisms outperform the existing mechanisms, and 
require less number of subcarriers. 

V. CONCLUSION 
In this paper, we addressed the intractable offline RSA 

problem in protection-based EONs. We investigated the 
efficiency of priority allocation algorithms based on the 
compact scheduling algorithm and the ordering obtained 
with two different metrics, both of which consider the 
bandwidth and required number of links of the requests 
presented to the network, albeit in slightly different ways. 
Our objective was to minimize the total amount of spectrum 
needed to serve traffic demand when this demand includes 
unicast unprotected and unicast protected requests. We 
evaluated the performance and efficiency of our algorithms 
across a range of frequency slot distributions. The obtained 
experimental results have shown that the proposed priority 
allocation algorithms outperformed other reference 
algorithms in term of spectrum utilization. The proposed 
priority allocation algorithms are robust, and can be used in 
EONs with different setups. 

This work can be extended in several interesting 
directions. For instance, it would be enlightening to 
investigate the online RSA problem in EONs, in which 
concerns the reduction of blocking and/or fragmentation 
obtainable by combining multiple bin packing algorithms 
(e.g., first fit, best fit, and random fit). Moreover, it would 
also be very interesting to focus on the problem of how to 
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efficiently handle the multicast protection problem in EONs, 
by finding the backup tree for a working (multicast) tree with 
the minimum amount of spectral resources. 
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Abstract—Machine to machine communication has gained in-
creasing importance in the context of Internet of Things (IoT).
The existing routing protocols for low-power, lossy networks
(LLNs) mainly support multipoint to point or point to multipoint
communications and have very limited support for point to
point communication. The LOADng routing protocol is a source
initiated reactive protocol with support for point to point commu-
nication. In this paper, a composite routing metric is proposed to
improve the packet delivery ratio and the lifetime of a network
using LOADng routing protocol. The results obtained through
simulation show that using a composite metric can significantly
improve the performance of LOADNg routing protocol for low-
power, energy constrained networks with sparse traffic.

Keywords–IoT; LOADng routing protocol; routing metrics, low-
power lossy networks.

I. INTRODUCTION

The Internet of Thing (IoT) has gained importance in recent
years. The IoT is composed of smartphones, laptops, health-
care and home devices, and industry sensors [1]. Machine to
machine communication has gained increasing importance in
the context of Internet of Things (IoT) [2]. MTC avoids human
intervention, and the machines communicate with each other
to form an intelligent environment. MTC is an enhancement
of the third generation partnership project (3GPP) [3]. Low
power devices or sensor nodes constitute the majority of
elements in IoT. The sensor nodes are limited in memory,
bandwidth and energy requirements and often run on non-
rechargeable batteries. These hardware constrained devices
form a network known as low power lossy networks (LLNs)
and follow IEEE802.15.4 standard [4].

The primary driving force behind the growth of IoT is
the effectiveness of Ipv6 over low power lossy personal
area networks (6LoWPAN). 6LoWPAN is an adaptation layer
between the network layer and the data link layer [5]. The
primary function of the 6LoWPAN is to convert IPv6 packets
from the network layer into short IEEE802.15.4 frames. To en-
capsulate IPv6 packets in IEEE802.15.4 frames [4], 6LoWPAN
requires performing IPv6 header compression, fragmentation,
and defragmentation. The 6LoWPAN adaptation layer also
performs routing between the nodes within the network. There
exist many protocols for LLNs and consider the network to
follow a source - sink architecture. Thus, most of the protocols
are designed to support multipoint-to-point (M2P) or point-
to-multipoint (P2M) communications. Moreover, they have
limited options for point-to-point (P2P) communication.

IoT is more than just connecting a collection of sensor
nodes to a common server and making it available from

anyplace in the world through the Internet. IoT has enabled
machines to communicate with each other without human
intervention. So, the demand for one-to-one communication
is as much as or even more than that of M2P or P2M. De-
vices in IoT are mostly low power and hardware constrained.
Routing is an important procedure in IoT as the choice of
the routing protocol can significantly improve the network
performance. The selection of routing protocol is to support
the application requirements [6]. Based on the procedure of
establishing routes, routing protocols fall into three categories,
namely, proactive, reactive and hybrid routing schemes. The
proactive routing scheme periodically sends a short probe,
such as a HELLO message, to its neighboring node. The node
establishes a route to all possible destinations. When there is
a data packet ready for transmission to a destination, the node
checks its routing table and sends the data packet on the pre-
calculated route. The reactive routing scheme, on the other
hand, initiates a route discovery only when there is some data
packet to be sent across the network over to a destination
node and the routing information to the destination is not
available at the sending node. The route to the destination is
immediately available in proactive routing, but reactive routing
needs time to discover a route to the destination. The hybrid
routing scheme is a combination of both proactive and reactive
routing schemes. The reactive routing scheme is best suited
for a network with P2P communication. The Lightweight
On-demand Ad hoc Distance-vector Routing Protocol - Next
Generation (LOADng) [7] is a routing protocol specifically
designed to address P2P communication between energy and
hardware constrained nodes.

LOADng is a simplified adaptation of Ad-hoc On-demand
Distance Vector (AODV) and is a reactive routing protocol for
LLNs. LOADng is a source initiated reactive routing protocol
and generates a route discovery when there is some data to
be sent to the destination. The route is maintained as long it
is in use and nodes discard any idle route from its routing
table. Traditionally, LOADng uses hop count as the metric
during route discovery. The hop count does not consider the
constraints of the nodes in the network leading to the premature
death of nodes, reducing the network lifetime.

The impact of different routing metrics on the performance
of routing protocols in wireless sensor networks (WSNs) are
widely studied in the literature [8]–[11]. Yang et al. [12]
discuss the design considerations of routing metrics for mul-
tihop wireless networks and Zahariadis et al. [13] discuss the
design aspects of primary and composite routing metrics from
the LLNs perspective. The Routing Protocol for Low power
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and Lossy Networks (RPL) is a proactive rank based routing
protocol specifically designed for LLNs and is standardized
by the Routing Over Low power and Lossy networks (ROLL)
working group [14]. RPL calculates the rank of a node
using the route metrics. This rank is used to establish the
node’s position in a destination oriented directed acyclic graph
(DODAG). An appropriate choice of RPL routing metrics can
significantly improve Quality of Service (QoS) requirements
in an LLN [15]–[21]. However, they all consider the LLNs as
M2P and P2M networks and have the least support for P2P
communication. Routing by Energy and Link quality (REL)
is a variant of AODV and uses energy and link quality as the
route metrics [22], [23]. The node requires sending periodic
HELLO messages to maintain the list of neighbors.

The routing metrics fall into two categories, namely, node
based and link based. Node based routing metrics consider the
properties of the node such as the remaining energy, number
of active connections through the node and transmission queue
utilization. Link based routing metrics quantify the link prop-
erties between the nodes such as the Received Signal Strength
Indicator (RSSI) and the expected transmission count (ETX).
Each metric enumerates one or more distinct characteristics
needed to enhance the QoS required such as packet delivery
ratio, packet loss, latency, reliability, energy consumption and
network lifetime. The selection of route metrics depends on
the requirement of the application.

In literatures, network lifetime is defined as the time taken
in the network for the first node to die or a percentage of nodes
to die. Network lifetime can also be defined as the time taken
by the network to get partitioned. This definition considers the
time period when communication is not possible with one or
more nodes in the network. The network can be represented
as a fully connected graph where the nodes of the graph are
the devices in the network and the connectivity between the
devices form the edges of the graph. Efficient utilization of
node energy is the prime concern to improve the network
lifetime.

A Routing protocol that uses Remaining Energy (RE)
metric can find a path with nodes which has maximum
remaining energy. However, overusing such paths can quickly
deplete the nodes energy. Live routes (LR) metric keeps track
of the number of live or active routes through a node. The
higher the value of LR, the higher the traffic through the node.
Energy consumption rate of a node significantly depends on
the energy required for transmitting and receiving data packets.
The number of active routes through a node indicates the traffic
load which is directly proportional to the energy consumption
rate of the node.

LOADng has a provision to incorporate user-defined met-
rics in its METRIC TLV, and can contain 32-bit dimensionless
additive metrics with single precision float value. It is possible
to exploit this feature of LOADng to perform route discovery
using alternate route metrics. However, there are hardly any
works on route metrics design that address the node congestion
due to large number of active routes.

In this paper, we propose a composite routing metric for
LOADng to improve the lifetime of a network with P2P traffic.
The network under consideration has sparse traffic density
and the nodes have strict energy constraints. We propose a
composite route metrics called LR+RE which combines LR,

RE and Hop Count (HC) metrics. The resolution is to deal
with the node congestion and the residual energy of the node
to improve the network lifetime, improve the reliability of
packet transmission and reduce the energy wastage of the
nodes. We compare our results with the traditional HC metrics
and also with LR and RE as the primary metrics. The rest
of the paper is organized as follows. Section II gives a brief
overview of the LOADng routing protocol. Section III explains
the routing algebra used. Section IV defines and describes the
composite routing metrics for LOADng. Section V discusses
the numerical results. The conclusion and future works are
presented in Section VI.

II. LOADNG ROUTING PROTOCOL

LOADng routing protocol is a simplified version of AODV
routing protocol. LOADng has eliminated the HELLO mes-
sages of AODV and mandates that only the intended destina-
tion replies to the request message. LOADng uses a single
message sequence number to uniquely identify its protocol
messages. To ensure the freshness of the route, LOADng forces
each node to monotonically increase its message sequence
number with each protocol message which also ensures a
loop-free path [24]. Clausen et al. [7] discuss how each node
should process a LOADng protocol message and specifies the
condition on which LOADng protocol messages are forwarded.

The route discovery in LOADng starts with the source
initiating a Route Request (RREQ) message to a destination
when the source has packets to send to the destination and a
route entry for the destination is not available in its routing
table. The source node will broadcast the RREQ message
across the network. The intermediate nodes will process and
rebroadcast RREQ messages. The destination node generates
Route Reply (RREP) messages which will unicast back to the
source node. A Route Reply Acknowledgement (RREP ACK)
message is generated by the intermediate nodes if the route
reply acknowledgment required flag in the RREP message is
true. This process will establish a bi-directional route between
the source and the destination. The Route Error (RERR) mes-
sage handles the route maintenance and connection failures.

III. BASICS OF ROUTING ALGEBRA

In this work, the network is designed with low power
wireless nodes. Graph G(V,E) represents the model of the
network. Vertices, V , is the set of all low power wireless
devices and edges, E, is the set of links that stand for the
connectivity between the nodes. An edge is present between
two nodes if they are within the transmission range of each
other and communication is possible between the two nodes.
G is a strongly connected graph. Thus, every node is reachable
from every other node through some path in the network.

Routing algebra is formally defined and studied in the
literatures [12], [25]–[27], and it is also known as path weight
structure. The quadruplet (S,⊕, ω,�) represents the routing
tuple, where, S represents the set of all paths in the network,
ω represents the function that maps a path to the weight, and
⊕ represents the concatenation operator used for two paths in
the network [12]. The fourth element � represents the ordered
relation between the paths p, q ∈ S; ω(p) � ω(q) means that
the path p is lighter than the path q and ω(p) ≺ ω(q) means
p is strictly lighter than q. Here, the lighter route is taken as
a better route for routing option.
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The optimality, loop-freeness, and consistency are the
three essential requirements to ensure a routing protocol
is usable. R(s, d) represents the path converged by the
routing protocol. A weight structure with route R(s, d) =
p =< s, v1, v2, ..., vn−1, vn, d > between the source s
and the destination d is consistent if all the intermedi-
ate nodes choose the same path to destination d, then,
R(vi, d) =< vi, vi+1, vi+2, ..., vn, d >, ∀vi ∈ p. A path
r =< v1, v2, ..., vn−1, vn > is loop-free if vi 6= vj∀ i 6= j.
A path structure for a routing protocol, R, is optimal if it
finds the lightest path from all the paths between two pair of
nodes (s, d) ∈ V . That is, R(s, d) � ps.d where ps,d is any
non-empty path between the nodes s and d. This also ensures
lightness of the route.

Isotonicity and monotonicity are the two properties of path
weight structure. A routing metric must satisfy these two
properties to ensure the optimality, loop-freeness, and consis-
tency of the routing protocol. Isotonicity and monotonicity are
defined as follows [12]:

The quadruplet (S,⊕, ω,�) is isotonic if ω(p) � ω(q)
implies both ω(p ⊕ r) � ω(q ⊕ r) and ω(s ⊕ p) �
ω(s ⊕ q)∀ p, q, r, s ∈ S. And, (S,⊕, ω,�) is strictly
isotonic if ω(p) ≺ ω(q) implies both ω(p⊕r) ≺ ω(q⊕r)
and ω(s⊕ p) ≺ ω(s⊕ q)∀ p, q, r, s ∈ S.

The quadruplet (S,⊕, ω,�) is monotonic if ω(p) �
ω(p⊕ q) and ω(p) � ω(r⊕p) holds ∀ p, q, r ∈ S. And,
(S,⊕, ω,�) is strictly monotonic if ω(p) ≺ ω(p ⊕ q)
and ω(p) ≺ ω(r ⊕ p) holds ∀ p, q, r ∈ S.

Isotonicity implies that the order relation will not be
affected by prefixing or suffixing a third route. Isotonicity
ensures that the path formulated by the routing protocol is
optimal and strict optimality ensures the path is consistent.
Monotonicity means that the path will not get lighter by
prefixing or suffixing another path to it. Monotonicity ensures
that the path found using the routing protocol is loop free.

IV. ROUTE METRIC FOR LOADNG

In this section, we define the routing metric in two stages.
The first stage defines the Remaining Energy (RE) metric and
the Live Route (LR) metrics. The second stage is to establish
a composite metric called LR+RE and it is designed based
on RE,LR, and HC. The RE metric is a ratio of the initial
energy and the residual energy of the node.

RE =
Ei

Ere
(1)

where Ei is taken as the initial energy, and Ere is the residual
energy of the node. The value of RE increases slowly until
residual energy reaches 10% and then increases rapidly after
residual energy is less than 10%. This increment in RE will
enable the routing protocol to avoid low energy nodes during
the route discovery phase.

The LR metric counts the number of active connections
through the node and the value of LR can be taken from the
nodes routing table.

LR = routingTable.GetActiveRouteCount (2)

While identifying the existing route from the routing table,
any loopback addresses are to be avoided and all interfaces of

the node are to be accounted for. Active number of connections
per node indicates the traffic congestion through the node. As
the value of LR increases for a node, the traffic congestion
increases and can lead to dropping of packets. Choosing LR
route metric can improve the packet delivery ratio by reducing
the packet drop due to traffic congestion at a node.

A composite metric, LR+RE is proposed by combining
the RE, LR and HC metrics. Equation 3 gives the LR+RE
metrics for the node n.

ω(n) = αREn + βLRn + γHC

or,

ω(n) = αω1(n) + βω2(n) + γω3(n)

(3)

where, REn is the ratio of Remaining Energy of the node
n, LRn is the active connections through the node n, HC is
the hop count (equal to 1) and provides the minimum hop
increment, and α, β, and γ are the tuning factors for REn,
LRn, and HC respectively. The route cost is the sum of the
hop costs over all nodes along the path.

ω(p) =
∑
n∈p

ω(n) (4)

Minimum increment (HC) is necessary to ensure a minimum
increase in the route cost when a node is added to the path
to the destination. The choice of α and β depends on the
application. When α = 0 and β = 0, the routing protocol
works like the traditional LOADng routing protocol. When
α = 1 and β = 0 LOADng works with RE as the routing
metric and α = 0 and β = 1 LOADng works with LR as
the routing metric. When α ≥ 1 and β ≥ 1, LOADng routing
protocol work with the composite routing metric. γ ≥ 1 is used
to ensure there exists a minimum hop cost increment when a
new node is added to the existing path and ω(n) > 0 ∀ n ∈ V .

In this work, the concatenation operator ⊕ represents an
addition of weight calculated by the node to the weight
present in the routing packet. Equation 5 defines concatenation
operator ⊕.

ω(p⊕ q) = ω(p) + ω(q)

= αω1(p) + βω2(p) + γω3(p)

+ αω1(q) + βω2(q) + γω3(q)

(5)

Ordered relation � means less than of equal to (≤) and
Equation 6 defines the ordered relation � .

ω(p) � ω(q) ∼= ω(p) ≤ ω(q) (6)

The proposed composite routing metric (LR + RE) is
additive and should hold the two properties: isotonicity and
monotonicity.

Theorem The LR + RE composite routing metric is
isotononic.

Proof: Since we add the minimum hop increment HC = 1
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with γ ≥ 1, ω(p) > 0 and r ∈ S is a non empty path. Then,

ω(p) � ω(q)⇒ ω(p) + ω(r) � ω(q) + ω(r)

⇒ αω1(p) + βω2(p) + γω3(p)

+ αω1(r) + βω2(r) + γω3(r) �
αω1(q) + βω2(q) + γω3(q)

+ αω1(r) + βω2(r) + γω3(r)

⇒ ω(p⊕ r) � ω(q ⊕ r) {from Eqn. 5}
and,

ω(p) � ω(q)⇒ ω(r) + ω(p) � ω(r) + ω(q)

⇒ αω1(r) + βω2(r) + γω3(r)

+ αω1(p) + βω2(p) + γω3(p) �
αω1(r) + βω2(r) + γω3(r)

+ αω1(q) + βω2(q) + γω3(q)

⇒ ω(r ⊕ p) � ω(r ⊕ q) {from Eqn. 5}
⇒ metric is Isotonic

Since ω(p) > 0, the above statements are valid for ω(p) ≺
ω(q) as well. Hence, LR+RE metric is strictly isotonic.

Theorem The composite routing metrics proposed is
monotonic.

Proof: Since we add the minimum hop increment HC = 1
with γ ≥ 1, ω(p) > 0 and r ∈ S is a non empty path. Then,

ω(p) � ω(p⊕ r)
⇒ ω(p) � αω1(p) + βω2(p) + γω3(p)

+ αω1(r) + βω2(r) + γω3(r) {from Eqn. 5}
⇒ ω(p) � ω(p) + ω(r)

since, we know ω(p) > 0 and ω(r) > 0,

the metric is right monotonic.and,

ω(p) � ω(r ⊕ p)
⇒ ω(p) � αω1(r) + βω2(r) + γω3(r)

+ αω1(p) + βω2(p) + γω3(p) {from Eqn. 5}
⇒ ω(p) � ω(r) + ω(p)

since, we know ω(p) > 0 and ω(r) > 0,

the metric is left monotonic.

⇒ metric is Monotonic.

Since ω(p) > 0, the above statements are valid for ω(p) ≺
ω(p⊕ r) as well and hence, (LR+RE) composite metric is
strictly monotonic. Thus, the proposed routing metric satisfies
the two properties and it is a suitable candidate for LOADng
routing protocol.

LOADng routing protocol is designed to use the LR+RE
composite routing metric instead of hop count as its metric.
Figure 1 shows the route update rules while processing its
route discovery messages.

V. NUMERICAL RESULTS AND DISCUSSIONS

LOADng routing protocol with the proposed metric was
implemented and simulated in Network Simulator 3 (NS3).
Initially, LOADng protocol was developed using the traditional
Hop Count metric and then it was modified to incorporate
the composite metric. The results obtained are compared with
HC, RE, and LR as the primary metrics for LOADng routing
protocol. The packet drop, packet delivery ratio (PDR), the

Figure 1. Route Update Rule - LOADng

maximum residual energy of any node after the network dies,
the energy wastage of the network and the network lifetime
are analyzed and compared. The simulation is allowed to run
until any of its nodes run out of battery. Network lifetime
is taken as the time at which the first node in the network
dies off. All values are computed with the assumption that
the network is homogeneous, and all nodes start with the
same initial energy. The network is uniformly distributed with
constant node density. Random traffic is generated between
two distinct pairs of nodes where 15% of the nodes are active
sources. The paper does not consider mobility and consider all
nodes in network static.

Figure 2 shows the percentage of packet dropped versus
the total number of nodes in the network. The packet drop
over the traditional LOADng with HC route metric is higher
compared to the other three options. The LOADng with LR
metric performs better than the RE and HC, as the LR metric is
capable of identifying the congested nodes in the network and
avoid them whenever possible. However, when using LR +
RE, the packet drop was further reduced. The reduction in
the percentage of packet dropped is owing to the ability of
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Figure 3. Packet Delivery Ratio

LR+RE to identify the congested node and nodes with low
energy and avoid them as much as possible.

The direct consequence of the reduction in percentage
packet drop is the improvement in the PDR. Figure 3 shows
the PDR versus the number of nodes in the network. PDR
decreases when the number of nodes in the network increase
and the number of hops required to reach the destination
increases. HC has the lowest PDR compared to other three
metrics. HC only considers the shortest path towards the
destination. PDR is better for the LR metric in comparison
to the RE metric. LR+RE outperforms all the other metrics
under consideration.

Energy wastage is also a significant concern in a low power
network. Energy wastage is the amount of energy remaining
in the node after the network reaches its lifetime. Routing
protocol should distribute the energy consumption to ensure
the minimum energy wastage. Reduced energy wastage also
shows the ability of the protocol to distribute the load within
the network in a fair manner.

Emax residual energy = max(vi(Ere) : ∀vi ∈ V ) (7)

where, vi(Ere) is the residual energy of node vi.
Figure 4 shows the maximum residual energy of some

node after the network reaches its lifetime. The corner node in
the network remains largely unused in case of the traditional
LOADng routing protocol. Thus, the HC metric does not
distribute the load in an efficient manner. The RE metric
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Figure 5. Average Residual Energy

shows a better distribution than LR. However, as the number
of nodes in the network grows the routing protocol with LR
metric surpasses the performance of RE metric. LR + RE
takes the advantage of both LR and RE. The maximum residual
energy by any node in the network is lowest for LR+RE.

The average residual energy of the network is computed
using the Equation 8.

Enetavg =

∑N
i=1(vi(Ere))

N
(8)

where N is the total number of nodes in the network.
Simulation results show that the energy distribution of RE

metric is better than LR metric. LR + RE has the lowest
average network energy. Here, the low values of Enetavg

indicate even distribution of the load and reduced energy
wastage. This scenario satisfies the primary requirement of
LLNs with energy constrained devices. Figure 5 shows the
comparison of Enet avg for different metrics.

The network lifetime comparison is given in Figure 6.
LOADng with HC metric has the lowest lifetime because
it fails to address congestion and energy constraints of the
node. Network lifetime of RE metric is better than LR metric
as RE metric addresses the energy constraints of the node.
The composite metric LR + RE gives the best performance
out of all metrics under consideration. LR + RE shows an
initial improvement in the network lifetime when the number
of nodes in the network is 40. This improvement is attributed to
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higher number of the nodes, and hence more path options avail-
able. The network lifetime decreases as the number of nodes
increases because the hop distance between the source and
destination also has increased. LOADng routing protocol with
composite routing metric, LR+RE, significantly improves the
network lifetime and the PDR compared to the conventional
LOADng routing protocol with HC as the routing metrics.

VI. CONCLUSION AND FUTURE WORKS

In this paper, we consider routing metrics design for LLNs
to support machine to machine communication in IoT. The
LOADng routing protocol supports point to point communi-
cation in a network with sparse traffic. A composite routing
metric LR + RE is proposed in this paper which combines
the remaining energy and the number of active routes through
the node. The packet drop, packet delivery ratio, the maximum
energy of any node after the network dies, the energy wastage
of the network and the network life are analyzed and compared.
The results obtained through simulation show that using com-
posite metric LR + RE with LOADng routing protocol can
significantly improve the performance of LLNs with energy
constrained devices with sparse traffic. As a future work, we
propose to incorporate link quality metrics to improve QoS
requirements of the network.
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Abstract—The information security and digital forensic train-
ing practice is a challenging task because it requires a controlled
environment, operating system files and network elements, and is
prone to corrupted files. The forensic professional needs to collect
and analyze many system logs and historical data to provide
a correct identification to unknown attacks. Thus, Shellter, a
social network dedicated to teaching and practice of information
security and digital forensic training is aimed to help educators,
tutors, students and enthusiasts in this area. Shellter offers
challenges, educational tracks, materials for studies, information
sharing forums and simulations to provide a full arena for
hands-on learning. In the simulated environment, one difficulty
is motivating users to exploit their knowledge, to learn new
things, and to reach the goals presented by the system. This
work presents a multi-agent system to provide a realistic training
environment, motivating students to learn information security
and forensics. The proposed agent was evaluated in the Shellter
environment and shows an improvement on creating new tasks
to motivate the student.

Keywords–Information Security and Forensic; Intelligence
Agent; Security and Forensic Training; Simulation

I. INTRODUCTION

Human resources training and development in information
security and digital forensic requires hands-on training, not
just theoretical learning [1]. To practice and perform exercises
without broken production systems, a simulated environment is
necessary. The training system should be able to create realistic
situations, but it should not impact the real world. By attacking
your own network or a production network, you may damage
the infrastructure. Therefore, it is more appropriate to learn and
practice cyber security in an isolated computing environment
specially created for this purpose.

Digital Forensics can be defined as the use of scientific
methods for the collection, validation, identification, analysis
and interpretation of digital evidence for reconstruction events
found to be criminal or not, and the identification of unautho-
rized actions. In the traditional digital forensic training, the
instructor needs to present evidence and request the student to
identify the attack and discover the authors. This methodology
permits discovery of only well-known attacks, deeming it
unsuitable for the real world.

Simulation-based games are widely used in training pro-
fessionals. The simulations start with a well-defined scenario
developed during a match. Teams representing different coun-
tries begin to attack and react to the situations proposed.
Gamification is a motivational technique derived from games.

This helps to maintain students interest, thereby increasing
their learning. It uses the game dynamic mechanics, as the
reward and rank actions taken by a particular participant
(computer or not) in a game [2]. It also reinforces the need
to use the correct level of difficulty techniques for a specific
student knowledge level. Motivating students to learn is an old
challenge of educational professionals. Students feel motivated
to participate in learning activities if they believe that, with
their knowledge, talents, and skills, they can acquire new
knowledge, master content, and improve their skills, etc [3].

Learning motivation is always under discussion within the
school, pushing students to go further or driving them to go
back, even withdrawal in more complex cases. It has a very
important role in both, the instructors and the students results.
In virtual-learning environments, i.e., non-classroom learning
environments, motivating students to study becomes a great
challenge because the instructor cannot identify the feelings
expressed by the students, for example, their facial expressions
or personal conversations [4].

The Shellter system, presented in Section III-C, is a so-
cial network for security information training. Shellter offers
complete computer systems to solve various challenges in
information security, as well as the simulation environment
to reproduce raining in actual situations. One of the great
challenges to improve the Shellter tool is to create brand new
unknown attacks to improve student practice in information
security and digital forensic. Another challenge is to motivate
students to learn, to test their limits, seek new knowledge and
overcome unknown challenges. So, mechanisms to increase
learning and motivation in the Shellter system inspired this
work.

This paper proposes an intelligent agent system to monitor
learning in virtual environments and motivates students using
gamification techniques. This system consists of five different
agents that work together. This system will analyze student
profile, student interests in social networks, success or failure
in past challenges and attitudes towards difficulties, to define
the techniques applied by the system. Thus, a definition
and its requirements of the system will be made, and also,
the architecture and interactions between agents. The system
validation will be done by the implementation and testing of a
prototype of one agent part of the system due to its similarity
with the other agents. The choice of the prototype took into
account the time available for this work.
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This work is organized as follows: in Section II, we present
some related work, while the basis of agents and gamification
is shown in Section III. In Section IV, we present the proposed
agent architecture. Sections V and VI show the prototype,
experimental evaluation and the results. Section VIII concludes
the paper and presents some intended future work.

II. RELATED WORK

The Tele-Lab project is a hands-on system to practice and
train for information security [5]. It offers a virtual environ-
ment based on Web accessibility for any place. The system
consists of text and video tutorials and practice exercises in
a virtual environment in a pool of virtual machines. Students
practice the information security exercises by accessing Secure
Shell (SSH). For motivation, students are invited to assume the
attacker’s perspective.

SOFTICE is a proposal which focuses on teaching operating
system with hands-on exercises [6]. In particular, its goal is
aimed at learning Linux’s kernel vulnerabilities focusing on
its functions, definitions and implementations. In SOFTICE,
students can test their knowledge and implement new Linux’s
kernel modules in a controlled environment. SOFTICE works
by the hypothesis which Linux’s kernel code is huge, complex
and can make students lose motivation.

Insight is a simulation framework to create and imitate
cyber attacks [7]. The attacks are part of scenarios available
within the framework. Each scenario has different actors,
e.g., network devices, software, network protocols and user.
The goal is to simulate attacks from the attacker. With a
customized interface, the students can create their own attacks.
The attacks are executed inside the Insight framework to guar-
antee isolation and transparency of the simulated environment.
A probabilistic model gives support to decide whether an
attack has been successful, based on a combination of virtual
machine configurations and attack techniques.

CTF365 is a security training platform for the IT industry
with a focus on security professionals, system administrators
and Web developers [8]. It provides a real life cyber range
where users build their own servers and defend them while
attacking other servers [8]. The platform implements Capture
The Flag (CTF) concepts and leverages gamification mechan-
ics to improve retention rate and speed up the learning/training
curve [8].

III. BACKGROUND

Given the literature review, in this section, the concepts
related to, and influencing the design of the proposed archi-
tecture are presented.

A. Inteligent Agent

An Intelligent Agent (IA) is a piece of software that exists
in an environment, is not controlled externally, responds (in
a timely manner) to changes in its environment, persistently
pursues goals, has multiple ways of achieving goals, recovers
from failure and interacts with other agents [9].

B. Gamification

Gamification is the capacity to derive in a thoughtful way,
the mechanism, fun and addiction of games for other con-
texts with no relationship with games to motivate people to
accomplish results. This brings focus to humans, considering
that they don’t always feel motivated to accomplish their
tasks and a lot of time they need something to become
motivated. Gamification is a technique to apply game-design
elements and game principles in learning contexts to improve
student engagement. It explores the human instinctive natural
behaviors to accomplish their goals [3].

C. Shellter

Shellter [10] is a social network dedicated to information
security learning. Shellter is idealized, developed and main-
tained by the Information Security Research Team - Insert,
a researching group from Universidade Estadual do Ceará -
Brazil. When using Shellter, users can interact in the same
way online game users do: building teams or playing solo
in challenges so that, in time, they could evolve from novice
hackers to pro hackers. In a cloud computing security environ-
ment, lab and virtual simulations happen with different types
of challenges for distinct types of abilities. With gamification
techniques, Shellter builds a space for security information
continuing education. Users will test their abilities and can
learn new techniques in Shellter’s Cyber Warfare environment,
providing a real experience in a computer network.

Through virtualization techniques, it will be possible to sim-
ulate different scenarios of attacks, defense or attack/defense.
The goal is to create an actual hands-on environment for
learning. In this simulation environment, users can play alone,
against other users or against the intelligent agent system,
proposed in this work.

IV. INTELLIGENT AGENT FOR NETWORK SECURITY AND
FORENSIC TRAINING

To maintain users’ motivation for learning, it is necessary
to overcome student limits. Motivating users to seek new
acknowledgments and experiences is the goals of Intelligent
Agent for Network Security (IANS). The system will monitor
users’ performance and evolution and will interact with them
to encourage continuous study and practice of information
security. In addition, it will push them to overcome limits and
knowledge. In particular, IANS will classify users according
to their knowledge level and their experience with information
security. With this classification, it will be possible the choose
the most appropriate IA for users profiles.

These two types of IAs discourage the user because it makes
the game more difficult rather than easier. The aim is to help
users evolve gradually and, in time, they can face more difficult
challenges and scenarios. After choosing the correct IAs to
play, a second phase begins, namely, the evolution of IAs in the
game time. The IAs need to follow users evaluation, because
users will be constantly challenged to extend their knowledge.
In this second phase, the IAs will use artificial intelligence
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techniques to learn, in real time, and can accomplish two
main goals: (1) evolve according to the user, and (2) evolve
according to the environment.

To accomplish these goals, in this work we use the following
methodology: (1) Define the IANS architecture, specifying
each one of its components and interactions in the system;
and, (2) Define, implement, test and validate one of the IAs
of IANS. We select the Environment Change Agent (ECA),
due to its similar architecture to the others IAs.

A. Proposed Architecture

Figure 1 shows the IANS’s architecture of the model based
reflex agent that synthesizes the ideas of Russell & Norvig’s,
related to a reactive agent program [11], as well as the abstract
architecture point of view proposed by Wooldridge in [12].

Fig. 1. Intelligent Agent for Network Security Architecture

1) Classification and Grouping - C&G: C&G engine is
responsible for classifying users according to their knowledge
and experience levels. This classification will be used to
choose the appropriate IAs to play and interact with. Before
accessing the simulated environment, the users will be asked
to allow C&G analyze their social networks data set. With
this, we will be able to capture users’ interests, experiences
and knowledge Some social networks considered are:

• Facebook: Users’ activities (sharing posts, liked pages,
community debates, etc.) will be analyzed to get interests
about information security;

• Github: Punctuate the users for creation and participation
in open source projects;

• Stackoverflow: It offers a space to ask about computer
science and it sources relevance of issues and answers.

• Tocoder: Offers different type of programming chal-
lenges;

• Shellter: Shellter’s profile offers a data set about learning
and performance in Shelters environment and challenges,
showing the users’ strongest and weakest abilitys in
information security.

2) User Progress Agent (UPA): In the group of sensor IAs,
UPA monitors users’ activities. The UPA’s actions aim to
identify affection and emotional experience that influence the
learning process [4]. This IA will be used to compute affective
techniques. Lester et. al [4] show some techniques to model
emotions to measure the level of engagement and motivation.
To capture these emotions, we will use the following plugins:

• Keyboard plugin: Will capture all user keyboard entries.
These entries represent the user interaction frequency
with the environment, access to challenges, number of
answers, response time, etc. Keyloggers will be used to
capture this information;

• Video plugin: It captures facial expressions, gestures,
posture and any other body expressions made by the user.
Then, it will be possible to identify the user’s feelings and
emotions [4].

• Audio plugin: This plugin will monitor users’ sounds
during the simulation: sounds emitted and heard. Music
favors reasoning, evokes feelings and can change moods,
reaching the cognitive and affective dimensions of the
human being.

• Content plugin: It will be responsible for analyzing what
the user is accessing during the simulation: web pages,
open study material, etc. The goal is to identify whether
users are focusing on solving challenges in a simulated
environment.

3) Environment Change Agent (ECA): The ECA is respon-
sible for monitoring and identifying changes in the computer
environment for users and IAs which interact with users.
ECA will be implemented in this work. Changes in computer
environment are necessary to accomplish the most unique
information security techniques that need to change files,
open/close ports, change configurations, etc. ECA will connect
these changes with information security techniques.

To identify these techniques, ECA will use a classifica-
tion taxonomy, defined in Section V-A1, and a technique
catalog of known information security techniques, defined in
Section V-A2. To monitor and capture data in computers’
environments, ECA will use keyloggers, for users’ inputs, and
plugins, for use and modifications in computer elements: vir-
tual machines, services, applications, directories, files, virtual
networks, switches, routers, firewalls, configurations, etc. It
will also consider the access to resources like open and read
files.

4) User Opponent Agent (UOA): Starting actuators IAs,
UOA will play through attacks and defense actions based
on information collected and processed for sensors IAs. This
information allows UOA to formulate strategies to play against
users and teams:

• What techniques are used to attack/defend in terms of
user’s knowledge?

• What techniques are used to attack/defend in terms of
user’s evolution?

• What techniques are used to attack/defend in terms of the
modifications in computer environment?

Executing its actions, UOA will use plugins to act in virtual
environment and verify the consequences of these actions on
the environment. UOA will be analogous to a user, in the sense
that it can execute any actions the user can in environment. For
example, it can execute shell commands, create and execute
scripts, click on icons, etc.
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5) User Interaction Agent (UIA): The UIA is also an
actuator IA which interacts with users based on the collected
information by sensor IAs. However, its purpose is different
from UOA. The UIA’s goal is for interacting with users to
motivate and encourage them to expand their knowledge. It
acts like a user’s tutor, following their activities to pursue their
tasks’ accomplishment, always keeping them motivated, even
with difficult to complete tasks.

B. Agents Interaction

The use of IAs to improve users’ motivation by monitoring
simulated environment is a good approach because it can
detect changes in environment, acting proactively to execute
tasks to reduce negative effects. To achieve this, the IAs
have the function to perceive their environment and interact
with users and computer environment to maintain the users’
motivation. Figure 2 shows the relationship among IAs, users
and computational environment. The information exchange

Fig. 2. Relationship among agents vs computer environment vs user

among sensors IAs, actuators IAs and monitored environment
is a constant activity to achieve the goals of IANS. Figure 3
shows the interaction among IANS’s IAs.

Fig. 3. Interaction among IANS’s IAs

Before users gain access to the virtual environment, they
need to provide their social network data set to the Classi-
fication and Grouping (C&A) engine in order to rank users.

The C&A classifies the user and informs IANS’s IAs to permit
them to gain access to the virtual environment. In the environ-
ment, the users will face the most unique security information
challenges while IA’s sensors monitor their activities. The
UPA monitors user’s emotion and facial expression to measure
motivation and engagement. Meanwhile, ECA monitors the
environment modifications made by users to allow IAs to
identify appropriate information security techniques. After
collecting, processing and analyzing the information, the IAs
sensor gives a command to IAs actuators. The UOA plays
against the user, applying information security techniques
based on data set taken from IAs sensors. At the same time, the
UIA uses these data sets to seek the best way to motivate users
and apply it, providing study materials, teaching techniques,
etc.

V. PROTOTYPE EVALUATION

In order to evaluate the proposed IA, it was developed as
a prototype of Environment Change Agent (ECA). The ECA
is the most important agent in the architecture. This choice
is based on the agent importance for the system and for its
influence on other agents. Moreover, ECA’s architecture is
similar to the others three agents’s architecture. C&G use
ECA’s data to classify users, because the ECA classifies user’s
abilities and experiences, according to information security
techniques applied in virtual environment. The UOA uses
this data to analyze, plan and execute attack and defense
techniques. The UIA tutoring users with ECA and UOA’s
data. Finally, UPA is indirectly influenced by ECA, because it
depends on user classification and challenge levels, suggested
in virtual in environment.

A. Environment Change Agent (ECA) Implementation

To implement ECA, first, it will be necessary to define
an information security technique taxonomy and cataloging.
Thereafter, we will define the ECA’s agent program, the logic
formalization, the test and the validations.

1) Security Technique Taxonomy: The proposed taxonomy
is shown in Figure 4. Initially, the technique is classified in at-
tack or defense. Then, the technique is classified according to
the information security area: Networking, Operating System -
OS, Programming and Database- DB. Finally, the technique
is classified according the difficult level: easy, medium and
hard.

2) Security Technique Cataloging: For cataloging tech-
niques, it is necessary to set an unique identifier for each one.
This identifier is formed by a combination of classification
criteria and a counter. The first technique, cataloged Attack
- Network - Hard, will have the identifier ANH1. Moreover,
each identifier will be associated with two information security
databases: CVE and Exploit-DB. The Common Vulnerabilities
and Exposures (CVE) is a public dictionary about information
security vulnerabilities and exposures, since 2000. Exploit-DB
is an exploit repository, i.e., a piece of code which tries to
compromise a computer system, created and maintained by
Offensive Security [13].
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Fig. 4. Taxonomy of information security techniques

3) Agent Implementation: The ECA has centralized soft-
ware architecture for the best plugin’s management, in order to
provide scalability and resiliency. Another goal is to optimize
the number of resources in virtual machines. In the ECA’s
architecture, it is possible to identify two modules: (1) the
controller; and, (2) the plugin. The Controller will implement
the ECA’s rationality. It will receive the data from plugins,
and the decision will be made based on its goals and it will
be applied to an actuation (classification). Moreover, it will
manage and distribute plugins to the computer environment
according to demand. The control of plugins will happen
through a table that will be handled with an IP address,
operating system and version of computer environment and
depending on if the plugins are active in this environment or
not. For each unknown environment, a new line will be added
to this table and, if an environment is deleted, the line will be
marked as deactivated.

The controller, shown in Figure 5, has three modules
responsible for agent operation:

• Plugin Repository: It is a repository for different types
of plugins for distinct types of computer environments.
Each environment, depending on platform, architecture
and operating system version will have the appropriate
plugin for it. Each plugin can be used for one or more
environments;

• Manager Module: It has the responsibility of managing
all plugins in all environments. It controls the entry, ex-
clusion, activation, deactivation and sensor configuration.
This module will have information about classification of
information security techniques.

• Communication Module: It controls the communication
between plugins and controller. Receive collected data,
send new sensors, send commands and monitor the ac-
tivity of them;

• Smart Module: It is responsible for interpreting and
processing data sent from plugins and making a decision
about it. The agent modeling will be in this module.

The controller sends a suitable plugin for the target environ-
ment to monitor the used information security techniques from
the users on it. For this, initially, the Manager Module adds
an entry in the control table containing IP address, operating

Fig. 5. Intelligent Agent for Network Security Architecture

system and OS version from the environment and chooses the
appropriate plugin from Plugin Repository. The chosen plugin
is sent into the computer environment by Communication
Module through File Transfer Protocol (FTP) or Secure Copy
Protocol (SCP) and starts the environment monitoring. The
plugin has a local database with a set of information security
techniques that will be monitored. This database is managed
by the Manager Plugin.

The plugin sends the collected data to the Communication
Module with their perceptions through REST requests. The
received perceptions are passed to the Smart Module where
they will be analyzed by ECA’s formalization program (Sec-
tion V-C). If the user received a positive classification for a
technique, the plugin do not need to continuous monitoring if
the this technique will be applied again. So, after the user is
classified based on the information security techniques applied
in the environment, the Manager Module checks what tech-
niques were identified. It sends a command to plugin, through
the Communication Module, to plugin stop monitoring the
identified techniques. This action aims to minimize resources
used in the computer environment.

B. Security Treads

The ECA’s program will capture the user’s commands in
simulated environment and will identify and classify informa-
tion security techniques based on its catalog. The technique
shown is based on an Exploit-DB and CVE vulnerability.

1) Security Technique - SSH Root Access: This vulnera-
bility is the capacity to access Linux environment as a root
user, based on Debian, through SSH protocol. It is considered
a vulnerability because with SSH root access allowed, an
attacker can focus on a broken root password with social
engineering or brute force techniques. Since root is a default
super user in Linux distributions, it is highly recommended
to disable remote access to avoid this type of attack. So, an
attacker already has the information about a valid user with
super powers in the system.

To classify it, ECAs will monitor, through its plugins, two
types of user movements:

• Attack: ECA will verify if the user applies the
following command: ssh root@TARGET_IP or ssh
root@TARGET_IP « $password_dictionary;
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• Defense: in archive /etc/ssh/sshd_config, ECA will check
if parameter PermitRootLogin is set for YES or NO.
Parameter set to YES allows SSH root access and set
to NO disables SSH root access.

This technique will be classified and cataloged as Attack,
OS, Easy - AOE1 or Defense, OS, Easy - DOE1, depending
on the context.

C. Agent Formalization

Figure 6 shows ECA’s formalization algorithm.

Fig. 6. ECA Formalization Algorithm

ECA receives the following inputs: (1) Perception list, a
list of user’s applied techniques received from plugins; and,
(2) Expected state list, a list with expected state for user
classification. The algorithm returns the user classification
technique list, i.e, the user’s classification related to the
evaluated technique.

D. Prototype Validation

In this section, we will present the tests performed to
validate the ECA’s program. In other words, we will test
the capability of the ECA to classify information security
techniques cataloged in its database. For this, we will use the
technique defined in Sub-subsection V-B1. ECA’s validation
tests done using this formalization. Therefore, we created lists
to simulate the perceptions of ECA. The chosen perceptions
were related to the technique defined in V-B.

In the tests, we tried to create a dataset of different com-
binations of inputs for the ECA because it would act in a
different information security training environment and will
find various circumstances, like configurations and users.

Our test scenario was based on Linux Mint 17.3 64 Bits
Debian and for codification we chose Python 3.4 and Prolog

VI. RESULTS

Table I shows the IA evaluation results considering the
expected classification and perception obtained by IA. The first
column shows the simulated perceptions; the second column
shows expected state for classification, and the third column

indicates the results from agent’s action. The table structure
was made to compare the perception that was used for input of
ECA prototype with the expected result of the classification,
as this is a simulation, and the result of the ECA’s program
for classifying the input perception.

The results of the tests show that ECA classified all percep-
tions correctly, as shown in the Result column. In the input
list perception, the first information is considered a technique
identification. In this identification, the agent’s program can
find what is the correct state to be compared to the expected
state list. Next, the data considers what is in brackets, [ ].
These refer to plugins perceptions in environment (simulated
in this case).

To detect if the classification needs the combination of one
or more parameters and commands, ECA’s program searches
for && and || separators. They refer to logical operators con-
sidered by ECA. The operator && indicates the logical AND
combination, and so, the classification needs combination of
one AND more parameters. The operator || indicates logical
OR combination, and the classification needs one parameter
OR more parameters.

Therefore, different input combinations were tested. For
example, AOE1 was tested with distinct methods. Initially, we
tested the simple brute force with a single password, then, we
executed a more complex brute force test using a combination
of multiple password dictionaries.

VII. FORENSIC TRAINING

For computer forensics, it is important to understand about
different areas. In addition to computer science, a forensic
examiner needs to know about the local law, best practices,
crime scene rules, police procedures, court rules, question
from lawyers, etc. The responsibility of a computer forensic
examiner goes beyond the limits of computer science.

Therefore, a student can be surprised and unmotivated by
all these rules, because he/she is expecting to study and learn
forensic computer techniques by learning about the file system,
files structures, cryptography, algorithms, operating system,
etc.

IANS can be used in all phases of a computer forensic
training: preparation of the environment, data collecting, data
duplication, data processing, data analysis, data carving, tech-
nical explanation, reporting, etc. The system can help students
to stay motivated to learn all phases and procedures of a
forensic investigation, face new challenges and learn new
skills. Furthermore, it can be applied in many other areas,
not only in information security knowledge, but also to meet
the requirements to form a computer forensic examiner. In
addition, ECA will work to identify and classify cataloged
forensic techniques applied in a simulated environment.

For example, an advanced student of computer forensics
will solve a simulated real-life scenario, where he must follow
a specific procedure that will not contaminate evidence ,
understand the legal aspects and will not let lawyers contest
his/her’s report. So, IANS will monitor all his/her’s perfor-
mance, looking to monitor, classify, motivate and tutor him/her
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TABLE I. INTELLIGENT AGENT EVALUATION RESULTS.

Perception Expected Classification Result

AOE1 - [ssh root@192.168.3.78 && ssh root@192.168.3.78 « $password_dictionary] AOE1 - TRUE AOE1 - TRUE
AOE1 - [ssh root@192.168.3.78 « $password_dictionary] AOE1 - TRUE AOE1 - TRUE
AOE1 - [ssh root@192.168.3.78] AOE1 - TRUE AOE1 - TRUE
AOE1 - [ ] AOE1 - FALSE AOE1 - FALSE
DOE1 - [PermitRootLogin YES] DOE1 - FALSE DOE1 - FALSE
DOE1 - [PermitRootLogin NO] DOE1 - TRUE DOE1 - TRUE
AOE1 - [ssh root@192.168.3.78 && ssh root@192.168.3.78 « $password_dictionary] AOE1 - TRUE AOE1 - TRUE
AOE1 - [ssh root@192.168.3.78 « $password_dictionary] AOE1 - TRUE AOE1 - TRUE
AOE1 - [ssh root@192.168.3.78] AOE1 - TRUE AOE1 - TRUE
AOE1 - [ssh admin@192.168.3.78 && ssh admin@192.168.3.78 « $password_dictionary] AOE1 - FALSE AOE1 - FALSE
AOE1 - [ssh admin@192.168.3.78 « $password_dictionary] AOE1 - FALSE AOE1 - FALSE
AOE1 - [ssh admin@192.168.3.78] AOE1 - FALSE AOE1 - FALSE
AOE1 - [ ] AOE1 - FALSE AOE1 - FALSE
DOE1 - [PermitRootLogin YES] DOE1 - FALSE DOE1 - FALSE
DOE1 - [PermitRootLogin NO] DOE1 - TRUE DOE1 - TRUE
DOE1 - [ ] DOE1 - FALSE DOE1 - FALSE

to apply his/her repertoire of forensic techniques and learn new
ones, and he/she will do the same for the legal and procedure
requirements defined in the scenario.

VIII. CONCLUSION AND FUTURE WORK

This work presents a smart logical agent system in the
Shellter security training system which was implemented in
the synthesis of the architecture proposed in [12] and [11], that
works in a rational way. The intelligent agent system monitors
the students progress in the virtual environment to motivate
them by using gamification techniques. The system analyzes
the student profile in social networks searching for student
interests, success or failure in past challenges to choose the
techniques to be applied, emotional expressions, exceptional
information security techniques and intervene in a student’s
activity to tutor him at the right moment.

A prototype agent was developed in order to show the
system’s functionality. This prototype was chosen based on
the similarity of architecture of the agents that compose the
system and its level of importance in the system. The Prolog
implementation for the first predicate logic model-based reflex
agent was evaluated in the test scenario by condition-action
rules. The agent was subjected to a battery of tests, validating
its operation using a simulated user case. So, it is possible
to use the results from this work in a real-life scenario. The
agent notation abstraction was implemented to facilitate the
adoption of other security threats in the production system.

In the future, we will develop other agents not evaluated in
this work, namely: (1) the UOA, (2) the UIA and (3) the UPA.
Furthermore, there is room for considerable improvement in
system performance.
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Abstract—Extending the battery lifetime of energy constrained
devices is a key issue in designing wireless adhoc networks. The
existing works focus on using cooperative communications for
improving network performance in terms of throughput, delay,
spectral efficiency, etc. In this paper, we propose a distributed
cross layer cooperative Medium Access Control (MAC) protocol
for a multihop network environment that can improve the
network lifetime and energy efficiency while not degrading the
network throughput and end to end delay. The results show
that the proposed protocol can improve the performance of the
network in terms of network lifetime, throughput, end-to-end
delay, and energy efficiency.

Keywords–Wireless Ad hoc Networks; Cooperative Communica-
tion; Cross Layer; Energy Efficiency; Network Lifetime.

I. INTRODUCTION

Wireless communications have developed tremendously
over the past few decades due to the large demand for mobile
and wireless access. Compared to wired communications, the
signals transmitted over the wireless channels may suffer
from severe attenuation. The overall reliability of wireless
communication can be significantly improved by transmitting
multiple copies of the same signal over multiple independent
fading channels. Multiple-Input-Multiple-Output (MIMO) sys-
tems achieve spatial diversity by deploying multiple antennas
at the transmitter side and receiver side [1]. However, due to
size, cost, and hardware limitations, mobile devices may not
be able to support multiple antennas.

Recently, cooperative communication is widely used as
a transmission strategy for wireless networks. It is a cost
effective alternative to the MIMO systems. Here, wireless
nodes work together to form a virtual antenna array to achieve
diversity gains. It takes advantage of the broadcast nature of the
wireless channel to allow communicating nodes to help each
other [2]–[4]. Most cooperative transmission schemes involve
two phases of transmission - a coordination phase and a coop-
eration phase. In the coordination phase, the nodes exchange
their own source data and control messages with each other.
In the cooperation phase, the nodes cooperatively forward
their messages to the destination. Cooperative communication
improves the network capacity, data transfer delay and Bit
Error Rate (BER) performance, reduce battery consumption,
and extend the coverage area [5].

When cooperative communication is employed at the phys-
ical layer, the receiving node can use physical layer combining
to achieve diversity gain and this helps cooperative communi-
cation to achieve a higher signal-to-noise ratio (SNR) than the
traditional Single-Input-Single-Output (SISO) systems. This
SNR advantage can be used to reduce the power of transmitting

nodes, which in turn, will increase the lifetime of the network.
By using the concept of cooperative communications at the
MAC layer, the transmitter (Tx) of a communication link can
send the packet to the relay nodes instead of sending it to
the receiver (Rx) of that link. Such a communication link
is called a cooperative link. Usually, the nodes in between
the Tx and Rx are selected as relay nodes. The transmit
power or energy required to transmit a packet via cooperative
link is comparatively lower than that of transmitting it via
direct link. This will effectively improve the network lifetime.
So, cooperative MAC can improve the lifetime of energy
constrained devices and increase the network lifetime [6], [7].

A proper design of MAC protocols is necessary to exploit
the advantages of cooperative diversity in a multiple user coop-
erative network. The cooperative MAC protocols developed in
the past few years show how the MAC layer protocols can be
modified to incorporate cooperation in the physical layer and
the advantages of cooperative communication from a MAC
layer perspective [6]–[12]. Depending on the channel condi-
tion, these protocols can apply two hop data transmissions in
the MAC layer to achieve higher transmission rates. Most of
these protocols aim to improve the overall system throughput
and reduce the packet delay. Performance of the protocols in
terms of energy efficiency or overall lifetime of the network
are not discussed in these works.

The existing works on cooperative communications at
physical layer focus on improving spectral efficiency, coverage
area, BER, interference reduction, etc. The works on coopera-
tive MAC protocols developed during the past years focus on
improving network performance in terms of throughput, delay,
and packet delivery ratio. Finally, the works on cooperative
routing protocols use the relay nodes to find the energy or
power efficient route. In most of the existing cooperative MAC
protocols, the resources of the relay nodes (residual energy,
queue size, etc.) are not considered while selecting the relay.
For each destination, the best relay that can improve the
network performance is used for transmitting all the packets
generated by the source. This leads to over utilization of
resources of some specific relay nodes, while the resources of
the other relays are under utilized. In this paper, we propose
a distributed cross layer cooperative MAC protocol that can
efficiently utilize the resources of the nodes and improve the
energy efficiency and network lifetime while maintaining a
reasonable throughput and end to end delay.

The rest of the paper is organized as follows. A brief de-
scription of the related works is given in Section II. Description
about the distributed cooperative MAC is given in Section
III. A simple expression for the saturation throughput of the
proposed protocol is derived in Section IV. Simulation results
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are discussed in Section V. Conclusion and future work are
presented in Section VI.

II. RELATED WORK

In [7], the authors propose a cross layer distributed en-
ergy adaptive location based cooperative MAC protocol with
the objective to improve the network performance in terms
network lifetime and energy efficiency. In this protocol, the
relay selection process is distributed and the best relay is
selected based on location information and residual energy.
An optimal cross layer power allocation scheme is designed
that maintains a constant data rate to meet the desired outage
probability requirement. The multi rate capability of 802.11 is
not considered in this paper. The throughput of the proposed
protocol is even lower than that of legacy 802.11 Distibuted
Coordination Function (DCF).

In [13], the authors present a framework for extending
the lifetime of energy constrained devices by exploiting co-
operative diversity. The cooperation strategy used is based on
decode-and-forward (DF) relaying protocol. They formulate
an optimization problem with the goal of maximizing network
lifetime under a BER constraint, and the solution gives which
node to be selected as the relay and how much power to be
allocated. The impact of cooperative communications in the
higher layers of the protocol stack is not considered in this
paper.

In [14], the authors propose an energy efficient cooperative
MAC protocol to reduce energy consumption and increase
network lifetime by power control. Also, they use a distributed
utility based optimal helper selection procedure based on the
residual energy and transmission power. They also propose
a space and time combination backoff scheme to adjust the
power level and contention window in the event of transmis-
sion failures. The data and control packets are transmitted
using a single data rate. Request-To-Send (RTS) and Clear-
To-Send (CTS) messages are transmitted at the highest power
level and DATA and Acknowledgement (ACK) are transmitted
at the minimum power level.

A low power receiver initiated cooperative MAC for
wireless sensor networks is proposed in [15]. The authors
compare the energy consumption between SISO, multi hop
SISO, and cooperative relay systems for ideal and real MAC
protocols to show the impact of MAC layer on the total energy
consumption. The performance of the protocol in terms of
network lifetime is not considered in this work.

Routing protocols which are based on cooperative com-
munications are known as cooperative routing protocols. In
[16], the authors propose cooperative routing protocols that can
improve the network lifetime by selecting the energy efficient
route. The problem of finding the minimum energy route is
formulated as two seperate optimization problems. The first
problem is to find the optimal transmission of information
between two sets of nodes and the second problem is to decide
the neighboring nodes to be selected to route traffic to the
destination with minimum overall energy consumption.

A route that requires the minimum transmitted power
while maintaining a certain end-to-end throughput is proposed
in [17]. The proposed routing protocol makes full use of
the cooperation communications to construct the minimum
power route. The authors derive a cooperation based link cost

TABLE I. RATE VS RANGE [for IEEE 802.11b]

Data Rate (Mbps) 11 5.5 2 1
Maximum Range (Meter) 60 120 180 250

formula, which represents the minimum transmitted power that
is required to maintain the required end-to-end throughput.

In most of the existing cooperative MAC protocols, the
resources of the relay nodes (residual energy, queue size,
etc.) are not considered while selecting the relay. For each
destination, the best relay that can improve the network per-
formance is used for transmitting all the packets generated by
the source. The protocols that take into account the resources
of the relay for the relay selection process explicitly use power
control while maintaining a constant data rate. While these
protocols improve the network lifetime, the throughput and
delay performance degrade to a large extent.

In this paper, we present the design and analysis of a
cooperative MAC protocol named DCMAC, which considers
the residual energy and the data rate (physical layer parame-
ters)and queue size (total number of packets to be transmitted),
of the nodes for the relay selection process. The results show
that the protocol improves the performance of the network in
terms of energy efficiency, throughput, end-to-end delay, and
network lifetime.

III. DISTRIBUTED COOPERATIVE MAC (DCMAC)
PROTOCOL

A. System Model
We consider an IEEE 802.11b/g based mobile ad hoc

network where the node transcievers have multi-rate capabil-
ity. The relationship between the transmission link distance
and data rate is shown in Table I for the case of 802.11b
transcievers. Two ray ground propagation model is assumed
in getting this link length - data rate mapping. The wireless
medium is shared among multiple contending mobile nodes.
Depending on the distance between the Tx and Rx, a packet
could be transmitted at different transmission rates. We assume
no power adaptation, so each node transmits its packets using
a constant transmission power. The wireless channel between
the sender and the receiver is assumed to be almost symmetric.
By applying the concept of cooperative communication at the
MAC layer, slow one hop transmissions are replaced by fast
two hop transmissions if suitable relays are available. Here,
cooperative communication is employed only when the direct
transmission rate is less than or equal to 2 Mbps and there exist
relay nodes such that 1

CTH
+ 1
CHR

< 1
CTR

, where CTH , CHR,
and CTR denote the data rate from source to helper, helper
to destination, and source to destination, respectively. In the
case of a multi-hop network, Ad hoc On-Demand Distance
Vector (AODV) [18] is used as the routing protocol. When
a route is established, DCMAC protocol initiates cooperative
transmission in a hop-by-hop manner by selecting the relay
nodes.

B. DCMAC Protocol Description
DCMAC is based on the IEEE 802.11 DCF. We define one

more control frame named Relay Ready To Cooperate (RRTC)
to support MAC relaying in addition to the conventional
control frames RTS, CTS, and ACK. RRTC is sent by the best
relay node to indicate its willingness to act as a relay. The best
relay (helper) is the node that can support the highest data rate
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Frame
Control Duration Source

Address
Destination
Address Distance

Figure 1. RTS Frame Format

between the Tx and Rx; and is one among the nodes which are
within a routing pipe around the direct link between Tx and
Rx, with residual energy above a given threshold, and with
queue size below a given threshold. All the control frames
are transmitted at the basic rate, i.e., 1 Mbps for 802.11b
network and 6 Mbps for 802.11g network. The time duration
for the transmission of RTS, RRTC, CTS, ACK, and DATA
are denoted by TRTS , TRRTC , TCTS ,TACK , and TDATA,
respectively.

1) Operations at the Sender:

a) When a sender has a packet to transmit, it first checks
whether a cooperative link is beneficial or not. In the
case of an IEEE 802.11b network, the cooperative
link is beneficial if the data rate of the direct link
is less than or equal to 2 Mbps. For an 802.11g
network, a cooperative link is employed when the
direct link data rate is less than or equal to 18 Mbps.
Distance is a new field introduced in the RTS frame
to support cooperative relaying. The format of RTS
frame is given in Figure 1. If cooperative link is found
beneficial, the node will copy the direct link length
(distance in meters) to the destination in the distance
field of the RTS message. Otherwise, this field is set
to -1. The duration field denotes the time required to
transmit the data frame which includes time for CTS,
SIFS intervals, and ACK. Even if the sender decides
to use cooperative communication, it does not know
whether any helper exists to forward its packets. So
the duration field in the RTS message is same for
direct transmission and cooperative transmission. The
duration field is given by

Duration = TSIFS + TCTS +
8L

CTR
+ TACK

(1)
where L denotes the payload length in bytes.

b) It then senses the channel to check if it is idle. If the
channel is idle for DIFS, the node selects a random
backoff timer between 0 and minimum contention
window (CWmin). When the backoff counter reaches
zero, the node sends an RTS to reserve the channel.

c) If the sender does not receive a CTS within TRTS +
TSIFS + TCTS + 2δ, it will retransmit the RTS.
Here δ denotes the propagation delay. Otherwise, the
sender will wait for another Tmaxbackoff +TSIFS +
TRRTC + δ, where Tmaxbackoff is the maximum
backoff time for the relay nodes. If no RRTC is
received within this time, it indicates that no relays
are available to forward the data. The node will
transmit the packet over the direct link and the ACK
timeout is set as

8L

CTR
+ 2δ + TSIFS + TACK . (2)

d) If both CTS and RRTC are received, the sender will
forward the data to the relay. The format of the MAC
protocol data unit (MPDU) is shown in Figure 2.
The sender stores the address of the relay in the

Frame
Control Duration Source

Address
Destination
Address Address 3 Sequence

Control Address 4

Figure 2. MAC PDU Header Format

destination field and the receiver address is stored
in Address 3 field. In this case, the ACK timeout is
set as

8L

CTH
+

8L

CHR
+ 3δ + 2TSIFS + TACK (3)

The duration field denotes the time required to trans-
mit the data including ACK and SIFS intervals. In
the case of cooperative transmission, the value of the
duration field in MPDU is given by

Duration = 2TSIFS +
8L

CHR
+ TACK (4)

In the case of direct transmission, the value of dura-
tion field in MPDU is

Duration = TSIFS + TACK (5)

e) If no ACK is received within the ACK timeout
duration, the sender resumes the backoff procedure
and contends for the channel again. When no ACK
is received for cooperative transmission, the sender
retransmits the packet directly to the receiver.

2) Operations at the Relay Nodes:

a) When an RTS message is received with the distance
field set to -1, which is an indication that it is decided
to use the direct link, the intermediate nodes will set
their network allocation vector (NAV) to the duration
specified in the duration field of the message.

b) If the distance field contains a non-negative value,
the intermediate nodes check whether they can act as
a relay. If they cannot act as a relay, they will set
their NAVs. Otherwise, the relay nodes will wait for
TCTS + TSIFS + δ duration. If no CTS message is
received within this duration, the node will go back
to idle state.

c) When the CTS message is received, all the potential
relays contend to act as the best relay using the
relay selection procedure described in Subsection
III-C. The node whose cooperative backoff procedure
expires first sends the RRTC message and when this
message is heard by other potential relays, they abort
the backoff procedure and will set their NAV duration
and defer until the channel is idle. The format of
RRTC message is given in Figure 3. The duration
field denotes the time to transmit the data packet from
transmitter to relay and from relay to destination.
It also includes the time to send ACK and SIFS
intervals. The duration field in the RRTC message
is given by

Duration = 3TSIFS +
8L

CTH
+

8L

CHR
+ TACK (6)

d) The best relay will wait for a duration equal to
TRRTC + TSIFS + 8L

CTH
+ 2δ and if no data packet

is received within this duration, it will go back to
idle state. Otherwise, it will forward the packet to the
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Figure 3. RRTC Frame Format

Frame
Control Duration Source

Address
Destination
Address
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Figure 4. CTS Frame Format

destination. Before forwarding the packet, the value
of the duration field in MPDU is changed to

Duration = TSIFS + TACK (7)

e) The relay waits for a duration of TSIFS + 8L
CHR

+
TACK + 2δ to receive an ACK from the receiver. If
no ACK is received within this duration, it will go
back to idle state.

3) Operations at the Receiver:

a) When the Rx receives an RTS message it will send a
CTS back to the source. The format of CTS message
is shown in Figure 4. If the distance field is set to -1,
the duration field of CTS is set to

Duration = 2TSIFS +
8L

CTR
+ TACK (8)

Duration = 3TSIFS+Tmaxbackoff+
8L

CTR
+TACK

(9)
The destination will wait for 2TSIFS + TCTS +
Tmaxbackoff +

8L
CTR

+2δ duration to receive either a
data packet or an RRTC message. If no data packet
or RRTC is recieved within the timeout interval, it
will go back to idle state.

b) When a data packet is received, the Rx sends an ACK
back to the Tx. If the packet is forwarded by a relay,
a copy of the ACK is sent to the relay too.

C. Relay Selection Procedure
The existing cooperative MAC protocols mainly aim at

improving network throughput or reducing the end-to-end
delay by using cooperative communication. If the channel
conditions remain the same, the same relay is selected by the
source node every time it has a packet to be transmitted. The
same relay may also be used by other source-destination pairs.
In addition to this, the relay may also have some packets to be
transmitted. These relay nodes run out of battery very quickly
and may lead to network disconnection. At the same time,
there may be other nodes in the network that are capable to
act as relays. The energy consumption can be minimized if a
portion of the traffic is relayed through each of the eligible
relays. We propose a relay selection procedure to select the
best relay based on its residual energy, queue size, and the
data rate that it can support over the cooperative link.

When an RTS message is received with the distance field
set to a non-negative value, all the neighboring nodes other
than the destination check whether they are eligible to act as
relays. A node is eligible only if its residual energy is more
than 25% of the initial battery level and the following condition
is satisfied:

1

CTH
+

1

CHR
<

1

CTR
.

All the nodes that satisfy the above condition will start a
backoff timer to contend for the optimal relay. The backoff
utility function is defined as

Backoff =

Min

((
1

CTH
+ 1

CHR

1
CTR

)α(
1− Er

Ei

)β (
qc
qbuf

)γ
, τ

)
(10)

where Er and Ei denote, respectively, the residual energy
and initial energy at the relay node. The terms qc and qbuf
denote the number of packets in the queue and the buffer size,
respectively. The value τ is used so as to limit the backoff time
within an acceptable range. We fix the value of τ in such a
way that the backoff time does not exceeds the time to transmit
any of the control messages. The variables α, β, andγ are the
weight factors associated with data rate, energy, and queueing
parameters. For the results reported in the next section, we
give equal weight to all the three parameters.

IV. DCMAC ANALYSIS

In this section, we derive a simple expression for the
saturation throughput of DCMAC. A simplified form of the
system model presented in III-A is considered for analysis.
We consider a single hop network in which all the source-
destination pairs are separated by a distance between 120
to 180m. We assume that there exist two helpers between
every source-destination pair that can support data rates of
(11,5.5) and (5.5,5.5) between the source to helper, and helper
to destination, respectively. Only 25% of the total nodes
generate traffic and the remaining nodes act as destination and
relays. The performance analysis of the IEEE 802.11 DCF
presented in [19] and the analysis of CoopMAC [6] are used
for analysing the performance of the proposed protocol.

Let Ts denote the transmission time for one packet and L
denotes the size of the packet in bytes. For DCMAC protocol,
Ts is defined as

Ts =(P11,5.5 + P5.5,5.5)TDCMACOH +
8LP11,5.5

R11
+

8LP11,5.5

R5.5
+

16LP5.5,5.5

R5.5

(11)

where TDCMACOH denotes the DCMAC overhead, P11,5.5

and P5.5,5.5 denote the probability to transmit the packets
through the relays that support data rates of (11,5.5) and
(5.5,5.5) between the source to helper, and helper to desti-
nation, respectively. These probabilities are obtained through
numerical approximation.

TDCMACOH =2TPLCP + 5TSIFS + TRRTC + TDIFS+

TRTS + TCTS + TACK + Tmaxbackoff
(12)

In the case of EECO MAC protocol [14], Ts is defined as

Ts = TEECOOH +
16L

R2
(13)

where TEECOOH denotes the EECO MAC overhead and it is
defined as

TEECOOH = 2TPLCP + 5TSIFS + THTS + TDIFS +

TRTS + TCTS + TACK + Teecomaxbackoff (14)
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Figure 5. Throughput vs Number of Nodes

R11, R5.5, and R2 represent 11 Mbps, 5.5 Mbps, and 2 Mbps,
respectively. From [19], the saturation throughput is defined
as,

S =
PsPtrL

(1− Ptr)σ + PsPtrTs + Ptr(1− Ps)Tc
(15)

where Ps is the probability for successful transmission, Ptr is
the probability that at least one station transmits in a given slot,
σ is the slot time, and Tc is the collision time. Ps and Ptr are
obtained through the Discrete Time Markov Chain (DTMC)
analysis of Bianchi [19]; and Tc = TRTS + TDIFS + δ.

Figure 5 compares the saturation throughput performance
of the proposed protocol with the legacy DCF that transmits
packets at 1 Mbps and 2 Mbps, and EECO-MAC [14]. The
throughput of the proposed protocol is higher than that of
legacy DCF and EECO-MAC. In the proposed protocol, the
packets are forwarded using the relays that support (11,5.5)
and (5.5,5.5) data rates in both directions. But in the case of
EECO-MAC, the packets are forwarded through the relays at
a rate of 2 Mbps.

V. SIMULATION RESULTS

The proposed DCMAC protocol described in the previous
section is implemented in the NS2 network simulator [?]. A
network topology of 600 x 600m2 is considered. Nodes are
uniformly and independently distributed at random locations.
Two ray ground reflected model is considered for wireless
channel and IEEE 802.11b parameters are used for the exper-
iments. The data rates for different transmission ranges as per
IEEE 802.11b are shown in Table I. The simulation parameters
are listed in Table II. EECO-MAC [14] protocol was developed
to improve the network lifetime. So, the performance of the
proposed protocol is compared with that of EECO-MAC. We
also compare the performance of the proposed DCMAC with
the legacy 802.11 DCF that transmits packets at a rate of
1 Mbps. 10% of the total nodes are considered as source
nodes generating CBR traffic and their destinations are selected
randomly.

Figure 6 shows the relationship between the number of
nodes and the overall throughput at a fixed payload size
(512 bytes). For EECO-MAC and DCMAC protocols, as the

TABLE II. SIMULATION PARAMETERS

MAC Header 272 bits
PHY Header 192 bits

RTS 352 bits
CTS 304 bits

RRTC 304 bits
ACK 304 bits

Data Rate for MAC Header 1 Mbps
Slot Time 20 µs

SIFS 10 µs
DIFS 50 µs

CWMin 31 Slots
CWMax 1023 Slots

Retry Limit 6
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Figure 6. Throughput vs Number of Nodes

number of nodes increases, the availability of helpers for
forwarding data packets increases and hence these protocols
have better throughput compared to 802.11 DCF. This increase
in throughput is due to the increase in availability of helper
nodes which results in faster two hop transmission instead of
single one hop transmission. The proposed DCMAC protocol
has significantly higher throughput than the EECO-MAC. This
is because EECO-MAC transmits data at a fixed rate of 2
Mbps.

Figure 7 shows the relationship between the number of
nodes and delay.The delay performance is also better in the
case of DCMAC protocol. This is because in EECO MAC, the
transmission time is doubled when cooperative communication
is employed. In addition to this, the sender node has to wait for
a certain amount of time to receive the HTS message. In the
case of DCMAC, the source node has to wait for a certain
amount of time to get the RRTC message. If cooperative
transmission is used, the data is transmitted at higher rates.

The network lifetime and the average energy consumption
for different network sizes are shown in Figures 8 and 9,
respectively. In EECO MAC, the transmit power is lowered
when cooperative communication is used. This leads to a
decrease in the total energy consumption and increases the
network lifetime. In DCMAC, the relay nodes are selected
based on the residual energy level; and as the residual energy of
a relay node decreases, other nodes are selected as relays and
this leads to an increase in the overall network lifetime. But,
in DCMAC, all messages are transmitted with fixed transmit
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power and therefore the energy efficiency and network lifetime
is slightly reduced when compared to EECO MAC.

VI. CONCLUSION

In this paper, we have proposed a distributed cross layer
MAC protocol for multihop networks by employing coopera-
tive communication. The relay selection process is distributed
and the optimal relay is selected by considering the residual
energy, queue size, and location of the potential relays. The
simulation results show that the network lifetime and energy
efficiency can be improved in multihop networks by using
cooperative communication in the MAC layer. The results
also show that the proposed protocol can improve the network
lifetime and energy efficiency without degrading the network
throughput and delay performance.
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Abstract- Device-to-Device (D2D) communication is a
technique that allows two devices to communicate with
each other in the licensed band without the requirement
of a base station. The major advantage of D2D commu-
nication is that it allows reuse of spectrum resources and
thereby improves spectral efficiency. However, it has to
deal with interference mitigation and resource allocation.
This paper focuses on mode selection, power adaptation
and channel assignment for bandwidth efficient and energy
efficient D2D communication. In the scheme used here,
distributed mode selection is formulated as an evolutionary
game and channel allocation uses a graph theoretical
approach such that interference is minimum, while power
control is performed using channel inversion. The simula-
tions show that the D2D communication improves capacity,
reduces power consumption and performs effective band-
width allocation.
Keywords-mode selection; evolutionary game; graph theo-
retical approach; channel inversion.

I. INTRODUCTION

Until recent years, cellular communication was having a
fixed infrastructure. However, surveys show that 5 billion
devices are connected to the cellular network at present [1],
global data traffic has increased to 74 % Compound Annual
Growth Rate (CAGR) in 2015 and current infrastructure is
unable to handle the huge traffic. As a solution to this
problem, different methods were suggested [2] like: Device
to device (D2D) communication, densification of Base Station
(BS), cognitive radio etc. D2D communication is one among
the most popular techniques that are used nowadays. In
the conventional cellular communication system, even when
mobile users are communicating in close proximity, they are
required to follow the fixed infrastructure. This proves to
be quite complex, in addition to wastage of resources. D2D
communication is quite effective in such situations. A properly
designed D2D network can have the following advantages [2]
[3]: increase in spectral efficiency, reduced latency, increase
in throughput, low power consumption, resource conservation,
improved capacity etc.

The potential D2D user equipments can operate in one of
the following three communication modes [4]:

Fig. 1. System Model of D2D Communication

1) Reuse mode: In the reuse mode, the D2D users do not
need a BS, instead they communicate directly. They
share the resources of the cellular users or the D2D users
in cellular mode who have exclusive channels allocated
to them.

2) Cellular mode: In cellular mode, the D2D users use the
BS to transmit just like the cellular users. Sometimes,
even when the transmitter and receiver are in close
proximity, a reuse or dedicated mode can not be used
due to deep fades. In such cases, those D2D users use
the cellular mode.

3) Dedicated mode: The D2D users in dedicated mode can
communicate with or without BS but they cannot reuse
the spectrum resources. So, they also require dedicated
orthogonal frequency bands. This mode is preferred
when the signal quality is required to be very high with
no interference.

Figure 1 shows the system model where (D1, D2) transmitter-
receiver pair are in cellular mode, (D3, D4) are in reuse mode
and (D5, D6) are in dedicated mode.

In this paper, we propose a scheme for D2D communication
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which includes mode selection, power adaptation and channel
assignment. Initially, the users are distinguished into cellular
or potential D2D users based on the threshold distance. The
potential D2D users will have to choose a suitable mode
among the three modes, and for distributed mode selection
an evolutionary game model is developed. The utility function
used for the game by each user is a function of the rates of all
users which are computed based on their respective modes.
The transmit power used for rate calculation is a controlled
power computed by suitable power control schemes. At the
convergence of the evolutionary game, based on the number
of users in each mode, the channel allocation is done by the
BS.

The rest of this paper is organized as follows. In Section II,
we provide a brief literature review on closely related existing
works. In Section III, we describe the system model, problem
addressed and techniques adopted for mode selection, power
adaptation and channel assignment. In Section IV, we describe
the simulation setup and results, thus giving a performance
evaluation. Section V gives conclusion and future prospects
of this work.

II. RELATED WORK

Many works in the literature have addressed one or more
of the issues of mode selection, power control and channel
allocation in D2D communication. In [5] the authors discuss
a joint mode selection and power allocation scheme for D2D
communication. They employ an exhaustive search based
mode selection, and consider the number of device pairs to
be known and the utility used in this case is power efficiency,
which is the ratio of capacity to total power. The problem
defined is to identify the mode that maximizes the utility.
However, the drawback of this model is that the D2D users
are assumed to be in reuse modes only and the other possible
modes are not considered.

The authors of [6] focus on channel allocation to D2D
users while in reuse mode. They consider a centralised al-
gorithm, i.e., the BS makes the decisions. The utility used for
channel allocation is the achievable transmission rate of the
cellular users. Ultimately, to efficiently allot the resources with
minimum interference, we need to maximize the utility. For
this, graph theoretical algorithms like maximum and minimum
weighted bipartite matching are used and the channels are
mapped to the cellular and D2D users in the cell. However, the
limitation here is that they consider D2D users only in reuse
mode. The cellular and dedicated mode possibilities are not
considered. Moreover, there is no power control happening.

Zhu and Hossain [4] discuss an evolutionary dynamic game
model for mode selection. The mode selection is first randomly
done and then allowed to dynamically adapt according to the
performance (average rate) and cost (spectrum access fee). In
the real scenario, there is always limited rationality and the
evolutionary game model gives the best solution under such
situations. The payoff of each user is computed based on his
strategy and that decides whether to change or not change his
strategy. The steps are repeated until an evolutionary stable

state is reached. Wang et al. speak of a stackelberg game in
[7]. However, the limitation in these works is lack of power
control and channel assignment.

In [8], an evolutionary approach for resource allocation is
followed where utilities are formulated in terms of average
rate, interference and cost of unit bandwidth and power con-
sumption for each mode. However, multiple D2D users cannot
be allotted to the same channel. In [9], joint mode selection,
scheduling and power control are together formulated as an
optimization problem. The optimization is done using a mixed
integer linear programming formulation, which also does not
consider all three modes of D2D communication.

This work, however, considers all three possible modes of
D2D communication. A multicell scenario is considered for
the analysis. But, unlike [4], we do a power adaptation which
is lacking in most of the existing works. A channel assignment
is also done in addition to the the mode selection using
Evolutionary Game Theory (EGT). Along with guarantee on
convergence through EGT, the different performance parame-
ters like rate, transmission power, system power efficiency and
system spectral efficiency are studied in this work to clearly
emphasize the merits of the proposed scheme.

III. PROPOSED WORK

A. System Model and Problem Statement

We consider uplink communication in a multicell scenario
with focus on a single cell having a single BS at its centre.
There are ‘N’number of transmitting users whose positions
within the cell are characterized by a Poisson Point Process
(PPP) [4]. This PPP model is represented by: φ = {(Xi, yi)}
where Xi gives the spatial location of ith transmitting user
and yi gives the location of receiver of ith transmitting user
Xi. The Euclidean distance between the transmitter and the
receiver is calculated as Di=‖Xi−yi‖. Based on the distance
between transmitter and receiver, the cellular and D2D users
can be distinguished. If the Euclidean distance between the
transmitting user and its receiver is greater than a threshold
distance, then he becomes a cellular user; otherwise, he
becomes a potential D2D user. The potential D2D users have
to choose one of the three possible modes, namely, cellular
mode, reuse mode and dedicated mode. Here a distributed
mode selection is done. The populations in cellular, reuse and
dedicated modes at any instant are denoted by xc, xr and xd,
respectively; and the population state by x = (xc, xr, xd). The
density of users in each mode can be given as in [4]. We
consider a general path loss model along with Rayleigh fading.
So, the fading channel power gain is exponentially distributed.

In an attempt to enhance the spectral and energy efficiency,
we develop a game model for mode selection in D2D commu-
nication using evolutionary game theory and also perform a
power adaptation using a suitable scheme. This information of
population state on convergence of the game is used to model
the channel allocation using graph theoretic models. Finally,
the performance of this model in doing mode selection, power
allocation and channel allocation need to be analyzed in terms
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on transmission power, rate etc. The notations used in the
following subsections are summarized in Table 1.

TABLE I
MAJOR SYMBOLS USED IN THE PAPER

Symbol Definition
Xi spatial location of ith transmitting user
yi location of receiver of the ith transmitting user
Di Euclidean distance between transmitter and receiver of ith user
Ilc interference experienced by a cellular user on channel ‘l ’
Pr transmit power of potential D2D user in reuse mode
g0,i fading gain from interferer ‘i ’to target receiver
η path loss exponent
Pc transmit power of cellular mode user
φlr set of potential D2D users in reuse mode who cause interference to cellular user on channel ‘l ’
φ̂lc set of potential out of cell interferers who cause interference to cellular user on channel ‘l ’
Rc random variable that denotes the distance between target receiver and its transmitter
hc fading gain between target receiver and its transmitter
W noise power
µ parameter of exponential fading channel power gain
υ threshold SINR
λlr density of users in reuse mode on channel ‘l ’
λb density of BSs in the multicell scenario
B amount of bandwidth for each subchannel
Fc amount of spectrum for cellular users

E(Nc(A)) mean number of users in cellular mode
Ilr interference experienced by a reuse mode user on channel ‘l ’
D random variable that denotes the distance between D2D transmitter and receiver
ξ learning rate
k number of channels reused
p medium access probability
Fd amount of spectrum for dedicated users

E(Nd(A)) mean number of users in dedicated mode
x population state

τi(x) data rate of user using strategy ‘i ’
ci access fee for strategy ‘i ’

B. Rate analysis for different D2D communication modes

Initially, the D2D users have all been randomly assigned
a mode and corresponding to their mode, the rate of each
D2D user needs to be computed. It is to be noted that the
D2D users in cellular mode suffer from interference due to
D2D users in reuse mode who are using the same channel
and also due to out of cell cellular interferers who are using
the same channel. Likewise, the D2D users in reuse mode
suffer interference from cellular users whose channel is being
reused and also from other reuse mode users who reuse the
same channel. However, the dedicated mode users suffer no
interference. The rate analysis for different communication
modes is done to compute the average rate achieved by users,
following the approach in [4].

In cellular mode, the net interference of a user on channel
‘l’ due to reuse mode users and out of cell interferers is given
by (1).

I lc =
∑
Xiεφlr

Prg0,i‖Xi‖−η +
∑
Xiεφ̂lc

Pcg0,i‖Xi‖−η (1)

It is to be noted that the target receiver is the BS, whose
location is assumed to be at the origin. Signal-to-interference-
plus-noise ratio (SINR) can be computed as:

SINRlc =
Pchcr

−η
c

W + I lc
(2)

The expected value of Shannons rate with respect to the
different random variables involved is given by:

τ̄c = ERc,hc,g0,i,φlr,φ̂lc

[
log
(
1 + SINRlc

)]
(3)

Therefore, the average spectrum efficiency can be computed
using (4):

τ̄c =

∫ ∞
0

pc
(
λlr, υ

)
dυ

1 + υ
(4)

where pc
(
λlr, υ

)
can be derived as:

pc
(
λlr, υ

)
=

∫ ∞
0

exp

(
−Wµυrηc

Pc

)
exp

(
−λlrr2c

(
υPr
Pc

) 2
η

K(η)

)

exp

(
−2πλB

∫ ∞
R

(
1− µ

µ+ sPct−η

)
tdt

)
fRc(rc)drc

(5)

where,

K(η) =
2π2

ηsin( 2π
η )

(6)

s =
µυrηc
Pc

(7)

fRc(rc) =
2rc
R2

, if : xε[0, R] (8)

Equation (8) gives the Probability Density Function (pdf) of
the distance from any user to the BS located at the centre, for
the PPP model of the user distribution. The expected amount
of spectrum resource allocated to cellular users is given by:

Bc =
FcB

E(Nc(A))
(9)

Therefore, the average rate for a user in cellular mode is given
by:

τc = Bcτ̄c (10)

Similarly, in reuse mode, the net interference of a user on
channel ‘l’ from cellular users whose channel is being reused
and other reuse users who also reuse the same channel is
computed. Accordingly, the interference at the receiver is given
by :

I lr =
∑
Xiεφlc

Pcg0,i‖Xi‖−η +
∑

Xiεφlr\{0}

Prg0,i‖Xi‖−η (11)

The average spectrum efficiency is then found as:

τ̄r =

∫ ∞
0

pr
(
λlr, υ

)
dυ

1 + υ
(12)

where pr
(
λlr, υ

)
can be derived as:

pr
(
λlr, υ

)
=

∫ ∞
0

exp

(
−Wµυdη

Pr

)
exp

(
−λlrd2υ

2
ηK(η)

)
exp

(
−λBd2

(
υPc
Pr

) 2
η

K(η)

)
fD(d)dd

(13)

where,
fD(d) = 2πξde−ξπd

2

, d ≥ 0 (14)

which is the Rayleigh pdf of the distance between a potential
D2D tx-rx pair, for the PPP model of the user distribution.
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The expected amount of spectrum resource for users in reuse
mode is given by :

Br = kpB (15)

where, k is the number of channels reused and p is the medium
accesss probability. Hence, the rate is given by :

τr = Br τ̄r (16)

In dedicated mode, however, there is no interference since
the channel is dedicated completely for that D2D user. Hence,
SINR is reduced only due to noise and no interference. The
average spectrum efficiency is obtained as:

τ̄d =

∫ ∞
0

pd
(
λlr, υ

)
dυ

1 + υ
(17)

The expected amount of spectrum resource for users is:

Bd =
FdB

E(Nd(A))
(18)

Therefore, the rate of transmission is:

τd = Bdτ̄d (19)

C. Mode selection using EGT

For mode selection using evolutionary game, we choose a
payoff function which depends on the average achievable rate
as well as the cost [4]. The payoff (utility) is given as:

U(i, x) = w̄(τi( x))− ci (20)

where ci is the price of access per user per unit of time.
‘i’represents the strategy (mode) chosen by the user which can
be c, r or d. ‘x’represents the population state and w̄(τi( x))
is ατi( x) where ‘α′ is a constant and τi( x) is the rate of
user using strategy i. Using Equations (10) or (16) or (19)
the payoff for each user is computed based on his chosen
mode. After that, each user sends his utility information to
the BS through a control channel and the average population
payoff is computed by the BS and broadcast to all potential
D2D users. If the payoff of the user is less than the average,
then the user randomly selects from the modes other than his
present mode such that the payoff is greater than the average
payoff. These steps are repeated iteratively until the population
state reaches an evolutionary stable state. The corresponding
strategy is called the evolutionary stable strategy (mode) for
each potential D2D user.

D. Power Control

In this work, a channel inversion is used for power control.
The channel inversion method helps to compensate for large
scale path loss, but not small scale fading. The main advantage
of channel inversion is that it reduces the transmit power
consumed by good links and gives more transmit power to
only poor links. Also, by means of channel inversion, we
can determine the transmit power with limited channel state
information. Here, we assume that the received power is unity
[10].

E. Channel Allocation

We assume that the channel gain of each cellular mode user
is known at the BS so that the maximum bipartite matching
can be used to allocate channels to all the cellular mode users.
Whatever channels are not allocated to the cellular mode users
and are free can now be allocated to the dedicated mode
users using again maximum bipartite matching. Further, to
allocate channels to the D2D users in reuse mode, we make use
of the minimum weighted bipartite matching algorithm. The
reuse mode users will be allocated channels that are already
allocated to the cellular mode users. However, the channels
allocated to the dedicated mode users will not be available for
reuse [6].

Bipartite matching is a matching between two sets of
vertices such that every edge has one end point in one set
and the other end point in the other set. A perfect matching
has a maximum number of edges matched between the two
sets such that there is a minimum number of free nodes in each
set. Maximum matching M is one in which the total weight of
selected edges WM > weight of edges of any other matching
M’. Minimum matching M is one in which the total weight of
selected edges WM < weight of edges of any other matching
M’. For the maximum bipartite matching algorithm used for
channel allocation of cellular mode and dedicated mode users,
edge weights are channel gains. And for the minimum bipartite
matching algorithm used for reuse mode users, edge weights
are the interferences.

IV. NUMERICAL RESULTS

The analysis has been done for the D2D network that
has incorporated the algorithms described, and the simulation
parameters are listed in Table 2 [4] [10].

TABLE II
SIMULATION PARAMETERS

Radius of the cell R 500m
Total number of users N 40
Total number of channels 40

Out of cell interferers 5
Mode selection threshold distance Dth 150m

Intensity of BS λb
(
π5002

)−1
m−2

Intensities of user equipments λ 100x
(
π5002

)−1
m−2

access fee [cc, cr, cd] [.2, 0, .5]
mean of exponential distribution µ 1

D2D distance parameter ξ 10x
(
π5002

)−1
m−2

medium access probability p 1
path loss exponent η 3

Bandwidth of each subchannel B 180KHz
Noise power W -90dBm

The evolution of population state of all users during mode
selection is shown in Figure 2. The initial population of D2D
users in each mode is assumed to be known. Using Equation
(20) the population state evolves with time. In Equation (20)
the values of ci are chosen such that D2D users will have
more incentive to move into the reuse or dedicated rather
than the cellular mode. This is because the reuse mode can
exploit the proximity gain to achieve a higher average rate
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Fig. 2. Proportion of users in each communication mode

Fig. 3. Impact of distance threshold on proportion of users in different modes

and better spectral efficiency than cellular mode, while using
dedicated mode can achieve the best performance. Therefore,
the reuse and dedicated modes are the dominant modes in D2D
users. Hence, the plots are increasing for reuse and dedicated
mode and decreasing for cellular mode. Soon, the population
converges to equilibrium at which no user has the incentive to
deviate.

The impact of distance threshold on proportion of users in
different modes is shown in Figure 3. The threshold distance
decides the number of users in cellular and D2D modes.
When the threshold distance increases, users who are currently
cellular users become D2D users. Since reuse and dedicated
modes are dominant, the number of users in these modes
increases initially and converges to equilibrium. Similarly,
the cellular mode is a dominated strategy and, hence, the
population of users in cellular mode decreases.

In Figure 4, we plot the average rate of the D2D users
and we see that the average rate in the proposed scheme is

Fig. 4. Average Rate of D2D users

much higher than the forced reuse scheme, clearly due to
the presence of dedicated mode users in the former. Figure 5
shows that the transmission power decreases when more D2D
users arise. This is because transmission power is higher for
cellular and dedicated mode than reuse mode according to the
power control. In case of forced reuse mode, all D2D users are
in reuse and hence the power largely decreases. If we plot the
bandwidth utilization, it is clearly a decreasing curve because
the bandwidth is consumed only by the cellular and dedicated
mode users and as the number of D2D users increase, the
population in cellular mode decreases while the population in
reuse and dedicated modes increases. However, for a forced
reuse mode, bandwidth is consumed only by the cellular users.
Likewise, in Figures 6 and 7, we observe increasing plots for
system power efficiency (ratio of average data rate to total
power) and spectral efficiency (ratio of average data rate to
total bandwidth) due to the same reasons. In both the case
of spectral efficiency and power efficiency, we see that the
proposed scheme gives a better performance.

We consider the total number of users as 40 which includes
both cellular (C) and D2D users. They are divided into
28 cellular and 12 D2D users using threshold distance. By
mode selection, we can identify the number of D2D users
in the respective modes-cellular mode (Cd), dedicated mode
(Dd) and reuse mode (Rd). We also consider out of cell
interfering cellular users (OE). On reaching the equilibrium of
the evolutionary game, all the 28 cellular users are in cellular
mode, while the D2D users do not go to cellular mode, instead
they prefer reuse and dedicated modes and split into 7 D2D
users in reuse mode and 5 D2D users in dedicated mode. The
resulting channel allocation is shown in Table 3.

V. CONCLUSION

In this paper, we have investigated some of the problems
faced when D2D communication happens in the licensed
band; in particular, the mode selection, power adaptation and
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Fig. 5. Average Transmission power of users

Fig. 6. System Power Efficiency of users

channel assignment. We formulated the mode selection as an
evolutionary game under a multicell scenario. The advantage
of using evolutionary game model was that it gave room
for each user to gradually adapt until it reaches the stable
strategy. To save the total transmit power, we have adopted a
channel inversion method. Channel allocation was done using
a simple graphical approach. Simulation results showed the
following. The average rate of D2D is very large for the
proposed scheme compared to a forced reuse scheme. Average
transmission power is a decreasing function for the scheme and
so the system power efficiency is increased for our scheme
compared to the pure reuse scheme. However, if we consider
the bandwidth usage, the proposed scheme consumes more
bandwidth due to the presence of dedicated mode users but
is less compared to the high data rate hence achieving better
spectral efficiency.

This work can further be improved by introducing the idea

Fig. 7. System Spectral Efficiency of users

TABLE III
CHANNEL ALLOCATION

Channel User Channel User
1 C6 21 C3
2 C5 22 C24
3 C13 23 C26
4 C11 24 C14,Rd6
5 C21,Rd3 25 NOT USED
6 C4,Rd7 26 C9,Rd2
7 C2 27 O4
8 NOT USED 28 C15
9 O3 29 Dd4

10 Dd2 30 C17
11 C23 31 NOT USED
12 C22 32 C8,Rd1
13 C16 33 C10
14 O2 34 C1
15 C25,Rd4 35 C27
16 C19 36 C12
17 C28,Rd5 37 O1,Dd5
18 O5 38 Dd3
19 C18 39 Dd1
20 C20 40 C7

of spectrum partitioning so that we can partition the amount of
spectrum available to the cellular and dedicated users. Power
adaptation can also be done using improved algorithms rather
than channel inversion.
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Abstract— Recently, advanced WSN (Wireless Sensor
Network) technologies, such as IoT (Internet of Things) and
M2M (Machine to Machine) are widely applicable to various
fields. On the other hand, in the network protocols of future
wireless networks, it is required to obtain the sensing data
from the summarized monitoring values in the large-scale
WSN, i.e., it cannot be efficiently built based on the current
host-centric scheme. We should redesign based on the content-
centric concept. Under these perspectives, we focus on ICN
(Information Centric Network)-based WSN. In particular, in
this manuscript, we propose a novel off-path caching scheme
by using the overhearing sensing data, and we boost the effort
of our off-path caching mechanism by using the SIC
(Successive Interference Cancellation) technique. In the
numerical results, we reveal that the amount of stored sensing
data could increase by using exhaustive Monte Carlo computer
simulations. As a result, the proposed scheme can be
maximally 3.69 times as improved as the comparable system
without using any off-path caching method.

Keywords-Wireless sensor network; Information-centric
network; Off-path caching; Successive interference cancellation.

I. INTRODUCTION

A new WSN (Wireless Sensor Network), such as IoT
(Internet of Things) and M2M (Machine to Machine), plays
a primary role in providing global access by using billions of
various devices. In the WSN, the network protocol, as well
as the current Internet infrastructures, are founded upon the
host-centric architecture. In the view of evolving traditional
network frameworks, the ICN (Information Centric
Network) architecture is promoting a new communication
model [1]. The ICN architecture is fundamentally different
from the traditional IP address-based and host-centric
network, i.e., a major concept of ICN is the ability to name
data independently from a current location (at which the
required sensing data are provided). The ICN-based schemes
have been investigated not only in the wired networks, but
also in the wireless and mobile networks (including IoT,
M2M and WSN) [2][3].

In this manuscript, we focus on a novel caching scheme
for the important consideration of ICN-based WSN proposal.
Regarding the caching mechanism, there are two common
principles, such as the on-path and the off-path caching
methods [4]. In the on-path caching, the network exploits

information caught along the routing path taken by a name
resolution request; while in the off-path caching, the network
exploits information caught outside those paths. Regarding
the related works for the caching schemes, the traditional
ICN frameworks, such as DONA (Data-Oriented Network
Architecture) [5] and NDN (Named Data Networking) [6]
have natively supported the on-path caching method. The
authors in [7] have proposed four on-line intra-domain cache
management algorithms and [8] have realized an
improvement by using the content-space partitioning and the
hash-routing techniques.

In particular, we focus on the off-path caching
mechanism. Most researchers have introduced an exclusive
mechanism, which popular contents are actively and
positively replicated. On the other hand, we effectively
utilize the specific wireless feature, such as overhearing
phenomena, i.e., when the sensor node transmits the sensing
data via the wireless link, its neighbor sensor nodes could
receive its sensing data due to the free-space radio
propagation regardless of necessary or unnecessary. In other
words, the proposed scheme can realize the effective off-path
caching mechanism without using alternative exclusive data
packets and another wireless communication module. Note
that, although the signal processing for receiving and
decoding transactions need additional energy consumptions,
their electrical power is sufficiently smaller than the radio
transmission power. Therefore, the cost of extra power
consumption could be ignored, unlike the wired network
system.

Moreover, regarding the signal processing of overhearing
transactions, we utilize the SIC (Successive Interference
Cancellation) technique [9] in order to boost the off-path
caching capability. Under the SIC-based system, the receiver
side tries to decode the strongest signal in the parallel signals
from several transmitter sides. If the strongest signal can be
successfully decoded, the decoded signal is encoded again
and is subtracted from the received signal. Thus, the
decoding performance of remaining signal can be improved
by removing the strongest interference. The SIC technique
has been extensively studied as the physical layer
technology; whereas, its performance and behavior in the
ICN-based wireless sensor network remain unknown, i.e.,
our study can demonstrate significant preliminary
evaluations.
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The rest of this paper is organized as follows. Section II
describes the proposed scheme. Section III provides the
computer simulation results. Finally, the acknowledgment
and conclusions close the article.

II. PROPOSED SCHEME

As shown in Figure 1, the sensor nodes are distributed in
the observation area, and every sensor node measures the
environmental monitoring values as the sensing data. In the
ICN-based system, there is no difference between the
original and replicate information when other sensor node
requests the same sensing data. Therefore, similar to the
traditional ICN studies, the proposed scheme establishes the
data transmission link between the subscriber and publisher
nodes (that is the routing path). We define the sensor node
who transfers and forwards the sensing data along the
routing path as the relay node. According to the ICN
principles, the relay nodes store the forwarding data into
their cache memory as the on-path caching transaction in
order to effectively respond to the sensing data in case of a
duplicated scenario.

On the other hand, regarding the SIC method, let ��,�
denote the signal strength at the �-th sensor node (that is
receiver node) based on the overhearing processing from the
�-th sensor node (that is a relay node) and let ℳ� denote the
set of concurrent transmitting sensor nodes that can be heard
by the �-th sensor node. If the signal from the �-th sensor
node to the �-th sensor node can be decoded correctly, ��,� is
satisfied with

ℋ: 
��,�

∑ ��,���
����

�∈ℳ�

≥ � (1) 

where � is the power level of required received signal
threshold and �� is the power of ambient noise, respectively.
In short, (1) indicates that the �-th sensor node can store the
replicated data of the �-th sensor node, if the SINR (Signal to
Interfealance plus Noise Ratio) is sufficiently large.

As shown in Figure 2, let � denote the �-th sensor node’s
received signal strength, which is expressed as

 � = ∑ ��,�

��

���  (2) 

where �� is the amount of ℳ�’s elements. In the proposed
scheme, the decoder works to recover the strongest signal
among the input signals (such as the received signal in the
first transaction). Therefore, the � -th sensor node tries to
decode the signals based on (1), the received signal can be
decoded correctly if and only if

 

Step1:
���

�
=

��,�

∑ ��,���
�

����

���

≥ �

Step2:
���

����
=

��,�

∑ ��,���
�

����

���

≥ �

⋮ ⋮

Step �:
���

��∑ ��
���
���

=
��,�

∑ ��,���
�

����

���

≥ �

 (3) 

where � denotes the number of successful decoded signals,
��� and �� denote the correct decoded signal and the
reconstructed transmission signal based on the decoded
signal, respectively. In (2) and (3), we assume that both ��
and ��,� are non-decreasing order as �� ≥ �� ≥ ⋯ ≥ �� and
��,� ≥ ��,� ≥ ⋯ ≥ ��,�, respectively.

If we realize the SIC mechanism as shown in Figure 2,
we should formulate the detailed protocol design. However,
its consideration is out of scope because of analyzing the
principal evaluation in this paper. In particular, the
considered scheme (with the above terms) should adaptively
switch based on the sensor node status, such as not only
transmission and receiving modes but also the overhearing
mode, which is our future works.

III. NUMERICAL RESULT

Regarding the radio propagation model, we ignore the
multi-path fading and shadowing to avoid system
complexity. Therefore, the received signal strength can be
calculated based on

 ��� = ��� − ��� + ��� − �� + ��� − ��� (dB) (4) 

where ��� and ��� are the electrical radio powers, ��� and
��� are the circuit power losses, and ��� and ��� are the
antenna gains at the transmitter and receiver terminals,
respectively. We determine the above parameters (without
��� and ��) based on the familiar XBee RF module [10]. As
shown in Table I, we illustrate the simulation parameters
(including above constant values). Note that, the circuit
losses at transmitter and receiver sides are not taken into
account to avoid system complexity, which occurs in case of
the impedance mismatching and power losses at physical
circuits as the thermal noise.

In (4), �� is the radio-wave attenuation, which we can
calculate �� based on the ratio propagation model [11] with

�� = � + 10� log��(�/��) (5) 

and

� = 20 log��(4���/�) (6) 

and

� = � − �ℎ� + �/ℎ� (7) 

where � is the distance between sensor nodes, � is the radio
wavelength, ℎ� is the antenna height, and ��, �, � and � are
the constant values depending on the surround environments
(see Table I) that are given by [11].

In the computer simulation, the sensor nodes are
randomly scattered and the pair of publisher and subscriber
nodes is randomly selected. The routing path between the
publisher and subscriber nodes is decided based on the
minimum physical distance. For eliminating the calculation
costs, we utilize the Dijkstra’s algorithm [12] (whose
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algorithm can obtain the optimal path to minimizing the
weight links). Regarding the SIC method, we calculate the
signal strength based on the distance among sensor nodes,
and we assume that the SIC mechanism are ideally
conducted and worked.

Figure 3 shows the number of sensor nodes, �, versus
the ratio between the sensor nodes that can correctly store the
overhearing data and the overall sensor nodes, �. As a result,
� is improved depending on increasing of � , because of
increasing the sensor nodes that can store with the
overhearing transactions due to increasing a densely
deployment. In the case when 170 ≤ � region, � maintains a
constant value because of reaching the upper limitation. In
comparison with the comparable scheme (without using the
off-path caching method), our scheme can improve by 251%,
284%, 341% and 369% at � = 50, 100, 150 and 200,
respectively.

IV. CONCLUSION

In this paper, we proposed a novel caching mechanism
with the overhearing phenomena and SIC techniques for
ICN-WSN. Computer simulation demonstrated that the
proposed scheme could have a maximum of 3.69 times
improvement over the comparable scheme. In future works,
we should consider the detailed protocol design, and
demonstrate and discuss under a realistic environment.

Figure 1. Overview of the proposed scheme.

Figure 2. Procedure of SIC process for the proposed caching scheme.

Figure 3. Number of sensor nodes versus the sensor nodes that can
correctly store the overhearing data over the number of all sensor nodes.

TABLE I. SIMULATION PARAMETERS

Terms Values

Transmission power ��� = 0 dBm (1mW)

Circuit power loss ��� = 0dB, ��� = 0 dB

Antenna gain ��� = 0 dBi, ��� = 0 dBi

Parameters in [11] �� = 100, � = 3,6, � = 0.005, � = 20

Antenna height ℎ� = 0.5 m

Radio frequency 2.4 GHz (� = 0.125 m)

Observation area 1,000 m × 1,000 m

Amount of Pub./Sub. node pair 10
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Abstract—Vehicles, which have penetrated deeply into society and
have become essential to our daily lives, have two major charac-
teristics that are comparable with conventional communication
devices (such as cellular phones). First, since each modern vehicle
is now equipped with large computational power and vast data
storage capacity, they can easily collect, process, and individually
store vast amounts of data. Second, they have remarkably high
mobility, and can thus transport and spread stored data to
everywhere very effectively. Therefore, in this study, we focus
on vehicular ad-hoc networks (VANETs) constructed solely with
vehicles, and without any support from outside infrastructure.
On one hand, although users can usually receive various ap-
plication services through the Internet, some specific services,
such as those handling traffic and local weather information,
are strongly dependent on geographical location and time (and
so this information is referred to as spatio-temporal data in
this paper), which is not readily available via the Internet.
Therefore, as a means to providing spatio-temporal data reliably
and effectively by exploiting VANET, we propose an adaptive
transmission control method in which each vehicle controls data
transmission probability by considering the data retention density
of neighboring vehicles. Through simulations, we found that our
proposed method is effective for retaining spatio-temporal data.

Keywords–VANET, Data retention, Adaptive data transmission
control

I. INTRODUCTION

With the progress and widespread dissemination of
machine-to-machine (M2M) and Internet of Things (IoT)
technologies, the number and types of devices equipped with
various wireless modules have expanded rapidly. In current
Internet paradigms, most data are first gathered into remote
servers connected to networks, after which they are provided
to applications as required. However, according to an Organi-
sation for Economic Co-operation and Development (OECD)
report [1], the number of M2M devices will grow to fifty bil-
lion by 2020, and enormous amounts of small data will flow to
the Internet. In order to store and process these data effectively,
the acquisition of large-capacity storage modules and high-
performance central processing units (CPUs) is essential.

From the viewpoint of data contents, some specific appli-
cations such as weather and traffic information are strongly
dependent on location and time. Therefore, the utilization of
data collected from the IoT devices, which are referred to as
spatio-temporal data in this paper, can be expected to improve
the quality and accuracy of such information. Since the “locally
produced and consumed” paradigm of spatio-temporal data
use is effective for location-dependent applications, a novel
network architecture that can achieve data retention within a
specific area is crucial.

In this paper, we focus on vehicular ad-hoc networks
(VANETs) as an important network infrastructure that can
achieve the required level of spatio-temporal data retention.
Modern vehicles have two remarkable features. First, data
can be collected by and analyzed within individual vehicles
because they are now equipped with significant amounts of
storage space, battery power, and high-level computational
resources. Second, since there are enormous numbers of highly
mobile vehicles operating all over the world, they can provide a
foundation from which data can be collected and/or distributed
efficiently.

Furthermore, the potential for spatio-temporal informa-
tion communication between vehicles in a VANET allows
us to advocate a new promising network infrastructure. In
our study, we utilize vehicles with spatio-temporal data as
regional information hubs, or InfoHubs, in order to disseminate
spatio-temporal data within some pre-defined area. The spatio-
temporal data are finally received by users (not vehicles).
Spatio-temporal data management by InfoHub vehicles brings
us the following advantages:

• Users can obtain the spatio-temporal information
quickly.

• Thanks to distributed data management, an acceptable
level of fault tolerance can be achieved.

• Internet server loads can be reduced.
If spatio-temporal data are managed in a distributed man-

ner, users can obtain the data from neighboring vehicles,
thereby achieving real-time data acquisition. Moreover, if data
are replicated among multiple vehicles in advance, spatio-
temporal data retention can be maintained even when some
vehicles break down. Finally, data management by InfoHub
vehicles has the potential to decrease power consumption by
Internet-based (cloud) servers.

However, since all vehicles in a VANET generally utilize
the same communication channel, frame (data) collisions are
inevitable and a certain level of interference is inherent.
In networks with large numbers of vehicles (dense traffic
environments), each vehicle could suffer multiple and fre-
quent frame collisions, leading to a decline in communication
quality. On the other hand, in networks with small numbers
of vehicles (sparse traffic environments), each vehicle must
accelerate data transmission activity due to the lack of data
transmission timing. With these points in mind, it is clear that
the use of adaptive data transmission control in response to
vehicle density could provide an indispensable component for
distributed data management by exploiting the capabilities of
InfoHub vehicles.
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Accordingly, in this paper, we propose an adaptive data
transmission control method in which vehicles adaptively
change data transmission probabilities in response to the
density of neighboring vehicles in order to maintain spatio-
temporal data retention within a pre-defined area, and thus
allow area users to efficiently obtain local spatio-temporal
data. In our proposed method, each vehicle estimates not only
the number of neighboring vehicles based on the number of
beacons but also the number of received data based on the
number of data received thus far. Then, based on the estimated
values, each vehicle dynamically changes data transmission
probability in a way that facilitates overall spatio-temporal data
retention within the specified area. Through simulation-based
evaluations, we clarified that our proposed method can always
achieve an acceptable level of data retention within the target
area, irrespective of vehicle density changes.

The rest of this paper is organized as follows. In Section II,
we review related works. In Section III, we describe our spatio-
temporal data retention system. Section IV shows the detailed
mechanisms of our proposed method. Section V provides the
simulation model and simulation results. Finally, Section VI is
our conclusion.

II. RELATED WORK

Fan Li et al. discussed various VANET-related problems
such as data dissemination and data sharing caused by the high
mobility of vehicles [2] and proposed the Geocast Routing-
based protocol, which is basically a location-based multicast
routing, in order to deliver data from a source vehicle to
all other vehicles within the target area. Maihofer et al. [3]
proposed an abiding geocast in which data are delivered to
all vehicles within the target area and then maintained within
them during the lifetime of the network. They provided three
solutions for retaining the geocast data within the target area:
(1) server approach, (2) election approach, and (3) neighbor
approach. We will provide an overview of these approaches
in the following paragraph.

In the server approach, a pre-defined fixed server within
the target area is used to store and periodically transmit data
to other vehicles within the target area based on a geocast
routing protocol. Since the server sends data and exchanges
location information among all vehicles within the target area,
it is susceptible to overloading. Should that occur, the server
would not be able to effectively communicate with vehicles
if many failures appear, thereby degrading its dissemination
performance. In the election approach, only the elected vehi-
cles maintain the data and periodically send the data to other
vehicles within the target area. In both of these two approaches,
broadcasting from a restricted number of vehicles can result
in spatio-temporal data retention performance degradation.

Finally, the neighbor approach, which consists of only the
vehicles without a dedicated server or elected vehicle, has been
actively studied recently due to its high feasibility, and a num-
ber of systems such as that of [4], Floating Content [5], Locus
[6], and our previous work [7], have been proposed. In the
method of [4], a vehicle exchanges navigation information with
neighboring vehicles, identifies other vehicles that are moving
towards the target area, and then delivers the data to them. In
the Floating Content and Locus systems, each vehicle has a list
of data and exchanges its list with the lists of other vehicles
that it encounters. If any vehicle has data that are not stored

in a neighboring vehicle, the neighboring vehicle can acquire
the data from the vehicle that has the data. In this situation,
the vehicle that has the data decides what data to send based
on the transmission probability. The transmission probability
changes dynamically depending on the distance from where
the data were generated. More specifically, the transmission
probability decreases as the vehicle moves away from the
center of the target area, thereby indicating that some outlying
recipients will be unlikely to receive the data. In contrast, if
there are numerous vehicles near the center of the target area,
data collisions tend to occur frequently in VANETs because
each vehicle attempts to send high transmission probability
data at the same time.

Meanwhile, unlike Floating Content and Locus, our previ-
ous work [7] aims to deliver data to all vehicles within a target
area at set pre-determined intervals, employing a geolocation-
based broadcasting method. In this method, the transmission
probability for periodical data dissemination is determined
based on the “location information of all neighboring vehi-
cles”. Thus, this method needs a complicated calculation by
vehicles.

In our research, like [7], we focus on a VANET-based
system that disseminates and maintains spatio-temporal data
within a target area by adaptively controlling data transmis-
sion probability in response to the vehicle density, which is
estimated from the number of received data transmissions only.
In our proposed method, the decision process of transmission
probability is simplified because only the message information
are employed without the location information of all vehicles
like [7]. More specifically, although existing study [7] requires
accurate location information of all vehicles in order to cal-
culate the distance between vehicles, it is quite difficult in
terms of computational overhead in a practical environment.
Therefore, our proposed method only requires the number
of broadcast messages to decide the transmission probability.
That is, no complex information (e.g., location information) is
required. We refer to our VANET-based system as a spatio-
temporal data retention system.

III. SPATIO-TEMPORAL DATA RETENTION SYSTEM

In this section, we describe the assumptions behind our
spatio-temporal retention system (III-A), the objective of our
system design (III-B), and its requirements (III-C).

A. Assumptions

Spatio-temporal data are assumed to have originated at a
specific location and have a target area within a predetermined
radius. Information related to the data’s origination location
and target area are hereafter referred to as the “retention
requirement” and are included in the spatio-temporal data by
the user generating the data.

Since each vehicle can obtain location information by using
its GPS receiver and has a unique ID, it can estimate the
number of neighboring vehicles based on the received beacon
messages broadcast by the InfoHub vehicles. Note that these
InfoHub vehicles are equipped with an on-board wireless
interface employing IEEE 802.11p specification. Moreover,
each vehicle performs an operation that determines whether
it is within the target area.
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Figure 1. Data transmission procedure.

Figure 2. Target area and Auxiliary area.

B. System Objective

The objective of this system is to facilitate data retention,
especially for spatio-temporal data such as those on weather
and traffic, within a target area. To achieve this, we focus
on VANET constructed from vehicles with InfoHub charac-
teristics. By using this system, a user who enters an area
can obtain the spatio-temporal data on that area very quickly.
Furthermore, since multiple vehicles have the same data, fault
tolerance can be achieved. Finally, since the spatio-temporal
data are stored only on VANET, there is no burden imposed
on Internet (cloud) servers. In the next section, we will discuss
the system requirements to achieve our objective.

C. System Requirements

In this paper, we define coverage rate as the performance
index that indicates how fast users can receive the spatio-
temporal data. To facilitate rapid data delivery to users, the
entire target area should be covered within the transmission
range of InfoHub vehicles. That is, users should be able to
obtain the spatio-temporal data from a neighboring vehicle via
one-hop broadcast communication. Note that we assume that
the transmission range is less than the target area radius, and
we calculate the coverage rate at the predetermined interval.
The coverage rate formula is shown below:

Coverage Rate =
SDT

STA

where STA denotes the size of target area, and SDT denotes the
size of total area where the user can obtain the data transmitted

Figure 3. Outline of transmission probability decision.

from either of InfoHub vehicles within the transmission inter-
val. A high coverage rate means that users can automatically
receive the spatio-temporal data from anywhere within the
target area. Moreover, the slope of the change in the coverage
rate indicates the dissemination speed of spatio-temporal data.
Therefore, the coverage rate can reveal the responsiveness of
the proposed system. Since the proposed system requires rapid
acquisition of spatio-temporal data from anywhere within the
target area, each vehicle within the area needs to transmit the
data as frequently as possible. However, high vehicle density
results in frequent data transmissions, which inevitably cause
data collisions that can adversely impact the coverage rate. On
the other hand, if the vehicle density within the area is low,
all vehicles should transmit data as often as possible in order
to boost the coverage rate.

In this way, the appropriate transmission probability will
change in response to the density of neighboring vehicles. In
Section IV, we describe our proposed adaptive transmission
control method for achieving the spatio-temporal data retention
using InfoHub vehicles.

IV. NODE DENSITY-AWARE TRANSMISSION CONTROL

In this section, we describe our proposed transmission
control method, which is based on the number of neighboring
vehicles (neighboring vehicle density), and which aims at
effective retention of the spatio-temporal data within a target
area. Note that, hereafter, InfoHub vehicles are defined as
nodes. This method aims to disseminate spatio-temporal data
by utilizing the appropriate number of nodes in the target area.
Consequently, our spatio-temporal data retention system can
maintain a high coverage rate while reducing the total number
of data transmissions to the minimum necessary.

A. Data Transmission Timing
In our method, after a node receives data from another

node, it needs to re-transmit the received data, as necessary, to
ensure spatio-temporal data retention within the target area.
However, in order to minimize transmission collisions, the
transmission timing of each node is different. This minimizes
radio channel collisions among the nodes.

Figure 1 shows the data transmission procedure. In our
proposed system, each node periodically transmits the beacon
message, but data are only transmitted when necessary. The
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beacon broadcast interval is fixed at b seconds. On the other
hand, the data are transmitted based on the following pro-
cedure. When a node vi receives data from another node, it
first checks the transmission intervals of d seconds included in
the data. Then, that node randomly determines the next trans-
mission time s(i,t) seconds. Note that the actual transmission
time is determined at the start time of the t-th cycle. Here,
a cycle lasts d seconds. The random determination within d
seconds allows the node to avoid data transmission collisions.
This interval d differs between applications, and we assume
that the user originating the spatio-temporal data also decides
this interval.

B. Adaptive Transmission Control Method
If all nodes are capable of transmitting data at different

timing intervals, data collisions can be completely avoided.
However, when the number of neighboring nodes within
the transmission coverage area is larger than the number of
transmission slots, collisions inevitably occur. Accordingly,
we designed a new transmission control method in which the
transmission probability is dynamically changed based on the
neighboring node density, thereby providing a high coverage
rate with the minimum number of data transmissions. In our
method, nodes around the target area are classified into three
types based on distance from the center of the target area (data
origin point), as shown in Figure 2. The specific conditions are
described below:

0 ≤ x ≤ R : internal area

R < x ≤ R+ r : auxiliary area

otherwise : independence

where x denotes the distance between the node and the center
of target area. This distance is calculated from both GPS
information and the data origin point, which is included in the
data. R shows the radius of the target area, which is referred to
as the internal area. r is the range of the auxiliary area, which
is very close to the internal area. The values of R and r are
also contained in the data. In Sections IV-B1 and IV-B2, we
show how the transmission probability is determined in each
area.

1) Internal Area Nodes: The nodes in the internal area
autonomously adjust the transmission probability based on
the density of neighboring nodes in order to provide a high
coverage rate. Figure 3 shows an outline of the transmis-
sion probability decision process. The transmission probability
p(i,t), which indicates the transmission probability during the
t-th cycle, is always set at the start time of the t-th cycle. Note
that i represents a unique node ID and t represents a number
of cycle.

In the first step, when a node initially receives the data
from other nodes, the transmission probability during the first
cycle, i.e., p(i,1), is set to 1. That is, the node makes sure
to transmit the data because the other nodes cannot provide
the data within the receiving node’s transmission coverage.
This allows us to improve the coverage rate quickly. In the
subsequent cycle (t ≥2), p(i,t) is determined based on the
number of neighboring nodes n(i,t−1). Here, when the number
of neighboring nodes is more than four, the node’s own
transmission range has the potential to be completely covered
by that of all neighboring nodes. For example, when the

neighboring four nodes are located to its north, south, west, and
south (ideal arrangement), the node’s potential transmission
cover area is already completely enclosed by that of other
nodes. Threfore, the decision method of data transmission
probability p(i,t) is classified into the following two cases
based on the number of neighboring nodes n(i,t−1).

• case 1 n(i,t−1) ≤ 3:

p(i,t) is set to 1. Since the node’s own transmission coverage
cannot be completely covered by that of the neighboring nodes,
it has to transmit, i.e., p(i,t) is set to 1.

• case 2 n(i,t−1) ≥ 4:

p(i,t) is determined based on the number of neighboring nodes
and the number of received data. However, since such high
node density inherently poses transmission collision risks,
only the minimum number of nodes required to maintain the
high coverage rate should transmit the data. Conversely, in
situations where the location of neighboring nodes is radically
asymmetrical and has the potential to become imbalanced, the
transmission coverage may not be complete, even if there are
a large number of neighboring nodes. This can prevent a node
from being able to cover its own transmission range.

To solve these abovementioned problems, we define m(i,t)

as the estimated value of the number of received data during
t-th cycle and adjust the transmission probability based on the
m(i,t). The predicted value m(i,t) is given as equation (1),
where m(i,t−1) is the predicted value of the previous cycle,
l(i,t−1) is the number of received data in the previous cycle
(actual value), and α is the moving average coefficient.

m(i,t) = α ∗ l(i,t−1) + (1− α) ∗m(i,t−1) (1)

The node adjusts its transmission probability so that the
number of data transmissions in the t-th cycle becomes the
given target value β. If m(i,t) is less than β, the node can
predict that the number of data transmissions is likely to be
insufficient to cover the area. Therefore, it must increase its
transmission probability. On the other hand, if m(i,t) is more
than β, the node needs to decrease its transmission probability
because excessive data transmissions will occur in the next
cycle. At the start of the t-th cycle, each node estimates
m(i,t) and then adjusts its transmission probability. Equation
(2) describes how the transmission probability is adjusted.

p(i,t) =


p(i,t−1) +

β−l(i,t−1)

n(i,t−1)+1 (0 < m(i,t) < β)

p(i,t−1) (m(i,t) = β)

p(i,t−1) −
l(i,t−1)−β

n(i,t−1)+1 (m(i,t) > β)

(2)

In this case, the initial value of transmission probability
at the first cycle is set to β

n(i,t−1)+1 . This means the average
transmission probability of all nodes (including itself and the
number of neighboring nodes n(i,t−1)) is set to control the
number of data transmissions as β. If m(i,t) is less than β, all
n(i,t−1) + 1 nodes increase their individual data transmission
probabilities by β−l(i,t−1)

n(i,t−1)+1 because their estimates will show
that the number of transmitted data does not reach β. On the
other hand, if m(i,t) is more than β, the individual nodes
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Figure 4. Node behavior in auxiliary area.

Figure 5. Simulation model.

decrease the transmission probability by l(i,t−1)−β

n(i,t−1)+1 because
they can predict that excessive transmissions will occur. If
m(i,t) is equal to β, p(i,t) is set to p(i,t−1) because the current
data transmission probability is appropriate. Note that if the
value of β−l(i,t−1)

n(i,t−1)+1 or l(i,t−1)−β

n(i,t−1)+1 is less than zero, p(i,t) is set
to p(i,t−1), and the transmission probability range is varied
from β

n(i,t−1)+1 to 1.

2) Auxiliary Area Nodes: In our proposed method, aux-
iliary area nodes are also employed to maintain the high
coverage rate. To maximize the effect of this extension, just
the following two types of nodes are required. The first
are nodes that remain in the auxiliary area. The second are
nodes approaching the target area (i.e., the angles between the
direction of advance and the central direction that are less than
θth, which is the given threshold value, as shown in Figure 4).
Since data transmission from these nodes in the auxiliary area
can cover the area near the boundary of internal area, these
nodes always set p(i,t) to 1. That is, these nodes must transmit
the data in order to achieve the high coverage rate.

Finally, the nodes out of the auxiliary area delete the data
in order to avoid leaking the spatio-temporal data outside the
target area.

V. PERFORMANCE EVALUATION

In this section, we report on a simulation-based perfor-
mance evaluation of our proposed method. We begin by

TABLE I. SIMULATION PARAMETERS.

Internal area 750 m Auxiliary area 250 m

Transmission range 300 m α 0.5

Beacon interval 1 s Transmission interval 5 s

describing the simulation environment in Subsection V-A.
Subsections V-B and V-C present simulation results when the
node density and the value of β are changed, respectively. Fi-
nally, Subsection V-D shows how the change in node location
impacts both the actual number of data transmissions and β.
In order to show the effectiveness of our proposed method,
we utilized the comparison method called the naive method,
in which the transmission probability (p(i,t)) of all nodes in
the simulation area always set to 1.

A. Simulation Model
We evaluated our proposed method on the Veins [8] simu-

lation platform. The Veins platform implements both the IEEE
802.11p specification for wireless communications and the
VANET mobility model, simultaneously. As a result, Veins
can combine the network simulator OMNeT++ [9] and the
road traffic simulator SUMO [10].

Table I shows our simulation parameters. Here, we assume
a grid-shaped road network. The radius of the target area R
(distance from the data origination point) is 750 m and the
range of the auxiliary area r is set to 250 m, as shown in
Figure 5. The velocity of each node on the roads is set to 40
km/h. These nodes run alternately from east to west and from
west to east. The communication range of each node is just
300 m. The transmission and the beacon intervals are set to 5
seconds and 1 seconds, respectively.

The moving average coefficient α is 0.5. We evaluated our
proposed method from the viewpoint of coverage rate and total
data transmission reduction over 100 seconds.

B. Node Density Impact
In this subsection, we set β = 4 because the minimum

number of nodes necessary to provide total transmission cover-
age over the target area is four. In other words, with four nodes
available, users can receive data anywhere within the target
area. In this environment, we evaluated the performance of our
proposed method in cases where the node density changes. The
distance between nodes varies from 100 to 300 m. As a result,
the average number of nodes within the transmission range
of some node (i.e., 300 m) is also varied from approximately
5.5 to 16.4. Therefore, in this subsection, we investigated how
node density impacts the coverage rate and the total number
of data transmissions.

Figure 6 (a) shows the average steady state coverage rate.
This steady state denotes a period of 75 to 95 seconds because
data retention has already been completed. Since the cycle
period is five seconds long, the coverage rate is the average
value measured over four cycles (i.e., 20 seconds). From this
result, it can be seen that a coverage rate of 99 % or more can
be maintained regardless of node density changes.

Figure 6 (b) shows the reduction rate in the total number
of data transmissions compared with that of the naive method.
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Figure 6. Performance with varying node density.
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Figure 7. Performance achieved by varying the value of β.

Although the reduction rate is limited to 10 % at the low node
density, it can be seen that our proposed method can reduce
the total number of data transmissions by 42 % at times of
high node density (such as in the case of 16.4 neighboring
nodes). This result shows that our proposed method can limit
redundant data transmissions effectively as the node density
increases. We can also confirm that high transmission proba-
bility is set with low node density, whereas low transmission
probability is set with high node density.

Furthermore, Figure 6 (c) shows the total number of
packets lost when the naive and the proposed method are
employed. In particular, it can be seen that, compared with
the naive method, our proposal method efficiently reduces
the number of total packets lost when the node density is
high. From these results, we could confirm that our proposed
method can adaptively control the data transmission probability
in response to the node density changes while maintaining a
coverage rate of approximately 100 %.

C. Impact of the Value of β
In this subsection, the number of neighboring nodes is fixed

at approximate 16.4 and the value of β is varied from 2 to 12.
Figure 7 (a) shows the steady state coverage rate with changes
in the value of β. This result shows that our proposed method
achieves a coverage rate of nearly 100 % except for the case
in which β is two. A low β value creates frequent oppor-
tunities for data transmission probability decreases, thereby

aggressively limiting transmissions. Therefore, the coverage
rate cannot reach 100 % if the value of β is low. Figure 7
(b) shows the reduction in the total data transmission rate
when the value of β is varied. This result shows that the
rate linearly decreases as the value of β increases, and that
our proposed method can reduce transmissions by up to 49 %
while maintaining a coverage rate of 100 %.

Since the proposed method dynamically changes the data
transmission probability in response to location, it is necessary
to investigate the change in the transmission probability that
occurs with the location consideration discussed in Section
V-D.

D. Discussion: Location-aware Analysis
In this subsection, we investigate the number of data

transmissions that result when the location within the internal
area is changed. To achieve this, we separate the internal area
into two different sub-areas. (1) Edge Area: nodes in this
area can receive data transmitted from nodes in the auxiliary
area; (2) Center Area: nodes in this area do not receive data
transmitted from the auxiliary area. The radius of the Center
Area is 450 m. The Edge Area is defined as the area within
a radius of 750 m but outside the Center Area. We evaluate
how the difference of location impacts the number of data
transmissions.

Figure 8 (a) shows the average number of data transmis-
sions in Center/Edge Areas. From this result, it can be seen that
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Figure 8. Average number of data transmissions for nodes in the Center
Area and nodes in the Edge Area.

in the Center Area, the number of data transmissions can be
controlled to nearly β. However, when the value of β is low, the
number of data transmissions in the Edge Area is clearly larger
than β. This is because nodes in the Edge Area can receive data
from those in the auxiliary area, thereby experiencing many
data receptions. Because multiple nodes in the auxiliary area
always try to transmit the data, redundant data transmissions
occur.

Therefore, to show the contribution of data transmission
from nodes in the auxiliary area, we set the probability of those
nodes p(i,t) to 0. Figure 8 (b) shows the average number of data
transmissions while excluding data transmissions from nodes
in the auxiliary area. From this result, we can see that nodes
in the Center Area adjust the number of data transmissions to
the nearly β. On the other hand, the number of transmitted
data from nodes in the Edge Area is insufficient to achieve β,
especially in case of high β. This is because the density of
nodes in the Edge Area is insufficient and data transmissions
from nodes in the auxiliary area are not supported.

From these results, it is clear that the precise control of data
transmission from nodes in the auxiliary area is very important
for adjusting the number of transmitted data to β. This, in
turn, indicates that our proposed method still has an issue that
needs to be resolved. Therefore, we will extend our proposed
method to permit data transmission probability adjustments for
nodes in the auxiliary area, thereby effectively limiting the total
number of transmitted data.

VI. CONCLUSION

In this study, our objective was to achieve spatio-temporal
data retention within a target area, which would allow users
to automatically receive spatio-temporal data from anywhere
within the target area. To achieve this, we proposed a new
spatio-temporal data retention system that utilizes a VANET
constructed from InfoHub vehicles. We also proposed an adap-
tive decision making method for data transmission probability
that is based on the density of neighboring vehicles. In our
proposed method, each vehicle first estimates the number of
neighboring vehicles based on the received beacon messages.
Then, the probability is adaptively set with consideration of
both the number of neighboring vehicles and the number of
transmitted data during the previous time slot. Furthermore,
the decision method used differs depending on the vehicle’s
location (internal or auxiliary area).

Through simulations, we clarified that our proposed method
can roughly control data transmissions in response to vehicle
density changes. However, we also confirmed that our pro-
posed method still has a problem in which vehicles in the
auxiliary area cannot determine an appropriate transmission
probability. Thus, in our future work, we will extend the
method and then evaluate the improved method under actual
traffic environment conditions (such as by using actual traffic
data in a real city). Furthermore, although only one type of data
is treated in this paper, various types of data would coexist in
real environments. Therefore, we will also extend the proposed
method in order to treat various types of data simultaneously.
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Abstract— With the increasing amount of personal data stored
and processed in the cloud, economic and social incentives
to collect and aggregate such data have emerged. Therefore,
secondary use of data, including sharing with third parties, has
become a common practice among service providers and may lead
to privacy breaches and cause damage to users since it involves
using information in a non-consensual and possibly unwanted
manner. Despite numerous works regarding privacy in cloud
environments, users are still unable to control how their personal
information can be used, by whom and for which purposes. This
paper presents a mechanism for identity management systems
that instructs users about the possible uses of their personal data
by service providers, allows them to set their privacy preferences
and sends these preferences to the service provider along with
their identification data in a standardized, machine-readable
structure, called privacy token. This approach is based on a three-
dimensional classification of the possible secondary uses of data,
four predefined privacy profiles and a customizable one, and a
secure token for transmitting the privacy preferences. The correct
operation of the mechanism was verified through a prototype,
which was developed in Java in order to be incorporated, in future
work, to an implementation of the OpenId Connect protocol. The
main contribution of this paper is the privacy token, which inverts
the current scenario where users are forced to accept the policies
defined by service providers by allowing the former to express
their privacy preferences and requesting the latter to align their
actions or ask for specific permissions.

Keywords–Privacy; Cloud Computing; Identity Management.

I. INTRODUCTION

Cloud Computing offers infrastructure, development plat-
form and applications as a service, on demand and charged
according to usage. On the one hand, this paradigm gives
users greater flexibility, performance and scalability without
the need to maintain and manage their own IT infrastructure.
On the other hand, it aggravates the problem of application
and verification of security and causes users to lose, at least
partially, control over their data and applications [1].

With the increasing amount of personal data stored and
processed in the cloud, including users’ Personally Identifiable
Information (PII), economic and social incentives to collect
and aggregate such data have emerged. Consequently, sec-
ondary use of data, including sharing with third parties, has
become a common practice among Service Providers (SPs) [2].
However, since users only interact directly with SPs, which do
not provide clear policies to warn them about how their PII

can be used, they are usually unaware of secondary use of data
and the existence of third parties.

According to the privacy taxonomy defined in [3], sec-
ondary use consists in the use of data for purposes other
than those for which they were initially collected without the
consent of the subject, e.g., the use of personal data col-
lected on social networks for offering personalized advertising.
This practice, thus, may violate the privacy of the user and
cause damage since it involves using information in a non-
consensual and possibly unwanted manner [3]. Nonetheless,
whether certain action violates the privacy of a user depends
on the perception of such user and his or her willingness to
share given types of data. This, therefore, raises the need of
collecting and respecting the privacy preferences of users.

An important aspect of the implementation of privacy in
the cloud is Identity Management (IdM), which allows Identity
Providers (IdPs) to centralize user’s identification data and
send it to SPs in order to enable the processes of authentication
and access control [4]. IdM systems, such as OpenId Connect
[5], allow the creation of federations, i.e., trust relationships
that make possible for users authenticated in one IdP to
access services provided by various SPs belonging to different
administrative domains. An example is when users authenticate
in different services with their Facebook accounts. In this case,
Facebook acts as an IdP.

Even though there are several approaches that are intended
to allow users to define their privacy preferences and organiza-
tions to express their practices, they are poorly adopted by both
users and companies because they do not offer practical meth-
ods. In addition, most of them do not consider the decentralized
nature of federated cloud environments. Consequently, IdM
systems do not offer effective mechanisms to collect user’s
privacy preferences and to send them to the SP and, therefore,
users are still unable to control how their PII can be used, by
whom and for what purposes [1].

Werner and Westphall [6] proposed a privacy-aware iden-
tity management model for the cloud in which IdPs and
SPs interact in dynamic federated environments to manage
identities and ensure user’s privacy. The model, while allowing
users to choose and encrypt the data that can be sent to the
SP, does not define a mechanism for determining users’ privacy
preferences and allowing them to control the use and sharing
of their PII.
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In order to complement the aforementioned model, this
paper presents a mechanism for identity management systems
that instructs users about the possible uses of their personal
data by service providers and allows them to set their privacy
preferences. These preferences are converted into a standard-
ized, machine-readable structure, called privacy token, which
is then sent to the SP along with other authentication data.

The remainder of this paper is organized as follows. Sec-
tion II describes basic concepts relevant to the understanding
of the proposal and Section III presents the main related work.
In Section IV, the proposed mechanism for user’s privacy
preferences in IdM systems is introduced and a prototype
implementation of the mechanism is described. Finally, con-
clusion and future work are presented in Section V.

II. BASIC CONCEPTS

This section presents the definitions of concepts considered
important to the understanding of the proposal of this paper.

A. Identity Management (IdM)

IdM is implemented through IdM systems such as OpenId
Connect [5], and is responsible for establishing the identity
of a user or system (authentication), for managing access to
services by that user (access control), and for maintaining user
identity profiles [7].

Typical identity management systems involve three parts:
users, identity providers, and service providers [7]. The user
visits an SP, which, in turn, relies on the IdP to provide
authentic information about the user. These systems enable
the concept of federated identity, which is the focus of this
work and allows users authenticated in various IdPs to access
services offered by SPs located in different administrative
domains due to a previously established trust relationship [8].

Some important IdM concepts are described next, as de-
fined in [4][9][10]:

1) Personally Identifiable Information (PII): information
that can be used to identify the person to whom it relates or can
be directly or indirectly linked to that person. Thus, depending
on the scope, information such as date of birth, GPS location,
IP address and personal interests inferred by the tracking of
the use of web sites may be considered as PII.

2) PII Principal: natural person to whom the PII relates.

3) Identity Provider (IdP): party that provides identities
to subjects and is, usually, responsible for the process of
authentication.

4) Service Provider (SP): party that provides services or
access to user’s resources and, for that, requires the submission
of valid credentials.

B. Privacy

In this work, which focuses on IdM systems and federated
cloud environments, privacy is considered to be the right of a
user to decide if his or her PII can be used, by whom and for
what purpose [3][10][11].

1) Privacy policy: set of statements that express the prac-
tices of the organizations regarding user data collection, use,
and sharing.

2) Privacy preferences: preferences and permissions of a
user for the secondary use of his or her PII, i.e., they determine
by whom and for what purpose a PII can be used.

There are several approaches that are intended to express
policies and privacy preferences, and the ones considered most
significant for this work are described in the next section, along
with other relevant privacy-concerned studies.

III. RELATED WORK

Platform for Privacy Preferences (P3P) [12] is a protocol
designed to inform users about the practices of collecting and
using data from websites. A P3P policy consists of a set of
eXtensible Markup Language (XML) statements applied to
specific resources such as pages, images, or cookies. When
a website that has its policies defined in P3P wants to collect
user’s data, the preferences of that user are compared to the
corresponding policy. If this is acceptable, the transaction
continues automatically; if not, the user is notified and can
opt-in (accept) or opt-out (reject). This work provides a basis
for collecting user preferences, but it requires every user and
SP to define their policies in this language and does not meet
the needs of federated cloud environments.

Enterprise Privacy Authorization Language (EPAL) [13]
is a formal language designed to address the industry’s need
to express organizations’ internal privacy policies. An EPAL
policy defines a list of hierarchies of data categories, user
categories and purposes, as well as sets of actions, obligations,
and conditions. These elements are used to formulate privacy
authorization rules that allow or reject actions. Nevertheless, as
it is specific for internal corporate policies, it does not consider
user’s preferences and is not suitable for privacy in federated
identity environments.

Purpose-to-Use (P2U) [2] was proposed to provide means
to define policies regarding the secondary use of the data. It is
inspired by P3P, but allows the specification of privacy policies
that define the purpose of use, type, retention period, and price
of shared data. This language, although it enables user-editable
and negotiable policies, is complex for users as it assumes that
they have privacy policies and are able to define them in P2U.
It also requires the SPs to have their policies defined in the
same language.

Basso et al. [14] define a UML profile to assist in the
development of applications and services that need to be
consistent with the statements of their privacy policies. The
authors identify privacy elements, such as policies and state-
ments, through which organizations can define their policies
for collecting, using, retaining, and releasing data; and orga-
nize their relationships into a conceptual model. This model
is then mapped to a UML profile defined by stereotypes,
attributes, and constraints that allow modeling statements of
actual privacy policies. Although this profile helps application
developers, it does not offer practical means for users to set
their privacy preferences and transmit them to SPs.

Chanchary and Chiasson [15] performed an online sur-
vey to understand how users perceive online tracking for
behavioral advertising. They demonstrated that users have
clear preferences for which classes of information they would
like to disclose online and that some would be more prone
to share data if they were given prior control of tracking
protection tools. The authors also identified three groups of
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Figure 1. Interaction model between user, IdP and SP proposed in [6].

users according to how their privacy attitudes influenced their
sharing willingness. These groups are used as a basis for the
privacy profiles of our mechanism and are presented next:

1) Privacy Fundamentalists (30.4%): consider privacy as
a very important aspect and they feel very strongly about it.

2) Privacy Pragmatists (45.9%): consider privacy as a
very important aspect but also like the benefits of abdicating
some privacy when they believe their information will not be
misused.

3) Privacy Unconcerned (23.6%): do not consider privacy
an important aspect or do not worry about how people and
organizations use their information.

Werner and Westphall [6] present an IdM model with
privacy for the cloud in which IdPs and SPs interact in dynamic
and federated environments to manage the identities and ensure
the privacy of users. They propose predefined, customizable
privacy settings that help users to declare their desired level of
privacy by allowing them to choose the access model, which
can be anonymous, pseudonymous, or with partial attributes,
and warning them about the reputation of the SP.

The interaction model defined in [6] and shown in Figure 1
proposes the registration in the IdP of the user’s attributes and
credentials, which may be encrypted (step 1), as well as the
privacy policies to regulate the use and dissemination of their
PII (step 2). Both the data and the policies are encapsulated in
a package called sticky policies, which is sent to the SP along
with a data dissemination model and obligations that must be
fulfilled by the SP. The idea of the sticky policies is that PII are
always disseminated with the policies governing their use and
dissemination so that the user’s privacy preferences are met
by any SP. If the policies of the SP and the sticky policies
are compliant, a positive reputation assess is generated for
the SP; otherwise, a low reputation score is returned. The
authors, however, do not define a mechanism for collecting
these preferences, converting them into a machine-executable
structure and sending them to the SP.

IV. PROPOSAL FOR A PRIVACY PREFERENCES
SPECIFICATION MECHANISM

The proposal of this paper consists in a mechanism to
incorporate to the OpenId Connect protocol a privacy token,

which allows users to have a profile with their privacy prefer-
ences that is always sent to the SP along with their data. These
profiles are based in a three-dimensional representation of the
possible uses of PII.

The proposed mechanism allows users to choose a pre-
defined privacy profile or to create a personalized one by
choosing to opt-in or opt-out of each privacy preference. This
profile is then transformed into a secure JSON Web Token
(JWT), similar to the ID and access tokens already used by
the OpenId Connect protocol.

A. Classification of Possible Uses of PII
Due to the large amount of possible actions and methods

for collecting and sharing data, it is unfeasible to thoroughly
list them. Therefore, this paper proposes a generic model
that, on the one hand, is useful for users to set their privacy
preferences and, on the other hand, works as a reference for
SPs to assess whether the business rules of their data collection
applications meet these preferences.

For this purpose, possible uses of the PII were classified
in a three-dimensional structure. The dimensions, along with
their respective abbreviations, are described next:

1) Data type: category of the PII to which the preference
refers. The attributes of this dimension are: Personal Infor-
mation (PI), which encompasses any kind of information that
represents the PII principal, such as name, national identifiers,
parents’ names, home address, photo and credit card number;
Personal Characteristics and Preferences (PCP), which are
considered to be the physical attributes of the PII principal
and personal options like weight, religious or philosophical
beliefs, and sexual orientation; Location (LO), which refers to
any information about where the user is or has been and his or
her trajectories with any precision degree and obtained by any
means, such as GPS, Wi-fi networks or telecommunications
systems; Activities and Habits (AH), which are any activities
performed by the user and habits inferred from tracking, such
as web sites visited, purchases, and behavioral profile; and
Relationships (RS), people with whom the PII principal is
in a specific moment or interacts through means like social
networks, emails, and instant messengers.

2) Purpose: purpose for which the PII can be used. The
values of this dimension are: Service Improvement (SI), Scien-
tific (SC), and Commercial (CO).

3) Beneficiary: party that benefits with the use of the PII.
The attributes are: PII Principal (PP), Service Provider (SP)
and Third Party (TP).

The dimensions above define a structure in which each
position represents a rule that expresses a user’s privacy
preference that must be respected by the SP. This way, each
of these rules comprises three parts: the type of data the rule
refers to, for what purpose it can be used, and for the benefit
of whom it can be used. For example, a user can define that his
or her location data can be used for the purpose of improving
services for the benefit of the PII principal and, in another rule,
define that the same type of information for the same purpose
cannot be used for the benefit of a third party.

By using this classification, the privacy preferences can
be collected in a detailed manner or through four predefined
profiles, which are described in the next section.
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B. User’s Privacy Profiles
Four privacy profiles were defined based on the work in

[15], presented in Section III, which classified users into three
groups according to their privacy concerns. For offering more
privacy options and as it had the highest percentage of users,
the Privacy Pragmatist group was divided into two different
profiles. Therefore, the proposed profiles are:

1) Privacy Fundamentalist: This profile is aimed at users
who have very high concerns with their privacy and do not
wish to share any kind of information. Some functionalities or
services, however, may not work properly or at all when this
profile is chosen.

2) Privacy Aware: This profile represents users who are
concerned about their privacy but still want to enable services
even though some functionalities are compromised.

3) Privacy Pragmatist: This profile is aimed at users who
still want some privacy but also want to enable most of the
services and functionalities.

4) Privacy Unconcerned: This profile is for users who are
not concerned about their privacy or how their PII are used,
hence any data can be disclosed for any purpose and in the
benefit of anyone. All services and functionalities should work
properly with this profile.

Beside simplifying the process of setting the privacy prefer-
ences, these profiles are clarifying for the users as they inform
about levels of risks to privacy and the possible uses of their PII
and, as a result, assist them in making a conscious decision. In
addition, users have the possibility to customize their privacy
preferences using any of the profiles above as a basis.

C. Privacy token
Once the profile is chosen or customized, the privacy

preferences, along with additional information, are converted
by the IdP into a JSON (JavaScript Object Notation) object,
which is then used as the payload for creating a signed JWT,
called privacy token. This token is encoded into a base 64
URL-safe string for easy transmission to the SP, without
compromising performance. After receiving the token, the SP
must validate it in order to verify its integrity.

The structure of the privacy token, illustrated in Figure 2,
comprises three sections. The first one is the header, which
declares that the data structure is a JWT and defines the
security algorithm chosen and implemented by the IdP (in this
example, SHA-256); the second section consists of the claims
set, which is explained next; and the last section contains the
signature of the token.

The claims set includes two parts. The first one defines
the following claims inherited from the ID token: sub, which
is the subject identifier, i.e., a sequence of characters that
uniquely identifies the PII principal; iss, which identifies the
authority issuing the token, i.e., the IdP; aud, which represents
the intended audience, i.e., the SP; and iat, which declares the
time at which the token was issued.

The second part of the claims set define the privacy
preferences of the user. Each claim corresponds to a position
of the structure presented in Section IV-A, i.e., a privacy
preference, and has a boolean value. The structure of a claim
is as follows: the first abbreviation represents the type of data,
the second abbreviation refers to the purpose, and the last one

Figure 2. Structure of the privacy token.

represents the beneficiary. For example, if the value of the
attribute LO CO SP is true, it means that location data can be
used for commercial purpose in the benefit of the SP.

The privacy token must always be passed along with the
ID token, for instance, when the ID token has expired and
a new one is requested to the IdP, when passing identity
to third parties or when exchanging the ID token for an
access token.This is necessary to ensure that users’ PII are
always accompanied by the corresponding privacy preferences.
This way, with the addition of the privacy token, the OpenId
Connect modified flow presented in [6] would be extended, as
shown in Figure 3, to encompass the following steps:

1) The user requests access to a resource in the SP;
2) The security manager at the SP asks for the user to

authenticate in the IdP where she or he is registered;
3) The IdP asks for the user’s credentials;
4) The user provides his or her credentials;
5) The IdP validates user’s credentials and returns the ID

token and the privacy token to the user, who passes
it to the SP;

6) The SP sends the ID and the privacy tokens to the
IdP for the proof of validation;

7) The IdP verifies the tokens and confirms their validity
to the SP;

8) The SP verifies whether the preferences can be met.
If not, the SP asks the user for permission;

9) If the user authorizes, the IdP generates a new privacy
token according to the user’s response;

10) The IdP sends the new privacy token to the SP;
11) The SP requests additional attributes to the IdP;
12) The IdP shows the data dissemination scopes sup-

ported by the SP for the user to choose;
13) The user chooses one of the scopes, and informs the

IdP about the selected scope;
14) The IdP provides the data to the SP according to the

selected scope;
15) The SP allows the user to access the desired resource.
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Figure 3. Extension of the IdM flow proposed in [6] with the addition of the
privacy token.

The privacy profile that is used for generating the privacy
token sent to the SP in Step 5 is chosen or customized by
the user during the process of registration in the IdP. In order
to offer more flexibility, users can change their choice at any
moment requesting it to the IdP.

D. Prototype
In order to verify the correct operation of the proposed

mechanism and serve as the base for a future extension of an
implementation of the OpenId Connect protocol, a prototype
was developed. It is a Web application implemented in Java
that performs the processes of collecting the user’s privacy
preferences through four predefined profiles or a customized
one and generating a privacy token from them, as described in
Sections IV-B and IV-C, respectively.

The prototype comprises classes representing the IdP, the
SP, the user, the user’s privacy preferences, and the privacy
token. The User object is defined by personal data collected
through a registration form and the PrivacyPreferences at-

tributes are set with the values corresponding to the selected or
customized privacy profile, which along with the IdP and the
SP objects form the PrivacyToken object. The actual token
is then created from this object with Nimbus JOSE+JWT
[16], a Java library for the creation and verification of JWTs,
and signed with Hash-based Message Authentication Code
(HMAC) using SHA-256 algorithm. After generating the to-
ken, it is possible to see the output string that should be passed
to the SP and to validate it, by verifying the signature.

Figure 4 presents the screen where the user can select a
privacy profile. Aiming at usability, each profile is represented
by a number, a name, a brief yet expressive description, and an
icon. Also, colors are used to help differentiate the profiles and
represent the levels of risks to privacy in each of them, being
red for the profile with the highest risks and green for the one
with the lowest risks. A See details button shows the complete
profile, i.e., all the privacy preferences of the corresponding
profile for more information about the possible uses of the
user’s PII.

The custom profile option comprises five sections, one
for each data type and presents to the user options to opt-
in or opt-out of each preference regarding the purpose and the
beneficiary of the use of the PII belonging to the given data
type. In this option, the user can choose one of the four profiles
as the base for personalization.

V. CONCLUSION AND FUTURE WORK

In this paper, a practical mechanism that allows users
to control how their PII can be used in a federated cloud
environment was presented. The mechanism instructs them
about the possible uses of PII by SPs, allows them to choose
between four predefined privacy profiles or customize one,
and sends their privacy preferences to the SP along with their
authentication data in a standardized, machine-readable format.

To the best of the authors knowledge, existing work fo-
cuses either on low-level approaches, such as privacy policy
languages, which can be executed by machines; or on concep-
tual, high-level specifications, such as UML profiles, which
provide a better understanding about privacy requirements in
the development of systems and applications. However, these
approaches do not offer practical means for users to set their
preferences and send them to the SP, and/or require the latter
to express all their policies in a specific way.

The main contribution of this work is the privacy token,
a secure JWT that inverts the current scenario where users
are forced to accept the policies defined by SPs by allowing
them to express their privacy preferences. These preferences
are stuck together to their data and are used by the SP to align
its actions or request specific permissions.

The mechanism does not require SPs to use any specific
standards to express and implement their privacy policies. It
is only expected for SPs to adapt their data collection systems
to interpret and fulfill the preferences expressed in the privacy
token, which they can already read and understand once it has
the same format as the other tokens used by OpenId Connect.

With the development of this work, it is expected that
the model will be implemented in IdM systems and used in
federated cloud environments to enable user privacy allowing
them to control their PII. Thus, it is also expected to increase
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Figure 4. Prototype screen with the four predefined privacy profiles and the customizable one.

their trust in cloud SPs and, consequently, promote greater
adoption of the paradigm.

As future work, we intend to verify and improve the
classification of possible uses of PII based on privacy standards
and case studies. We also intend to extend an implementation
of the OpenId Connect to support the presented mechanism.
Furthermore, it is proposed to assess the consequences for
services, SPs and users of applying this mechanism in real
federated cloud scenarios.
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Abstract—The clean-slate approach to new network architectures,
named Future Internet Architectures, is a response from the re-
search community to the challenges that the Internet architecture
faces today, such as mobility. One major issue in this area is
the use of large scale production networks to deploy and test
new network architectures. This work extends a previous one
and deploys the clean-slate Entity Title Architecture (ETArch)
on a production network of a telecom operator. By using Virtual
Tunnel (VTun) as an overlay, it was possible to scale out the
deployment and connect several customers in different cities.
ETArch Pilot shows the feasibility to move forward toward
future Internet deployment in order to bring new services and
applications to customers.

Keywords–SDN; ETArch; Network Architecture; VTun; Deploy-
ment.

I. INTRODUCTION
As the Internet has become fundamental to a huge volume

of worldwide activities, there is a need to refine the architecture
proposed since the beginning of its operation. Throughout
decades of intense use, the protocols which have always sup-
ported this huge global network became inadequate regarding
new challenges.

The growing demand surrounding multimedia traffic has
surprised the most optimistic predictions. Dealing with this
volume of media has not been an easy task. Criticism involving
information security, a major concern of today’s society, has
also been widely questioned in relation to the current Internet
architecture. Mobility, which is a central requirement for users,
is constrained by the current Internet technologies.

Trying to reach solutions, researchers around the world
have been proposing new architecture models, new protocols
by using a clean-slate approach or the evolution the current
ones considering the same network architecture [1]–[5].

To evaluate new proposals, validation in an environment
close to the one in the real world is crucial to verify per-
formance, restrictions and benefits when compared to the
current network architecture. However, this evaluation is really
complicated to be conducted on real production networks
considering security aspects and also possible out of service
situations.

This work extends a previous one [6] and its goal is to
scale out the deployment of a Software-Defined Networking
(SDN) based clean-slate network architecture, named Entity

Title Architecture (ETArch), in a real network managed by a
telecom operator, namely Algar Telecom.

To support a growing number of users and bypass the
different access technologies, a tunneling approach, named
Virtual Tunnels (VTun), was used. By using VTun, it was
possible to connect several Algar Telecom customers located
in different cities. Thus, it was possible to deploy a clean-slate
network architecture over an operational production network.

This work is organized as follows: Section II presents
related work. Section III presents some ETArch basic concepts.
Section IV describes the scale out of ETArch deployment at
the current network of a telecom operator. Section V describes
the experiments conducted and presents the results of the work,
and finally, Section VI presents some concluding remarks and
forthcoming works.

II. RELATED WORK
Several researches involving SDN and Networking Func-

tion Virtualization (NFV) are currently going on in the world
and they effectively intend to show the implementation viabil-
ity in specific scenarios. SDN is applicable in both academic
and commercial areas and is effectively viewed as one of the
most promising proposals for the networks of the future. NFV,
in turn, has gained increasing acceptance as more and more
works are being published.

One of the lines of research that challenge researchers is the
actual use of these proposals in the world of telecommunica-
tions. Specifically, the problem of scalability has directed some
work and reflects the effort to make the results extrapolate the
boundaries of research labs.

Works such as [7] worried about the ever-increasing adop-
tion of Wi-Fi networks, NFV-fostered middle-boxes, and the
avalanche of Internet of Things (IoT)-based devices. For this,
it proposes an SDN framework which allows abstracting the
Media Access Control (MAC) layer and also the orchestration
of WiFi networks. In addition, they present a new architecture
named OpenSDWN, exploring the benefits of SDN and NFV
for home and enterprise WiFi networks. It presents the design
and implementation of a novel WiFi-SDN approach that ex-
ploits locality in SDN control plane operations for scalability
reasons.

Another important contribution is given by [8] with the
R-SDN. It points out that few IT organizations have applied

59Copyright (c) IARIA, 2017.     ISBN:  978-1-61208-546-3

ICN 2017 : The Sixteenth International Conference on Networks (includes SOFTNETWORKING 2017)

                           71 / 165



SDN to their networks. One of the challenges that hinder SDN
development lies in the scalability of the control plane. It
further states that programmatic interface from a centralized
control plane of SDN can meet requirements such as flexibility
and manageability, but scalability is questionable. It then
proposes a new way of designing the SDN control plan, named
R-SDN whose core idea is recursion. This idea originates
from network virtualization. At the beginning, it virtualizes
the global network as a single logical circle. After that, several
local logical circles are derived from the global circle. Finally,
it derives the localized circles, layer by layer, until it sees
physical switches. This top-down abstraction view can enhance
scalability of SDN network.

Many examples of SDN technologies are being applied
to commercial cloud services supplied for commercial carrier
networks. The use of computing resources on network is be-
coming active in the Internet and private networks. Openflow is
drawing attention as a method to control network virtualization
for the cloud computing services and other carrier services. [9]
took advantage of the NTT Communications (NTT.com) which
aggressively promotes OpenFlow/SDN technology Research
and Development. As one of the board members of ONF, NTT
watches the trend of NFV closely, as well. This work shows
some issues, for instance, limitation of Virtual Lan (VLAN)
IDs, intermediate switches MAC address table explosion, large
network overhead, inefficient network usage and others. These
problems are categorized mainly into scalability, hardware
flow table limitation, network stability and operability. SDN
is expected to resolve these problems by integrating each
independent service network into one physical network, for
example within a datacenter, and by reducing cost and delivery
lead-time by configuring each virtualized network for each
service. With the intention to deploy OpenFlow to commercial
networks, this work points out that it is important to consider
not only replacing existing network and equipment, but, also,
to consider the impact to services and operation. It is nec-
essary to promote investigation of OpenFlow/SDN from these
perspectives. The problem with scalability is evaluated together
with other issues.

One example is the work published by IBM [10] where
challenges related to cross-cloud live migration could not yet
be reached. Thus, with the intention of getting an efficient
solution, Virtual Wire is proposed, given that this is a system
whose providers into the cloud can offer connect and discon-
nect services which are by far easier to be managed, when
compared to virtual network forwarding.

In this context, cloud providers must manage the associated
control which specifies how the packets are routed inside
a virtual network. For example, providers can implement a
distributed virtual switch or logical control embedded in a
network controller defined by the software. For this purpose,
the Virtual Wire system matches each Virtual Network Inter-
face Card (vNIC) with a point-to-point network tunnel. VNICs
belong to Virtual Machines (VMs) that either are implemented
in servers or network forwarding components at the level
of users like routers and switches. Network users can build
complex virtual networks connecting pairs of vNICs together.

By using a tunneling approach, Layer 2 endpoints are made
available through Layer 3 network tunnels. In this way, a vNIC
is sent through a layer 2 frame, by including an associated
endpoint which encapsulates the entire packet (MAC header
and VLAN tags in an User Datagram Protocol (UDP) packet).

The Internet Protocol (IP) address and socket port number
correspond to the physical network address of the endpoint
manager. After receiving a package, the endpoint manager
parses the headers, examines the ID connector, and then sends
the packages to the endpoint destination.

Topics such as Tunneling, SDN and Virtual Switches
usually appear in a considerable amount of research developed
around the world. Bingham Liu [11] proposes the usage of a
virtual switch (Open vSwitch) with the help of General Packet
Radio Service (GPRS) Tunneling Protocol (GTP) to explore
the SDN evolution in the design of the core of a mobile
network by using cloud based computing. This approach has a
common idea with our work, the deployment of a clean-slate
network architecture in a real operator environment.

Another work [12] focuses precisely on the possible im-
provements for the SDN applications concerning the infras-
tructure of mobile networks, by showing current LTE struc-
ture, discusses how to simplify the network control and new
services offering. In this case, the controller takes functions
such as monitoring, Quality of Service (QoS), access control
policies, virtual operators, and others, that is, the goal is that it
takes the functions of some mobile network elements and the
infrastructure’s vision. Switches with the capacity to become
control local agents are also part of the architecture, since the
controller cannot be available to fast answers for local events.
Furthermore, they have functions such as daily checking of the
traffic counters and change of the queue priorities according
to some limit.

This work, besides implementing some concepts of the
SDN in a physical network, uses an actual telecom network,
accessed by thousands of customers, and shows the flexibility
and the simplicity of the ETArch architecture in this real
environment, if compared to the regular network infrastructure.

III. ENTITY TITLE ARCHITECTURE (ETARCH)
The architecture of the Internet is not able to meet the

requirements of current applications such as mobility, secu-
rity, QoS. There are several research initiatives toward future
Internet architecture [13]. One initiative is the Entity Title
Architecture (ETArch), that was initially proposed by our
research group. This section presents an overview of ETArch
main concepts.

ETArch has a natural match with SDN, since both share
the concept that the control plane is separated from the data
plane. The ETArch prototype is being created in an incremental
way and, currently, researchers from several universities are
working with ETArch in order to add an extension to the
architecture in order to satisfy several requirements from
current applications, such as mobility [14], multicast [15], QoS
[16] and routing [17].

An entity is everything which has the capacity to commu-
nicate and, this way, the entities can be hosts, smartphones,
Network Elements (NE), users, applications, sensors and so
on.

Another central concept is the Title, which is a unique
identifier independent from the network topology [18]. ETArch
uses the title to identify the entities. One Title can also be seen
as a credential that can be used to relate the security features
[19].

At ETArch, the communication happens by using the
Workspace. The Workspace is a logical bus which enables
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the communication among the entities. Entities attach to a
workspace in order to participate in a communication domain.

In ETArch, the Domain Title System (DTS) [20] represents
the control plane of the network. Before starting the communi-
cation, an entity must register itself at the DTS. The DTS keeps
the information about the entities, their titles and Workspaces.
The DTS is a distributed system composed by Domain Title
System Agents (DTSAs). Each DTSA is capable to control the
NEs and is aware of the NE graph. The DTSA is responsible
to the communication with other DTSAs. The DTSAs uses
Openflow to control the NEs.

IV. ETARCH PILOT SCALE OUT
This work proposes the scale out of the deployment of

ETArch by using a real telecom network and their customers,
which are geographically distributed in the operator’s network.
To accomplish this, it was necessary to establish a Layer 2
connection between customers and to have an fully OpenFlow
capable infrastructure. Since this last condition was not satis-
fied in the operator infrastructure, then a tunneling technique
was used.

By using the tunnels it was possible to connect geograph-
ically distributed clients over the operator’s infrastructure. At
each physical location, a software based OpenFlow switch was
used. Each one of these switches was controlled by the DTSA
then creating the conditions to deploy ETArch. Figure 2 shows,
in a general way, the protocol tunneling technique that allowed
the communication.

Figure 1. Wireshark capture of ETArch primitives between application
instances.

Figure 2. Two hosts communicating with each other using the tunneling
technique.

The tunneling concept is commonly used in the computer
networking area. Some examples are: Internet Control Message
Protocol (ICMP) Tunneling [21], Secure Shell (SSH) Tunnel-
ing [22], Generic Routing Encapsulation (GRE) Tunneling [23]
and Internet Protocol Security (IPsec) Tunneling [24].

To achieve our objectives, the tunneling technique was
based in the VTun software [25]. The Virtual Tunnels (VTun)
work in a client/server mode, and are capable to accomplish a
point to point connection between the involved hosts. VTun of-
fers a series of functions, like data compression/cryptography,
connections access control, besides the bandwidth control. The
supported tunneling encapsulation modes by the VTun are: IP
Tunnel, Ethernet Tunnel, Serial Tunnel and Pipe Tunnel. This
work used the Ethernet Tunnel.

For the traffic to be tunneled by the VTun, one host needs
to act as a server, opening a socket in the system and listening
to the port 5000. When a client connects to this service, one
virtual interface is created in the operating system. This virtual
interface is the access bridge to the created tunnel.

Any packet sent to that interface will be encapsulated by
the Transmission Control Protocol (TCP)/IP protocol stack,
and then, will travel through the tunnel to the host connected
on the other side of the tunnel, where the decapsulation process
will occur, extracting the original packet, which was encapsu-
lated before it enters the tunnel. Figure 3 shows the process
of Ethernet tunneling traffic from the ETArch architecture
between two hosts connected to the Internet.

Figure 3. Remote hosts exchanging Ethernet traffic through the Internet.

Compared to our previous work [6], the relevant improve-
ment occurred in the simplification of the tunneling process
that occurred due to the use of VTun instead of GRE. That
evolution brought to us a major simplicity since the VTun
offers less complexity to accomplish the scale out of ETArch
deployment. When using GRE, it is necessary to configure the
client’s modem in bridge mode.

By using VTun to produce the tunnel, it was possible to do
a smooth deployment and use of ETArch based applications.
With this approach, there was no need to change the customer’s
modem operation mode and in this case the only requirement
to use ETArch based applications was to be a customer of the
telecom operator. It happens because when the VTun is started,
one virtual interface is created in the operating system, which
is then responsible to carry the traffic through that interface
and also for the created tunnel.

V. ETARCH PILOT EXPERIMENTAL EVALUATION
To conduct the tests, VTun was used to create the virtual

tunnels between the hosts, allowing ETArch based applications
to send data to all the hosts connected to the same workspace.
Below, it is presented the description of the environment used
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to perform the initial evaluation, and then, the scale out the
ETARch deployment:

• The network operated by Algar Telecom was used to
provide the connectivity between several users which
are in fact, their customers;

• Ubuntu 14.04 operating system was used in all the
computers used in the deployment, in the machine
responsible hosting the DTSA, the VTun Server and in
the customer’s machines to execute the ETArch based
application;

• The machines that acted as a VTun client, established
a virtual tunnel to the VTun server, which in turn was
listening to the port TCP 5000.

• At the VTun server host, Destination Network Address
Translation (DNAT) was configured in the modem,
redirecting all the traffic destined to the routable IP
and port 5000 to the internal IP and keeping the same
destination port number.

• For the machine that acted as the DTSA, DNAT
was configured in the modem, redirecting the traffic
destined to the routable IP and port 6633 to the internal
IP while keeping the same destination port number.

Several tests were made and we classified them in two
scenarios: Scenario One and Scenario Two. In Scenario one,
two hosts have established one tunnel to communicate to each
other, one acting as a VTun client and the other as a VTun
server. In this scenario, each host also has the role to act as
an OpenFlow switch. Each switch was controlled and pro-
grammed by the DTSA. The DTSA was responsible to create
and modify the flows in order to provide the communication
by using the Workspace. This workspace was used to support
the chat application used during the test.

Figure 4 shows the detailed topology used in the tests
defined in the Scenario One, describing the participating peers
and their communications. After the analysis of the results
from the tests conducted in the Scenario One, it was noticed
that with more than two clients, the approach of establishing
a tunnel between each one of the clients in the ETArch
architecture would become painful in terms of configuration
and troubleshooting. One of the major issues would be the
necessity of the Network Address Translation (NAT) con-
figuration in the customer’s modems that run the VTun in
server mode, which would restrict the participation of clients
connected in mobile networks, like 3G and 4G. This restriction
would occur because the clients that need to run the VTun
in server mode would need additional applications on their
cellular phones to create the NAT configurations.

To overcame these issues, Scenario Two was created. In this
scenario, the topology was changed to create a concentration
tunnel host. The function of this machine was to host the
VTun in server mode and to receive all the client’s connections
from the ETArch architecture. In this scenario, only the VTun
concentrator machine was acting like an OpenFlow switch.
This made the configuration and troubleshooting process easier
since there is only one OpenFlow switch in the topology.
On the other side, in Scenario One, it would be necessary
to have n OpenFlow switches, one for each connected client.
The topology for the tests conducted under Scenario Two is
described in detail by in Figure 5.

In order to verify the overhead based on packet capture
in the test environment, it was possible to identify that the
VTUN encapsulation process caused an overhead of about

Figure 4. Scenario One - Tunnel between two hosts.

Figure 5. Scenario Two - Tunnel between multiple hosts.

50.4%, equivalent to 56 bytes in each packet generated by
the chat application. This overhead of 56 bytes is the result
of the subtraction of 111 bytes (Vtun packet) from 55 bytes
(chat application packet that contains the text "message of the
chat application ETArch"). Figure 6 shows the overhead of
the VTun tunneling versus the packet size. The overhead is in
a range between 82.35% to 3.73% considering a 1500 Bytes
packet.

Figure 7 represents a capture of the VTUN packet, high-
lighting the VTUN encapsulation data and the packet data of
the chat applications in the ETArch environment.

Figure 6. VTun Tunneling Overhead versus Packet Size

Figure 8 shows the result of the package obtained after
the decapsulation process is carried out by the VTUN process.
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Figure 7. VTUN packet received at the server’s network interface before the
ETArch packet unpacking process.

After removing the 3 layers of the TCP/IP architecture (media
access control, network, and transport) the VTUN process
delivers on the virtual interface (tap0) of the server, only
the chat application package, as it had been generated in the
source.

Figure 8. VTUN packet received at the server’s network interface before the
ETArch packet unpacking process.

Due to the second scenario being developed, it is possible
to extend the number of entities in an unlimited geographical
area. For this reason, we made a test with more than 40 users
connected, distributed in a radius of 600 kilometers from the
city of Uberlândia, according to Figure 9 which shows the
localization of the machines performed by the chat clients.
Most of the users are located in the city of Uberlândia as can
be seen partially in Figure 10.

VI. CONCLUDING REMARKS AND FUTURE WORK
This work scaled out the deployment of a clean-slate

SDN based network architecture, named ETArch, in the real
infrastructure of a network operator, named ALGAR Telecom,
with little intervention in the customer environment.

Figure 9. Geographical distribution - second scenario with maximum
distance of 600 km

Figure 10. Geographical distribution - second scenario only in Uberlândia

By using VTun to support the tunneling process and to
tackle the interconnection issues with the infrastructure, it was
possible to use an ETArch based application by several cus-
tomers located in different cities inside the operator coverage
area. The chat application uses natives ETArch’s capabilities
to support multicast and mobility.

The use of VTun, when compared to the previous approach
based on GRE, allowed an easier configuration on each host
machine where the application was installed and the use of
a VTun server inside the operator infrastructure enabled the
scale out of the number of customers that could benefit from
the new capabilities provided by ETArch.

The experimental evaluation demonstrated that the over-
head imposed by the VTun is in a range between 82.35% to
3.73% of the packet size, by considering a chat application.
Applications with greater packet sizes will present less over-
head.

As future work, we plan to deploy over the operator
network other ETArch based applications, such as a video
streaming application which would provide video multicast in
a seamless way.

The work demonstrates the feasibility to deploy new net-
work architectures in parallel with current ones and go towards
future Internet deployment.
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Abstract—A novel network clustering and cluster control algo-
rithm is proposed for energy harvesting wireless video sensor
networks. For inter-cluster energy balance, video sensor nodes are
clustered based on their distance from a base station. For intra-
cluster energy balance, a cluster head selects a cluster member
with the largest residual battery level as the next cluster head. For
minimum energy consumption of a cluster, control parameters for
all cluster members in each cluster are decided by joint distortion-
energy control model of video sensor nodes. From simulation
results, the proposed algorithm is shown to keep both inter-
cluster and intra-cluster energy balance, and to enable perpetual
operation of energy-harvesting wireless video sensor networks.

Keywords–wireless video sensor network; energy harvesting;
energy balance; joint distortion-energy control model.

I. INTRODUCTION

Wireless video sensor networks (WVSNs) for public secu-
rity and remote monitoring should monitor and record video
without interruption [1]. Because they are expected to be
installed in a wireless communication environment without
stable power supply, energy harvesting is required for perpetual
operation. Also, video sensor nodes should control video qual-
ity considering their residual energy while keeping network-
wide energy balance to prolong the network lifetime.

There have been studies on energy-efficient clustering of
wireless sensor networks to improve the lifetime of sensor
networks [2][3]. Clusters were organized based on the energy
consumption model of data transmission by sensor nodes
and a cluster head (CH) was selected based on the selection
history and random model [2]. A reactive sensor network
routing protocol, TEEN, was proposed to reduce the number of
transmission more appropriately in event-driven applications
[3]. There have been efforts to extend the lifetime of video
sensor networks based on an energy model of a video sensor
node [4][5]. Gurses et al. established the energy model of a
video codec and radio frequency (RF) transceivers with the
energy control parameters of the bit-rate and compression
mode of a video codec [4]. Jang et al. also established the
energy models of a video codec and RF transceivers with
the energy control parameters of routing paths, bit-rate, and
aspect ratio of video codecs [5]. However, these studies did
not consider the energy consumption of an image sensor which
occupies a large portion of the total energy consumption of a
video sensor node. Also, energy harvesting function and the
corresponding energy consideration in video sensor nodes were
not considered to extend the lifetime of WVSNs.

In this paper, a network clustering and cluster control
method is proposed for perpetual operation of energy harvest-
ing WVSNs. Sensor nodes are clustered based on their dis-
tances to the base station (BS) for inter-cluster energy balance.
A video sensor node with the largest residual battery level is
selected as the next CH for intra-cluster energy balance. For
minimum energy consumption of a cluster, control parameters
for all the video sensor nodes in the cluster are calculated by
a CH based on joint distortion-energy (JDE) control method
of video sensor nodes [6].

The rest of the paper is structured as follows. In Section II,
we propose the energy balanced clustering method and WVSN
control protocol for the inter-/intra-cluster energy balance. In
Section III, we present simulator results verifying the inter-
/intra-cluster energy balance. Finally, we conclude the paper
in Section IV

II. ENERGY-EFFICIENT NETWORK CLUSTERING AND
CLUSTER CONTROL

A. Energy Harvesting Wireless Video Sensor Networks
Energy harvesting WVSNs consist of several clusters

where each video sensor node is equipped with energy har-
vesting and video sensing and encoding functions. Each cluster
consists of one CH and several cluster members (CMs). CH
aggregates the video data received from CMs and transmits it
to the BS. The energy consumption model of a transceiver in
[2] is used for our energy modeling and is shown in Table I
where k, d, εelec, εamp represent the amount of information
generated by the cluster, the transmission distance, the energy
consumptions by the transceiver and the amplifier, respectively.

TABLE I. ENERGY CONSUMPTION MODEL OF TRANSCEIVER MODULE. [2]

module energy consumption model

transmitter etx(k, d) = keelec + kd2εamp

receiver erx(k) = keelec

B. Energy Balanced Clustering
For intra-cluster energy balance, the BS estimates the total

energy consumption of each cluster by considering its average
distance to the cluster and the cluster size.

For the cluster size n, the energy consumption by the
cluster head for n rounds is defined as follows:

ech(n, d̄bs) = k(2eelec + d̄bs
2εamp) + eproc, (1)
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where d̄bs and eproc represent the average distance between the
nodes in the cluster and the BS and the energy consumption
required for video sensing and encoding in a CH or a CM,
respectively.

The energy consumption by a cluster member is defined as
follows:

ecm(n, d̄ch) = (n− 1)
{k
n

(eelec + d̄ch
2εamp) + eproc

}
, (2)

where d̄ch represents the average distance between the CH and
the CMs in the cluster.

Then, the total energy consumption by a cluster is defined
as follows:

etot(n, d̄bs) = k(2eelec + d̄bs
2εamp) + neproc (3)

+
k(n− 1)

n
{eelec + (ω1n+ ω2)2εamp},

where ω1 and ω2 represent the model coefficients. These
coefficients model the property of d̄ch growing linearly as the
cluster size n.

In conventional studies for sensor networks, the processing
energy of a scalar sensor node is negligible compared to the
transceiver energy. However, in wireless video sensor nodes,
because the bandwidth of sampled data is quite larger than
conventional scalar sensors, the processing energy should also
be considered for clustering or cluster control. The processing
energy in a video sensor node depends greatly on the rate
control method of a video codec, and there may exist lots of
possible combinations of video sensor node control parame-
ters. Therefore, the processing energy is not considered for
clustering, but considered only for cluster control.

In an initialization step, all nodes transmit their ID values,
locations, and remaining battery levels to the base station. The
number of clusters constructed for the 100 × 100m2 area is
chosen to be 5% of the total number of video sensor nodes
as in the LEACH [2]. Each cluster is constructed based on
the distance between the reference point and the BS with its
cluster size proportional to d̄bs

2. The BS selects the size of
each cluster to minimize the total energy consumption of the
WVSN based on the total energy consumption of (3). The CH
is selected right after the clustering. The clustering results are
broadcast to all the nodes. An example of clustering is shown
in Figure 1.

Figure 2 shows total cluster energy consumption by cluster
size n and d̄bs over n rounds. The time duration, n rounds,
is same with the cluster size and is the average time for each
node to act once CH when cluster size is n. If d̄bs increases,
etot(n, d̄bs) increases as the cluster size n decreases. For
smaller cluster size n, because nodes in the cluster are more
frequently selected as the CH, ech(n, d̄bs) increases while both
d̄ch and ecm(n, d̄ch) decrease. However, because the effect by
d̄bs is more dominant than that of the cluster size n, the overall
cluster energy consumption increases.

C. Video Sensor Network Control Protocol
After clustering by the BS, the CM with the highest

remaining battery level in each cluster are selected as the
CH of each cluster, and the BS broadcasts the clustering
result and the CHs to all the nodes in the WVSN. Based on
the received information, the CH selects the distortion-energy

control parameters of the cluster for each predetermined time
interval T . The control parameters are selected by the JDE
control method [6] for the CM with the lowest remaining
battery level.

Then, each round of the cluster starts with the selected
control parameters and the CH performs time scheduling for
time division multiple access (TDMA)-based data transmission
and broadcasts the results to CMs. This allows each CM to turn
off its transmitter if it is not in its assigned time interval, which
results in efficient energy dissipation. The CMs transmit the
sensed compressed video data, the identifier, and the remaining
battery level after each round to the CH at the allocated time
interval. The CH finally transmits the video data received from
CMs to the BS. The CH selects the next CH, calculates the
distortion-energy control parameters based on the remaining
battery levels of CMs, and sends the results to all CMs in the
cluster.

Figure 1. Energy balanced clustering results.

Figure 2. Total energy consumption etot during n rounds

III. EXPERIMENTAL RESULTS

A simulator is designed to evaluate the sustainability of
WVSNs and the inter-/intra-cluster energy balance. Ranges of
control parmeters for the JDE control of CMs, such as the
operating frequency f of a video sensor node, the quantization
parameter qp and the frame rate rM of a video codec, are
summarized in Table II. Figure 1 shows the clustering results
of video sensor nodes randomly distributed in 100 × 100m2

area.
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(a) equal sized clustering

(b) energy balanced clustering

Figure 3. Battery level of CM 0 of each cluster, Eh: harvesting energy.

Figure 4. Evaluation of intra-cluster energy balance.

TABLE II. EXPERIMENTAL ENVIRONMENTS.

distortion-energy

control parameters

f(MHz) qp rM (fps)

200-1,400 30-45 1-30

time unit for encoding control 900 sec

energy harvesting

parameters

battery capacity solar panel size

106,560J 600 cm2

video sequence hall monitor CIF (352 x 288)

Figure 3(a) and Figure 3(b) show the battery levels of CM
0 of each cluster after equal sized clustering and the proposed
energy balanced clustering methods, respectively. Although
inter-cluster energy imbalance exists in equal sized clustering
and operation halt of node 0 in cluster 3 due to the failure of the
JDE control, operation halt and energy imbalance is decreased
in proposed energy balanced clustering. Figure 4 shows the
battery level for cluster members in cluster 0. Although there
is difference in the battery levels between CMs in the initial
phase, the difference decreases as the proposed cluster control
goes on. This is because the proposed cluster head selection
selects the next CH considering the remaining battery levels of
CMs. The resulting inter-/intra-cluster energy balance enables
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Figure 5. The number of operating CMs.

the perpetual operation of the cluster and the WVSNs.
Figure 5 shows the number of operating CMs for the

proposed and the conventional clustering methods. Direct and
LEACH represent the direct transmission without clustering
and the clustering method by Heinzelman [2]. Suffixes lossy
and EH represent additive functions, data compression and
energy harvesting, respectively. Without EH, CMs die faster
due to battery underflow and will not survive because they
only use the initially charged energy. With EH, because the
conventional clustering method does not consider the amount
of harvested energy and the remaining battery level, CMs die
during nighttime. However, since the proposed method controls
the CMs with the JDE method which predicts the amount
of harvesting energy and controls the energy consumption
periodically, the CMs can operate perpetually day and night.

IV. CONCLUSIONS

A network clustering and cluster control algorithm is
proposed for inter-/intra-cluster energy balance in energy har-
vesting WVSNs. Based on a ten-day simulation, the proposed
distance based clustering, energy level based CH selection,
and the cluster control by JDE control of video sensor nodes
are shown to enable perpetual operation of energy harvesting
WVSNs. The optimum number of clusters and the dynamic
clustering should be investigated further for general energy
harvesting WVSN applications.
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Abstract— IEEE 802.11n wireless local area networks 

(LANs) provide the data transmission rate of hundreds of Mbps.   

At the same time, they support multiple data rates and the 

dynamic rate switching functionality in order to cope with 

various radio conditions.  However, a low data rate may cause a 

long delay in transmission control protocol (TCP) 

communications, which is called a bufferbloat problem.  In this 

paper, we infer that one possible reason for the delay is the 

powerful retransmission capability supported by 802.11n, and 

propose a method which weakens this capability intentionally 

for TCP communications when the data rate is low.  This paper 

evaluates the performance of our proposal, the native 802.11n, 

and CoDel, which is an active queue management approach 

coping with the bufferbloat problem.  It shows that CoDel and 

our proposal improve the delay performance and that CoDel 

sometimes reduces the throughput under a high data rate 

condition.   

Keywords- Wireless LAN; IEEE 802.11n; TCP; Dymamic 

Rate Switching; Bufferbloat Problem; Block Acknowledgment. 

I. INTRODUCTION 

Recently, wireless LANs (WLANs) conforming to the 
IEEE 802.11n standard [1] are being used widely.  This type 
of WLANs can provide a data rate of hundreds of Mbps.   In 
order to realize high throughput, 802.11n has added new 
physical and media access control (MAC) technologies to the 
conventional IEEE 802.11.  They include multiple-input and 
multiple-output (MIMO), the channel bonding, the frame 
aggregation, and the block acknowledgment (Block ACK).   

On the other hand, IEEE 802.11n supports multiple data 
rates and the dynamic rate switching to use the optimal data 
rate between a terminal and an access point (AP).   When a 
terminal is located close to an AP and the radio condition is 
good, the high data rate such as 300 Mbps can be used.  But, 
when a terminal moves to the location far from an AP and the 
receiving radio signal strength becomes weak, the data rate 
gets lower, for example down to 6.5 Mbps.   

In our previous paper [2], we gave a detailed analysis of 
the performance of TCP communication during which a 
terminal changes the distance from an AP.  As a result, when 
the distance between the terminal and the AP is large (e.g., 10 
m), the packet losses do not increase, but the round-trip time 
(RTT) increases largely, up to several seconds.  This long 
delay is considered as a sort of bufferbloat problem, which is 
discussed widely in the networking community [3]-[5].  In 
order to solve the bufferbloat problem, the active queue 
management is considered to be effective and an approach 
named CoDel is proposed [6].  CoDel uses a packet-sojourn 

time in a queue as a control parameter, and drops a packet in 
the situation when packets stay too long in the queue. 

Our previous paper [2] suggested a different approach 
from the active queue management.  We inferred that one of 
the reasons for the large queuing delay is the powerful data 
retransmission function in 802.11n MAC level, which uses the 
frame aggregation and the Block ACK.  So, we proposed that 
it would be possible to resolve the bufferbloat problem by 
intentionally weakening the capability of retransmission 
realized by Block Ack frames, only when the data rate is low 
in TCP communications.  Specifically, we set the 
retransmission limit to 2 when the data rate is smaller than 80 
Mbps, and use 10, which is the default value, when larger than 
80 Mbps.  Our previous paper showed that this scheme 
introduces MAC level frame losses and, as a result, reduces 
the RTT resulting from the shrunk congestion window size.   
However, this proposal is premature because it uses only two 
values for the retransmission limit.  As for the performance 
evaluations, our previous work is also premature because it 
provides only a limited number of measurements.   

In this paper, we propose a revised algorithm for reducing 
the delay in TCP communication over 802.11n WLAN.  It 
defines intermediate values of the retransmission limit 
corresponding to the data rates between low and high ones, by 
use of linear interpolation in the semilog relation of data rate 
and retransmission limit.  This paper also presents the detailed 
performance evaluation of our proposal.  In the evaluation, a 
terminal is located in several positions with different distances 
from an AP, and the performance is measured for the proposal, 
CoDel, the native 802.11n, for TCP Reno and CUBIC TCP 
[7].     

The rest of this paper is organized as follows.  Section II 
explains the problem we focused on in this paper and the 
possible solutions proposed so far.  Section III describes our 
proposed scheme for resolving bufferbloat problem for 
802.11n WLAN, and Section IV gives the performance 
evaluation.  In the end, Section V concludes this paper.   

II. BUFFERBLOAT PROBLEM AND RELATED WORK 

A. Bufferbloat problem in 802.11n WLAN 

Table I gives the data rates supported by the terminal and 
the AP used in the experiment.  In these data rates, an 802.11n 
data sender performs retransmission of corrupted frames.  
During this procedure, the data sender monitors the ratio of 
retransmissions and selects the lower data rate if the 
retransmission ratio becomes too large.   

In this paper, we focus on the bufferbloat problem in the 
upload data transfer from a terminal to an AP.  Consider the 
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situation depicted in Figure 1.  A terminal located far from an 
AP is sending data to the ftp server.  The terminal uses a low 
data rate, such as 6.5 Mbps and 13.5 Mbps.  Our previous 
experiment gave some results that the retransmission at MAC 
level works well and there are few packet losses at the TCP 
and IP level [2].  Consequently, the TCP congestion window 
size grows up, and the data frames corresponding to this size 
are transmitted contiguously.  However, the data rate is low 
and therefore the data frames are stored in the queue at the 
MAC level.  This brings a large delay in the file transfer.  If 
another application such as web access and voice over IP 
(VoIP) starts in this situation, the new communication also 
suffers from the large delay.   

B. Related work 

There are several approaches which can be applied to the 
problem described above.   

The first one is the introduction of IEEE 802.11e [8].  It 
provides the priorities in the MAC level, i.e., Voice, Video, 
Best Effort, and Background, by introducing separate queues 
within a node and separate flows of data frames in a WLAN.  
In order to introduce separate flows, it discriminates values of 
arbitration interframe space and contention window 
boundaries.  As for the bufferbloat problem, however, it 
cannot be always applied.  If the second application in Figure 
1 is TCP based, such as a web access, the ftp client and the 
second application are categorized in the same priority in 
802.11e.  So, the second application will suffer from the delay 
which the ftp generates.   

The second approach is the active queue management.  As 
described above, CoDel uses packet-sojourn time in the queue.  
Specifically, when any packet stays in the queue longer than a 
specific duration, called target in CoDel, during a predefined 
interval, called interval in CoDel, the last packet in the queue 
is dropped.   As for the value of target, 5 msec is used in [6].  
For the interval, 100 msec is used as the beginning of the 
procedure and, if a packet is dropped, the value is decreased 
in inverse proportion to the square root of the number of drops 
since the dropping state was entered.   Some simulation results 
are shown in [6] over WiFi links whose data rate changes 
among 100Mbps, 50Mbps and 1Mbps, and tell that the per-

packet queue delay in CoDel is smaller than that in random 
early discard (RED) [9] and Tail Drop.   

The third approach is the adoption of TCP based on non-
loss based congestion control.  As described above, the grown 
congestion window size is the reason for queued data frames, 
and no loss situation allows the window size to grow.  So, the 
introduction of non-loss based congestion control, such as 
TCP Vegas [10], might be effective.  With the current values 
of congestion window size and RTT, TCP Vegas estimates the 
buffer size in the bottleneck node.  A TCP sender increases 
the congestion window size when the bottleneck buffer size is 
small and decreases when the buffer size is large.   

In contrast with those approaches, our scheme uses the 
retransmission limit adjustment.  There are several studies 
focusing on this topic [11]-[13].  However, all of them focus 
on the relationship between the transmission delay and the 
retransmission limit.  On the other hand, our scheme aims at 
causing a packet loss intentionally by changing the 
retransmission limit.    

III. PROPOSAL 

The basic idea of our scheme is that a MAC data sender 
tunes up the retransmission limit in response to the data rate 
used for data frame transmission.  The lower data rate, the 
smaller retransmission limit.  This adjustment is done only if 
the sending data frame contains a TCP segment by checking 
the protocol field in IP header.  The followings give the points 
of our scheme.   

A. Focusing on Block Ack based retransmission 

As for the reception confirmation, IEEE 802.11n adopts 
an approach called High Throughput (HT)-immediate Block 
Ack [1].  A sender aggregates multiple data frames into one 
frame (aggregated MAC protocol data unit: A-MPDU) and 
sends it out.  A receiver checks the correctness of individual 
received data frames, and returns a Block Ack frame.  The 
Block Ack frame is sent out immediately after the receiver 
received the A-MPDU, and indicates individual data frames 
are received successfully or not in the Block Ack Bitmap field.   

If the Block Ack Bitmap field indicates loss of some data 
frames, the sender side retransmits the lost frames (the Block 
Ack based retransmission).  On the other hand, in the case 
when A-MPDU itself is corrupted or the returning Block Ack 
frame is lost, the A-MPDU is retransmitted again (the timeout 
based retransmission).   

In general, the timeout based retransmission is controlled 
by a WLAN hardware chip and the Block Ack based 
retransmission is controlled by a WLAN device driver.  They 
are managed independently.  In the case of the WLAN device 
driver we use in this paper, the retransmission limit is 19 for 
the timeout based, and 10 for the Block Ack based 
retransmission.   

Since our scheme is implemented in a WLAN device 
driver, we focus on the Block Ack based retransmission.  Our 
scheme decreases the limit for the Block Ack based 
retransmission when the data rate becomes low.   

TABLE I.  AVAILABLE DATA RATE IN 802.11N WLAN. 

6.5 13.5 27.0 40.5 54 81 

108 162 216 243 270 300 

Unit: Mbps   
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Figure 1.  Outline of bufferbloat problem in 802.11n WLAN upload traffic. 
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B. Determining retransmission limit for individual data 

rate 

The next point is what value is selected as the 
retransmission limit for an individual data rate.  As described 
above, the maximum value of the Block Ack based 
retransmission is 10.  On the other hand, our experiment 
described in [2] showed that 2 is appropriate as the 
retransmission limit for the data rate 6.5 Mbps and 13.5 Mbps.  
So, in this proposal, we focus on determining the in-between 
retransmission limit values.   

We have decided to define the Block Ack based 
retransmission limit in the following way.  

 For the data rate equal to and higher than 100 Mbps, 
the limit is 10. 

 For the data rate equal to and lower than 10 Mbps, the 
limit is 2.   

 As a first step, we introduce a linear relationship 
between the limit and the data rate between 10 Mbps 
and 100 Mbps over a semilog scale.  This is depicted 
as a dashed line in Figure 2.   

 Based on this result, we have selected stepwise values 
for the retransmission limit as shown by a solid line 
in the figure.   

That is, the Block Ack based retransmission limit is  
10 if  𝑟𝑎𝑡𝑒 ≥ 100 Mbps,  
8 if  50 Mbps ≤ 𝑟𝑎𝑡𝑒 < 100 Mbps, 
5 if  25 Mbps ≤ 𝑟𝑎𝑡𝑒 < 50 Mbps, and 
2 if  𝑟𝑎𝑡𝑒 < 25 Mbps.   

It should be noted that this limit value selection is not based 
on a specific theory.  However, the results given in Section IV 
show that our scheme works well using those limit values.   

C. Using moving average for data rate 

The last point is what data rate is to use for determining 
the retransmission limit.  The data rate for a specific data 
frame is determined when the device driver handles the 
corresponding data transfer request.  The data rate will be 
changed according to the physical layer status between the 
terminal and AP.  So, we decided to introduce the exponential 
moving average with coefficient 0.25.  That is, the rate 
described above is calculated at each of data transfer request 
by the following equation.   

 𝑟𝑎𝑡𝑒 ← 0.75 × 𝑟𝑎𝑡𝑒 + 0.25 × 𝑎𝑐𝑡𝑢𝑎𝑙 𝑑𝑎𝑡𝑎 𝑟𝑎𝑡𝑒 

The retransmission limit is determined using this rate and 
is applied when a data frame is retransmitted according to the 
Block Ack based retransmission.   

IV. PERFORMANCE EVALUATION 

A. Experimental settings 

Figure 3 shows the network configuration of our 
experiment.  A terminal and an AP use 5GHz band WLAN 
conforming to IEEE 802.11n.  The AP and a server are 
connected via Gigabit Ethernet link through a bridge.  The 
bridge is used to add a delay to emulate a communication via 
the Internet.   

The experiment is performed in a two-storied Japanese 
style house built of wood.  The server, the AP and the bridge 
are located in the 2nd floor.  The terminal is located in various 
locations in the 1st and 2nd floors, and the stairs between them.  
The distance between the terminal and the AP is about 1.2 
meter at the nearest position and about 10 meter at the far most 
position.  At one position, the terminal is fixed and sends data 
to the server for 60 seconds.  The data communication is done 
by use of iperf [14].   

The specification of the terminal is given in Table II.  The 
AP is commercially available and its model number is WZR-
HP-AG300H manufactured by Buffalo Inc., Japan.  This AP 
supports multi-rate up to 300 Mbps.  In the experiment, we 
used all of the 12 levels of data rate given in Table I.   

In the experiment, the performance of the proposed 
scheme, CoDel and the native 802.11n are evaluated.  The 
detailed conditions of the experiment are as follows.   

 The proposed scheme is implemented in the ath9k 
device driver [15].   

 The CoDel used is that for Linux 3.5.  We ported this 
version of CoDel to Linux 3.2.38.  As the performance 
parameters in CoDel, we used default parameters, e.g., 
5 msec as the target and 100 msec as the interval.   

 
Figure 3.  Experiment configuration. 

TABLE II.  SPECIFICATION OF TERMINAL. 

Linux kernel 3.2.38 (self build) 

Manufacturer/model Lenovo ThinkPad X61 

WLAN card NEC Aterm WL300NC 

WLAN device driver ath9k 

 

 
Figure 2.  Retramission limit adopted by our scheme. 
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 As for TCP versions, we adopted TCP Reno, as a 
conventional scheme, and Cubic TCP, as the default in 
Linux.   

 In the experiment, two cases without and with 
additional delay are evaluated.  The delay is inserted 
by the bridge.  In the case of additional delay, 100 msec 
round-trip delay (50 msec one way delay) is used.  The 
insertion is done using netem in Linux [16].   

 During a 60 sec. TCP communication, the following 
data are collected;   

o packet trace at the terminal, by use of tcpdump,  
o TCP connection information, such as the congestion 

window size (cwnd) at the terminal, by use of 
tcpprobe [17], and 

o WLAN transfer information, such as data rate, from 
WLAN device driver.    

From these data, the average of data rate, RTT, 
throughput, and cwnd for an individual TCP 
communication are calculated.   

 As for the parameter which characterizes the position 
of the terminal, the distance between the terminal and 
AP is not appropriate.  The reason is that the distance 
is only meaningful in our experimental environment.  
On the other hand, the data rate used in one position is 
rather stable.  So, we use the average data rate during 
a TCP communication as the parameter which 
specifies the location of the terminal.  The other 
measured values are mapped with the average data rate.   

B. Comparison among proposal, CoDel and native 802.11n 

Figure 4 shows the results when Cubic TCP is used and no 
additional delay is inserted at the bridge.  In this figure, (a), 
(b) and (c) show the average throughput, the average RTT, 
and the average cwnd versus the average data rate, 
respectively.  An individual point in the figure shows a result 
of one evaluation for one 60 sec. TCP communication.  From 
Figure 4 (a), it can be said that our proposal, CoDel, and the 
native 802.11n give a similar TCP throughput.   

But, Figure 4 (b) indicates that the average RTT of the 
native 802.11n is large, about 1000 msec, when the average 
data rate is lower than 30 Mbps.  The average RTT of CoDel 
is smaller than that of the native 802.11n for all values of the 
average data rate.  The average RTT for the native 802.11n 
and CoDel maintains a linear relationship with the average 
data rate in the log-log scale.  On the other hand, our proposal 
shows different features.  In our proposal, the average RTT is 
similar with that of the native 802.11n while the average data 
rate is larger than 80 Mbps.  For the average data rate smaller 
than 80 Mbps, however, the average RTT of our proposal 
becomes smaller than that of the native 802.11n, and even that 
of CoDel.   

Figure 4 (c) shows the reason of those results for RTT.  In 
the native 802.11n, the average cwnd is large, 700 to 900 
segments, for all values of the average data rate.  This large 
cwnd causes the queue to build up.  In the case of CoDel, the 
average cwnd is small throughout all the range of the average 
data rate.  This is caused by dropping packets against the built 
up queue.  On the contrary, in our proposal, the average cwnd 
is similar with that of the native 802.11n while the average 

data rate is 100 Mbps or larger.  When the average data rate 
becomes smaller than 100 Mbps, the average cwnd also 
becomes smaller, and in the range of below 40 Mbps, it is 
smaller than that of CoDel.  It can be said that the proposed 
scheme to decrease the MAC level retransmission limit at the 
low data rate works well for a TCP communication.   

When TCP Reno is used, the results were similar when no 
additional delay is inserted.   

Figure 5 shows the results when Cubic TCP is used and 
100 msec additional delay is inserted at the bridge.  As for the 
average RTT, the native 802.11n has a large value and the 
CoDel is smaller than that of the native 802.11n, while the 
average data rate is smaller than 100 Mbps.  On the other hand, 

 
(a) Average throughput versus average data rate 

 
(b) Average RTT versus average data rate 

 
(c) Average congestion window size versus average data rate 

Figure 4.  Results for Cubic TCP without any additional delay. 
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our proposal has similar average RTT values with the 802.11n 
while the average data rate is larger than 80 Mbps.  For the 
average data rate smaller than 80 Mbps, however, the average 
RTT of our proposal becomes smaller than that of the native 
802.11n, and even that of CoDel.  This is similar with the case 
of Figure 4.   

Figure 5 (c) gives a different result from Figure 4 (c).  The 
average cwnd of CoDel in the case of additional delay is larger 
than the case without additional delay.  The average cwnd of 
CoDel is similar with the native 802.11n and our proposal for 
100 Mbps and larger average data rate.  This brings the similar 
TCP throughput.   

Figure 6 shows the results when TCP Reno is used and 
when 100 msec additional delay is inserted at the bridge.  

Figure 6 (b) shows that the average RTT is similar with that 
in Figure 5 (b).  From Figure 6 (a), however, the average 
throughput of CoDel is lower than the other schemes in the 
range of the average data rate with larger than 100 Mbps.  
Figure 6 (c) shows that the average cwnd of CoDel is also 
smaller than those of our proposal and the native 802.11n for 
the average data rate larger than 100 Mbps.  This is the reason 
for the low throughput.  In order clarify the situation, Figure 7 
shows the timeline of throughput and cwnd when the average 
data rate is 216 Mbps.  Figure 7 (a) shows that the throughput 
of CoDel becomes low at time 15 sec.  Figure 7 (b) indicates 
that, at this timing, a packet loss causes slow start and, after 
that, cwnd grows up only slowly.  This result says that CoDel 
may drop packets unnecessarily and the TCP version with the 
moderate congestion increasing may suppress the throughput.    

 
(a) Average throughput versus average data rate 

 
(b) Average RTT versus average data rate 

 
(c) Average congestion window size versus average data rate 

Figure 5.  Results for Cubic TCP with 100 msec additional delay. 
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(a) Average throughput versus average data rate 

 
(b) Average RTT versus average data rate 

 
(c) Average congestion window size versus average data rate 

Figure 6.  Results for TCP Reno with 100 msec additional delay. 
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V. CONCLUSIONS 

This paper proposes a scheme for reducing the delay in 
TCP communication over 802.11n WLAN.  Our scheme 
decreases the retransmission limit of the Block Ack based 
retransmission gradually according to the data rates becoming 
low.  This paper also presents the detailed performance 
evaluation of our proposal, CoDel using the active queue 
management, and the native 802.11n with Cubic TCP and 
TCP Reno.  The results show that our proposal and CoDel 
decrease the delay at a low data rate which the native 802.11n 
suffers from.  The results also show that there are some cases 
where CoDel drops packets unnecessarily and the throughput 
in CoDel becomes lower at a high data rate.  These results 
show that our proposal, which weakens the MAC level 
retransmission function can solve the bufferbloat problem 
specific for 802.11n WLAN.   
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(a) Throughput versus time 
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Figure 7.  Results for individual TCP Reno communications  

with 216 Mbps data rate (100 msec additional delay). 
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Abstract—In policy-based management, service providers want
to enforce fine-grained policies for their resources and services.
Besides the assurance of digital identity, service providers usually
need personal data for evaluation of access control policies. The
disclosure of personal data, also known as Personally Identifiable
Information (PII), could represent a privacy breach. This paper
proposes an architecture that allows an individual to obtain
services without the need of releasing all personal attributes.
The architecture achieves that outcome evaluating the targeted
policy in the domain of the identity provider, that is, policies are
sent from service providers to identity providers to be evaluated,
without the need of releasing some PIIs to the service provider
side. We also present an implementation of a prototype using
XACML 3.0 for fine-grained authorization and OpenID Connect
for identity management. The prototype was evaluated through
an use case representing an hypothetical scenario of a bookstore.
The project demonstrated that for certain situations an user can
restrict the release of PII data and still gain access to services.

Keywords–Privacy; Identity Management; OpenID Connect;
Fine-grained Authorization; XACML.

I. INTRODUCTION
The data that identifies and distinguishes the users have

acquired invaluable importance in the digital society, to the
extent that any online transaction usually requires some infor-
mation to be disclosed. These data are known as Personally
Identifiable Information (PII) and they are represented by
attributes.

The risks to personal information in service providers (SP)
are totally related to the amount of collected attributes of
individuals [1]. In addition, the personal identification data
can be collected by the service providers to identify users and
create profiles for business. Many Internet companies grew
up selling personally identifiable information and behavioral
data. These two situations represent attacks on the privacy of
individuals and the risks increase with the amount of personal
attributes in the SP.

Thus, privacy aims to minimize the release of personal
information and/or prevent that attributes are linked to the
user [2][3][4]. Privacy can be achieved by law, techniques, and
mechanisms, aiming to empower the individuals in controlling
their personal information. This work presents a technique that
aims to minimize the disclosure of PII data.

The access control is a central security point and the
authorization systems evolved from identity-based to attribute-
based. The attribute is an assertion describing a quality, state,
appearance, and characteristic of some entity in the context of
authorization. There can be attributes of the subject, resource,
action, and environment. The Attribute-Based Access Control

(ABAC) model [5] is a formalization of the requirements for
an attribute-based authorization. The ABAC evaluates rules
and policies against the attributes of the entities (subjects,
resources, actions, and environment). The model is character-
ized as policy-based authorization, because the logic of access
control is represented by rules that compose policies.

The architecture of ABAC is constituted by functional
points, which were already defined in [6]. The Organization for
the Advancement of Structured Information Standards (OA-
SIS) specified the eXtensible Access Control Markup Language
(XACML) [7] as an implementation for the ABAC model
and for the authorization framework [6]. The XACML is a
policy language for fine-grained authorization which provides
a request-response protocol and a reference architecture. The
functionality of the model starts with the request that arrives at
the Policy Enforcement Point (PEP), which acts protecting the
resource. The PEP receives user’s request and asks the Policy
Decision Point (PDP) for an access control decision. The PDP
evaluates the policy that matches the request and returns a
decision to PEP for enforcement. Also, there is the Policy
Administration Point (PAP), which manages the repository of
policies and the Policy Information Point (PIP), which searches
for the attributes that are not present in the request.

Service providers (SP) need user’s attributes to enforce
fine-grained policies and to perform appropriate authorization
decisions. One solution for the SP is to use the authentication
token to get attributes from an identity management system
(IdM). An IdM is the process and technology that enables the
creation, management, use, and removal of digital identities.
Digital identities are electronic representations of the real
identities and can be characterized by a subset of values of
attributes [8]. Thus, IdM systems were created in order to
maintain PII data in an identity provider (IdP) and to securely
transport attributes and identity assertions among different
parties.

In this paper, we will present the scenario of a bookstore
to explain the problem to be solved. The Web service of the
bookstore sells materials online but the company is seeking to
include a competitive edge in the field of user privacy. The
bookstore has included the possibility to view books online,
but some of them with restricted access. Firstly, users have
to login in the IdP and then the SP will evaluate XACML
policies against user’s attributes to generate an access decision.
Consequently, the SP needs to obtain the personal data from
the user maintained by the IdP. However, this situation creates
a privacy risk to the individual because the bookstore could
increase the amount of collected personal attributes. This
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problem led us to propose an architecture to preserve user’s
privacy.

The proposal of this paper is an approach that maintains
the SP needs for fine-grained authorization while protecting
user’s privacy. To ensure privacy of users, the architecture will
evaluate the service policy in the domain of the IdP. Thus, the
complete set of personal attributes are not conveyed from the
IdP to the SP to evaluate the policies. The trust relationship
that enables the SP to rely on assertions from IdP is used by the
architecture to obtain an access control decision from the same
IdP. The development of our architecture is based on recent
protocols and specifications: OAuth 2.0 [9], OpenID Connect
(OIDC) [10], and RESTful Web services. In addition, the SP
applies fine-grained authorization using XACML architecture
and policies.

One of the main contribution of this work is the intro-
duction of an architecture that evaluates attribute-based access
control policies in the IdP side, returning to the SP only the
result of the evaluation, aiming to prevent the service provider
from obtaining private user data. The other contribution is
the enforcement of fine-grained access control policies using
XACML by the SP while keeping user’s privacy regarding PII.
The proposal and development of a prototype to test a use case
scenario can also be considered a contribution of this work.

The remaining of this paper is arranged as follows: Section
II presents the related work; the problem statement is in Sec-
tion III; in Section IV, the proposed architecture is presented;
the Section V describes the implementation of a prototype and
the results from the test case; Section VI discusses the findings;
and Section VII sums up the text.

II. RELATED WORK
Different works and Privacy Enhancing Technologies

(PETs) have the purpose of increasing or establishing privacy
in the relationship between users and service providers in
IdM environment. This section restricts the descriptions of
the works that aim to provide privacy of personal data, as
defined in EU Directive 95/46/EC [11]. The directive defines
personal data as a piece of information that identifies directly
or indirectly a natural person.

The Privacy-preserving Attribute-based Credentials
(Privacy-ABC) is an approach to authentication with private
credentials in IdM scenarios, which provides user privacy.
The Privacy-ABC are technologies which enable users to
obtain credentials and derive unlinkable tokens that reveal
only a subset of attributes. They are based on cryptographic
primitives, and two examples of them are the schemes of
Brand [12] and Camenisch-Lysyanskaya [13].

The Privacy-ABC were developed in the European projects
PRIME [14] and PRIMELife [15]. IBM Identity Mixer
(Idemix) [16][17] and the Microsoft U-Prove [18] are commer-
cial deployments based on Privacy-ABC. Those technologies
do not have a widespread use, owing to the fact that the areas of
user interface, policy languages, and infrastructure need further
research [19][20]. In addition, the Privacy-ABC have difficult
understanding and use [21]. The ABC4Trust [22] project was
created to overcome some of those technical issues.

The User-Managed Access (UMA) [23] is a profile of
OAuth 2.0 and its principal aim is to enable users to manage
the policies of their protected resources (personal data, content,
and services). The users are central in UMA, however, they
may be confronted with complex policies in Web scenarios,

that require complicated authorization choices and could neg-
atively affect the user’s privacy decisions.

Chadwick and Fatema [24] proposed an architecture that
aims to provide authorization services in cloud infrastructure.
Privacy is addressed by the use of sticky policies that consist
of privacy policies that are attached to the data. The premise
was that the SPs in the cloud are reliable in such a way that
they will honor the privacy policies defined in sticky policies.

Architectures for policy decomposition [25] and policy fed-
eration [26][27] aimed to provide confidentiality and privacy
when enforcing access control policies in distributed environ-
ments. The proposed works are supported by the XACML
architecture because the entities of XACML are specified to
be easily distributed. The entities use SOAP/SAML protocols
to convey the request/response messages and the policies,
all defined in XACML specification [7]. Despite the privacy
achieved in some scenarios, the models do not explicitly
include user authentication through identity management.

The Shibboleth 2.0 [28] is a well-known example of
implementation of the Security Assertion Markup Language
(SAML) protocol [29] for IdM. However, some characteristics
of Shibboleth 2.0 limit its use in our architecture: the set of
attributes are predefined between the SP and IdP and there is
no consent mechanism (this was included natively in IdPv3).
Thus, the SAML/Shibboleth 2.0 has a difficult integration
with RESTful Web API and mobile applications. The OpenID
Connect (OIDC) [10] is a recent specification for IdM and was
developed on the top of OAuth 2.0. The main advantages are
the use of RESTful Web APIs and the transport of data through
Javascript Object Notation (JSON) format. OIDC is a natural
choice for identity management in Web 2.0 environments.

Werner and Westphall [30] defined a model for an IdM with
privacy in cloud infrastructure. Even though the authors have
presented a model that tries to help users to make decisions
about their privacy, the architecture still depends on SP to
enforce the privacy policy.

Ma and Sartipi [31] proposed an infrastructure that inte-
grates the OIDC to XACML for sharing diagnostic images in
cloud deployments. Their solution transfers to the end user the
management of policies, which could be administrative burden
when users have data in different types of services.

III. PROBLEM STATEMENT
The main problem that this work aims to solve is the

amount of PII data released in IdM scenarios. The proposed
solution transfers the policy from the SP to the IdP. For this
work, the words Service Provider (SP), Relying Party (RP),
and Client have the same functional definition.

The externalization and distribution of policy evaluation
have been studied before [26][27]. Those references adopted
the XACML for the architecture and for the policy language.
The XACML and the ABAC were defined for distributed
environments [5], but considered in a single domain of security.
This work proposes the inclusion of a PDP in an IdP domain
to evaluate policies that need end-users attributes. However,
the approach is unusual when considering the IdM scenarios.
The proposed architecture uses the trust agreement created
to support a federated identity management to federalize the
authorization concerning PII data.

The architecture proposed can be defined as a PET solution.
The taxonomy of PETs [3] defined the aspect of privacy that
is targeted by PET, and that can be the identity, the content,
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or the behavior. The proposal of this paper aims to protect
the data that represents the identity of the user stored in an
IdP. The architecture does not include mechanisms to protect
the content of data that are created, stored, and manipulated
during service interaction. The aspect of behavior is related to
access pattern and it is obtained by correlating actions with
identities. The proposed architecture only can guarantee such
aspect if the underlying IdM provides transient pseudonyms
identifiers or anonymity.

The following set of trust relationships were assumed for
this work: the IdP is trustworthy for management of end user
attributes; the RP is untrustworthy, which follows the protocol
but wants more information than is really necessary; and, the
RP relies on the IdP to provide the identity claims about the
end user.

The previous definition leads to the configuration of the
architecture in security domains. There is the domain of the SP
and the domain of the IdP. The classification is regarding to the
protection of the PII data. The IdM technologies adopted the
concept of minimization of data releasing only the attributes
required for the purpose of the service. The trust relationship
between IdP and RP includes agreement on what attributes
of IdP are needed to what services of SP during transactions
related to identity and authorization management. The trust
agreement can be static or dynamic. Static agreements are used
by IdMs based on SAML. In that type of IdM, the user has
little or no control about the personal data released to the SP.

On the other hand, recent specifications of architectures
and protocols for authorization and identity are more dynamic.
They define the user as the central entity for controlling data
access and the main mechanism is the consent management
[11][1]. Examples of systems that include user’s consent:
OAuth 2.0, OIDC, UMA [32], Shibboleth IdPv3 [33]. This
demonstrates that consent is relevant in IdM scenarios and
it is why this proposal can be considered for increasing the
privacy of personal data.

IV. PROPOSED ARCHITECTURE FOR PRIVACY
PRESERVING USER ATTRIBUTES

The architecture proposed here includes elements and flows
in a network-based IdM. This type of IdM provides the
functionality of Web authentication, known as Web Single
Sign-on (SSO). The proposed architecture is depicted in Fig.
1. The elements of ABAC model are included in the RP and
in the IdP. The ABAC functional points provide the following
features: evaluation of fine-grained policies; request/response
authorizations; and, distribution of the functional points. Those
characteristics enable the creation of a loosely-coupled archi-
tecture for authorization and a means to convey the policies to
the IdP.

Fig. 1 shows that there are the domain of RP and the
domain of IdP. The end user trusts the IdP to be the provider
of personal data (attributes). The RP trusts the IdP for end-user
authentication. This trust relationship can be statically agreed
upon or dynamically created. The dynamic mechanism occurs
through some form of discovery and metadata exchange for
registration. The elements included in the architecture are: PDP
and PAP in RP domain; and, PDP in IdP domain. The PEP
in RP must enforce the result of PDP evaluation of policies
managed by the PAP. The PAP stores the authorization policies
for the RP. This scheme defines an externalized architecture of
authorization.

The inclusion of the PDP and PAP points for authorization
purposes are common scenarios in ABAC models. However,
inclusion of a PDP point in IdP is a novel proposal. This
creates another point of policy evaluation in the domain of
IdP. In ABAC model, the same policy that is evaluated by the
PDP in RP domain can be evaluated in the domain of IdP,
because of its distributed architecture. If the service policy
requires user attributes, then the policy can be conveyed to
the IdP domain for evaluation. This approach eliminates the
release of personal data from IdP to RP domain.

The flows highlighted in Fig. 1 will be now described. The
steps 1 to 4 are related to the process of authentication (Web
SSO). An end user through user agent (Web browser) requests
services from RP (step 1). The RP redirects the end user to
IdP via Web browser (step 2). The end user is authenticated
by IdP (step 3) and the IdP generates a token that is redirected
to RP (step 4). The token is an authentication assertion and
the token corresponds to the user credentials.

The next phase (step 5) only occurs when end users have
decided to release personal attributes to the RP through the
consent dialog. The RP uses the token obtained in the phase
of authentication to get those user released attributes. Those
attributes can be used by the RP to enrich the user experience
on the Web and create authorization with fine-grained controls.
However, this consent phase can also increase the risks to the
privacy of the user because the risk is directly related to the
amount of personal data transferred to the RP.

The next steps are concerned with the description of the
contribution of this proposal. The RP implements the ABAC
model to protect resources using fine-grained policies. The
end user’s demand is captured by the PEP which generates
a XACML request with the available attributes. The PEP
sends the XACML request to the PDP for an access decision
(step 6). The PDP chooses the applicable policy based on the
attributes of different categories: subject, object, action, and
environment. If the end user have denied access to the subject
attributes, the PDP cannot evaluate the applicable policy to the
XACML request and thus the PDP returns the “Indeterminate”
response. Besides, the PDP includes the status of missing
attributes in response. With that outcome, the PEP could deny
the user’s request to resources. However, in the proposed
architecture, this lack of necessary attributes starts the phase
of the evaluation of the RP policy in the IdP domain.

The RP discovers that the IdP can evaluate XACML
policies when the IdP announces the PDP endpoints through

RP

IdP

End User
1

2

3

5 USER
ATTRIBUTES

RESOURCE

PEP

4

PDP PDP
PAP6 7

8

Figure 1. Proposed architecture. Our contribution is highlighted and
comprises PDP/PAP points and steps 6, 7 and 8 for conveying policies.
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metadata information. The implementation of the XACML
standard is not specified because the policy-based XACML
language does not rely on the technical engine that will run
it. In consequence, the architecture is ready to evaluate the
authorization policy in IdP domain.

The response from PDP also contains the identification of
the target policy. The PEP uses that information to retrieve the
policy from the PAP and then sends it to the endpoint of the
PDP in the IdP (step 7). The PEP sends the same XACML
request to the PDP at IdP for evaluation (step 8). The PDP
starts the evaluation of the policy against the attributes that
come from the following sources: XACML request for the
resource, action, and environment attributes; and, the subject
attributes from the IdP. The subject attributes refer to the
attributes about end users at IdP. As the PDP figures out an
authorization decision, it is returned to the PEP in the domain
of RP for enforcement (step 8).

V. PROTOTYPE RESULTS
The prototype consists of an IdM and the elements of the

ABAC authorization model. Fig. 2 shows the entities grouped
in security domains along with the principal steps. The steps
may represent one or more flows of interaction among the
entities. The diagram also depicts which flows are related to
OIDC, XACML, and those provided by the contribution of this
work.

The domain of RP was built with the following elements:
PEPClientApp, PDP-rp, and PAP. The PEPClientApp is the
application that owns and protects the access to resources or
services through the PEP. It intercepts the end-user request
and generates a XACML request for the PDP-rp to obtain an
access control decision. The PEPClientApp was constructed
using base code of a sample application which is included
in the MITREid project. It uses the Spring Framework to
provide the security elements for protection of the services.

User AuthN
+

UserInfo Attr

AuthZ
Request/Response

UserInfo
Attributes

AuthZ
Request/Response

PDP-op

PDP-rpPAP

Policy

Policy

1

2b

5

6a/6b6c

7

8a/8b

OAuth2/OpenId Connect

XACML

Steps proposed

OP domain

RP domain

PEPClientApp

OP

1

2a

4b

4a

3

Figure 2. Prototype of the proposed architecture.

The PDP-rp evaluates the XACML request against the policies,
which protect the services and resources. The PAP manages
the access control policies for the RP.

In the security domain of OP, there were the following
elements: OP, PDP-op, and UserInfo. The OP is the IdP
provider, which will authenticate the end user and will provide
claims about the user to the RP. The MITREid Connect [34]
was defined for the IdP because it is an implementation of the
OIDC standard. The PDP-op is the PDP point of the XACML
architecture that evaluates the RP policies that are sent by
the PEPClientApp. The UserInfo is the repository of end-user
attributes, which are stored in a database, that enables both the
OP and the PDP-op to retrieve attribute information.

The OpenAZ [35] is a reference implementation of the
XACML 3.0 standard and it was chosen because it sup-
ports REST interfaces and JSON messages for communication
among PDP, PAP, and PEP. This REST support makes it more
easy to distribute the XACML points as RESTful Web services.
It also enabled the integration of the XACML with the OIDC.
The OpenAZ, MITREid Connect, and PEPClientApp are all
open-source software based on the Java language, and they
performed on the Tomcat Web server.

A. Test Case
The scenario used for this test case was based on an online

bookstore that sells books and offers some other services. One
service allows users to view and read books online from their
catalog. However, there are titles that need different types of
authorization because they are restricted material.

The bookstore adheres to an IdM and obtains the authenti-
cation result from an identity provider (IdP). The authorization
system needs the following characteristics: policy-based, fine-
grained controls, and dynamic management of access controls.
In addition, the outsourced authentication and authorization
need to adopt principles of RESTful architecture style. These
requirements are complied by XACML 3.0 standard for fine-
grained authorization and OpenID Connect for identity man-
agement.

The following fine-grained policy was defined to assess
the use case and that was identified as P1: users authenticated
by an IdP and whose residence is in either of Japan, China,
or South Korea can view online books restricted by locality.
Besides, the books are only available between December
1st and December 31, 2016. The policy is expressed in the
XACML 3.0 language, which is deployed in PAP. It will
protect the resources at RP domain besides other policies.

The steps in the test are described below. First, it was
assumed that the end user “Jackie” was registered in the OP.
And similarly, the RP identified as PEPClientApp was already
registered as a client application in the same OP. The steps 1
to 4 are related to the phase of authentication of the end user
to the OP. After that, a page of consent was presented to him.

The consent phase is shown in Fig. 3. It sets up the
user’s decision about his privacy. It is where the user has the
power of choice on the release of personal attributes to the
RP domain. In our example, the end user “Jackie” authorized
the PEPClientApp to access resources on his behalf. However,
he does not want to share his personal information with the
RP. Thus, “Jackie” just chose to release the sub claim to RP,
clicking in the option “login using your identity”. The claim
sub identifies the end user at the issuer (OP) and it is included
in the assertion that OP sends to the RP.
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Figure 3. Screen of consent at OP.

The PEPClientApp generated a XACML request with the
attributes available at RP. The request contains the attributes
from resource, action, environment, and subject. The attributes
of the subject contained only the identifier of OP and the
identifier of subject (“subject-id”). The PEPClientApp sent
the XACML request to the PDP-rp for an access control
decision (step 6a). The PDP-rp evaluated the request against
the applicable P1 XACML policy to renders an authorization
decision. The main rule of P1 policy contains the element
Condition that has two set of functions. The parameters are the
attributes country and current-dateTime. However, the value
of the attribute country was missing and was not available
for evaluation by the PDP-rp. Thus, the PDP-rp returned the
response “Indeterminate” with the status “missing-attribute”
(step 6b). That resulted in a new authorization step.

The next phase is where the proposal of preserving pri-
vacy is included in the architecture. The XACML response
included the identification of the policy and in sequence the
PEPClientApp obtained it from PAP (step 6c). Considering that
the targeted policy was sent to the cache of PDP-op (step 7),
the PEPClientApp performed the same request to the RESTful
endpoint of PDP-op (step 8a).

The PDP-op evaluated the request against the policy and
arrived in the XACML Condition, which contained a function
that needed the attribute country. Thus, the PDP-op consulted
the PIP through Context Handler for the missing attribute. The
PIP obtained a value for the attribute country making a query
using the end user identified by sub in the UserInfo database.
Then, the PDP-op evaluated the rule and arrived a decision.
The response containing the decision “Permit” was returned to
the PEPClientApp for enforcement (step 8b).

VI. DISCUSSION
The results from the test case (Section V-A) showed that

the architecture allowed an end user to access the protected
resources without releasing personal attributes to the RP. In the
test case, the end user “Jackie” has not released the attribute
country to the RP. However, the PDP-op arrived at decision
“Permit” because it obtained the value of attribute country from
the OP domain. Summarizing, an architecture was proposed in
this paper that transferred the authorization service from RP to
the OP and that achieved the outcome of avoiding to release
personal information to RP.

The prototype presented low complexity to implement

the proposed architecture. Besides, there was no need to
change flows and specifications of the OIDC and XACML.
In contrast, the works and systems [14]-[20] that use private
credentials have to deal with the complexity of the Public Key
Infrastructure (PKI) and with questions related to integration,
data formats, and user interfaces.

Organizations that collect and store PII data should es-
tablish security controls to provide the confidentiality of this
information [36][37]. This represents an administrative and
operational costs for those companies. However, when an
organization can provide service without the need for personal
attributes, it can minimize these costs. This is a benefit that
can be achieved with the use of the proposed architecture.

The test case also demonstrated the usability of the proto-
type, because the end users did not need to establish privacy
policies to manipulate their personal data. The users only
needed to deny the release of attributes to protect their PII data.
The outcome is that the SPs can modify their authorization
logic without updating them in the agreement with the IdP.
The proposals [23][24][30][31], which depend on the user’s
ability to define policies, may create risks to privacy of PII
due to an increase in management complexity.

The aspects of confidentially, integrity, threats and security
risks are directly related to the measures adopted when im-
plementing the IdM infrastructure. If the architecture uses the
OpenID Connect for IdM, as in the prototype, the security mea-
sures are those specified in the [10] and in the [38]. The [38]
presents the threat model and security considerations when
implementing systems and protocols that use the underlying
protocol OAuth 2.0.

There is a potential limitation in the confidentiality con-
cerning service provider policies in our work. There is a need
of security mechanisms to protect the policy when it leaves the
domain of RP, because it may contain sensitive information
about the service provider. This problem can be minimized
considering the trust relationship established between the OP
and RP.

There is another issue that needs to be considered. The
privacy feature of anonymity depends on the IdM system
used in the architecture. Pseudonymity and anonymity can
be obtained in OIDC by the use of Pairwise Pseudonymous
Identifier (PPID) [10] for the value of sub claim. PPID is an
identifier that identifies the end user to an RP that cannot be
correlated with the end-user PPID at another RP. The PPID
can be used in OIDC without any problem in the proposed
architecture.

There is a performance limitation regarding the authoriza-
tion actions. As the architecture included steps to evaluate
the policy in the domain of OP, the decision time increases.
Moreover, there are concerns regarding the runtime of the
XACML policies. However, there are works [39][40] that aim
to optimize PDP performance. In addition, the mechanism
of caching can be used for the PDP and PAP points of the
architecture. The question of performance can be considered
a valid trade-off between user privacy and the performance
penalty to get an authorization decision. The end user can
assume the performance impact considering that the request
can be denied in the absence of the proposed architecture.

VII. CONCLUSION AND FUTURE WORK
The proposed architecture presents a new way of obtaining

privacy to users, when dealing with fine-grained resource
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permissions. The SP policies are carried out and assessed in
the domain of the IdP to avoid the release of personal attributes
to SP domain. This approach allows users to deny the release
of personal data to SP while getting a decision for accessing
resources or services. The outcome of the architecture is the
minimization of use, collection, and retention of personal
data (PII), that attends the principle of collection limitation
from OECD privacy guideline. Future work might go towards
research on the inclusion of the decomposition of policies to
protect the confidentiality of some elements of the policy.
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Abstract— Cognitive radio is a promising technology for the 
next generation of wireless networks. Performance analysis of 
multiple access protocols in cognitive radio networks has been 
presented in the literature, but only considering the unreal 
situation of perfect channel sensing. In this paper, we extend 
an analytical model previously proposed to evaluate the 
performance of a cognitive radio network using Slotted Aloha 
and CSMA (Carrier Sense Multiple Access) multiple access 
protocols. In our new model, we consider imperfect channel 
sensing, resulting in more realistic performance analysis. After 
that, we investigate the influence of the parameters related to 
the performance of the channel sensing process in the 
performance of the network.  

Keywords— Cognitive Radio; Multiple Access; Imperfect 
sensing; Throughput; Performance analysis. 

I.  INTRODUCTION  
Cognitive Radio (CR) is a new paradigm for the design 

of wireless communications systems, which aims to enhance 
the utilization of the Radio Frequency (RF) spectrum [1][2]. 
The motivation behind CR is the scarcity of radio frequency 
spectrum due to the increase in traffic in wireless networks. 
A study made by the Spectrum Policy Task Force (SPTF) of 
the Federal Communications Commission (FCC) has shown 
that some frequency bands are heavily used by licensed 
systems, in some particular locations and periods of time, but 
there are also many frequency bands that are only partly 
occupied or largely unoccupied [2]. A way to overcome 
these limitations is to promote changes in the current 
licensing model, by allowing secondary users (SUs) to 
access spectrum opportunities, also called spectrum holes, 
without causing harmful interference to the licensed users or 
primary users (PUs).  

Cognitive Radio is defined as a radio that can change its 
transmission parameters based on the environment in which 
it is operating. The main functions of CR include spectral 
detection, spectrum management, spectral mobility and 
spectrum sharing [2]. Its paramount objective is to provide 
adaptability to wireless transmission systems through 
Dynamic Spectrum Access (DSA) in order to optimize the 
performance of the system and improve the use of spectrum. 

The components of the cognitive radio network 
architecture can be classified into two groups: primary 
network and secondary network. The primary network is the 
licensed network infrastructure, which is authorized to 

exploit a certain band of the frequency spectrum. The 
secondary network is not licensed to operate in the 
designated band and its stations can access the spectrum in 
an opportunistic way, exploring the bands unused by PUs. 

Medium Access Control (MAC) is a key issue in 
Cognitive Radio Networks (CRN). In the primary network, 
the MAC protocols are important in order to organize the 
access to the channel of different PUs. In the secondary 
network, the MAC protocols have the responsibility to 
organize the access of SUs to the idle channels of the 
primary network and prevent the licensed network from 
harmful interference [3]. 

In [3], the performance of CRN is analyzed for several 
MAC protocols, including the analysis that considers 
Slotted Aloha in the primary network and Slotted Carrier 
Sense Multiple Access (CSMA) in the secondary network. 
In these analyses, the capture effect is taken into account in 
the primary and secondary networks. However, the analyses 
presented in [3] do not consider the Packet Error Rate (PER) 
due to simultaneously transmission of two or more stations. 
This lack in the performance analysis has been solved by the 
extension presented in [4]. However, the analyses presented 
in [3] and [4] do not consider one important aspect, the 
imperfect sensing in the secondary network, and therefore 
can lead to unrealistic results. Thus, the main goal of this 
paper is to extend the analyses presented in [3] and [4], by 
considering the effect of imperfect sensing in the 
mathematical formulation. 

The remainder of this paper is organized as follows: in 
Section II, we present the proposal of a new analytical 
model to compute the performance of the primary and 
secondary networks considering the effect of imperfect 
sensing; Section III presents numerical results and a 
comparison between the results obtained with our model 
with the results previously presented in [4]; the conclusions 
are given in Section IV. 

II. THE  PROPOSED NEW SYSTEM MODEL 
In the network architecture considered in this paper, the 

primary network uses Slotted Aloha as multiple access 
protocol and the secondary network uses Slotted-CSMA. The 
primary access point (PAP) and the secondary access point 
(SAP) provide services for primary and secondary networks, 
respectively. In the primary network, there are Np PUs and, 
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among these, Ip stations are attempting to transmit their data 
packets during a time slot. On the other hand, the secondary 
network has Ns SUs and during a given time slot there are Js 
SUs attempting to transmit their packets [3][4]. 

A. Structure of Time Slot and Mini-Slot 
The channel is time slot based on the primary network 

and mini-slot based on the secondary network. So, each time 
slot of Slotted Aloha is subdivided into mini-slots. The 
duration of each mini-slot is equal to the maximum 
propagation delay (τ) found in the primary and secondary 
networks and corresponds to the distance from point a to b in 
Figure 1 [3][4].  

 
Figure 1. Slots structure of Slotted Aloha for primary users and Slotted 

CSMA for secondary users. 

There are two types of mini-slots: a few intended for 
carrier sensing, defining the carrier sensing period (Smi), and 
the most of them intended for packet transmissions, defining 
the transmission period (Tmi) to the SUs, as illustrated in 
Figure 1 [3][4]. According to Figure 1, the maximum sensing 
period allowed is from point a, i.e., in the beginning of a 
time slot, to point c; the sensing point is set to happen at the 
beginning of each mini-slot. The distance between point c 
and point e is specified as the maximum length of the data 
packets (Tmi) from the secondary network in terms of the 
number of mini-slots. Therefore, the packet length of the 
secondary network is shorter than the packet length of the 
primary network due to the carrier sensing period [3][4]. 

B. Fading Model for Primary and Secondary Network 
In this paper, following [3] and [4], a quasi-static fading 

model is used, according to the Rayleigh statistical model, 
wherein the instantaneous power of the received signal have 
an exponential distribution, as represented by (1): 

 
  
p(δ ) = 1

Δ
e−δ /Δ .                                 (1) 

where Δ is the mean power of the received signal and δ is 
the instantaneous power of the received signal. 

C. Channel Sensing  
The spectral sensing is one of the most critical parts of 

the CRN. Before transmit, the secondary network performs 
channel sensing, which can be modeled as a hypothesis 
testing problem. We assumed that H0 denotes the hypothesis 
that the channel is inactive, and H1 denotes the hypothesis 
that the channel is active. Thus,

0
Ĥ  denotes the decision that 

there are not primary users in the channel and 
1
Ĥ  denotes the 

decision that there are primary users in the channel. With the 

result of the decision and the true nature of the activity of the 
primary network, we can define the probability of a correct 
decision about the channel when a PU is active, given by (2), 
and the probability of false alarm when the primary network 
is inactive, given by (3) [5][6]: 

Pd = Pr Ĥ1 H1⎡⎣ ⎤⎦                             (2) 

 Pf = Pr Ĥ1 H0
⎡⎣ ⎤⎦                             (3) 

D. The Interfering Model 
In the model used in [4], denominated original model, the 

sensing process is considered perfect. As a consequence, if 
the primary network uses a time slot, the SUs do not transmit 
in that slot. Thus, only other PUs can interfere with the 
transmission of a given PU. Similarly, the SUs will transmit 
only in idle slots (slots without transmission of PUs) and, as 
a consequence, only other SUs can interfere with the 
transmission of a given SU. In the model proposed in this 
paper, we consider imperfect sensing, resulting in that SUs 
and PUs can transmit simultaneously and therefore can 
interfere with each other. 

E. Traffic  Model for the Primary and Secondary Network  
During a time slot, any PU that is not in a retransmission 

state can generate a new packet with probability σp. 
Therefore, the probability that a PU does not generate any 
packet is (1-σp). If a new packet is generated in the network, 
it is transmitted immediately in the next time slot. If the 
packet is not successfully transmitted during a time slot, it is 
retransmitted with probability σp in the following time slots 
until that packet is successfully transmitted. Users in the 
retransmission state cannot generate new data packets.  

In the secondary network, using Slotted CSMA multiple 
access protocol, each SU can generate a new packet with 
probability (σmi) during a mini-slot. Consequently, the 
probability of an SU does not generate a new packet is (1- 
σmi). Whether an SU is in the retransmission state, it cannot 
generate a new packet.  In the beginning of a time slot, the 
SAP senses the channel and decides if it is idle or busy by 
the PU. If the decision is given as busy, a SU with a packet 
to transmit does not use the channel, stores the packet in a 
buffer and try again to transmit the packet in the next time 
slot. If the SAP decision regarding of the channel is idle, an 
SU with a packet to transmit has permission to sense the 
channel in the next detection point inside the carrier 
detection period. If the decision of the SU is idle, the packet 
is transmitted immediately. If the decision of the SU is busy, 
the packet is stored in a buffer and the SU attempts to 
transmit it again in the next time slot. If an SU generates a 
packet outside of the carrier detection period, this packet is 
stored and the transmission is attempted in the next time slot. 
If an SU transmits a packet and a collision occur, the SU 
goes to the retransmission state and tries to retransmit the 
packet in the next time slot. 

When the channel state is busy, the SAP and SU have 
PdSAP and PdSU as the detection probability of the channel 
state, respectively. However, if the channel state is idle, the 
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SAP and SU have PfSAP and PfSU as the probability of false 
alarm, respectively. 

F. Probability of Secondary User Transmissions in a 
Given Time Slot 
To compute the performance of primary and secondary 

networks, we need to calculate the probability mass function 
(PMF) of the number of SUs attempting to transmit in a 
given time slot. 

The computation of the probability of Js SUs attempting 
to transmit in a time slot (Ptx(Js)) depends on the state of the 
channel. If the channel is busy, the transmission will only 
occur if the SAP miss detects the status of the channel, which 
occurs with probability 1- PdSAP, and the SU also miss detect 
the status of the channel, which occurs with probability 1- 
PdSU. If the channel is idle, the SU only transmits if the SAP 
correctly detects the status of the channel, with occurs with 
probability 1-PfSAP, and the SU also correctly detects the 
status of the channel, with occurs with probability 1-PfSU. In 
both hypotheses, channel busy or idle, this probability can be 
computed by (4), where PSAP = PdSAP if the channel is busy 
and PSAP = PfSAP if the channel is idle and PSU = PdSU

 if the 
channel is busy and PSU = PfSU if the channel is idle. 

In (4), Smi denotes the number of mini-slots that compose 
the carrier detection period, numbered from 0 to Smi-1. The 
number of stations that will detect the carrier at the 
beginning of mini-slot i is equal to the number of stations 
that generated packets during the mini-slot i-1. The stations 
that generated packets in the Smi-1 mini-slot will detect the 
carrier in the beginning of the Smi mini-slot, which already 
belongs to the transmission period. Still in (4), Bi (i = 0,1,2 
..., Smi) denotes the maximum number of stations that can 
generate packets to be transmitted starting from the mini-slot 
i; Xi (i = 0,1,2 ..., Smi) denotes the number of stations that 
effectively generated packets to be transmitted starting from 
the mini-slot i; ji (i = 0,1,2 ..., Smi) denotes the number of 
stations that missed detected the status of the channel and 
effectively transmitted starting from the mini-slot i. The 
other parameters define the limits in the sums and are 
defined in Table (1). 
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TABLE 1. VALUES THAT THE LOWER AND UPPER BOUNDS CAN 
ASSUME IN EACH MINI-SLOT OF THE CARRIER SENSING PERIOD 

Mini-
Slots 

Lower and Upper 
Bounds in the 

Packet generation 

Lower and Upper 
Bounds in the 

Packet transmission 
N=1 A0=0. 

. 

. 

. 

. 

. 
B0=Ns 
 
 
0≤x0≤ B0 

if (Ns- x0)≥Js 
C0=0 
else 
C0= Js- (Ns- x0). 
 
if  x0≤Js 
D0= x0 

 
else 
D0=Js 
PSU= Pf 
 
C0≤ j0≤ D0 
 

N=2  If  (Ns- x0)≥(Js-j1) 
A1=0 
 
Else  
A1=(Js-j1)-(Ns- x0). 

B1=(Ns- x0). 

A1 ≤ x1 ≤B1 

If (Ns- x0- x1)≥(Js- J0) 
C1=0 
 
Else 
C1= (Js- j0)- (Ns- x0- x1). 
 
If  x1≤(Js-j0) 
D1= x1 

 
Else 
D1=(Js-j0). 
 
If  j0>0 
PSU =Pd 
Else 
PSU =Pf 
 
{C1 ≤ j1 ≤ D1}. 
 

… … …. 
N=Smi-1 if  (Ns-x0-x1-…x Smi-2)≥ (Js-j1-

j2-…jSmi-2) 
ASmi-1=0 
 
Else  
ASmi-1=( Js-j1-j2-...jSmi-2)-(Ns- 

x0- x1-... xSmi-2). 

BSmi-1=(Ns- x0- x1-... xSmi-2). 

ASmi-1≤ xSmi-1≤ BSmi-1 

If (Ns- x0- x1-... xSmi-2+ xSmi-1)≥(Js-
j0-...j Smi-2) 
CSmi-1=0 
 
Else 
CSmi-1= (Js- j0-... jSmi-2)-(Ns- x0- x1-
... xSmi-2+ x Smi-1).  
 
If  xSmi-1≤(Js-j0 -...jSmi-2) 
DSmi-1= x Smi-1 

 
Else 
DSmi-1=(Js-j0- ...jn+ j Smi-2) 
For any of the j (j0, j1,j2…jSmi-2 
)>0  
PSU=(Pd) 
Else 
PSU =(Pf) 
  CSmi-1≤jSmi-1≤ DSmi-1 

 
N= Smi { ASmi=Js-J0-J1-…- jSmi-1} 

 
Bmi=(Ns- x1- x2-...xSmi-1)}. 
 
{ ASmi ≤ xSmi-1  ≤ Bsmi 

{C Smi=Js-J0-J1-…J Smi} 
For any of the j (j0, j1,j2…jSmi-1 
)>0  
PSU =(Pd) 
Else 
PSU =(Pf) 
{JSmi =Js-j0-j1-…jSmi-1 } 
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To validate the PMF expressed by (4), we compare the 
results obtained with the equation with the results obtained 
using Monte Carlo simulation. 

G. Power Level Applied in the Network 
Let Xp and Xs be the mean values of instantaneous power 

of the concerned packet from primary and secondary 
networks, respectively. Let Y and Z be the mean values of 
the interfering powers of one packet from the primary and 
secondary networks, respectively. Following [3], we define 
Xp=Y and Xs=Z. Having in mind that the SUs work with 
lower levels of transmission powers, in order to minimize 
interference in the PU’s, denoting the relation between the 
powers in the primary and secondary networks by γ, we 
have [3]: 

 .p

s

X Y
Z X

γ = =                                     (5) 

H. Analysis of the Capture Effect  
 According to [7], the signals arriving at the receiver have 

different power levels due to different transmission powers 
practiced by the users and also due to the fading in the 
wireless channel.  

If the ratio between the received power of the concerned 
packet and the sum of the received powers of all interfering 
packets is greater than a given threshold, called capture ratio 
(R), then the concerned packet is captured by the access 
point. 

The capture probabilities for the primary and secondary 
networks have been analyzed in [4] considering perfect 
sensing. In this paper, we modify the analyses presented in 
[4] in order to consider the effect of imperfect sensing. 

In the primary network, if a given time slot is occupied 
by a PU, there are two scenarios in terms of interfering 
power: the SAP correctly detect the channel as occupied and 
the interfering power comes only from other PUs; the SAP 
miss detect the channel as idle and the interfering power 
comes from other PUs and also from SUs that miss detect 
the channel as idle too. In this latter case, the PMF of the 
number of SUs attempting to transmit in a given time slot is 
given by (4) considering that the channel is busy. 
Considering these scenarios, the capture probability can be 
computed by (6). 

 

  

Ppcap→PAP (I p , Js ) =
xp

yi + z j
j=1

Js

∑
i=1

I p−1

∑
> R

⎛

⎝

⎜
⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟
⎟
=

= γ
R + γ

⎛
⎝⎜

⎞
⎠⎟

Js

Ptx (Js )
1

R +1
⎛
⎝⎜

⎞
⎠⎟

I p-1⎛

⎝
⎜
⎜

⎞

⎠
⎟
⎟
+ 1

R +1
⎛
⎝⎜

⎞
⎠⎟

I p-1

PdSAP

⎡

⎣

⎢
⎢

⎤

⎦

⎥
⎥

 (6) 

 

In the secondary network, if a given time slot is 
occupied by a PU, there is a transmission from SUs only if 
the SAP and some SUs miss detect the channel as idle. In 
this case, the interfering power comes from PUs and other 
SUs; the PMF of the number of SUs attempting to transmit 
in a given time slot is given by (4) considering that the 
channel is busy. On the other hand, if a given time slot is 
idle, there are transmissions from SUs only if the SAP 
correctly detect the channel as idle and the transmissions 
come from SUs that correctly detect the channel as idle; the 
PMF of the number of SUs attempting to transmit in a given 
time slot is given by (4) considering that the channel is idle. 
Considering these scenarios, the capture probability can be 
computed by (7). 

 

  

Ppcap→PAS(I p , Js ) =
xs

yi + z j
j=1

Js−1

∑
i=1

I p

∑
> R

⎛
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+ 1
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⎛
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⎡

⎣

⎢
⎢

⎤

⎦

⎥
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+ 1

R+1
⎛
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⎠⎟

Js−1

Ptx( Js )

⎛

⎝
⎜
⎜

⎞

⎠
⎟
⎟

(7) 

I. Packet Error Rate Analysis 
In this paper, following [4], the PER is calculated for a 

fading channel as a function of SIR, through the use of a 
fairly accurate upper bound presented in [8]. The SIR in the 
primary and secondary networks depends on the number of 
PUs and SUs attempting to transmit and are given, 
respectively, by (8) and (9), which Ip is the number of PUs 
attempting to transmit and Js is the number of SUs 
attempting to transmit, whose PMF is given by (4). 

 Δ p =
1

I p −1( )+ Js γ
,                        (8) 

 .1
1s

p sI Jγ
Δ =

+ −
                            (9) 

Let f(δ) be a function that relates the PER with the 
instantaneous SIR at the receiver in an Additive White 
Gaussian Noise Channel (AWGN), and p(δ) the probability 
density function of the SIR in the receiver, considering a 
Rayleigh channel, which has an exponential  distribution, as 
represented in (1). 

According to [8], the PER, represented by Pave(Δ), can 
be calculated by (10): 

 
0

( ) ( ) ( )d ,aveP f pδ δ δ
∞

Δ = ∫                     (10) 

Considering the modulation techniques, packet lengths 
and coding schemes, it is difficult to compute (10) for a 
general case. An approximation is then proposed for the 
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upper bound of the PER, according to the following 
inequality [8]: 

 
0

( ) 1 e .
w

aveP
−

ΔΔ ≅ −                          (11) 

The Packet Success Rate (PSR) is then given by: 

 
0

( ) e ,
w

PSR
−

ΔΔ ≅                           (12) 

where w0 is a constant value for Rayleigh channel and its 
value can be computed by [8]: 

 0
0

( )d .w f δ δ
∞

= ∫                          (13) 

Not considering channel coding and considering n-bit 
packets, f(δ) can then be obtained as follows [8]: 

 [ ]{ }( ) 1 1 ( ) ,nf bδ δ= − −                     (14) 

where b(δ) is the BER in AWGN channels. Considering 
a BPSK modulation with coherent detection, b(δ) can be 
calculated by [8]: 

 1( ) ( ).
2

b erfcδ δ=                           (15) 

Applying (15) in (14) and then (14) in (13), we can 
compute (using Mathcad software) w0. Considering n=127 
bits per packet, the same value used in [8], we obtain w0 = 
3.4467. 

J. The Primary Network Throughput for the New model  
The primary network throughput (Vnp) is defined as the 

mean number of packets transmitted by the PUs and 
correctly received by the PAP during a time slot and can be 
computed by:   
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 (16) 

 

K. The Secondary Network Throughput for the New Model  
The definition of the secondary network throughput (Vns) 

is similar to the definition for the primary network: the 
mean number of packets transmitted by the SUs and 
correctly received by the SAP during a time slot. However, 
to consider the overhead due to the detection period used by 
the CSMA protocol, it is necessary to consider an additional 
factor, which is the length of the packet in terms of mini-
slots (Tmi) divided by the total number of mini-slots used in 
the transmission process, including both transmission period 

and carrier sensing period (Tmi + Smi). The secondary 
network throughput can be computed by:  

Vns ≅

Tmi . 1−σ p( )Np
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    (17) 

III. NUMERICAL RESULTS  
The curves presented in Figures 2, 3, 4 and 5 show the 

throughput for the primary network and secondary network. 
They are plotted as a function of the primary traffic load, 
defined as Gp = Npσp, considering the original model 
presented in [4] and the new model proposed here, which 
take into account the imperfect sensing of the channel. To 
compare the numerical results between the models, we 
considered the same parameters used in [4], i.e., Np=Ns=10, 
w0=3.4467, γ=10 and R=3 dB, Smi=5 and Tmi=10. For the 
new model, we set additionally the values of PdSAP, PdSU, 
PfSAP and PfSU as specified in the figures. 

In Figures 2 and 3, we plotted the throughput in the 
primary network varying PdSAP and PdSU, respectively. 
Analyzing the figures, we can conclude that the performance 
of primary network tends to decrease as the values of PdSAP 
or PdSU decreases. The results obtained with the original 
model are optimistic due to consider a perfect sensing 
process. Also, we can observe that the effect of imperfect 
sensing can not be neglected in the performance analysis of 
the system.  

In Figure 4, we plotted the throughput in the secondary 
network varying PfSAP. The performance of the network tends 
to decrease according to the value of PfSAP increase. 
Comparing the models, it is verified that the original model 
presents an optimistic result in relation to the results obtained 
with the new model. Again, the effect of the imperfect 
sensing process can not be neglected in the performance 
analysis of the system. 
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Figure 2. Influence of PdSAP in the primary throughput with PdSU=0.9. 
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Figure 3. Influence of PdSU in the primary throughput with PdSAP=0.9. 
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Figure 4. Influence of PfSAP in the secondary network throughput with 
PdSU=PdSAP=0.9 and PfSU=0.1. 
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Figure 5. Influence of PdSU in the secondary network throughput with 
PdSAP=0.9 and PfSU=PfSAP=0.1. 

In Figure 5, we plotted the throughput in the secondary 
network varying PdSU. Analyzing the figure, we can conclude 
that the performance of the network tends to decrease as the 
value of PdSU decreases. Once more, the original model 
presents an optimistic result in relation to the results obtained 
with the new model and the effects of the imperfect sensing 
process can not be neglected in the performance analysis of 
the network. 

 

IV. CONCLUSIONS 
In this paper, we extended the analysis presented in [4], 

considering the effect of imperfect sensing in the throughput 
of a cognitive radio network that uses Slotted Aloha and 
CSMA multiple access protocols in the primary and 
secondary network, respectively. We conclude that the 
throughput in the primary and secondary network reduces 
when we consider the effects of the imperfect sensing and, 
therefore, the effect of the imperfect sensing in the 
performance of the networks can not be neglected. Also, we 
analyze the influence of the parameters PdPAS, PdSU , PfPAS 
and PfSU   in the performance of the system. As a future 
study, one can investigate the influence of channel coding 
and cooperative sensing techniques in the performance of 
the system. Also, one can analyze the performance of the 
system in terms of delay. 
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Abstract—The recursive least-squares (RLS) algorithm is very
popular in many applications of adaptive filtering, especially
due to its fast convergence rate. However, the computational
complexity of this algorithm represents a major limitation in some
applications that involve high length adaptive filters, like echo
cancellation. Moreover, the specific features of this application
require good tracking capabilities and double-talk robustness for
the adaptive algorithm, which further implies an optimization
process on its parameters. In case of most RLS-based algorithms,
the performance can be controlled in terms of two main param-
eters, i.e., the forgetting factor and the regularization term. The
goal of this paper is to outline the influence of these parameters
on the overall performance of the RLS algorithms and to present
several solutions to control their behavior, taking into account the
specific requirements of echo cancellation application.

Keywords–Adaptive filters; Echo cancellation; Recursive least-
squares (RLS) algorithm.

I. INTRODUCTION

The recursive least-squares (RLS) algorithm [1][2] is one
of the most popular adaptive filters. As compared to the
normalized least-mean-square (NLMS) algorithm [1][2], the
RLS offers a superior convergence rate especially for highly
correlated input signals. Of course, there is a price to pay
for this advantage, which is an increase in the computational
complexity. For this reason, it is not very often involved in
echo cancellation [3][4], where high length adaptive filters
(e.g., hundreds of coefficients) are required.

The performance of the RLS algorithm is mainly controlled
by two important parameters, i.e., the forgetting factor and
the regularization term. Similar to the attributes of the step-
size from the NLMS-based algorithms, the performance of
RLS-type algorithms in terms of convergence rate, tracking,
misadjustment, and stability depends on the forgetting factor
[1][2]. The classical RLS algorithm uses a constant forgetting
factor (between 0 and 1) and needs to compromise between
the previous performance criteria. When the forgetting factor
is very close to one, the algorithm achieves low misadjustment
and good stability, but its tracking capabilities are reduced [5].
A small value of the forgetting factor improves the tracking
but increases the misadjustment, and could affect the stability
of the algorithm [6]. Motivated by these aspects, a number
of variable forgetting factor RLS (VFF-RLS) algorithms have
been developed, e.g., [7]–[10] (and references therein).

It should be mentioned that in the context of system
identification (like in echo cancellation), where the output of
the unknown system is corrupted by another signal (which is
usually an additive noise), the goal of the adaptive filter is

not to make the error signal goes to zero, because this will
introduce noise in the adaptive filter. The objective instead is
to recover the “corrupting signal” from the error signal of the
adaptive filter after this one converges to the true solution. This
was the approach behind the VFF-RLS algorithm proposed in
[9], which is analyzed in Section II.

As compared to the forgetting factor, the regularization
parameter has been less addressed in the literature. Apparently,
it is required in matrix inversion when this matrix is ill con-
ditioned, especially in the initialization stage of the algorithm.
However, its role is of great importance in practice, since reg-
ularization is a must in all ill-posed problems (like in adaptive
filtering), especially in the presence of additive noise [11]–[14].
Consequently, in Section III, we focus on the regularized RLS
algorithm [2]. Following the development from [12], a method
to select an optimal regularization parameter is presented, so
that the algorithm could behave well in all noisy conditions.
Since the value of this parameter is related to the echo-to-noise
ratio (ENR), a simple and practical way to estimate the ENR in
practice is also presented, which leads to a variable-regularized
RLS (VR-RLS) algorithm.

The simulation results (presented in Section IV) are per-
formed in the context of echo cancellation and support the
theoretical findings. Finally, the conclusions are outlined in
Section V, together with some open issues related to future
works.

II. VARIABLE FORGETTING FACTOR RLS ALGORITHM

Let us consider a system identification problem (like in
echo cancellation), where the desired signal at the discrete-
time index n is obtained as

d(n) = hTx(n) + v(n)

= y(n) + v(n), (1)

where h = [ h0 h1 · · · hL−1 ]
T is the impulse response

(of length L) of the system that we need to identify (i.e., the
echo path), superscript T denotes transpose of a vector or a
matrix,

x(n) = [ x(n) x(n− 1) · · · x(n− L+ 1) ]
T (2)

is a vector containing the most recent L samples of the zero-
mean input signal x(n) (i.e., the far-end signal), v(n) is
a zero-mean additive noise signal [which is independent of
x(n)], and y(n) represents the output of the unknown system
(i.e., the echo signal). In the context of echo cancellation,
the output of the echo path could be also corrupted by the
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near-end speech (besides the background noise), which is
usually known as the double-talk scenario [3][4]. The main
objective is to estimate or identify h with an adaptive filter
ĥ(n) =

[
ĥ0(n) ĥ1(n) · · · ĥL−1(n)

]T
.

Using the previous notation we may define the a priori
error signal as

e(n) = d(n)− xT (n)ĥ(n− 1)

= xT (n)
[
h− ĥ(n− 1)

]
+ v(n). (3)

In this context, the relations that define the classical RLS
algorithm are:

k(n) =
P(n− 1)x(n)

λ+ xT (n)P(n− 1)x(n)
, (4)

ĥ(n) = ĥ(n− 1) + k(n)e(n), (5)

P(n) =
1

λ

[
P(n− 1)− k(n)xT (n)P(n− 1)

]
, (6)

where λ (0 < λ ≤ 1) is the exponential forgetting factor,
k(n) is the Kalman gain vector, P(n) is the estimate of the
inverse of the input correlation matrix, and e(n) is the a priori
error signal defined in (3). The a posteriori error signal can be
defined using the adaptive filter coefficients at time n, i.e.,

ε(n) = d(n)− xT (n)ĥ(n) (7)

= xT (n)
[
h− ĥ(n)

]
+ v(n),

Using (3) and (5) in (7), it results in

ε(n) = e(n)
[
1− xT (n)k(n)

]
. (8)

In the framework of system identification, it is desirable to re-
cover the system noise from the error signal [5]. Consequently,
we can impose the condition:

E
[
ε2(n)

]
= σ2

v , (9)

where E[·] denotes mathematical expectation and σ2
v =

E
[
v2(n)

]
is the power of the system noise. Furthermore, using

(9) in (8) and taking (4) into account, it finally results in

E

{[
1− θ(n)

λ(n) + θ(n)

]2}
=

σ2
v

σ2
e(n)

, (10)

where θ(n) = xT (n)P(n− 1)x(n). In (10), we assumed that
the input and error signals are uncorrelated, which is true when
the adaptive filter has started to converge to the true solution.
We also assumed that the forgetting factor is deterministic
and time dependent. By solving the quadratic equation (10), it
results a variable forgetting factor

λ(n) =
σθ(n)σv

σe(n)− σv
, (11)

where E
[
θ2(n)

]
= σ2

θ(n). In practice, the variance of the
error signal can be recursively estimated based on

σ̂2
e(n) = ασ̂2

e(n− 1) + (1− α)e2(n), (12)

where α = 1− 1/(KL), with K ≥ 1. The variance of θ(n) is
evaluated in a similar manner, i.e.,

σ̂2
θ(n) = ασ̂2

θ(n− 1) + (1− α)θ2(n). (13)

The estimate of the noise power, σ̂2
v(n) [which should be used

in (11) from practical reasons], can be estimated in different
ways, e.g., [9][15][16].

Theoretically, σe(n) ≥ σv in (11). Compared to the NLMS
algorithm (where there is the gradient noise, so that σe(n) >
σv), the RLS algorithm with λ(n) ≈ 1 leads to σe(n) ≈ σv.
In practice (since power estimates are used), several situations
have to be prevented in (11). Apparently, when σ̂e(n) ≤ σ̂v, it
could be set λ(n) = λmax, where λmax is very close or equal
to 1. But this could be a limitation, because in the steady-state
of the algorithm σ̂e(n) varies around σ̂v . A more reasonable
solution is to impose that λ(n) = λmax when

σ̂e(n) ≤ ρσ̂v, (14)

with 1 < ρ ≤ 2. Otherwise, the forgetting factor of the VFF-
RLS algorithm [9] is evaluated as

λ(n) = min

[
σ̂θ(n)σ̂v(n)

ζ + |σ̂e(n)− σ̂v(n)|
, λmax

]
, (15)

where the small positive constant ζ prevents a division by zero.
Before the algorithm converges or when there is an abrupt
change of the system, σ̂e(n) is large as compared to σ̂v(n);
thus, the parameter λ(n) from (15) takes low values, providing
fast convergence and good tracking. When the algorithm
converges to the steady-state solution, σ̂e(n) ≈ σ̂v(n) [so that
condition (14) is fulfilled] and λ(n) is equal to λmax, providing
low misadjustment. It can be noticed that the mechanism that
controls the forgetting factor is very simple and not expensive
in terms of multiplications and additions.

III. VARIABLE REGULARIZED RLS ALGORITHM

In this section, a different version of the RLS algorithm
is presented, which allow us to outline the importance of the
regularization parameter. Let us consider the regularized least-
squares criterion:

J(n) =

n∑
i=0

λn−i
[
d(i)− ĥT (n)x(i)

]2
+ δ

∥∥∥ĥ(n)∥∥∥
2
, (16)

where λ is the same exponential forgetting factor, δ is the
regularization parameter, and ∥·∥2 is the ℓ2 norm. From (16),
the update of the regularized RLS algorithm [2] results in

ĥ(n) = ĥ(n− 1) +
[
R̂x(n) + δIL

]−1

x(n)e(n), (17)

where

R̂x(n) =
n∑

i=0

λn−ix(i)xT (i)

= λR̂x(n− 1) + x(n)xT (n) (18)

is an estimate of the correlation matrix of x(n) at time n, IL
is the identity matrix of size L× L, and

e(n) = d(n)− ĥT (n− 1)x(n)

= d(n)− ŷ(n) (19)

is the a priori error signal as defined in (3); the signal ŷ(n)
represents the output of the adaptive filter, which should be an
estimate of the echo signal. We will assume that the matrix
R̂x(n) has full rank, although it can be very ill conditioned.
As a result, if there is no noise, regularization is not really
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required; however, the more the noise, the larger should be
the value of δ.

Summarizing, the regularized RLS algorithm is defined
by the relations (17)–(19). In the following, we present one
reasonable way to find the regularization parameter δ. It can
be noticed that the update equation of the regularized RLS can
be rewritten as [12]

ĥ(n) = Q(n)ĥ(n− 1) + h̃(n), (20)

where

Q(n) = IL −
[
R̂x(n) + δIL

]−1

x(n)xT (n) (21)

and

h̃(n) =
[
R̂x(n) + δIL

]−1

x(n)d(n) (22)

is the correctiveness component of the algorithm, which de-
pends on the new observation d(n). In this context, we can
notice that Q(n) does not depend on the noise signal and
Q(n)ĥ(n− 1) in (20) can be seen as a good initialization of
the adaptive filter. In fact, (22) is the solution of the noisy
linear system of L equations:[

R̂x(n) + δIL

]
h̃(n) = x(n)d(n). (23)

Let us define

ẽ(n) = d(n)− h̃T (n)x(n), (24)

the error signal between the desired signal and the estimated
signal obtained from the filter optimized in (22). Consequently,
we could find δ in such a way that the expected value of ẽ2(n)
is equal to the variance of the noise, i.e.,

E
[
ẽ2(n)

]
= σ2

v . (25)

This is reasonable if we want to attenuate the effects of the
noise in the estimator h̃(n).

For the sake of simplicity, let us assume that x(n) is
stationary and white. Apparently, this assumption is quite
restrictive, even if it was widely used in many developments in
the context of adaptive filtering [1][2]. However, the resulting
VR-RLS algorithm will still use the full matrix R̂x(n) and,
consequently, it will inherit the good performance feature of
the RLS family in case of correlated inputs. In this case and
for n large enough (also considering that the forgetting factor
λ is on the order of 1− 1/L), we have[

R̂x(n) + δIL

]
≈

[
σ2
x

1− λ
+ δ

]
IL

≈
[
Lσ2

x + δ
]
IL (26)

and xT (n)x(n) ≈ Lσ2
x, where σ2

x = E
[
x2(n)

]
is the variance

of the input signal. Next, from (1), we can define the echo-to-
noise ratio (ENR) as

ENR =
σ2
y

σ2
v

, (27)

where σ2
y = E

[
y2(n)

]
is the variance of y(n). Developing

(25) and based on the previous approximations, we obtain the
quadratic equation:

δ2 − 2
Lσ2

x

ENR
δ −

(
Lσ2

x

)2
ENR

= 0, (28)

with the obvious solution:

δ =
L
(
1 +

√
1 + ENR

)
ENR

σ2
x

= βσ2
x, (29)

where

β =
L
(
1 +

√
1 + ENR

)
ENR

(30)

is the normalized regularization parameter of the RLS algo-
rithm.

As we can notice from (29), the regularization parameter
δ depends on three elements, i.e., the length of the adaptive
filter, the variance of the input signal, and the ENR. In most
applications, the first two elements (L and σ2

x) are known,
while the ENR can be estimated. Using a proper evaluation of
the ENR, the algorithm should own good robustness features
against the additive noise.

Let us assume that the adaptive filter has converged to a
certain degree, so that we can use the approximation

y(n) ≈ ŷ(n). (31)

Hence,

σ2
y ≈ σ2

ŷ, (32)

where σ2
ŷ = E

[
ŷ2(n)

]
. Since the output of the unknown

system and the noise can be considered uncorrelated, (1) can
be expressed in terms of power estimates as

σ2
d = σ2

y + σ2
v , (33)

where σ2
d = E

[
d2(n)

]
. Using (32) in (33), we obtain

σ2
v ≈ σ2

d − σ2
ŷ. (34)

The power estimates can be evaluated in a recursive manner
as

σ̂2
d(n) = ασ̂2

d(n− 1) + (1− α)d2(n), (35)
σ̂2
ŷ(n) = ασ̂2

ŷ(n− 1) + (1− α)ŷ2(n), (36)

where α = 1 − 1/(KL), with K ≥ 1 [similar to (12) and
(13)]. Therefore, based on (32), (34), and (35), an estimation
of the ENR is obtained as

ÊNR(n) =
σ̂2
ŷ(n)

|σ̂2
d(n)− σ̂2

ŷ(n)|
, (37)

so that the variable regularization parameter results in

δ(n) =

L

[
1 +

√
1 + ÊNR(n)

]
ÊNR(n)

σ2
x

= β(n)σ2
x, (38)

where

β(n) =

L

[
1 +

√
1 + ÊNR(n)

]
ÊNR(n)

(39)
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Figure 1. Impulse response used in simulations (the fourth echo path from
G168 Recommendation [17]).

is the variable normalized regularization parameter. Conse-
quently, based on (38), we obtain a variable-regularized RLS
(VR-RLS) algorithm, with the update:

ĥ(n) = ĥ(n− 1) +
[
R̂x(n) + δ(n)IL

]−1

x(n)e(n), (40)

where R̂x(n) is recursively evaluated according to (18) and
δ(n) is computed based on (35)–(38).

Finally, some practical issues should be outlined. The
absolute values in (37) prevent any minor deviations (due to the
use of power estimates) from the true values, which can make
the denominator negative. It is a non-parametric algorithm,
since all the parameters in (37) are available. Also, good
robustness against the additive noise variations is expected.
The main drawback is due to the approximation in (32). This
assumption will be biased in the initial convergence phase or
when there is a change of the unknown system. Concerning
the initial convergence, we can use a constant regularization
parameter δ in the first steps of the algorithm (e.g., in the first
L iterations).

IV. SIMULATION RESULTS

Let us consider a network echo cancellation scenario, in
the framework of G168 Recommendation [17]. The echo path
is depicted in Figure 1; it is the fourth impulse response
(of length L = 128) from the above recommendation. The
sampling rate is 8 kHz. All adaptive filters used in the
experiments have the same length as the echo path. The far-end
signal (i.e., the input signal) is a speech signal. The output of
the echo path is corrupted by an independent white Gaussian
noise with 20 dB ENR. An echo path change scenario is some
experiments (in order to evaluate the tracking capabilities of
the algorithms), by shifting the impulse response to the right
by 8 samples in the middle of simulation. The performance
measure is the normalized misalignment (in dB) evaluated as

Mis(n) = 20log10

∥∥∥h(n)− ĥ(n)
∥∥∥
2

∥h(n)∥2
. (41)
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Figure 2. Misalignment of the RLS algorithm (using different constant
values of the forgetting factor) and VFF-RLS algorithm in a single-talk

scenario, including echo path change.
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Figure 3. Misalignment of the regularized RLS algorithm (using different
constant values of the regularization parameter) and VR-RLS algorithm in a

single-talk scenario, including echo path change.

In the first the experiment, the performance of the VFF-
RLS algorithm (presented in Section II) is evaluated, as
compared to the classical RLS algorithm defined in (4)–(6),
which uses different constant values of the forgetting factor.
A single-talk case is considered and the echo path changes in
the middle of simulation. It can be noticed in Figure 2 that the
VFF-RLS algorithm achieves the same initial misalignment as
the RLS with its maximum forgetting factor, but it tracks as
fast as the RLS with the smaller forgetting factor. As expected,
the classical RLS algorithm using constant forgetting factors
has to compromise between these performance criteria, i.e.,
the larger the value of λ, the better the misalignment level but
worse the tracking capability.

Next, the performance of the VR-RLS algorithm (from
Section III) is investigated, as compared to the regularized
RLS algorithm defined in (17)–(19), using different constant
values of the regularization parameter. In real-world applica-
tions, the value of ENR is not available. However, based on
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Figure 4. Misalignment of the regularized RLS algorithm (using different
constant values of the regularization parameter) and VR-RLS algorithm in a

double-talk scenario.

(30), we can determine the values of the optimal normalized
regularization parameter of the RLS algorithm for different
cases; for example, let us consider two values of the ENR, i.e.,
20 dB (the true one) and 0 dB. Using appropriate notation,
we obtain β20 = 14.14 and β0 = 309.01, respectively. In
the next set of experiments, we compare the regularized RLS
algorithm using these constant regularization parameters with
the VR-RLS algorithm. The constant forgetting factor is set to
λ = 1− 1/(3L) for all the algorithms.

In Figure 3, a single-talk scenario is considered and an echo
path change is introduced in the middle of the simulation. It
can be noticed that the VR-RLS algorithm behaves similarly to
the RLS algorithm using the constant parameter β20, which is
associated to the value of the true ENR. Also, it can be noticed
that a larger value of the normalized regularization parameter
(β0) improves the misalignment but affects the convergence
rate and tracking.

In Figure 4, a double-talk scenario [3][4] is considered.
The near-end speech appears between time 2.5 and 5 seconds,
so that the signal v(n) is now non-stationary, since it contains
both noise and speech. It is clear that the VR-RLS algorithm
is more robust in this case as compared to the regularized RLS
using constant values of β. It should be outlined that we do
not use any double-talk detector (DTD) [3][4] with the VR-
RLS algorithm, which is the regular approach in a double-
talk situation. Therefore, the VR-RLS algorithm owns good
robustness features against double-talk, which is an important
gain in practice.

V. CONCLUSIONS AND PERSPECTIVES

The RLS algorithms are very appealing due to their fast
convergence rate. In this paper, we have focused on the main
parameters that control the performance of these algorithms,
i.e., the forgetting factor and the regularization term. In order
to achieve a better compromise between the performance
criteria (i.e., convergence and tracking versus misadjustment
and robustness), these parameters could be controlled. In this
context, the solutions presented in Sections II and III led to
the VFF-RLS and VR-RLS algorithms, respectively.

The experiments were performed in the context of echo
cancellation, which is a very challenging system identification
problem. According to the simulation results, the VFF-RLS
and VR-RLS algorithms perform very well as compared to
their classical counterparts (which use constant values of the
key parameters). On the other hand, the complexity of the
RLS-based algorithms is O(L2), which represents a problem-
atic issue for high values of L (like in echo cancellation). The
alternative is to combine these VFF and VR methods with low-
complexity versions of the RLS algorithm, e.g., [18]. Also,
another interesting issue to address in future works could be
a combination between the VFF and VR approaches, in order
to inherent the advantages of both methods.
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Abstract—In many trials, multimedia materials, video or audio, 

brought as evidence could make the difference between “guilty” 

or “not guilty” verdicts. Most multimedia content is stored in a 

digital form nowadays, therefore, with so many free editing 

software at anyone’s disposal, it is very easy to be forged. In 

other situations the critical evidence, even if recorded, it can be 

heavily masked by other signals and declared inappropriate. 

This paper is a contribution to the multimedia forensic domain 

presenting the impact of the acoustic environment on a 

computer software based on adaptive filtering, which can be 

used to recover a speech signal drowned in loud music. The 

results help to decide if placing a microphone in a certain room 

could be useful or not given the proposed solution for recovering 

the speech is to be used afterwards. 

Keywords-multimedia forensic; noise reduction; adaptive 

filtering. 

I.  INTRODUCTION 

There are many ways in which criminals could act in order 
to turn the tables on their side in a trial. For example, they 
could do basic editing of audio recordings in order to change 
the meaning of the message and present the forged material as 
evidence. This audio signal must be authenticated before 
taken into account. The direction of multimedia forensics that 
study these problems is called multimedia authentication. In 
other situations, the suspects can be tapped. If some people 
would like to discuss something of great importance and they 
are afraid that a microphone can be placed in the room where 
the dialogue is about to take place, the simplest solution that 
would come into mind to make the conversation private is to 
turn very loud any nearby audio system. This way the speech 
signal would be drowned in the loud music and the recording, 
at a first glance, could be considered useless. There are very 
high chances that the musical material would be represented 
by a radio station program or the studio versions of some 
songs recorded on a CD or any other storage form. With all 
the advances in musical material identification, the melody 
can be precisely determined and a studio quality version of it 
can be acquired. The problem in this stage is as follows: given 
the speech and loud music mixture recorded using the 
microphone placed in the tapped room and the studio quality 
of the song that masks the dialogue in the recording, can these 
signals be processed in such way that the speech signal can be 

recovered? This is a typical adaptive noise reduction problem 
and its configuration is depicted in Figure 1.  

In Figure 1 sspeech(t) represents the ideal speech signal, or 
the speech that would be recorded in open space conditions 
and nmusic(t) is the masking melody in studio quality. h(t) is a 
finite impulse response (FIR) filter that models the acoustic 
environment in which the recording took place and r(t) is the 
actually recorded signal, the sum of the aforementioned 
signals affected by the room’s acoustics. In the recorded 
mixture, given the intention of the speakers to hide their 
conversation, the musical signal dominates. The recorded 
signal is fed into a music identification software like Shazam 
or SoundHound and the masking song is identified. 
Furthermore, the louder the music is turned in the room (with 
the purpose to achieve better masking), the easier is the job of 
the identification software, so the speakers may even help the 
forensic engineer without knowing it. After the successful 
identification, the studio quality version of the song is 
acquired. In order to be able to remove the musical signal from 
the recorded mixture, an estimate for the impulse response of 
the room [hest(t)] is needed. In the mentioned conditions this 
can be found using an adaptive algorithm [recursive least 
squares (RLS)[1][2] and variable forgetting factor RLS (VFF-
RLS) are used]. In the end, the error signal of the adaptive 
algorithm denoted e(t) will be a good estimate for sspeech(t). 
More precisely, it will represent the speech signal affected by 
the room’s acoustics, but that is what everyone hears when 
talking to other persons in a closed acoustic environment 
every day, so it is clearly intelligible. The problem that arises 
is how large can be the room [which translates into how long 
the h(t) impulse response can be]  for  the  proposed  solutions 

 

Figure 1.  The adaptive noise reduction configuration. 
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to still work with good performances (the recovered signal is 
clearly intelligible). 

Besides this brief introduction, the paper consists of 
another four sections: Section II presents the algorithms that 
were used in the speech recovering software, Section III 
details the actually speech recovery solution along with some 
experimental results, in Section IV the impact of the room size 
on the proposed solution is described and the results of the 
conducted experiments are presented and Section V concludes 
the paper. 

II. RLS AND VFF-RLS ALGORITHMS 

The speech recovery software is mainly built around a 
system identification problem. The chosen algorithms were 
RLS and VFF-RLS because of their very fast convergence 
speed, property which is important in the presented 
application. The recovered signal would not be intelligible 
when the adaptive algorithm is not in steady state (the room’s 
impulse response is not accurately determined) so, if the 
convergence speed would be low, the unusable part could be 
too large and corrupt the meaning of the message. In the 
following equations the largely accepted adaptive filtering 
notations will be used: x – the input signal, d – the desired 
signal, w – the adaptive filter’s coefficients vector, e – the 
error signal. 

A. The RLS algorithm 

The RLS algorithm uses a totally different approach 
compared to the classical least mean squares (LMS) or the 
normalized LMS (NLMS) detailed in [1] and [2]. It uses more 
than just one sample of the error signal to update the adaptive 
filter’s coefficients. Its cost function is described by (1): 
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where λ is a constant called forgetting factor, N is the length 
of the adaptive filter and 
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where ()T is the transposition operator (only real signals are 

taken into consideration). The solution to the minimization of 

the cost function with respect to w is: 
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where RN is a correlation matrix computed using: 
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and the cross-correlation vector DN can be computed using: 
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The name of the RLS algorithm comes from its property 
that the vector w can be determined recursively. It is clearly 
more computationally complex that the aforementioned 
classical adaptive algorithms, but its convergence speed is 
much greater.   

B. The VFF-RLS algorithm 

The performance of an adaptive algorithm in estimating an 
unknown filter is given mainly by two indicators: the 
misalignment and the convergence speed. The misalignment 
is defined as the norm of the difference vector between the 
vector containing the coefficients of the filter to be estimated 
and the vector containing the estimated coefficients. Using the 
notations introduced in Figure 1 this translates as: 

      
2

est
m n h n h n   

The convergence speed gives an information about the 
amount of time the adaptive algorithm needs to reach its 
minimum misalignment. 

The choice of the forgetting factor parameter in RLS 
algorithm is done by making a compromise: a small λ will 
give very fast convergence speed, but the convergence will 
not be very strong (the misalignment will have large values) 
while a larger λ will give better misalignment performances, 
but will decrease the convergence speed [3]. An algorithm 
with variable forgetting factor is desirable, which could detect 
large misalignment and decrease the λ parameter in order to 
speed up the convergence and progressively increase it as the 
misalignment decreases. 

In [4] and [5] new ways in which λ can be computed are 
shown: 
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where ξ is a small positive constant to avoid division by zero, 
λmax is a preset maximum value for the forgetting factor and 
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where K=2 and Kβ=5K for noise input or K=6 and Kβ=3K 
for speech input. 

III. DESCRIPTION OF THE FORENSIC SOFTWARE 

The forensic software for recovering speech signals 
drowned in loud music was briefly described in the 
introduction. The details are presented onwards. 

A sample rate equal to 8 kHz is considered sufficient for 
the acquisition of a speech signal while musical signals are 
sampled using much higher rates ranging from 44.1 kHz to 
192 kHz in very rare cases. Because the speech signal is the 

sought one, there is no need to assume that the recording 
sample rate would be larger than 8 kHz. The first step is to 
equalize the sample rates of the two available signals: the 
recorded mixture and the identified studio quality musical 
signal. This is achieved by decimating the latter. 

Since there is a high chance that the source of the musical 
signal is a radio station, it is known that the songs are usually 
crossfaded, so parts (especially the beginning and the end) of 
the melody will miss from the recording. Since the available 
studio quality melody contains also these parts, some 
preprocessing must be done to the signals before applying the 
adaptive filtering. Particularly, the musical signals must be 
aligned. In theory, the adaptive filter can handle this aspect by 
itself, but it will greatly increase the computational effort and 
since both RLS and VFF-RLS are not very computationally 
light, avoiding this additional task from the main processing 
becomes a necessity. A method for aligning the signals based 
on the cross-correlation function can be imagined and it was 
detailed in [6]. Since the adaptive filter can intervene in this 
aspect, the alignment does not need to be perfect. 

The RLS based forensic software that was developed 
using Simulink is presented in Figure 2. The signals to be 
processed are loaded in two multimedia files readers named 
“From Multimedia File” and “From Multimedia File1”. For 
uncommon situations or for speeding the processing 
especially useful in initial testing a decimation control was 
provided. The user can select if the signals are decimated 
before processing or not and the value of the decimation 
factor.  

Two tunable band-pass filters can be switched on or off as 
needed. The role of these filters is to preselect the spectral 
band occupied by the speech signals having the effect of 
reducing the work of the adaptive filter. Their parameters, i.e., 
the central frequency and the bandwidth, can be set using the 
corresponding knobs named suggestively “Central frequency 

 

Figure 2.      The forensic software for speech recovering based on the RLS algorithm. 
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knob” and “Bandwidth knob”. The on and off switching of the 
filters is done using the rocker switch named “Band-pass 
filtering”. Finally, the parameters of the adaptive filter (the 
forgetting factor and the filter length) are set using the 
“Forgetting factor knob” and the “Filter length knob”. The 
recovered speech signal is saved using a dedicated block 
named “To Multimedia File”. 

In order to test the implemented forensic software, it was 
proceeded as follows: a speech signal was mixed with a 
musical signal (in the role of the masking noise) in a very 

harsh signal to noise ratio, 40 dB. Then the mixture was 
processed using an impulse response that models an acoustic 
environment illustrated in Figure 3. The variation of the 
misalignment for the RLS algorithm can be observed in Figure 
4, confirming its very fast convergence. The forgetting factor 
was set at 0.999999 and the length of the adaptive filter 
matched the length of the impulse response t models the 
acoustic environment. The recovered signal is a very good 
estimate for the initial speech signal as it can be seen in Figure 
5. 

The RLS algorithm gives very good results in this situation 
as shows the absolute recovery error (the absolute value of the 
difference between the normalized initial speech signal and 

the normalized recovered speech signal), which is negligible. 
However, this particular solution can be applied only if the 
acoustic properties do not change over time, which is not very 
often in real situations.   

The situation in which the acoustic properties change over 
time was studied. After 5 seconds the impulse response of the 
room was modified (shifted with 8 samples). The results 
presented in Figu  re 6 show that the RLS algorithm, because 
of its large and constant forgetting factor, cannot recover from 
this sudden change (the absolute recovery error is much 
greater than the reference signal after the moment of the 
change), while the VFF-RLS algorithm recovers very quickly 
(in about 10 ms). The reason why the VFF-RLS behaves this 
way is its ability to modify the forgetting factor. The variation 
of the VFF-RLS parameters can be observed in Figure 7, and, 

 

Figure 3.  The impulse response used to model the acoustic environment. 

 
 

Figure 4.  The variation of the misalignment for the RLS algorithm. 

 

 

 

Figure 5.     The performances of the RLS algorithm in the given situation. 

 

Figure 6.    The performances of the RLS and VFF-RLS algorithms in the 

case in which a change in the acoustic parameters occurs. 
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in Figure 8, the evolution of the forgetting factor is depicted. 
It can be observed that λ is equal to the maximum value 
(0.999999) for most of the time and a very sudden change 
occurs at the moment when the impulse response is modified. 
The forgetting factor λ drops to very small values in order to 
grant the algorithm a fast convergence speed, then its value 
grows to assure the sought low misalignment. Figure 9 shows 
the variation of the misalignment for the two algorithms and 
confirms the conclusions drawn above. Other parameters are 

K=6 and Kβ=3K. 

IV. ACOUSTIC ENVIRONMENT IMPACT ON THE PROPOSED 

SOLUTION 

From the previous experiments it resulted that the 
preferred algorithm to be used for recovering a speech signal 
drowned in loud music is VFF-RLS. Its disadvantage of being 
more computationally complex than the RLS (which is 
already demanding from this point of view compared to the 
classical algorithms) is compensated by its ability to follow 
changes in the acoustic parameters. Changes in the acoustic 
parameters could mean the moving of the speakers through 
the room, opening doors, people entering or leaving etc.  

The length of the chosen impulse response for the tests 
conducted above was 128 samples, which at a sample rate of 
8 kHz would mean 16 ms. A room that can be characterized 
by such a small impulse response is either very small or it is 

acoustically treated (typically only studios and professional 
audio spaces are treated, so it is not a very common situation) 
or both.   

The purpose of this paper is to investigate the maximum 
length of the impulse response that characterizes a room for 
which the presented software gives good results. It is clear that 
the computational complexity will increase with the length of 
the impulse response. 

For this, a longer (i.e., 512 samples) impulse response was 
considered, depicted in Figure 10. The length of the impulse 
response used in the experiment was progressively increased 
starting from 128 samples in order to determine the length at 
which the performances of the adaptive algorithm are not 

 

Figure 7.    The variation of the VFF-RLS parameters. 

 

Figure 8.    The variation of the forgetting factor. 

 

Figure 9.    The variation of the misalignment for the two adaptive 

algorithms. 

 

Figure 10.    The impulse response used for studying the impact of acoustic 

parameters on the proposed solution. 
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satisfactory anymore. The impulse response from Figure 10 
was truncated from the start to various lengths and the 
previous experiments were rerun. 

In Figure 11, the misalignment of the two adaptive 
algorithms with respect to the length of the impulse response 
can be observed. The RLS algorithm works very well until the 
acoustic parameters are changed, then it loses convergence 
and, because the forgetting factor is large and fixed, its 
convergence speed is slow. The VFF-RLS shows promising 
results for following the impulse response change for low 
filter lengths, then, for longer filters, its performance slightly 
degrades, but it is still usable for the whole impulse response 
of 512 samples. 

V. CONCLUSION AND FUTURE WORK 

In this paper, the problem of recovering a speech signal 
drowned in loud music was described and its importance in 
the field of multimedia forensic was highlighted. 

It was shown how adaptive filters can be used in order to 
solve the stated problem. A software developed using 
Simulink, which uses adaptive algorithms for recovering 
speech drowned in loud music, was presented and 
characterized from the performance point of view.  

The RLS algorithm gives very good results if the acoustic 
properties of the room in which the recording takes place does 
not vary over time. Since this is a rare situation, a change in 
these parameters was simulated and the performances fell 
drastically. Another algorithm, VFF-RLS, was tested in these 
more realistic conditions and its results are promising.  

The length of the impulse response is in close relation with 
the size of the room or the quality of the acoustic treatment 
that could exist in it, but very few rooms are treated. Tests 
were conducted in order to determine the longest impulse 
response for which the VFF-RLS algorithm is still usable. 

The maximum length of the impulse response for which 
the VFF-RLS gives usable results was concluded to be 512 

samples. This information along with basic knowledge of 
acoustics (Sabine’s reverberation time formula) can help to 
decide if placing a microphone in a certain room it’s worth it 
or not.  

Future work will include testing the algorithms using other 
types of impulse response changes than time shifting.  
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Figure 11.    The variation of the misalignment for the two adaptive algorithms with respect to the length of the impulse response. 
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Abstract—This paper presents the main elements proposed for 

an efficient implementation on Field Programmable Gate 

Array (FPGA) of our novel Variable-Regularized Recursive 

Least Squares (VR-RLS) algorithm. The followed performance 

axes are the overall processing speed and the amount of used 

hardware resources. We also focus on this adaptive algorithm 

performance in the scenario of acoustic echo cancellation 

(AEC), from the finite precision implementation degradation 

point of view. 

Keywords- VR-RLS; FPGA; efficient implementation; 

adaptive algorithms 

I.  INTRODUCTION  

Adaptive algorithms are very popular in many signal 
processing fields. One of the most known examples is the 
acoustic signal scenario, especially for the echo cancellation 
purposes. There are many studies in the literature referring to 
this topic. Our research team proposed in the last years 
several modified versions for the classic adaptive algorithms, 
pointing out the importance of variable step size (VSS) 
approach for the Least Mean Squares (LMS) family [1]-[4], 
respectively the variable regularized (VR) for Recursive 
Least Squares (RLS) ones [5]-[7]. The proposed algorithms 
were proved to be more robust from performance point of 
view on echo path change, double talk situations and noisy 
environments. 

But, starting from these promising simulation results, 
obtained manly using Matlab, a question appeared: are these 
proposed algorithms stable enough when finite precision 
format is used in real implementation on digital signal 
processors (DSPs) or field programmable gate arrays 
(FPGAs)? We tried to answer to this question analyzing from 
theoretical point of view the quantization effect in [8][9]. 
More accurate results were presented in [10]-[13]. 

Starting from this previous experience, a new algorithm 
called Variable-Regularized Recursive Least Squares (VR-
RLS) was proposed in [14]. The purpose of this paper is to 
present the main ideas used in order to obtain an efficient 
FPGA implementation of this algorithm. The efficiency is 
checked on two axes, one referring to the overall clock 
frequency and the other to the amount of used resources. The 
implementation targets a XC5VFX70 chip from Xilinx 
Virtex5 family [15] found on the evaluation board ML507 
[16] from Xilinx. The synthesis results are obtained using 
Xilinx XST tool from Xilinx ISE 14.7. 

The rest of this paper is organized as follows. Section II 
describes the equations belonging to VR-RLS algorithm. 
Section III describes the main proposed solutions for the 
hardware implementation. Section IV addresses the obtained 
results when synthesizing the very high speed description 
language (VHDL) source code. Section V highlights the 
conclusions of this paper.   

II. VR-RLS ALGORITHM 

Out of the four possible scenarios, one of the most 
common situations for an adaptive algorithm is the system 
identification problem. Figure 1 depicts this configuration in 
an acoustic echo canceller (AEC) context.  

Considering the discrete time n, we can introduce the 
desired signal as: 

( ) ( ) ( ) ( ) ( ),Td n n v n y n v n= + = +h x              (1) 

where [ ]0 1 1
...

T

L
h h h

−
=h  is the impulse response of 

length L of the unknown system (that is to be identified), 

and superscript T denotes transpose of a matrix (or vector). 

The input vector is formed with the most recent L samples 

of the zero-mean input signal x(n) 

[ ]( ) ( ) ( 1) ... ( 1) ,
T

n x n x n x n L= − − +x        (2) 

and v(n) is a zero-mean additive noise signal, which is 
independent of x(n). 

The goal for the configuration in Figure 1 is to estimate h 

with the adaptive filter 
0 1 1
ˆ ˆ ˆˆ ( ) ( ) ( ) ... ( ) .

T

L
n h n h n h n

−

 =
 

h  

In order to do this, a solution would be to use the cost 
function J(n) corresponding to regularized least-squares 
criterion: 

 
 
 
 
 
 
 
 
 

 
Figure 1.  System model for acoustic echo cancellation. 
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2

2
0

ˆ ˆ( ) ( ) ( ) ( ) ( )

n

n i T

i

J n d i n i nλ δ
−

=

 = − + ∑ h x h              (3) 

where ( )0 1λ λ< <  is the exponential forgetting factor, δ is 

the regularization parameter, and 
2

⋅  is the 
2

ℓ norm. Based 

on (3) it is shown in [14] that the update of the regularized 
RLS algorithm can be expressed as: 

1
ˆ ˆ ˆ( ) ( 1) ( ) ( ) ( ),

L
n n n n e nδ

−

 = − + + x
h h R I x               (4) 

where 

0

ˆ ˆ( ) ( ) ( ) ( 1) ( ) ( )

n

n i T T

i

n i i n n nλ λ
−

=

= = − +∑x x
R x x R x x   (5) 

is an estimate of the correlation matrix of ( )nx , 
L
I is the 

identity square matrix (of size L), and the a priori error 
signal is given by: 

).()1(ˆ)()(ˆ)()( nnndnyndne T
xh −−=−=       (6) 

Starting from this classic RLS algorithm described 
above, we introduced in [14] the VR-RLS form, which 

proposes a mean to find the regularization parameterδ . 

If we consider the convergence of the adaptive filter (of 
course, keeping in mind that a certain misalignment will 
exist always), this will allow us to introduce the 
approximation: 

2 2

ˆ
ˆ ( ) ( ) and ,

y y
y n y n σ σ≈ ≈        (7) 

where 2 2 ( )
u

E u nσ  =   is the variance of u(n) (u being 

replaced here by d, y, v, ŷ ), with [ ]E ⋅  denoting 

mathematical expectation. With these notations, and with 
the assumption that y(n) and v(n) are uncorrelated, we can 
write from (1) and (7) 

2 2 2

2 2 2

ˆ

,d y v

v d y

σ σ σ

σ σ σ

= +

≈ −

                (8) 

For the power estimates a sliding window can be used as 
recursive computational method: 

{ }2 2 2ˆ ˆ ˆ ˆ( ) ( 1) (1 ) , ,
u u u
n n u d yσ γσ γ σ= − + − ∈        (9) 

where 1 1/ ( ), with 1KL Kγ = − ≥ , and the initial values for 

the two power estimates from (9) are initialized with 0. 
From (1) we can define the Signal to Noise Ratio (SNR) 

2

2
SNR ,

y

v

σ

σ

=           (10) 

and from (9) we can rewrite an estimate of it as: 

2

2 2

ˆ

ˆ ( )
ˆSNR( )

ˆ ˆ( ) ( )

y

d y

n

n

n n

σ

σ σ

=

−

     (11) 

With this approach, following the demonstration from 
[14], the variable regularization parameter is obtained as: 

2 2

ˆ1 1 SNR( )

( ) ( ) ,
ˆSNR( )

x x

L n

n n

n

δ σ β σ

 + +
  = =         (12) 

where ( )nβ is the ratio from (12) and it represents the 

variable normalized regularization parameter. Introducing 
(12) in (4), we obtain the VR-RLS algorithm, with update: 

1
ˆ ˆ ˆ( ) ( 1) ( ) ( ) ( ) ( ).

L
n n n n n e nδ

−

 = − + + x
h h R I x            (13) 

III. PROPOSED ARCHITECTURE 

Let’s evaluate now the algorithm described in the 
previous section from implementation complexity point of 
view. We consider the fractional 2’s complement format, 
with variables on N bits, the bit N-1 indicating the sign. One 
can observe that complex operations, such as square root, 
high-order matrix inversion, fractional divider, and product 
with vector, are to be executed. 

A. Fractional divider 

There are several classic schemes for computing the 
fractional division. However, for fractional operations, it is 
very important to verify that the results are still in the 
accepted range of [-1, 1). This check has to be done also for 
division. If the dividend is bigger than the divisor, a quotient 
outside the range is obtained. For example, 0.8 divided by 
0.5 equals 1.6. So we need a pre-divider module in order to 
make sure that we will have always the dividend less than 
the divider. If this is not the case, a certain number of shifts 
to the right will be applied to the dividend, until the 
condition becomes true. This number of shifts is counted 
and compensated afterwards, on another part of the 
algorithm. We consider a maximum possible number of 
shifts lim, obtained from Matlab simulations. This approach 
provides constant latency for this module. 

On the other hand, if the dividend is less than the divisor, 
we may perform another action to improve the precision of 
the quotient. More precisely, usually we have the variables 
on a larger number of bits than needed. The most relevant 
example is the multiplication result: a number on Na bits 
multiplied with a number on Nb bits will produce a result on 
Na+Nb-1 bits. Since the multiplication appears periodically 
(with each new input sample), a truncation is needed after 
each such operation in order to keep the variables size 
constant. And since the product of two fractional numbers 
produces a result even smaller than the two operands, we 
can conclude that the truncation shall be carefully applied. 
In this context, considering that the dividend and the divider 
are obtain from such multiplication operations (for example) 
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Figure 2.   Pre-divider procedure and divider block scheme. 

even if the dividend is less than the divider, a truncation 
applied to both of them before the division may lead to un-
accurate results. So, we will check first if not both operands 
can be shifter a certain number of times to the left, and only 
after we truncate and then we divide. The complete idea is 
described in Figure 2, where a classic model of booth 
divider is also included. 

B. Square root unit 

The square root appears in (12), when computing the 
variable regularization parameter. In order to execute this 
operation, the approximation algorithm described in Figure 
3 is used. 

The algorithm is based on the property of the sequence 
cn = (cn–1 +a/cn–1)/2 which converges to a1/2. The simulations 
show that a number Niter = 12 iterations produces a very 
good approximation of the square-root function. When the 
result is ready before Niter, the algorithm ends and the result 
is buffered in order to produce the same processing delay. 
We can efficiently use the number Niter by choosing a 
proper value of the threshold 2–r (see Figure 3).  

 

 

Figure 3.  Square-root approximation algorithm. 

C. High-order matrix inversion 

The last two most complex operations are in (5), 
respectively in (13).  

 In order to better understand (5), we may consider the 
first cases n=0, 1, 2 and 3 for a simplified scenario with L=3. 

One will observe that the matrix ˆ ( )n
x

R is symmetric, and 

moreover always the upper-left sub-matrix (L-1)x(L-1) from 

matrix ˆ ( 1)n −
x

R is identical with the lower-right sub-matrix 

(L-1)x(L-1) from matrix ˆ ( )n
x

R . In other words, it is enough 

to compute only the first column of the new matrix ˆ ( )n
x

R  

using the first column of matrix ˆ ( 1)n −
x

R : 

     (1) (1)ˆ ˆ( ) ( 1) ( ) ( )n n n x nλ= − +
x x

R R x     (14) 

and then to obtain the complete matrix ˆ ( )n
x

R , as shown in 

Figure 4. 
The last and the most complex remaining operation is the 

high-order matrix inversion. Usually, L may be equal to 
1024. This means that we have to compute the inverse of a 
matrix 1024 x 1024. This operation, besides the amount of 
required resources for processing, is also very time 
consuming. This is the reason why others alternative 
solutions were studied till now. One of the most efficient 
methods is the dichotomous coordinate descent (DCD) 
algorithm [17][18]. Our research team also obtained very 
good results in terms of FPGA implementation efficiency, 
the most important ones being presented in [8] and [10]. For 
this reason, we will not enter into details here about this 
already exposed solution. 

IV. OBTAINED RESULTS 

The proposed solutions described in the previous section 
fulfill both the requirements for high system clock 
frequency, respectively for reduced amount of used hardware 
resources. In order to show this, we propose an 
implementation on XC5VFX70 chip from Virtex 5 family. 
This FPGA has an architecture based on Configurable Logic 
Blocks (CLBs). Each such CLB contains 2 slices, one slice 
being formed of four flip-flops and four 6-inputs look-up 
tables. 

ˆ ( 1)n −
x

R ˆ ( )n
x

R

λ

2 ( )

( 1) ( )

...

( 1) ( )

x n

x n x n

n n L x n

 
 

− 
 
 

− +  

 

Figure 4.  Matrix ˆ ( )n
x

R update. 
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The proposed AEC implementation, without the DCD 
part, uses 4620 flip flops (from a total of 44800), 5551 LUTs 
(from a total of 44800), and 3 block RAMs. The maximum 
frequency reported after placing and routing the design is 
271.3 MHz. The results above were obtained when using a 
16 bit representation for the AEC inputs, while all the other 
variables (including the coefficients) being computed using 
31 bits. These variables are used at full width in summing 
units and only on the first 16 most significant bits on 
multipliers and dividers. This numerical format was selected 
based on the misalignment variation. The misalignment is 
defined as: 

( )( )10 22

ˆ( ) 20log – /m n n= h h h       (15) 

and we accepted a degradation of maximum 2 dB between 
the 2 curves obtained in infinite precision, respectively in 
finite precision formats. 

V. CONCLUSIONS 

We presented in this paper the most important theoretical 
aspects related to VR-RLS algorithm. Starting from the 
obtained equations, and considering a fractional 2’s 
complement numerical format, we identified the most 
complex operations. These were the divider, the square root, 
the matrix update and the matrix inversion. For each of them, 
an efficient solution from FPGA implementation point of 
view was proposed, except the matrix inversion, for which 
our research team proposed and presented previously an 
architecture based on the DCD algorithm. 

The elements described in this paper can represent a solid 
ground for the efficient FPGA implementation of any 
adaptive algorithm.  
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Abstract—Adaptive Noise Cancellation (ANC) belongs to 
the interference cancellation class. It employs an adaptive filter 
to estimate a perturbation signal, which corrupts a primary 
acoustic source. In most of the corresponding applications, the 
goal is to imitate an original speech signal. This paper proposes 
the use of a low complexity recursive least-squares (RLS) 
adaptive algorithm for the ANC procedure. The combination 
between the RLS method and the dichotomous coordinate 
descent (DCD) iterations offers good performance with 
acceptable arithmetic costs. Simulation results are provided in 
order to demonstrate the validity of the ANC system based on 
the RLS-DCD adaptive algorithm. 

Keywords: adaptive noise cancellation; recursive least-
squares; dichotomous coordinate descent. 

I.  INTRODUCTION  
 

Modern technology allows the deployment of 
telecommunication networks in problematic environments, 
which frequently introduce strong acoustic interference. The 
high quality communication performed in extremely noisy 
surroundings, such as airplane cockpits or social gatherings, 
requires the real-time estimation of corrupted acoustic 
signals (usually speech sequences). 

With the development of adaptive algorithms, the field of 
Adaptive Noise Cancellation (ANC) has also been the 
subject of intensive study [1][2]. The workhorse of signal 
processing systems employing adaptive methods is the Least 
Mean Squares (LMS) family [1]-[5]. Although the classical 
LMS adaptive algorithms were improved to a certain degree, 
their performances are limited when working with highly 
correlated signals. A new generation of efficiently 
implementable adaptive systems is required to increase the 
noise cancellation capabilities. 

The standard recursive least-squares (RLS) adaptive 
methods have attractive convergence properties [1]-[5]. 
However, the classical solutions for directly solving the 
corresponding matrix inversion problem have high 
arithmetic complexities and require large amounts of 
computational resources. Moreover, the implementations 
employing the traditional RLS algorithms suffer from 
occasional numeric instability caused by higher order 
arithmetical operations, such as divisions. Although the Fast 
RLS (FRLS) [4] considerably reduces the arithmetic effort, it 

is not stable when working with nonstationary signals, such 
as speech. 

In [6]-[8], the prohibitive nature of the RLS methods was 
approached using the combination with the dichotomous 
coordinate descent (DCD) iterations. The DCD portion of the 
algorithm replaces the classical matrix inversion problem 
with an auxiliary system of equations, which is solved using 
only additions and bit-shifts. The solution is based on the 
statistical properties of the input signals and reduces the 
overall arithmetic complexity to a value proportional to L, 
which is used to denote the adaptive filter’s length. The 
resulting RLS-DCD algorithm is a numerically stable 
alternative, offering comparable results in terms of 
adaptation speed and precision, with a considerably reduced 
computational effort [6]-[10]. By comparison, the classical 
RLS method has a complexity of O(L3), which can be 
reduced using Woodburry’s identity to O(L2) – both methods 
are considered prohibitive for practical applications [1][4]. 

The original RLS-DCD solution was rarely tested with 
colored signals, such as speech sequences [7][8]. It was later 
successfully applied for stereophonic acoustic echo 
cancelation (SAEC) setups requiring the estimation of 
multiple unknown systems [9]. This paper proposes the use 
of the RLS-DCD method for ANC systems employed in 
real-time recovery of speech signals. A theoretical model is 
presented and tested using different types of acoustic 
interference, with low Signal-to-Noise Ratio (SNR). 
Although the number of adaptive filter coefficients 
associated with ANC applications is lower than the case of 
acoustic echo cancellation (AEC) scenarios, the reduction in 
terms of computational workload (in comparison to the 
classical RLS) is valuable for mobile devices (i.e., 
headphones, mobile phones, etc.). As a consequence, the 
compromise between arithmetic complexity and performance 
is analyzed, and a comparison is performed with the classical 
RLS. 

The paper is organized as follows. In Section II, the 
theoretical model of the ANC setup is defined. Section III 
describes a low complexity RLS-type adaptive algorithm 
which is suitable for the ANC procedure. The performances 
of the proposed adaptive method are demonstrated using 
simulations in Section IV. The classical RLS adaptive 
algorithm is employed as a reference. Finally, in Section V, a 
few conclusions are stated regarding the compromise 
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between arithmetic complexity and the performance of the 
ANC system using a low complexity RLS method. 

 

II. THEORETICAL MODEL 
 

Figure 1 illustrates the ANC scheme. We denote by 
ˆ ( )nh the L x 1 vector comprising the adaptive filter’s 

variable coefficients at time index n, i.e.: 
 

 0 1 1
ˆ ( ) ( ), ( ), ..., ( ) ,T

Ln h n h n h nh             (1) 
  

 
where T is the transpose of a matrix. The desired signal d(n) 
is the combination between the relevant signal s(n) and the 
corrupting sequence q(n) (also called the interference signal). 
The input of the adaptive algorithm x(n) is a reference signal, 
which is linearly correlated with the interference q(n). The 
theoretical model of the adaptive algorithm is completed 
with the L dimensional vector ( )nx  formed with the most 
recent L input samples:  
 

 ( ) ( ), ( 1), ..., ( 1) .Tn x n x n x n L   x           (2) 
 
In literature, the relation between x(n) and q(n) is usually 

modelled through a finite impulse response (FIR) filter, 
which generates q(n) using x(n) as the input. In practical 
ANC applications, the samples corresponding to x(n) and 
d(n) are available through microphones [2]. The influence of 
the physical distance between the two acoustic sensors is 
represented in Figure 1 through the delay factor D, 
associated with the length of the mentioned FIR filter.  

The purpose of the ANC system is to output an estimate 
y(n) of q(n) and subtract it from the desired signal. 
Consequently, the error signal e(n) is an estimate of s(n), i.e. 
e(n) → s(n). The error of the adaptive algorithm is used to 
adjust the coefficients of the adaptive filter in order to 
minimize the noise interference. In an optimal situation, e(n) 
is composed of the signal s(n), free of the noise interference 
q(n).  

 
III. THE RLS-DCD ADAPTIVE METHOD 

 
The core of the ANC system presented in Figure 1 is the 

adaptive algorithm. The usual methods employed for the 
update of ˆ ( )nh are the LMS-type adaptive algorithms, which 
have reduced performance when working with highly 
correlated input signals. In the ANC case, the samples of 
input signal x(n) can be associated with speech, music, 
engine noise or other (usually highly correlated) acoustic 
signals. In such circumstances, the RLS-based systems can 
generate superior performance through their de-correlation 
properties. Despite the attractive features of the RLS 
algorithms, the classical versions use direct methods for 
computing  the  corresponding matrix inverse and solving the  

 
Figure 1. The ANC scheme 

 
associated system of equations. Consequently, prohibitive 
workloads are imposed on signal processing chips, which 
usually handle multiple tasks.  

The RLS-DCD adaptive algorithm was proposed as a 
stable alternative for other low-complexity RLS versions 
(such as the FRLS). Initially, the method was mostly 
employed for processing weakly correlated signals and later 
for the identification of long unknown acoustic systems (e.g., 
the AEC/SAEC scenarios). We propose to use the method 
for real time retrieval of speech signals in ANC scenarios. 
Table 1 illustrates the RLS-DCD adaptive algorithm [6]-[9], 
where we denote by  0 1    the forgetting factor 
associated with the memory of the algorithm [1]. The L x L 
correlation matrix ( )x nR 

  has the transpose property, i.e. 
( ) ( ).T

x xn nR R 
   It can be updated by copying the upper-left 

L-1 x L-1 block of ( 1)x n R 
  to the lower-right L-1 x L-1 

submatrix of ( ),x nR 
  and by computing only the first 

corresponding column [7][9]. The main diagonal of ( )x nR 
  

is initialized using the identity matrix LI  and the constant 
value  ,  in order to avoid processing a singular matrix in 
the initial stages of the adaption course. The statistical 
properties of the matrix allow a significant reduction of 
complexity in step 1, to a value proportional to the adaptive 
filter’s length. 

The RLS-DCD method exploits the statistical properties 
of the input signals and solves an auxiliary system of 
equations using only additions and bit-shifts of the operands, 
therefore completely eliminating divisions. In steps 3 and 4, 
the DCD portion of the adaptive algorithm takes into account 
the results obtained at time index n-1 and generates, using a 
limited number of updates, the solution vector ˆ ( )nh (with 
values represented in the numerical interval [-H, H] using Mb 
bits). The updates are conditioned by the comparisons 
performed between the values comprising the residual vector 

( )nr and the values positioned on the main diagonal of 
( )x nR 

 [6]-[9]. It was demonstrated in [10] that the vector 
( )nr becomes almost null, as the adaptive filter reaches 

convergence state. Correspondingly, the vector values 
oscillate in a large dynamic range in the adaptation stages. 
The  arithmetic  complexity  associated  with  step 4  is upper  
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TABLE I.  THE RLS-DCD ALGORITHM 

Step Computations 
Init 

LIRr0h x  )0(,0)0(,)0(ˆ ~    
          For n = 1, 2, … 

1 )()()1(ˆ)(ˆ )1(
~

)1(
~ nnxnλn xRR xx   

2 )()1(ˆ)()( nnndne T xh   
3 )()()1()( nnenλn xrr   
4  

{DCD method} 
)(),(ˆ)()(ˆ)(ˆ ~ nnnnn rhrhR x   

5 )(ˆ)1(ˆ)(ˆ nnn hhh   

 
limited by 2NuL possible additions, where Nu is the number 
of successful iterations (or solution vector updates) 
performed  by  the  DCD  (usually  Nu<10;  one iteration uses 
only additions and bit-shifts) [7][9]. The value of Nu is 
usually low and represents a sufficient number of successful 
DCD iterations performed for the computation of ˆ ( )nh in 
order to achieve good RLS-DCD performance. The 
algorithm also updates ˆ ( 1)n h  in step 5, through an 
addition to ˆ ( ).nh   

The overall complexity of the RLS-DCD can be reduced 
by choosing the forgetting factor as 1 1/ ( ),KL    where K 
and   the   filter length L are powers of 2.  Therefore, any 
multiplication with  can be replaced by a bit-shift and one 
subtraction.   The   total   amount   of   arithmetic   operations 
corresponding to the algorithm described in Table I is 
represented by 3L multiplications and less than 6L+2NuL 
additions for every time index n [8]. We notice that the value 
of Mb has no direct influence on the number of arithmetic 
operations (the parameter is relevant only for their 
complexity).  
 

IV. SIMULATIONS 
 

Simulations results are presented for the context 
illustrated in Figure 1, using the RLS-DCD and RLS 
adaptive algorithms. The performance of the ANC system is 
analyzed using spectrogram plots with 256 points Fourier 
Transforms for the generated error signals. 

The acoustic test signals are sampled with a frequency of 
8 kHz, using 16 bits/sample. The goal is to recover 
interference-free speech sequences available in the s(n) 
waveforms [11]. The desired signal is generated by filtering 
the interference x(n) with a Matlab fir1 12th order low-pass 
impulse response and adding the output q(n) to s(n). 

The length of the adaptive filter is L=25 and the 
corresponding forgetting factor is set to 1 1/ (16 ).L    
Correspondingly, the L values comprising the RLS-DCD 
solution vector are represented in the numerical interval [-H, 
H]=[-1,1] using Mb bits. The parameter Mb directly 
influences the precision of the adaptive system and is varied 
in order to establish a compromise between the performance 
and   complexity.   Furthermore,  ˆ ( )nh   is   updated   for  a 
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Figure 2. Spectrograms with 256 Fourier Transforms – the interference is 

Gaussian noise (SNR=0 dB): a) The speech sequence to be recovered; 
RLS-DCD error signal with b) Mb=3, c) Mb=6, d) Mb=8, e) Mb=16; f) RLS 

error signal 

maximum number of Nu=4 times per every time index n.  
The first simulation compares the performance of the 

RLS-DCD and RLS algorithms using Gaussian noise as 
acoustic interference. The s(n) and q(n) signals have the 
same power (i.e., the corresponding SNR has the value 0 
dB). It can be noticed in Figure 2 that increasing the number 
of bits used for the representation of the adaptive filter 
coefficients leads to better estimates of interference samples 
and a better reduction in noise level. Additionally, the 
comparison performed with the RLS spectrogram indicates 
that higher values of the parameter Mb provide similar 
performance from the RLS-DCD method, with lower 
arithmetic effort.  

For the second simulation (Figure 3), the interference 
signal x(n) is acoustic engine noise.  The same value is used 
for the SNR (0 dB). In comparison to the previous scenario, 
it can be noticed that the settings Mb=8 and Mb=16 do not 
provide the same performance rating anymore. The 
properties   of  the  second   interference  type   require  more  
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Figure 3. Spectrograms with 256 Fourier Transforms – the interference is 
engine noise (SNR=0 dB): a) The speech sequence to be recovered; RLS-
DCD error signal with b) Mb=3, c) Mb=6, d) Mb=8, e) Mb=16; f) RLS error 

signal 

precision in order to generate the similar results between the 
RLS-DCD and the RLS methods.  

The spectrograms corresponding to a third experiment 
are illustrated in Figure 4. The speech s(n) is corrupted for 
the first half of the simulation by engine sound, which is 
afterwards replaced by music. The SNR is set to -10 dB for 
the entire scenario. The change in interference produces a 
spike in each error spectrogram and the adaptive algorithms 
require an adaptation period. It can also be noticed that the 
music is harder to eliminate from the desired signal (the 
corresponding interference leaves easier noticeable traces in 
the error signal). As a consequence, the correlation properties 
of the interference signals have an important influence on the 
performance of the adaptive algorithms.  

V. CONCLUSIONS 
In this paper, the low-complexity RLS-DCD adaptive 

algorithm was employed for ANC scenarios with low SNR 
conditions. Simulations were performed in order to analyze 
the behavior of the proposed system, which indicated that the 
RLS-DCD    has    attractive    performance,    computational  
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Figure 4. Spectrograms with 256 Fourier Transforms - the interference is 

engine noise, which changes to music at time index 15000 (SNR=-10 dB):  
a) The speech sequence to be recovered; RLS-DCD error signal with b) 

Mb=3, c) Mb=6, d) Mb=8, e) Mb=16; f) RLS error signal 

efficiency and is suitable for ANC hardware 
implementations.  
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Abstract—Performance evaluation of networking protocols is gen-
erally related to metrics like latency, signaling overhead, packet
loss, throughput, among others. Specifically for latency modeling,
most of analytical modeling techniques involve considering the
handover latency as a sum of all delays of each signaling message
in the handover. However, it may not reflect the reality of
various protocols based onProxy Mobile Internet Protocol version
6 (PMIPv6), which may consider asynchronous and parallel
messages. Petri Nets are state-transition systems capableof
expressing parallelism, synchronization, and allowing evaluation
of properties of the systems modeled. The Timed Petri Net
extension can additionally express time elapsing, which makes it
a powerful tool for performance evaluation. This paper proposes
to employ Timed Petri Nets to model PMIPv6-based protocols,
and, therefore, to bring attention to the main advantages ofthis
formalism for performance evaluation.

Keywords–PMIPv6; Timed Petri Nets; Mobility; Modeling.

I. I NTRODUCTION

The Internet Engineering Task Force (IETF) has proposed
the PMIPv6 [1] protocol to address issues related to energy
saving and high latency found in Mobile IP (MIP). PMIPv6
considers two entities: the Mobile Access Gateway (MAG),
which tracks the current Mobile Node (MN) location; and
Local Mobility Anchor (LMA), which plays a similar role
as the MIP’s Home Agent for its domain. Signaling between
MAG and LMA is responsible for the MN binding update.
Several PMIPv6 extensions have been proposed to reduce
packet loss during handover, as inFast Handovers for PMIPv6
(FPMIPv6) [2]. Other proposals handle localized routing asin
Optimized PMIPv6 (O-PMIPv6) [3]. Multihoming aspects are
considered by theTransient Binding for PMIPv6 (TPMIPv6)
protocol [4].

In order to evaluate these protocols, one may use measure-
ments, simulation, or analytical modeling techniques. While
measurements and simulation may give fine-grained details
about network behavior, the use of analytical modeling may
raise protocol design issues in earlier stages of the development
in a shorter time than the other techniques.

This paper presents a proposal for modeling network-based
mobile protocols at the IP layer using Timed Petri Nets.
Petri Nets are a formalism generally employed to analyze the
behavior of various types of systems, from product lines to
programming languages. Petri Nets are capable of expressing
parallelism and synchronization, and to check for possible
deadlocks in systems [5]. Timed Petri Nets are an extension
to that formalism that allows performance assessment [6].
Applying Timed Petri Nets to these protocols allows proto-
col designers to anticipate important issues about reliability,
robustness and performance in an expressive and simple way.

The remainder of this paper is organized as follows. Section
II presents some of the main PMIPv6-based protocols; in
Section III, we discuss related work on modeling the handover
latency for those protocols; in Section IV, we introduce a
proposal for modeling some PMIPv6-based protocols using
Timed Petri Nets, followed by the conclusion in Section V.

II. IPV6 MOBILITY MANAGEMENT

In order to accomplish handover between two different
networks, in addition to link layer procedures, it is necessary to
update routing tables, IP addressing, and handle authentication
issues. These mobility management procedures are done by
mobility protocols at the network layer. The most well-known
mobility protocol is the MIP, which proposes the MN to
keep the original IP address while moving beyond its original
network, also known asHome Network. The Home Agent
(HA) entity is the coordinator of the network. When the MN
visits a foreign network, it receives aCare-of address (CoA)
in order to be reachable by its HA in the foreign network.
MIP has standards for both IPv4 and IPv6. Figure 1 presents
the signaling for the MIP handover. After a new attachment,
the MN receives the CoA information. Then, theBinding
Update (BU) andBinding Acknowledgment (BA) messages are
exchanged. They are responsible for the update of the HA’s
binding table.

HA FA

BA

BU

Movement detection
New attachment

CoA Configuration

MN

Figure 1. Mobile IP signaling flow.

TheMIPv6 Fast Handovers (FMIP) [7] is a MIP extension
that intends to reduce handover latency through anticipation of
the address configuration step during the movement detection
phase. TheHierarchical MIPv6 [8] protocol seeks to reduce
latency handling local and global mobility separately. This
avoids unnecessary signaling overhead while there is intra-
domain mobility with the help of aMobility Anchor Point.
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Since MIP requires that the MN has the protocol imple-
mentation in its operational system and, therefore, leads to an
additional energy consumption, the IETFDistributed Mobility
Management (DMM) working group proposed the PMIPv6
protocol [1]. PMIPv6 introduces two types of entities: MAG
and LMA. A MAG detects movements of MNs and, thus, start
binding update signaling. The LMA plays a similar role to the
HA from MIP. Thus, PMIPv6 reduces the signaling overhead
and the energy consumption on the MN side. Additionally,
PMIPv6 does not require modifications in the operating system
of the MN, being more adaptable to legacy devices. Figure 2
presents the PMIPv6 message flow for the handover. After the
link layer handover, the previous MAG (PMAG) detects the
detachment of the MN. Then, the MN asks the new MAG
(NMAG) for a new route through theRtr Sol message
from the Internet Control Message Protocol (ICMP). Then,
the NMAG requests the binding update to the LMA through
the Proxy Binding Update (PBU) message. The LMA then
responds with theProxy Binding Acknowledgment (PBA)
message. Finally, the NMAG may announce the new route
to the MN sending theRtr Adv ICMP message.

L2 dettach

Dereg PBU

Rtr Sol.

PBU

PBA

Tunnel

Rtr Adv. 

MN PMAG NMAG LMA

Figure 2. PMIPv6 signaling flow.

The FPMIPv6 protocol [2] adds a buffering scheme and
a new tunnel between the PMAG and the NMAG while
handover control messages are being exchanged. The main
purpose of FPMIPv6 is to reduce packet loss during handover.
FPMIPv6 may work in two modes: predictive or reactive. In
the predictive mode, shown in Figure 3, PMAG sets up a tunnel
with the NMAG through theHI (Handover Indication) and
HACK (Handover Acknowledgment) messages as the link of
the MN is about to be switched. After the node associates with
the new network, NMAG exchanges signaling with the LMA,
just like in PMIPv6. In the reactive mode, the tunnel setup
occurs after the node connects to the link of the new network.
In that case, the NMAG starts the signaling with the PMAG
in order to configure the tunnel. This can be seen in Figure 4.
The rest of the signaling is as in PMIPv6. Although FPMIPv6
may reduce packet loss, the signaling overhead introduced may
increase the handover latency.

III. H ANDOVER LATENCY MODELING AND RELATED
WORK

Analytical modeling is a very powerful technique for
performance evaluation of mobile network protocols. This is
based on mathematical concepts and helps to predict systems
behavior in a variety of scenarios in a short time.

L2 dettach

MN PMAG NMAG LMA

RA
Tunnel

PBA

PBU

Rtr Sol.

HACK

HI

Tunnel

Figure 3. FPMIPv6 signaling flow in the predictive mode.

L2 dettach

MN PMAG NMAG LMA

RA
Tunnel

Tunnel

HACK

HI

Rtr Sol.

PBU

PBA

Figure 4. FPMIPv6 signaling flow in the reactive mode.

McNair, Akyildiz, and Bender [9][10] propose a frame-
work to evaluate the performance of their proposal of two-
path handover technique for MIPv6. The framework considers
mathematical equations to calculate the specific operations of
the proposed handover technique, bandwidth utilization and
disruption time, that is, the time when the communication
between nodes is interrupted because of the data path switch.
These metrics are based on the latency measured between two
network entities:

T = M + (Tw +M)×
q

1− q
, (1)

whereM is the time to deliver a message, including process-
ing, transmission, and propagation delays;q is the probability
of link failure, andTw is the waiting time to determine if a
message is lost. Hussienet al. [11] utilizes that modeling to
evaluate the performance of a Quality of Service (QoS) exten-
sion for MIPv6 (DiffServ-MIPv6) developed by the authors.

Hussain, Bakar, and Salleh consider equations to model
handover latency to evaluate an intra-domain PMIPv6-based
handover technique for vehicular network using Media In-
dependent Handover (MIH) [12]. The latency equivalent to
the signaling exchanged between MN and MAG (TRS) and
between MAG and LMA (TPMIPv6

LU ) is as follows:

TRS =
1 + Pf

1− Pf

(

MRS
S

Bwl

+ Twl

)

, (2)

TPMIPv6
LU = nh

(

MPBU
S

Bwd

+ Twd

)

, (3)
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wherePf is the probability of link failure,MRS
S andMPBU

S

are the size of theRtr Sol andPBU messages,Bwl andBwd

are the wireless and wired bandwidths,Twl andTwd are the
wireless and wired propagation delays, andnh is the number
of hops between the LMA and the MAG.

Makaya and Pierre [13] evolve the model in [9] considering
the buffering aspects of FPMIPv6 and the queue delay in the
handover latency equation. Thus, according to the authors,the
latency of a signaling message exchanged between two nodes
x andy (Tx−y) may be measured as follows:

Tx−y =
1 + q

1− q

(

Msize

Bwl

+ Lwl

)

+

Hx−y

(

Msize

Bw

+ Lw + Tq

)

. (4)

The first part of the sum is the wireless overhead and
it must be excluded if neitherx nor y is a wireless device.
The second part is the overhead in the wired medium. The
H(x−y) is the distance in hops between the two entities x and
y. The parameterq is the probability of failure of the wireless
link, Msize is the average length of a message, andBwl

andBw are the wireless and wired bandwidths, respectively.
The propagation delay in wireless and wired media areLwl

and Lw, respectively. The average queuing delay in each
router is represented byTq. Handover latency is the sum
of the latency of all signaling messages exchanged during
a handover. Taghizadehet al. [14] apply the model in [13]
to an analytical modeling framework for PMIPv6-based inter-
domain protocols.

These contributions have in common the fact that the
handover latency is calculated as the sum of all delays gen-
erated by each handover signaling message. This may seem
appropriate for protocols like MIP and PMIPv6, where the
signaling flow comprises synchronous messages. However, for
PMIPv6-based protocols where there may be asynchronous
messages, or messages that may be sent in parallel, these mod-
els may lead to incorrect assumptions. Thus, formal methods
that are expressive enough to represent resource consumption
and parallelism, like Petri Nets, may be the best suitable
solution to model such protocols. Singhet al.[15] analyze
several generations of mobile network systems, namely, GPRS,
LTE and MANET using Petri Nets. The authors do not evaluate
the performance of such technologies, however, they verify
if they are robust and deadlock-free. Lakos [16] proposes to
model MIPv4 networks in Mobile Petri Nets, a variation of
Petri Nets that makes possible to represent the network divided
into subsystems. Lakos does not present any performance
evaluation, however, the author highlights the advantagesof
the graphical representation instead of a pure textual notation.
Dutta et al. [17] use Timed Petri Nets to model the MIP
binding update, including link-layer network association, CPU,
memory, and bandwidth consumption. However, to the best of
our knowledge, there are no studies about performance evalu-
ation of PMIPv6-based protocols using Timed Petri Nets. It is
important to fill that gap, since Petri Nets are a powerful mean
to evaluate properties, resource management and synchroniza-
tion in systems and, when associated to the cited mathematical
models, it can help to predict systems performance.

IV. T IMED PETRI NET MODELING

In this section, the handover process in several PMIPv6-
based protocols is represented as a Timed Petri Net. Each
place in the Petri Net (represented by circles) reproduces a
handover step achieved. Eachtimed transition of the Petri
Net (represented by white rectangles) reproduces a signaling
message exchanged between network entities with a delay
calculated as in any latency modeling seen in Section III. The
token (represented by a small circle inside a place) controls
the state change. When there is atoken in the first place of the
Petri Net, it means that a new handover is about to start. The
arcs in the Petri Net (represented by arrows) connect places to
transitions and determine how many tokens a transition may
produce to the subsequent place. Every time atransition is
fired, it consumes atoken from the previousplace connected
to it.

Figure 5 presents the Timed Petri Net for the PMIPv6
handover. This is equivalent to the signaling presented in
Figure 2. At this time, theT_L2Trigger transition will fire
after the link-layer handover time elapses. TheT_TxRtrSol
transition represents the ICMP message that the MN sends to
its MAG. In that state, theL3HOStart place would have
a token and the network layer handover could start. The
T_TxPBU transition will fire after the delay equivalent to the
delivery of thePBU message. Thetoken would be removed
from theL3HOStart place and a newtoken would appear in
theP1 place, representing that the LMA is in a state ready to
send thePBA message. Then, theT_TxPBA transition waits
the equivalentPBA signaling delay to fire. The Timed Petri
Net is modeled as a directed circuit, that is, the lasttransition
is connected to the firstplace. It may be helpful to simulate
various iterations and, thus, to calculate average values.

Figure 5. Timed Petri Net for PMIPv6 signaling.

Figure 6 presents the Timed Petri Net for the FPMIPv6
handover in the predictive mode. This is equivalent to the
signaling presented in Figure 3. It is important to notice
that the beginning of the tunnel setup depends only on the
T_L2Trigger transition and the binding update may start
only after the transitionT_TxRtrSol fires. From this mo-
ment, the tunnel setup between MAGs and the binding update
process may occur in parallel, as is expected in the FPMIPv6
predictive mode. That situation makes clear the advantage of
using a Timed Petri Net model over modeling the handover
latency as a sum of signaling delays. The parallelism is
clearly expressed, which makes the model closer to the way
the protocol is expected to work than with other modeling
approaches.

Figure 7 presents the Timed Petri Net for the FPMIPv6
handover in the reactive mode. This is equivalent to the
signaling presented in Figure 4. In that case, the tunnel setup
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Figure 6. Timed Petri Net for FPMIPv6 signaling in the predictive mode.

between MAGs takes place after theT_TxRtrSol transition
fires. In this model, theT_TxPBU transition may fire only
after theT_TxHI fires, since it is sent by the same entity.
This is represented by two arcs pointing toT_TxPBU. That
dependency is not modeled in the predictive mode, since the
tunnel setup occurs sooner, and, therefore, theHI message
would always be sent before thePBU message.

Figure 7. Timed Petri Net for FPMIPv6 signaling in the reactive mode.

It is important to notice that the use of Timed Petri
Nets makes clear the main differences between PMIPv6 and
FPMIPv6, and the FPMIPv6 proactive and reactive modes, due
to its graphic features. It does not mean, though, that latency
modeling as in related work may be discarded. Instead, the
latency equations must be used to find a suitable value for
each timed transition. With these two modeling techniques
associated, one may obtain results that are closer to the ones
that can be found in a real world environment.

V. CONCLUSIONS AND FUTURE WORK

This paper proposed Timed Petri Nets as a tool for
modeling PMIPv6-based protocols. Timed Petri Nets are a
formal language capable of representing resource consumption,
parallelism, synchronization, and time elapsing. This makes
Timed Petri Nets helpful when studying the differences among
protocols in a simple and clear way. Thus, protocol designers
can raise design issues before investing in a deployment
environment for testing.

This paper described a work in progress. Therefore, as
future steps, a study on the characterization of signaling delays
is expected. This will make possible to infer the corresponding
probability distribution function and to model these protocols
using Stochastic Petri Nets [18], where steady state results may
be collected. Buffering mechanisms and data flow may be as
well considered in future work. Modeling of O-PMIPv6 and
T-PMIPv6 are further expected.
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Abstract—This paper presents the Clustered Inter-domain Proxy
Mobile Internet Protovol version 6 (CI-PMIPv6), an intra-domain
and inter-domain Distributed Mobility Management solution for
PMIPv6-based networks. It anticipates the exchange of mobile
node information for future handovers using a Distributed Hash
Table (DHT) structure. The main advantages of CI-PMIPv6 are:
to avoid the introduction of a single point of failure; to allow a fast
spread of information among network entities; to take advantage
of the execution of inter-domain handover-related operations
in parallel with the execution of intra-domain handover-related
operations; and to avoid generating bottlenecks. Results show
that, in the scenario studied, CI-PMIPv6 handover costs less
and suffers less latency and packet loss in comparison with
other schemes studied. Additionally, the values of goodput in
CI-PMIPv6 are greater.

Keywords–CI-PMIPv6; Distributed; Handover; Inter-domain.

I. INTRODUCTION

The evolution and widespread use of multimedia appli-
cations for mobile gadgets are the key factors for the rapid
growth in the use of mobile networks. Mobile data traffic grew
60% between Q1 2015 and Q1 2016 [1]. Additionally, the
emergence of mobile devices connected to vehicles expand the
possibilities for use-case scenarios. Thus, efficient solutions
for mobility management are a relevant and contemporary
concern. Binding updates and tunneling setup are the main
operations in IP mobility management and, therefore, the
applicability of the related protocol may well be determined
by how efficient these are. The Internet Engineering Task
Force (IETF) Networking Working Group proposed the Proxy
Mobile IPv6 (PMIPv6) protocol [2] mainly to resolve issues
related to the energy saving and high latency found in Mobile
IP (MIP). PMIPv6 introduces two types of entities: the Mobile
Access Gateway (MAG), which tracks the location of the
current Mobile Node (MN); and the Local Mobility Anchor
(LMA), which plays a similar role as the MIP’s Home Agent
in a local domain. Signaling between MAG and LMA is
responsible for updating the binding of the MN. Due to relying
on a non-mobile entity to keep track of the MN, PMIPv6
has lost the MIPv6 inter-domain feature. Studies have been
proposed on PMIPv6-based inter-domain solutions. However,
they still face problems related to centered entities and the high
cost of signaling.

In this paper, we propose CI-PMIPv6, a low cost and
a low latency intra-domain and inter-domain solution. CI-
PMIPv6 makes inter-domain handover possible by spreading
information on MNs efficiently among LMAs from the differ-
ent domains. Intra-domain handover is minimally changed to

send useful updates for future inter-domain handovers to those
LMAs. The main characteristics of CI-PMIPv6 are:

• Distributed mobility management - LMAs from
each domain form a cluster, which runs a Kademlia-
based DHT [3] so as to spread information efficiently;
this avoids the use of global entities and, thus, avoids
creating single points of failure and performance bot-
tlenecks;

• Network-based handover - CI-PMIPv6 maintains the
PMIPv6 advantage of reducing MNs’ consumption of
energy by avoiding host-based handover signaling and
processing overheads;

• Reuse of existing PMIPv6 entities to exchange
inter-domain information - the compatibility with
PMIPv6 legacy systems is achieved; additionally,
MAGs may remain unaware of inter-domain mobility,
as in PMIPv6;

• Anticipation of MN information for future han-
dovers - during the MN’s ongoing handover, its cur-
rent LMA proactively spreads the MN information
to neighbor LMAs in the cluster; this information
is needed for future inter-domain handovers and is
rapidly available to neighbors LMAs, thereby avoiding
time waste during such handovers due to the extra sig-
naling needed to request and obtain such information.

By using CI-PMIPv6 it is expected that low inter-domain
handover cost and latency will be achieved in comparison
with other PMIPv6-based inter-domain approaches cited in
the literature. The remainder of this paper is organized as
follows: CI-PMIPv6 is detailed in Section II. Related work is
presented in Section III. Section IV deals with evaluating the
performance of CI-PMIPv6 and the results achieved. Finally,
some conclusions are drawn and suggestions made for future
research studies in Section V.

II. CI-PMIPV6

Figure 1 presents the CI-PMIPv6 architecture and shows
that the LMAs form a cluster. Each LMA contains a Kademlia
peer [3], and they are all connected to the same DHT. The
choice of a Kademlia-based Peer to Peer (P2P) architecture
for the cluster allows:

• LMAs to communicate without placing them in a
hierarchy;

• Mobility management without centralized entities,
thus avoiding bottlenecks and a single point of failure;
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• MAGs to abstract the existence of the cluster, which
is recognized only by the LMAs, thereby avoiding
unnecessary signaling between the local domain and
the core network;

• The MN information to be spread efficiently through-
out the Kademlia STORE primitive.

MAG

LMA

MAG

MAG

LMA

MAG

LMA

MAG

MAG

LMA

LMA LMA

MAG

MAG

MAG

LMA LMA

MAG

MAG

MAG

Domain 1
Domain 2

Domain 4Domain 3

CLUSTER

Figure 1. Domains in CI-PMIPv6.

The MN information is stored in its original LMA, which
forwards it to its neighbors. Each piece of information in the
cluster is represented in a <key, value> pair format, where:

• The key is the MN original IP address;

• The value is a triple of <MN current IP, MAG IP,
LMA IP>.

The <key, value> pairs are stored in peers whose nodeIDs
are the closest to the key. The nodeID, i.e., the identifier of the
LMA as a Kademlia peer, is the LMA IP Address. Both keys
and nodeIDs are in the 128-bit space, as in every IPv6 address,
instead of in the 160-bit space as in the standard Kademlia
proposal [3].

The PING, STORE, FIND_NODE, FIND_VALUE primi-
tives, and the look-up procedures from Kademlia are valid for
network refresh, information storage, location of peers, and
information retrieval in the cluster. Selecting and registering
LMAs in the same DHT is done according to agreements
among engaged network operators. Likewise, CI-PMIPV6 in-
troduces the new primitives UPDATE and DELETE. They are
responsible for refreshing and removing <key, value> pairs
in the cluster. These primitives follow the same logic as in the
STORE primitive.

Figure 2 shows the signaling call flow for intra-domain
handover. The flow is similar to that proposed by the PMIPv6
standard. After triggering the layer-2 event, the previous MAG
(PMAG) exchanges deregistration signaling with the LMA.
The LMA waits for a fixed interval before removing the
binding definitively. When visiting the new network, the MN
requests the new MAG (NMAG) for a route via the Internet
Control Message Protocol (ICMP) Rtr Sol. message. Then,
the NMAG must request the LMA to update its binding table

with the messages Proxy Binding Update (PBU) and Proxy
Binding Acknowledgment (PBA). A tunnel is set up between
the LMA and NMAG to forward packets to the MN. The
NMAG, then, may send the ICMP Rtr Adv. message to
announce itself as the access router for that MN and then, the
handover is finished. CI-PMIPv6 adds to that flow a call to the
cluster UPDATE message. Thus, whenever the MN associates
itself with a MAG, the cluster is updated. We assume that the
LMA runs both the update operation and the rest of the intra-
domain handover operation in parallel, e.g., the LMA runs both
of the operations simultaneously on different cores. These two
operations do not block each other. This is possible since the
spread of binding information in the cluster is not useful for
concluding the current intra-domain handover. MAGs do not
need to interact with the cluster and may proceed with the
handover normally. We further assume to be negligible the
amount of time spent performing a system call for starting
the update operation during intra-domain handovers. We also
assume that traffic from the LMA to the cluster and traffic
from the LMA to the MAGs can be kept isolated from
each other. For instance, each LMA might have exclusive
network interfaces and paths for communicating with MAGs.
In this manner, update messages flowing from the LMA to
the cluster during intra-domain handovers cannot block (e.g.,
head-of-the-line blocking in network interfaces) or affect (e.g.,
increasing queuing delay) messages flowing to the MAGs.
The MN information is proactively spread in the cluster. The
information will be necessary if there is ever an inter-domain
handover executed by the MN. The MN information is rapidly
available to neighbors LMAs in the cluster, thereby avoiding
the need for the extra signaling to request and obtain such
information during inter-domain handovers. Notice that CI-
PMIPv6 takes advantage of the execution of inter-domain
handover-related operations in parallel with the execution of
intra-domain handover-related operations.

Tunnel

Tunnel

MN PMAG LMA NMAG

Dereg. PBU

PBA

Rtr Sol.

PBU

UPDATE<MN, MAG, LMA>
Cluster

LMA

PBA

Rtr Adv.

L2 Trigger

Figure 2. Intra-domain handover in CI-PMIPv6.

Figure 3 shows the signaling call flow for an inter-domain
handover. The procedure is initially similar to the intra-
domain handover. When detecting the link layer trigger, the
PMAG sends the Dereg.PBU message to the previous LMA
(PLMA). The PLMA sets a timer to wait for a period of time
before removing the binding information in order to prevent
a ping-pong effect. The MN enters the new domain and asks
NMAG for a new route. The NMAG sends a PBUNoProf
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message to the LMA in its domain (new LMA - NLMA) to
inform it that the MN was not originally registered in that do-
main. The NLMA searches for the MN IP in its cluster history
and finds out that it originally belongs to the PLMA domain.
Then, NLMA responds to NMAG with a PBAProf message
containing the node information needed for registration. After
that, the NLMA sends a PBUInterdomain message to the
PLMA informing that the MN has entered a new domain. Thus,
PLMA refrains from removing the node binding. This must
happen before the timeout set aside for the removal in the
PLMA. It updates its own cluster history instead and sends an
UPDATE message to the cluster. In parallel, PLMA sends the
PBAInterdomain message to the NLMA informing it that
it is ready to redirect data traffic to the NMAG in the new
domain. Thus, a tunnel is set up between PLMA and NMAG.
It is important to notice that PLMA remains the anchor entity
for the MN until the session ends. This simplifies the process
of context switching.

The greatest CI-PMIPv6 opportunity for performance gains
comes from the anticipated knowledge that LMAs get from
cluster updates. The information obtained is useful in future
inter-domain handovers. CI-PMIPv6 avoids the MAG, which is
a local domain entity, to exchange handover signaling with the
core network, where the cluster is and also where the network
traffic is more intense. Additionally, the fact that the PLMA
still manages communication after the inter-domain handover
eliminates the need to create an additional tunnel, a tunnel
between two LMAs. This avoids increasing the overhead of
tunneling.

L2 Trigger

Tunnel

Dereg. PBU

PBA

Rtr Sol.

PBU
Checks in its own

Rtr Adv. Tunnel

PBA

PBA

PBU

UPDATE<MN, NMAG,NLMA>

time 
storage if that MN
belongs to another LMA

entry
delete
to LMA
required

Time shorter
than

MN PMAG

LMA
Cluster

NMAG NLMAPLMA

Figure 3. Inter-domain handover in CI-PMIPv6.

III. RELATED WORK

Park et al. [4] present a scheme where the LMA from a
domain forwards the handover signaling to the LMA in another
domain to achieve inter-domain handover. There are neither
optimizations, nor additional entities. The consequence is the
introduction of an extra tunnel between those LMAs and a
duplicated number of signaling messages. Simulations with
QualNET measures packet loss and latency in comparison with
a scheme with PMIPv6/MIPv6 interworking. The authors state
that the proposal is better suited for scenarios where handover
is frequent. A similar proposal can be found in [5].

Zhong et al. propose the Enabling Inter PMIPv6 Domain
Handover (EIPMH) [6]. The authors introduce the Traffic
Distributor (TD), an entity that redirects data to the LMA while

the MN is out of the original domain. The TDs are statically
configured and have knowledge about other TDs, their IP
prefixes, and mapping to the LMAs. In that proposal, the TD
is responsible for assigning prefixes to its MNs instead of
the LMA. The NLMA must send a query PBU_Forwading

to the PLMA to find additional information about the MN
and the TD responsible for communicating with the Internet.
The TD also creates a tunnel to the NLMA. Also, there are
tunnels between LMAs and between the NLMA and the MAG.
The NS-2 simulation tool is used to evaluate performance.
Latency and throughput are compared to those found in I-
PMIP. However, the evaluation does not consider the extra
overhead derived from the tunnel between the TD and the
NLMA. The process of finding the PLMA, look-up for the
NLMA, and the change of MAGs are not considered.

In the Newman et al. proposal [7], the original LMA keeps
managing the node until the end of the session and exchanges
signaling with the MAG in the new domain during inter-
domain handover. That LMA is called the Session Mobility
Anchor (SMA). It is assumed that LMAs from different
domains already know each other and are physically close
to each other. To locate the MAG in the new domain, the
original LMA relies on a centralized entity called the Virtual
Mobility Anchor (VMA), which undertakes location updates
whenever a handover takes place. Hence, that solution faces the
same single point of failure issue as in [6]. The authors state
that I-PMIP sees to it that the policies of different domains
remain transparent, since there is no direct connection between
MAGs from different domains. Performance is evaluated by a
theoretical analysis, which compares the I-PMIP latency to the
latency found in MIP, and Hierarchical approaches for MIP
and PMIP. According to [7], I-PMIP has proven to be more
efficient in the scenarios studied. Nyguyen and Bonnet propose
a similar solution in [8] focusing on routing optimizations.

Joe et al. [9] present an inter-domain approach based on an
architecture that considers special types of MAG: the Boundary
and Overlapping MAG (BMAG and OMAG, respectively). The
BMAG is associated with only one LMA, while the OMAG
is associated with more than one domain. Both are found in
regions where a domain ends and another domain begins. Also,
only one authentication entity for all domains is considered.
The presence of a gateway guarantees maintenance of the IP
address. The authors propose two solutions: Reactive and No-
Gap. In the Reactive solution, a path is created between CN
and PLMA and NLMA. The BMAG discovers a NLMA by
geographical locating it. The authors do not specify how the
look-up is done. The functionality of the BMAG is shared with
edge routers. A tunnel must be created between the gateway
and the NLMA, between LMAs, and between the PLMA and
the NMAG. In the No-Gap approach, the OMAG has infor-
mation from both domains and creates two simultaneous paths
as the MN enters its area. Thus, the MN receives redundant
information from both LMAs. Besides the PMIPv6 messages,
extra signaling is exchanged between the NLMA and the
gateway to confirm and obtain additional information about
the MN. Additionally, the NLMA must authenticate the MN.
A tunnel must be created between the gateway and the NLMA,
and between the NLMA and the OMAG. The performance
evaluation compares the solution with MIPv6, Fast Handovers
for MIPv6, I.PMIPv6, and EIPMH by measuring handover
latency. What may well be noticed is that the Reactive mode
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TABLE I. CI-PMIPV6 AND RELATED WORK COMPARISON.

Solution
# extra messages

in interdom. HO

# extra

tunnels

Infrastructure

maintenance

Compatibility

with legacy

systems

No-opt [4] 8 1 Yes Yes

EIPMH [6] 6 2 No No

I-PMIP [7] 6 1 No No

No-Gap [9] 4 1 No Yes

CI-PMIPv6 4 0 Yes Yes

leads to greater overheads because of an additional tunnel in
comparison to the No-Gap model. According to the authors,
the No-Gap model is the most efficient model. This is why this
paper gives more focus to the No-Gap solution, which has a
counterpart in [10].

Table I summarizes the differences between CI-PMIPv6
and other inter-domain solutions. The non-optimized approach
[4] has the greatest increase in extra signaling in comparison
with the original implementation of PMIPv6. Additionally,
there might be an overhead related to the addition of one more
IP header caused by the extra tunnel. These factors may be
responsible for a remarkable increase in latency during the
inter-domain handover. The advantage is the absence of new
entities and the compatibility with the PMIPv6 legacy system.

The EIPMH [6] introduces the TD - a centralized entity
- to manage the transition between two LMAs. The authors
acknowledge that there may be more than one distributor, each
of which is responsible for a coverage area. Nevertheless, the
handover between distributors is not covered by the authors.
Furthermore, the solution adds two extra tunnels and requires
changes in the infrastructure of the network.

I-PMIP [7] requires the existence of a centralized entity to
maintain MNs information. It creates a single point of failure
and causes changes in the network infrastructure. Addition-
ally, the extra tunnel added may increase the packet delivery
overhead.

The No-Gap solution [9] is one of the least expensive
solutions in terms of signaling overhead. However, it requires
changes in legacy border routers and generates redundant data
packets in the same MAG, coming from different LMAs.

CI-PMIPv6 appears to be the least expensive solution, since
the extra signaling necessary for inter-domain handover is one
of the lowest, when compared with other solutions. It does not
require extra tunnels and may interwork with PMIPv6 legacy
systems. The cluster messages do not add extra signaling costs
to the ongoing handover, since they are asynchronous and are
necessary only in future inter-domain handovers. Thus, we
expect that CI-PMIPv6 will have a smaller handover cost,
lower latency - as a consequence, less packet loss - and a
higher useful traffic rate than the other proposals.

IV. PERFORMANCE EVALUATION AND RESULTS

In this section, CI-PMIPv6 performance is compared to
non-optimized, No-Gap, I-PMIP, and EIPMH solutions. The
evaluation is based on the analytical modeling presented in
[11] [12] [13]. This allows the cost of handover signaling in a
session, latency and the packet loss of one handover, and the
goodput in a session to be measured. We consider that mobile
devices are attached to vehicles in a highway during a voice

call (e.g., Skype). Inter-domain handover takes place as the
MN arrives at a new domain. The mobility pattern follows the
Fluid-Flow model [14]. That model considers average velocity
(v), the subnet and domain coverage areas (AM and AD,
respectively) and the subnet and domain perimeters (LM and
LD, respectively) as parameters. The direction of movement
is uniformly distributed in a range of 0 to 2π. Since this
experiment is interested in a vehicular scenario, the choice
of this model is very appropriate.

Two variables determine the dynamics of the MN: the
domain crossing rate (µD) and the subnet crossing rate (µM ).
The former is the rate at which the node switches from one
domain to another. It is equivalent to the inter-domain handover
rate (Ng). The latter is the rate at which the node switches
from one subnet to another. The intra-domain handover rate
(Nl) considers a subnet crossing when this does not imply a
domain crossing. That is, Nl is the difference between µM

and µD. Their equations are as follows [11] [13]:

µM =
vLM

πAM

, (1)

Ng = µD =
vLD

πAD

, (2)

Nl = µM − µD. (3)

Another important parameter to describe mobility of a node
is the Session-to-Mobility Ratio (SMR), which relates session
arrival rate and the subnet crossing rate as follows [11]:

SMR =
λS

µM

. (4)

If SMR is near zero, this means that the node has high
mobility. The higher the SMR, the more static the node.

The signaling cost is the number of handover signaling
messages, taking into consideration the distance in hops be-
tween two entities x and y, namely H(x−y), the underlying
media, and the processing cost. For each protocol message
sent, the signaling cost is (see [11])

Cx−y = α(H(x−y))− β + PCy, (5)

PCy = ς logNy
MN , (6)

where the parameters α and β represent the coefficients
of unity transmission costs (in messages/hop) in wired and
wireless links, respectively. The cost of processing at one end
is represented by PCy . It is measured based on a logarithmic
search in a data structure with the size of the number of
MN entries and a normalizing constant ς equivalent to the
bandwidth allocation. If the reception of a message at one
end does not imply the search in a local storage, PCy is
considered zero. Additionally, if the node that sends or receives
the message is not an MN, the β factor is excluded. The
handover signaling cost is the sum of the cost of all messages
exchanged during a handover. The average cost is measured
as a weighted sum of the intra-domain and inter-domain
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counterparts. It depends on Ng and Nl rates. The average
cost [11] is presented as

cost =
intraDHO cost×Nl + interDHO cost×Ng

Nl +Ng
.

(7)

The inter-domain signaling cost for a session is the cost
of one inter-domain handover multiplied by both Ng and the
session duration:

cost in session = interDHO cost×Ng×session duration.
(8)

Handover latency is measured as the handover duration,
i.e., the time a node spends without effective communication.
The latency equation for a message exchanged between two
nodes x and y is (see [13])

Tx−y =
1 + q

1− q

(

Msize

Bwl

+ Lwl

)

+

Hx−y

(

Msize

Bw

+ Lw + Tq

)

. (9)

The first part of the sum is the wireless overhead and
it must be excluded if neither x nor y is a wireless device.
The second part is the overhead in the wired medium. The
parameter q is the probability of failure of the wireless link,
Msize is the average length of a message, and Bwl and
Bw are the wireless and wired bandwidths, respectively. The
propagation delay in wireless and wired media are Lwl and
Lw, respectively. The average queuing delay in each router
is represented by Tq . Handover latency is the sum of the
latency of all signaling messages exchanged during a handover.
As in the signaling cost, the average latency is measured
as a weighted sum of the intra-domain and inter-domain
counterparts as follows [11]:

latency =
intraDHO lat×Nl + interDHO lat×Ng

Nl +Ng
.

(10)

The average packet loss in a handover is the average
number of packages not sent/received during handover. The
packet loss (PL) is the product of the handover latency and
the packet arrival rate (λp) [11], i.e.,

PL = Tλp. (11)

Finally, the goodput is a measure that relates the useful
data traffic during a session and the total traffic (TOT), which
is the total number of bytes transmitted during a session. The
goodput is determined as follows (cf. [11]):

Goodput =
TOT − (Psize × PLsession + TOT × PD)

session duration
,

(12)

TOT = session duration× λp × Psize, (13)

PD =
40×Htunnel

(40 + Psize)×HMN−CN

. (14)

Goodput additionally depends on the packet loss and the
packet delivery (PD) overhead. PD overhead is the cost of
tunneling the IP-in-IP extra 40-byte header along the path
between an MN and its correspondent node (HMN−CN ).

TABLE II. EVALUATION PARAMETERS.

Parameter Default value

Number of subnets per domain 7

Coverage area of each subnet (AM ) 1.87 km2

Kademlia’s constant (k) 10

MN velocity (v) 15 m/s

Prob. of failure of the wireless link (q) 0.5 (range 0-0.8)

Coefficient of cost in wired medium (α) 1 message/hop

Coefficient of cost in wireless medium (β) 10 messages/hop

Normalizing constant (ς) 0.01

Queuing time (Tq) 5 ms

Subnet residency time (1/µM ) 300 s

Prop. delay (wired link) (Lw) 0.75 µs

Prop. delay (wireless link) (Lwl) 10 ms

Packet arrival rate (λp) 38 packets/s (100 kbps)

Session arrival rate (λS) 0.001 sessions/s

Average data packet size (Psize) 300 bytes

Average signaling packet size (Msize) 160 bytes

Packet size (Psize) and the PMIPv6 tunnel size in hops
(Htunnel) are parameters for the PD.

Now, we turn our attention to the perfomance evaluation of
CI-PMIPv6. The signaling cost in a session is measured as a
funcion of SMR. Latency and packet loss in one handover are
measured as a function of the probability of failure of the link
in the wireless network. The goodput in a session is measured
as a function of SMR.

We consider in our evaluations that a domain has 7 subnets.
Each subnet follows a hexagonal model and has one MAG.
There is a central subnet that is managed by a single LMA. The
other subnets surround the central subnet. The coverage area
of each subnet is equal to 1.8 km2 and the perimeter is equal to
5 km. Table II summarizes the values of the parameters used
for performance evaluation. The Kademlia parameter k used
in CI-PMIPv6, which represents the size of the neighborhood,
is set to 10. This value is chosen based on a scenario where
nodes have an average speed of 15 m/s (60 km/h) and may
cross 10 domains during a session. The probability of failure
of the wireless link ranges from 0 to 0.8 in experiments to
consider the radio channel under different quality conditions
during handover. The greater this probability is, the more link-
layer retransmissions are necessary. We consider α to be equal
to 1 message/hop and β to be equal to 10 messages/hop, since
wireless links tend to cost more than wired links. The average
queue time is a typical value of 5 ms. We consider that the
average residency time of an MN is equal to 300 s, which
corresponds to a mean speed of 15 m/s. The theoretical latency
across a 4G LTE interface is in the order of 10 ms. We assume
that the wireless link has a propagation delay of 10 ms in order
to capture such behaviour. The propagation delay of wired
links are assumed to be a typical value for Fast Ethernet. The
arrival rate of packets corresponds to a voice call (e.g., Skype)
and the session arrival rate allows consecutive voice calls that
are 13 minutes long each. We consider that the average data
packet size is 300 bytes long [15]. The average packet size
used for handover signaling is 160 bytes long.

Figure 4 presents the influence of SMR on the overall
cost during a session. If SMR is near zero, there is a high
mobility scenario. If SMR is high, this means that the network
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mobility is low. Therefore, the cost tends to be lower with
higher values of SMR for all proposals. When SMR tends to
zero, there is a high number of handovers during a session. In
this case, the number of messages exchanged during handover
plays an important role in the overall cost. The scheme with
no optimization has the worst performance and CI-PMIPv6
presents the lowest cost, since it requires fewer messages to
accomplish handover. Additionally, the presence of a cluster
that exchanges domains information proactively and in parallel
with the current binding update simplifies the communication
during future inter-domain handovers, which require less in-
teraction between core network entities. The CI-PMIPv6 cost
is always the lowest. In particular, it is 20% lower than the
cost in No-Gap when the SMR is equal to 0.01.

 100

 1000

 10000

 0  0.05  0.1  0.15  0.2  0.25

CI-PMIPv6

No Gap

I-PMIP

EIPMH
No Opt.

co
st

in
a

se
ss

io
n

(#
m

es
sa

g
es

)

SMR

Figure 4. Overall cost versus SMR.

Figure 5 presents the average handover latency as a func-
tion of the probability of failure of the wireless link. This
probability represents the reliability of the wireless channel and
may degrade performance due to retransmissions. The EIPMH
results are influenced by the high number of interactions in the
core network. It has the highest latency until the probability of
failure reaches 0.65. From this point on, the scheme without
optimization has greater latency. This is due to the fact that it
has more messages involving the MN, thus making the scheme
more sensitive to the wireless media. I-PMIP presents slightly
better results than No Gap. It is important to notice that CI-
PMIPv6 presents the smallest results for latency. In particular,
CI-PMIPv6 latency is 16% smaller than the latency in I-PMIP
when the probability of failure is 0.8. In this case, CI-PMIPv6
still has a handover latency of 410 ms, which is 90 ms lower
than the latency in I-PMIP. CI-PMIPv6 performs better because
unnecessary interactions in both the core network and the
wireless network were eliminated.

Figure 6 presents the number of lost packets as function of
the probability of failure of the wireless link. The packet loss
is directly related to the handover latency, since no buffering
during handover is considered in the protocols. Considering
that in this scenario the arrival rate is 38 packets/s, there is
a significant loss of quality in the worst case even for the
No-Gap scheme, which presents the second best result. The
number of lost data packets for CI-PMIPv6 is the smallest
in all cases studied. In particular, it is 16% smaller than the
value observed for No-Gap when the failure probability is 0.8.
The number of lost data packets for CI-PMIPv6 is always the
smallest because CI-PMIPv6 has the lowest handover latency.
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Figure 5. Overall latency versus prob. of failure of the wireless link.
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Figure 6. Packet loss versus prob. of failure of the wireless link.

Figure 7 presents the goodput versus the SMR. If SMR
is high, it means that the network mobility is low. Thus,
goodput tends to be more stable as SMR grows. CI-PMIPv6
has higher goodput for all SMR values. This means that the
proposed scheme can send more useful data during a session.
CI-PMIPv6 maintains the same number of tunnels created
in PMIPv6. This avoids the PD overhead due to headers in
IP-in-IP tunneling. EIPMH has the worst goodput because it
requires the creation of two extra tunnels, besides the pre-
existing PMIPv6 tunnel.

V. CONCLUSIONS AND FUTURE WORK

This paper presented the CI-PMIPv6 as a distributed solu-
tion for inter-domain IP mobility. CI-PMIPv6 has a distributed
design, which organizes LMAs from different domains in a
cluster as Kademlia peers. In that cluster, information on MNs
is spread proactively and in parallel with the current binding
update, thereby simplifying future inter-domain handover pro-
cesses.

CI-PMIPv6 was compared to several inter-domain ap-
proaches and results have shown that when CI-PMIPv6 is used,
the cost, the latency, and the packet loss in the scenario studied
are lower. Additionally, the goodput reaches higher values. In
future work, it is intended to extend the solution to FPMIPv6.
Further, the application of localized routing techniques may
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Figure 7. Goodput versus SMR.

be applied to optimize the CI-PMIPv6 performance in high
mobility scenarios. Simulation experiments with CI-PMIPv6 is
further expected. Future experiments with a variable number
of domains will highlight the scalability of the cluster in
comparison to other architectures.
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Abstract—Software defined Network – Network Function
Virtualization (SDN-NFV) has been the catalyst of most of the
researches in the networking and telecommunication domain
during the latest years and it is supposed to have important
deployment in the early next ones. However, there is no common
understanding why it is so important and why it is the winning
solution for the next generation networks. This paper describes,
from an infrastructure point of view, the challenges to
understand what SDN-NFV deployment into the Radio Access
Network (RAN) really means. Our approach identifies how the
Server at the Edge (SEED) of the network should look like. The
paper describes the meaning of moving SDN-NFV into the RAN
(conceptually different than moving the RAN into the cloud) and
identifies the key function enablers for meeting the operation
agility request from Radio Access. Resources and meters
handling as critical characterization to empower the Self
Organizing Network (SON) concept without unacceptable
performance cost are also described. The paper aims to
emphasize the enablers of the new business model needed in the
SEED more than being an exhaustive description of single
components.

Keywords-SDN-NFV; C-Mobile OS; operational agility, new
business case.

I. INTRODUCTION

Today, the Telecom realm is facing an epic moment, a
technology step that will drive the evolution of the networked
system in the future and, at the end of the day, the End User
services and life style. Although it has become common
knowledge, it is important to recall what is behind the SDN-
NFV fortune in order to clearly identify some design rules that
should drive the design in the area.

Figure 1. Smartphone penetration behind the growth of DATA ARPU (source:
Ericsson)

Figure 2. The revenue from new subscription trend (source Chetan Sharma
Consulting [2])

In the last years, Telecom operators have seen an
exponential growth of data traffic and, at the same time, a
significant income reduction from the “golden eggs goose”
voice and Short Message Service (SMS). Concurrently,
thesmartphone penetration is continuously increasing (see
Figure 1), changing the user’s usage style of connectivity [1]
[3]. Today, it is a common condition for all operators to have
most of their Average Revenue Per User (ARPU) coming from
data traffic and indeed voice and SMS is often offered at a very
cheap price in order to attract new customers and increase
revenue from data traffic. The trend is not supposed to change
in the next years: Ericsson prediction shows that, by 2021,
there will be 28 billion connected devices around the world [1].
5G technology is just the answer to such a tremendous demand
of connectivity for data traffic [3].

Saying so, one could start thinking that the operators might
have better income from increased network capability, but the
picture is not complete: the majority of mobile users are not
prepared to spend too much for using their smartphones and it
is not a case that the revenue from new subscriber dropped
down dramatically in the last years, as reported in Figure 2.
Such a condition results in a significant reduction of operator
margin in a way that some pessimistic vision [4] is predicting a
possible “end of profitability” condition for their business.
Even in a more optimistic prediction, it is however a fact that
the current business model is not really sustainable and
operators need a direction where their margins can start to
increase again [5].

A common understanding is that SDN-NFV is a key to
reduce Operating expenses (Opex) and Capital expenditures
(Capex) and then increase operator’s margin. But, it looks like
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that statement is without a strong background vision, or at
least, not able to give the right clue of the operators’ strategy.
Just to avoid any misunderstanding, SDN-NFV architecture
will reduce Opex and Capex, but it is not actually that huge of
an incentive for the operators’ business. In fact, Opex and
Capex have been reduced during the latest years, mostly thanks
to the cost reduction of technology, and the real truth is that
today total cost and revenue are so close that one can hardly
imagine a new golden era thanks only to Opex and Capex
reduction. It seems enough for surviving in the Telecom market
battlefield, but surely not enough to justify a new infrastructure
investment by the operators. Eventually, let us consider the life
cycle of a new Telecom technology: the delivery rate between
a technology step (from 2G to 3G, from 3G to 4G and so on)
has an aggressive pace, in most of the case “forcing” operators
to make a new infrastructure investment. But reduced revenue
and delivery interval is concurrently reducing the business case
window, so operators are not actually too keen to join a new
technology in such conditions and for sure they are looking at
any new investment very carefully. So, what are the actual
operators’ needs then?

So far, their effort has been focused on a market where
improvement of capacity and quality of the connectivity has
been enough. But the richest market today is fully in the hands
of the over-the-top content (OTT) media delivery companies
(Google, Facebook, Netflix, etc.). A real shift of operators’
business is the key to enter into such a rich market. Eventually,
that will be a win-win condition, since OTT is perfectly aware
that reducing the end-to-end (E2E) data contents latency will
improve their business. They are also aware that accessing
User Metadata (very well known by Telecom operators) will
increase even more such a market thanks to new business
cases. Those considerations are behind the successful story of
the SDN-NFV. The architecture has been designed in order to
feed that win- win condition. At the same time, reducing Opex
and Capex creates a more green-power environment and
allowing an easy deployment of a new technology in a shorter,
safer and comfortable new way. The “core” promise of SDN-
NFV is to guarantee a new “business environment” where
Telecom operators are a stakeholder in the creation of new
flexible services.

This paper explores how RAN is integrated into the SDN-
NFV architecture in Section 2. Section 3 introduces the SEED
as architecture element, which is further described in detail in
Section 4. We end with conclusions in Section 5 and future
works in Section 6.

II. SDN-NFV AND THE C-RAN

The European Telecommunications Standards Institute
(ETSI) has set regulations and indications in order to design
and define SDN-NFV architecture [7][8], but some parts are
left for others to design. One of those parts is the so called
Network Function Virtualization Infrastructure (NFVI), where
the Radio Network vendors could play their significant role, in
this way, both contributing to the SDN-NFV best deployment
and improving their own business. The first discriminating
condition to succeed in this challenge is their ability to
integrate the traditional IT world with the Telecom one (as
explicitly required by the new business case), that is, their
ability to provide full SDN-NFV architecture up to the edge of
the network: into the RAN. ETSI group defined the
deployment of the SDN-NFV for the mobile network in their
Use Cases study report [6]. According to that scenario, the
current base station is actually split into two main objects: the
Remote Radio Header (RRH), that is antenna and eventually
the basic Layer 1, and the virtualized Baseband Unit (vBBU)
as a service housed in a specific server implementing Layer 2
and Layer 3 of mobile protocols. Then, from an infrastructure
point of view, the challenge is to understand what SDN-NFV
deployment into the RAN really means, identifying how the
server at the edge of the network should look like. The
questions that initially need to be answered are: what are the
characterizations and technologies that must be considered as
key components of the server itself, which hardware
characteristics are matching the requirements, which functions
are clearly new components (services) of the platform housed
into the server@edge (SEED) and which ones need more
attention and effort to remove possible obstacles and
limitations?

It is a long journey where the infrastructure designers must
remember the real needs behind the SDN-NFV. Moreover, the
operators’ expectations have to be fulfilled and also a more
complete understanding of other opportunities like footprint
and energy consumption. For these reasons, it is worth to start
considering the SDN-NFV deployment scenario from a system
level view and then refer to it while defining services and
functions. This paper wants to focus on the SEED concept,
identifying its characterization to cope with the radio function
requirements. In fact, the starting point of this paper is that it
could be very difficult to move the RAN into the cloud and
more suitable to port SDN-NFV into the RAN. This will give
all the benefits of SDN-NFV described in the introduction and,
concurrently, will answer the specific requirements needed at
the edge of the network. The reference deployment model has

Figure 3. SDN-NFV layered architecture
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been described [9][10] and ETSI made some progress in the
same area [7] introducing the so called Mobile-Edge
Computing (MEC) server. It offers application developers and
content providers cloud-computing capabilities and an IT
service environment at the edge of the mobile network.

In this paper, the MEC server is considered the starting
point of any investigation of the SEED definition and
characterization. Another aspect is to consider SDN-NFV as an
overall system solution, an end-to-end solution from that
perspective to avoid not fulfilling the fundamental
requirements.

SDN-NFV architecture is built over three layers [11], as
logically shown in Figure 3:

• Business Application Layer – where the enterprise
business value model is defined

• Business Enablement Layer – where the enabling
and capabilities value are defined

• Infrastructure Resources Layer – where the
resources needed by the value are defined

In the next decades, enterprises will increasingly make their
specific applications available on mobile devices. The next
wave of mobile communication is to mobilize and automate
industries and industry processes. This is widely referred to as
machine-type communication (MTC) and the Internet of
Things (IoT). OTT players will move to deliver more and more
applications that require higher quality, lower latency, and
other service enhancing capabilities). The SDN-NFV layered
vision is the most useful to understand the service oriented
approach supported by the architecture itself. Deployment over
the network, functions blocks and their reference points have
been the main focus of the ETSI group. There are also some
concepts on the splitting of the current Base Station in RRH
and vBBU and what it actually means for the current
implementation of the Base Station Controller (BSC). As an
example, one can refer to the LTE protocol deployment in
order to figure out pros and cons while moving LTE function
from RRH to the vBBU. The deployment of Radio Technology
between RRH and BBU could be done in several ways, mostly
deciding the point in the protocol chain where the split is done
and so defining the interface typology between RRH and BBU.
Depending on the decision taken, one can face different types
of issues or constraints. An ETSI-based vBBU implementation,
for example, is able to guarantee the highest service flexibility
possible, so the highest level of operational agility (indeed very
useful for Telecom Infrastructure providers as well, since
deployment of a new technology could be handled in the same
product handling shape of a new service deployment), but it is
challenged by very aggressive latency time requirement. On
the other hand, a “smooth” porting of the existing BSC
solutions into the cloud could be attractive in term of legacy
software or reduced latency time that would simply the first
deployment, but it fails to answer the strong request of
operation agility, because, in this case, the protocol splitting is
done on the highest protocol layer only. In a similar way,
splitting BSC between RRH and BBU could have important
impacts by means of Fronthaul and Backhaul capacity demand
[12]. The successful story of SDN-NFV deployment is passing
by an infrastructure that matches all demands: there is nothing
more important than the operational agility in the business
behind the SDN-NFV and this simple consideration is driving
the decision to where one should focus their effort: define and
design an infrastructure for the SEED that cope with the
latency time requirement. As already mentioned before, that is
not a new concept indeed. It is in the ETSI studies while

talking about the so called MEC Server [7]. What remains to be
done is identifying the technical characterization of the C-
mobile platform, the SEED, in order to handle the MEC server
as needed. It is worth to mention that all network function
should be handled as service, according to the layer
architecture described in Figure 3. In SDN-NFV network, the
deployment is based on Service Availability Concept: shortly,
Radio Access must be a function deployed on the Business
Enablement Layer and published in order to be used as
component in a service chain at the Business Application
Layer. The service chains capability [13] is considered a key
accelerator of the SDN-NFV usage, since it is introducing a
high level of operational agility, already mentioned as
mandatory requirement. Note how the service chain is also a
mindset in ETSI use case description of the BS [6] and it is at
the very fundamental of SDN-NFV architecture description
[14][15].

III. SEED, A SDN-NFV SYSTEM ELEMENT

SEED is the C-mobile platform for the MEC server, by
definition the server at the edge of the network. It is designed
to allow a unique and logical centralized network controller
spread from end user to the data center. The characterization of
the SEED could only be done with that picture in mind and the
aim to never violate the operational agility. This concept is
fully aligned with the ETSI group SDN-NFV use case about
mobile network implementation [6]. From a high level
functions point of view, the MEC server should be able to host:
computing capability (for mobiles, as well as for generic
services), connectivity (with external network, as well as with
the radio interface), and storage, one of the value enabler
resource for new business case. The above set of different
capabilities is defining the SEED as described in Figure 4,
duplicated by redundancy in order to have high reliability
condition.

Figure 4. The SEED structured for function capabilities

The number of those capabilities for the SEED will define
its size, which is a pure dimensioning calculation. The solution
is fully aligned to the most common cloud platform (ref. User’s
Guide indication [16][17]). A bit more could be added about
connectivity. In order to avoid unwanted disturbances in traffic
bandwidth availability, Virtual Machine’s (VMs) data, storage,
network and radio buses should be kept independent from each
other. To comply with the idea of SEED we need to look on a
lower level than macro functions, try to figure out how the C-
mobile platform looks like. Next, we will clarify some
misunderstandings around some concepts that are normally
pointed out while talking about SDN-NFV. The virtualization
layer is not an option. Virtualization is the core of the SDN-
NFV architecture and there is no alternative to conform to such
architecture. All resources must be virtualized, with no
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exception. Functions are virtualized, and every single physical
resource is virtualized as well. A downsize of the virtualization
range is against the operational agility characterization that has
been already mentioned previously as the key incitement for
the business model behind the SDN-NFV [18]. Downsizing the
virtualization means to downsize the operational agility, which
affects the business capacity of the operators and eventually
misses the expectation they have for the new business
opportunity. Applications are services and handled as services
into the new architecture. That means there is no software
deployment as traditionally intended, but instances of service
as VMs (or containers) deployed over the architecture and
connected in a service chain to deploy a network value. One of
the most common buzz words around SDN-NFV is Common
Off The Shelf hardware (COTS), most of the time, used as an
enabler to reduce Opex and Capex. Hardware evolution is
always ongoing. Vendors are fighting their own war and they
are fully aware of the needs/requirements coming from the next
mobile generation world. So, why should we get stuck on
COTS that most likely will be obsolete in a (short) while?
Thinking about our main ideas of the implementation for the
best SEED, we should identify the requirements of the
hardware platform in order to achieve our optimal architecture.
This means that the available COTS could not match our
requirements. What hardware characteristics and performance
will match our requirements is defining the next generation of
COTS. What we actually need (and that is not only a design
decision for software) is a suitable hardware in order to:

• Remove the latency obstacles to strengthen the
operational agility, even thanks to ad hoc
hardware assisted functions and accelerations;

• Improve connectivity;
• Design secure Quality of Service (QoS) resource

usage for Service Level Agreement (SLA)
handling;

IV. STRUCTURING THE SEED

Figure 5. Main objects housed in SEED boards

Looking at the state of the art, Intel architecture seems to
have better performance and virtualization features than other
architectures: the management of virtualized objects requests
less capability and introduce less latency in the system using
Intel solution. Moreover, SDN-NFV implementation is
strongly supported by the Open Software Community and by
de facto a lot of functions and features in SDN-NFV are
designed on Intel architecture first and then eventually ported
on other targets. Though, power consumption needs to be
considered, especially while referring to the edge of the
network where power consumption is really a big issue and
where other hardware architectures seem to be more efficient in

the power consumption domain. Figure 5 is summarizing the
main objects housed in SEED board, where differences are
described in the next paragraphs.

A. Compute Platform for the Edge

The compute platform for the edge shall be based on 64-
bits Linux Operating system (OS). Both hardware and software
support the virtualization layer and this is pointing to a very
specific set of needed features: reduce the cache pollution (e.g.,
Huge Page or Rapid Virtualization Indexing (RVI), depending
on hardware architecture), support multi-core system,
guarantee low power consumption, full set of hardware and
software feature in order to speed up VM context switch,
Virtual Interrupt Handling, hardware assisted trace & debug
capability in a virtualized environment and virtual path. Both
Kernel-based Virtual Machine (KVM) and Linux Containers
(LXC) should be supported: for the reasons mentioned above,
it seems a good choice to have a C-mobile platform able to
handle both, but having VM’s and container’s concurrently in a
service chain is introducing a level of complexity. The
OpenSoftware Cloud components and agents are obviously
there (OpenStack, OpenDayLight, ONOS, M-CORD and
whatever is requested by the Management And Orchestration –
MANO - of the system). Accelerated Data Plane in User Space
(vSwitch, fastpath, direct interrupt delivery, etc.) is needed in
order to design efficient connectivity solution. A Resource
Manager Agent is needed and must be able to handle the
resources reference point as described in the SDN-NFV
architecture. Distributed SLA and STAT agents are needed and
they shall interwork, not only to each other but to higher
hierarchical SLA and STAT objects in the architecture. That is
done in order to handle the available resources in a dynamic
way and providing the support for Self Organizing Network
(SON) capability. The hierarchical approach for meters and
resources handling, as described in Figure 6, is crucial to avoid
massive signaling. Moreover, the local resource-meters agents
can apply the right taxonomy to create the resources
relationship between different logical layers, from physical
resources usage up to QoS. Important characteristic is the User
Equipment (UE) metadata Server, as the service available in
the SEED to publish the UE metadata and control the
access/usage of them and the Third Party Product (3PP)-bridge
controller. It will provide “close-to-UE” service capability to
enterprises and other ‘vertical’ services. External connectivity
to Radio bus, Cloud control internal bus (Management plane),
data bus (data plane) and Storage bus (caching service) are
available for the compute board.

Figure 6. The hierarchical structure and co-relation of SLA and STAT
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B. 3PP Hosting Platform for the edge

The hardware board is just the same as the compute one
and likewise we can say about OS and virtualization layer.
Platform components are the same or agents of the same
functions in the compute board. For example, UE metadata
client interworks with its server in order to provide the
complete list of metadata info and 3PP bridge is the active
component of its controller, devoted to provide connectivity
channel between 3PP application and external internet/radio
channels and, for that reason, responsible for security check,
registration, authorization and encryption/decryption. The
available connectivity channels are not the same: 3PP hosting -
for security reason - shall not have a possibility to use the radio
bus directly. This will allow resource control according to the
SLA in the compute board, avoiding any possible malicious or
faulty behavior of the 3PP applications themselves.

C. Radio-Interface Platform for the Edge

The board could be armed with dedicated hardware
accelerators, needed to speed up the radio access protocols
handling. It is not a limitation, as long as they are designed to
be controlled as virtualized resource by the resource manager.
With such differentiation, the board and the platform
components/functions are not different from the
components/functions mentioned so far for the SEED platform.

D. SEED Characterization

Connectivity and the efficient implementation of it is the
critical key of the SEED. It is mandatory to avoid any
bottleneck and additional overhead that will cost a lot for
latency time. At the same time, the connectivity handling shall
never be an obstacle for the service chain deployment concept
(the operational agility is a mandatory requirement for the
server at the edge of the network). Once one decides to share
resources between different actors, it is fundamental that they
can access them without creating disturbances to each other
and according to the resource sharing agreement they have. It is
like job scheduling where one wants threads continuously
working and not starve them out. In case that happens, the
thread may steal a job from someone else. Thereby maybe
using another set of resources. The virtual path concept is
trying to do the same with the connectivity access. Different
VMs running should be able to access connectivity as they are
running alone, based on the maximum available bandwidth
defined in its SLA (the virtualized slice of connectivity
assigned to it) and avoiding performance drawback due to
system overhead (minimum or zero cost of virtualization layer,
VM walkthrough data handling). The nature itself of SEED
sets a specific requirement for the platform: provide a wide
range of computing characterization and guarantee the agreed
slice of computing resources won’t be affected by other VMs
running on board. This is quite clear once one starts thinking
on a platform where there are strong time constrains
application types, like radio services, relaxed time-constrains
application types, like video or audio services, and no time-
constrains application types, like general services. But that is
not enough. If someone pays for a specific bandwidth and
computing, platform shall protect those resources for it. Again,
the macro effect should be that, no matter if the VM is working
alone or not, it can always count on the resources slices
assigned by SLA. For that reason, the platform shall schedule
VM jobs according to the following rules: a) Provide strong
isolation for VMs with strong time-constrains; b) Provide

maximum CPU utilization for VMs with relaxed time
constrains using SCHED_DEADLINE policy. SLA and
Statistics are strictly correlated to each other and actually
hierarchically spread all over the system (this concept is also
emphasized in Figure 6). Indeed, STATs are far from being a
passive snapshots recording, they are actively interworking
with SLA and resource manager in order to deploy the best
resource utilization of the network. The hierarchical
implementation of resources and metrics handling is fully
devoted to simplify the SON. SON brings a set of self-
configuration and self-optimization use cases that allow a
better control of the operational cost for the complex radio
access technologies. Here, the role of the real-time data
analysis, by all means, makes the difference. It involves all
resources of the system, removing the over-allocation, which
today is dominating the dimensioning of RAN and causes a
huge wasting of money in most of the operational time [19]
[20].

V. CONCLUSION

The opportunity to move SDN-NFV into the Radio Access
Network is a crucial objective for the communication system in
the next years. Fulfilling the customers’ needs means to answer
on the demand for the next generation mobile, create new
business models for the operators and open new service market
share for the infrastructure vendors. However, mobile cannot
be handled as data center or networking nodes. Location,
latency time, UE metadata are unique and added value for the
radio access, which means an ad-hoc solution is the enabler for
a successful and high performing product. A complete C-RAN
solution is not considered suitable due to the fronthaul capacity
explosion it meant and the more flexible approach of the Radio
Access Network as a Service (RANaaS) looks more promising.
The ad-hoc solution is based on the right implementation of the
ETSI concept called MEC. This paper emphasizes the role of it
as server@edge of the network, calling it SEED. SEED is a
suitable set of heterogeneous hardware solution, designed to
dramatically reduce the cost of virtualization. The engine of the
SEED is the so called C-mobile platform, a horizontal, per
sever distributed, platform able to support the main functions
characterizing the SEED: SDN-NFV controller, UE Metadata
access service, Radio Access as Service solution, 3PP hosting
and granted SLA. To be fully dynamic, SDN applications need
to be responsive to their environment, therefore, triggers for
network changes need to be state-driven. This automated
management will be based on real-time network data analysis.
Hierarchical Resource Manager and big data handling in the
meaning of SON support is a key enabler together with the
needed support.

VI. FUTURE WORKS

All the concepts in the paper need investigation and future
study. For example, the usage of sched_deadline in a
virtualized environment needs c-groups extension for a
complete control of container’s thread. Moreover, a Greedy
Reclamation of Unused Bandwidth (GRUB)-like mechanism
implementation would decrease the Constant Bandwidth Server
(CBS) effect of sched_deadline, providing a more performing
latency time [21][22]. Usage of resources meters and statistics
is a very interesting topic. One of the natural next steps is the
evaluation of the taxonomy framework introduced in [23] for
the characteristic resources of the Radio Access Network:

122Copyright (c) IARIA, 2017.     ISBN:  978-1-61208-546-3

ICN 2017 : The Sixteenth International Conference on Networks (includes SOFTNETWORKING 2017)

                         134 / 165



network slices, load balancing, resource abstraction and
resource control as defined in [24].
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Abstract — Vehicular Ad-hoc Networks (VANETs) migrate 

today towards emergent Internet of Vehicles (IoV), which 

promises advanced commercial and technical capabilities. IoV 

can be supported by other novel technologies like Cloud/Fog 

computing, Software Defined Networking (SDN) and Network 

Function Virtualization (NFV). However, a challenge in terms 

of cooperation is related to the distributed characteristic of IoV 

and logical centralization concept in SDN. A physically 

distributed SDN control plane could be a solution. This paper 

is a preliminary work proposing an IoV Fog-based 

architecture and a distributed SDN control plane. A specific 

problem is solved, to optimize the geographic placement of the 

SDN controllers based on multi-criteria optimization 

algorithms. 

Keywords — VANET; IoV; Software Defined Networking; 

Multi-criteria optimizations; Controller placement.  

I. INTRODUCTION 

The number of vehicles in the world has constantly 

increased, leading today to major traffic problems and 

associated events, including car accidents [1]. Specific 

technologies like Dedicated Short-Range Communications 

(DSRC) and architectural stacks like Wireless Access in 

Vehicular Environments (WAVE) have been developed for 

the emerging market of Intelligent Transport System (ITS) 

[1][2]. The specifications defined by IEEE802.11p and 

IEEE 1609 represent the most mature set of standards for 

DSRC/WAVE networks [2]. The traditional ITS has 

continuously evolved, including vehicular communication: 

vehicle to vehicle (V2V), vehicle to road (V2R), or more 

general vehicle to Infrastructure (V2I).  These networks are 

denoted as Vehicular Ad-hoc Networks (VANETs). The 

basic components of a VANET are the On-Board-Unit 

(OBU) placed in the vehicle and Road-Side–Unit (RSU) 

placed on the roads. Naturally, VANETs have a distributed 

character both in data and control plane. 

However, VANETs have limitations; despite their good 

potential to contribute in solving safety and traffic 

management problems with low operational cost, they did 

not attract a very high commercial interest [3]. The 

limitations are related to pure ad-hoc network architecture 

(in V2V case), unreliable Internet service, incompatibility 

with personal devices, non-cooperation with cloud 

computing, low accuracy of the services, and operational 

network dependency. Even for vehicular traffic management 

task, the current VANETs are not capable to meet the future 

needs. On the other hand, due to the high number of 

vehicles, the traffic congestion will increase significantly in 

coming years. It is estimated that a few minutes saved, 

experienced in the vehicular traffic, would globally produce 

revenues of tens of billions Euro per year by 2030 [4]. 

Therefore, extending the VANET architecture is indeed a 

must. 

A novel and emergent solution to the above issues, is the 

Internet of Vehicles (IoV), which is seen as a global span 

network of a vehicle network [4][5]. At network edges, the 

IoV will be enabled by Wireless/Radio Access Technologies 

(WAT/RAT) interconnecting OBUs to RSUs, while 

traditional Internet and other heterogeneous networks will 

be used for wide area. The IoV can be considered as a 

special case of the Internet of Things [6], where the “things” 

are either vehicles or their subsystems. The IoV objectives 

include vehicles driving (this is a basic goal - in VANET), 

but also others -  like vehicle traffic management in urban or 

country areas, automobile production, repair and vehicle 

insurance, road infrastructure construction and repair, 

logistics and transportation, etc. Generally, it is estimated 

that smart-cities systems will include a strong IoV 

component.  

Several and recent strong technologies can contribute in a 

cooperating style to IoV development. 

Cloud Computing (CC) offers services to large 

communities of users (processing power, storage, 

networking) Software/ Platform/ Infrastructure as-a-Service 

(SaaS/PaaS/IaaS/etc.) for a large variety of applications. 

However, CC relies on centralized computing resources 

grouped in large data centers, which is not fully suitable for 

some environments (e.g., mobile, vehicular, VANET, IoT), 

where real-time actions and fast system response are 

essential. Consequently, a new Fog or Edge Computing [7] 

has been recently proposed, to extend the CC paradigm, by 

bringing cloud-like services to the network edge, i.e., in the 

proximity of the users.  

Software-defined networking (SDN) [8] separates the 

control plane (CPl) and data (forwarding) plane (DPl), thus 

enabling flexible and programmable external control of data 

flows through logical software entities, i.e., vendor-neutral 

controllers. This is a powerful approach, of high interest for 

operators and industry. The SDN centralized up-to-date 

logical view upon the network, facilitates a flexible network 

management, allowing on-the-fly modification of the 

network elements behavior.  
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The recently proposed Network Function Virtualization 

(NFV) [9], promises to highly increase the networks 

flexibility, by virtualizing many network functions and 

deploying them into software packages. Dedicated 

Virtualized Network Functions (VNF) can be defined, then 

dynamically created/destroyed, assembled and chained to 

implement legacy or novel services. NFV can cooperate 

with SDN in defining new flexible and powerful 

architectures. This approach is also attractive for IoV. 

The large communities of users/terminal devices in IoT 

and IoV need powerful and scalable Radio Access 

Technologies (RAT). The 4G and the emergent 5G, based 

on cloud computing architectures (Cloud Radio Access 

Network- CRAN) are significant candidates for constructing 

the IoV access infrastructure [10][11]. 

While IoV is estimated to become a significant progress 

versus VANET, many IoV advanced features and 

integration with the above technologies (CC, SDN, NFV) 

can be seen, as well, as challenges and open research issues. 

In particular, applying SDN control in VANET/IoV has the 

challenge to harmonize centralization concept of the SDN 

control with the native distributed VANET character. A 

hierarchical control solution with several regional 

controllers can be considered.  

This paper contains a preliminary effort, first, to define 

an SDN - distributed controlled IoV architecture. Then, an 

optimization is performed, by placing the SDN controllers 

in optimal locations, while following multiple criteria of 

interest in VANET. Such a multiple controller solution can 

also potentially solve the horizontal SDN scalability 

problems [12]. In the proposed architecture, the access 

points (RSUs or 3G/4G base stations) can be considered as 

SDN forwarder nodes. The SDN controllers can be co-

located to some of these access points. The specific design 

problems are: What is the optimal number and placement of 

the controllers? How to allocate the forwarder nodes to 

controllers? 

The controller placement problem is a NP-hard one [13]. 

Different solutions can be used, with specific optimization 

criteria, depending on the network context and scenarios. 

Frequently, several criteria are of interest, e.g.: (a) to 

maximize the controller-forwarder or inter-controller 

communication throughput, and/or reduce the latency of this 

communication; (b) limit the controller overload (load 

imbalance) by avoiding too many forwarders per controller; 

(c) find an optimum controllers’ placement and forwarder-

to-controller allocation, aiming to achieve a fast recovery 

after failures (controllers, links, nodes). Therefore, a multi-

criteria algorithm should be naturally considered, capable to 

provide a global optimization. 
The paper is organized as follows. Section II is an 

overview of related work. Section III introduces the SDN-
based architecture of VANET. Section IV is dedicated to the 
SDN control plane optimization based on multi-criteria 
algorithms. Section V presents conclusions and future work. 

II. SDN CONTROLLED VANET - RELATED WORK  

This section shortly presents related work dedicated to 
VANET/IoV with SDN control. 

Kaiwartya et. al. [4] presents an overview on IoV 
architectures, network model and challenges. The IoV 
includes an enriched set of vehicular communications in 
addition to V2V, V2R/V2I, i.e., Vehicle-to-Personal devices 
(V2P) and Vehicle-to-Sensors (V2S). Each IoV particular 
communication type can be enabled using a different WAT, 
e.g., IEEE WAVE for V2V and V2R, Wi-Fi and 4G/LTE for 
V2I, CarPlay/NCF (Near Field Communications) for V2P 
and Wi-Fi for V2S. The architecture can include vehicles and 
Road Side Units (RSU), but also other communication 
devices. Embedding such a large range of devices makes IoV 
more complex, (compared to VANET), but it has the 
important advantage to be strongly market oriented. The 
layered architectural stack includes a coordination layer at 
network level, where SDN/NFV technologies may be 
candidates. Horizontally, the architecture is a multiple-plane 
one in which a management plane can assure the overall 
management and orchestration of the assembly. The 
optimization of the control plane is not in the scope of this 
work. 

Y. Lu et al. [14] shows that SDN, if applied to VANET, 
can provide flexibility, programmability and support for new 
services. An SDN-based VANET architecture and its 
operational mode to adapt SDN concepts to VANET 
environments are proposed. The architectural components 
are:  SDN controller, SDN wireless nodes and SDN RSUs. 
The SDN controller is a single entity (logical central 
intelligence of the SDN based VANET) which performs the 
overall control of the system. The SDN wireless nodes are 
vehicles, seen as data plane elements (forwarders) under 
SDN control. The SDN RSUs are also treated as data plane 
elements, but stationary. Simulation is performed to 
demonstrate the benefits of the approach, while considering 
some specific use cases (e.g., routing). However, the variant 
of several SDN controllers is not considered. 

A recent work [15] (K. Zeng et al.) proposes a general 

architecture comprising Cloud-RAN technology, to realize a 

soft-defined networking system, able to support the dynamic 

nature of future heterogeneous VANET functions and 

various applications. A multi-layer Cloud-RAN multi-

domain architecture is introduced, where the resources can 

be exploited as needed for vehicle users. Virtualization (for 

flexibility) and hierarchical cloud computing (remote, local 

and micro clouds) are considered for structuring the system. 

The high-level design of a soft-defined HetVNET is 

presented in detail. A hierarchy (two levels) of SDN control 

is proposed (one primary controller and several secondary 

controllers exist; each of the latter controls a given service 

area). The problem of optimizing the placement of the 

secondary controller set is not treated. 

Truong et al. [16] proposes a new promising VANET 

architecture called FSDN, which combines SDN and Fog 

computing; the latter additionally brings capabilities for 
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delay-sensitive and location-awareness services. The 

solution covers V2V, V2I and Vehicle-to-Base Station 

communications. The SDN components are: SDN 

Controller (it controls the overall network behavior via  

OpenFlow – southbound interfaces; it also plays as Fog 

Orchestration and Resource Management for the Fog); SDN 

Wireless Nodes (vehicles acting as the end-users and 

forwarding elements, equipped with OBU); SDN RSU 

(controlled by the SDN Controller; it is also a Fog device); 

SDN RSU Controller (RSUC) (controlled by the SDN 

controller; at its turn it controls a cluster of RSUs  connected 

to a RSUC through broadband connections before accessing 

to the SDN Controller). The RSUC can forward data, but 

also can store local road system information and perform 

emergency services. From Fog perspective RSUCs are fog 

devices); Cellular Base Station (BS) (these BSs perform 

traditional functions but they are SDN controlled via 

OpenFlow and are additionally capable to offer Fog 

services). The problem of distributed SDN control is not 

discussed in this paper. 
Kai et al. [17] presents an overview of Fog – SDN 

computing for vehicular networks, considering several 
scenarios and issues. It is shown that a mixed architecture 
combining the SDN centralized control with edge cloud 
capabilities of Fog can be powerful and flexible enough to 
serve future needs of IoV. No optimization of the SDN 
control plane is treated. 

In a recent study [18], the Fog idea is further extended by 
utilizing vehicles as infrastructures for communication and 
computation, named Vehicular Fog Computing (VFC). It 
uses a collaborative multitude of end-user clients or near-

user edge devices, to carry out communication and 
computation, based on better utilization of individual 
communication and computational resources of each vehicle. 

The problem of SDN controller placement is not quite 
new. It has been studied in various works [9][18-22], but 
only for fixed SDN-controlled  networks, usually running 
single or multi-criteria optimization algorithms. The specific 
contribution in this paper is to apply such methodologies to 
the specific need and architecture of SDN-VANET networks 
where special optimization criteria can be defined. 

III. SDN CONTROLLED  VANET ARCHITECTURE 

 This section will introduce the architecture of an IoV 
heterogeneous network including SDN control and Fog 
capabilities. It is actually a modification and horizontal 
extension of the architecture proposed in [16]. 

The architectural elements considered are described 
below. The Data plane includes mobile units (vehicles) 
equipped with OBUs; advanced RSUs, which could have 
more resources (computing, storage) as to play also Fog role 
(F-RSU) and regular RSU like in traditional VANETs; base 
stations (BS) of WiMAX/3G/4G-LTE type. 

Note that, given the Fog capabilities of some RSUs, it is 
useful to have a fixed network (it is a partial mesh) with 
broadband links interconnecting the RSUs. This will allow a 
cooperative RSUs functioning of the Fog infrastructure. 
From the SDN point of view, all the Data plane are (or could 
be seen as) forwarding nodes. The data plane can be 
geographically organized in several service areas, each one 
governed by a SDN controller. 
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Figure 1. Generic IoV system architecture in study 

F-BS - Fog-capable Base Station; F-RSU Fog-capable Remote Side Unit; P-SDNC- Primary SDN Controller; 

S-SDNC Secondary-SDN Controller; D2D- device to device communication 
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The SDN Control plane is organized on two levels.  The 
primary SDN controller (P-SDNC) is the central element 
controlling the behavior of the network as a whole. Several 
service areas can exist and the Control plane should cover all 
these. In a simplified approach, it is assumed that a regional 
secondary SDN controller (S-SDNC) exists in each area and 
it is responsible of its functioning. The S-SDNC can also 
contain the resource management function of the Fog 
infrastructure (see RSUC entity in the previous section).  

The P-SDNC is logically connected to each S-SDNC via 
the Control plane overlay or physical links. For the sake of 
simplicity, Figure 1 does not detail the physical infrastructure 
supporting the Control plane communications. The south 
SDN interfaces between the controllers and the lower level 
can be supported by the OpenFlow protocol or a similar one. 

IV. IOV SDN CONTROL PLANE OPTIMIZATION  

This section develops a method to optimize the Control 
plane with regard of SDN controllers’ placement.  

A. Problem statement 

The following assumptions are considered valid. 
a. the whole access IoV geographic area is divided into 

several non-overlapping service areas. 
b. each service area is covered by forwarders (RSUs 

and/or BSs) placed in fixed locations (the placement 
decision of the RSUs/BSs in some locations is out of 
scope of this study). 

c. the network of forwarders in a service area can be 
represented by an abstract overlay graph whose 
properties are known by the optimization algorithm. 

d. each service area can be controlled by one or, 
generally by several S-SDN controller(s) (the 
general case can provide a solution for a large 
service area with high number of RSUs).   

e. the S-SDNCs will be co-located with some of the 
forwarders. 

f. any SDNCs could be implemented as being 1-to-1 
associated with a physical machine/node, or, several 
virtual controllers (based on NFV techniques) can 
exist in the same physical location. In the latter case 
the equivalent graph will have groups of nodes close 
together; however, the optimization solution would 
still work.  

The optimization has two phases: 
 (1) given a set of criteria and a service area (region), 

what is the optimum placement of the S-SDNCs? This 
problem should be solved for each service area. The 
associated computation to run an algorithm can be performed 
in a centralized manner, e.g., in the P-SDNC. 

(2) given the placement of the S-SDNCs and their 
equivalent higher level (overall) graph, what is the optimum 
placement of the unique P-SDNC, considering that it could 
be co-located to one node of this graph? 

An early work of Heller et al. [13] has shown that the 
SDN controller placement problem is not new. If the metric 
is latency, then one gets the facility or warehouse location 

problem solved, e.g., by using Mixed Integer Linear 
Program (MILP) tools. Heller finds optimal solutions for 
realistic network instances, in failure-free scenarios, by 
analyzing the entire solution space, with off-line 
computations. Other studies [18–21] extended the approach, 
by considering several events like controller failures, 
network links/paths/nodes failures, controller overload (load 
imbalance), or Inter-Controller Latency, multi-path use 
cases, etc. The important thing is that the problem is a multi-
criteria one, i.e., no unique solution is available satisfying all 
criteria. 

Note that this work does not propose any new algorithms 

to optimize the controller placement for a given individual 

metric, but uses some previous multi-criteria overall 

optimization algorithm to obtain a trade-off solution in the 

novel IoV context. 

B. Examples of metrics used for optimization 

This sub-section is a very short presentation of a few 
typical metrics and optimization algorithms for controller 
placement.  Several and more detailed examples are given in 
[23].  

The network (of forwarders) in a service area is 
abstracted by an undirected graph G(V, E), where V,E are 
the sets of nodes and edges, respectively and n=|V| is the 
number of nodes. The edges weights represent an additive 
metric (e.g., propagation latency). The controllers will be co-
located to some network nodes. Note that the number of 
controllers is much lower than the number of forwarders. 
After algorithm run, the controllers will be placed in some 
locations of forwarders. We denote a particular placement Ci 

of controllers, where Ci  V and |Ci| ≤|V|. The number of 
controllers is limited to |Ci|= k for any particular placement 
Ci. The set of all possible placements is denoted by C = {C1, 
C2 …} 

An example of a simple metric is d(v, c): shortest path 

distance from a forwarder node vV to a controller cV. 
One can define, for a given placement Ci: 

Worst_case_latency:  

  cvdL
iCcVv

wc ,minmax


 

Average_latency:  

 





Vv
Cic

iavg cvd
n

CL ),(min
1

)( 

The algorithm should find a placement Copt, where either 
average latency or the worst case latency is minimized.  

Some comments are valuable to be given on this simple 
metric: 

a. in IoV context, the latencies are dynamically changing, 
so the specific values used in (1) or (2) are actually 
some estimations (if static approach is applied) or 
otherwise they should be measured and averaged by a 
monitoring system and values delivered to the P-
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SDNC. However, the process of obtaining the latency 
values is out of scope of this work. 

b. the assignment of a RSU (seen as a SDN forwarder) to 
a given S-SDNC is based on selecting the closest S-
SDNC to that RSU; so, there is no upper limit on the 
number of v nodes assigned to a controller; too many 
forwarders to be controlled by a given controller can 
exist, especially in large networks. 

c. The placement solution does not consider any 
reliability features. 

 
To solve the previous problem b., an additional criterion 

can be defined, i.e., to assure a good balance of the node-to-
controller distribution. A metric Ib(Ci) will measure the 
degree of imbalance of a given placement Ci as the difference 
between the maximum and minimum number of forwarders 
nodes assigned to a controller.  

  }minmax{)( c
Cc

c
Cc

i nnCIb
ii 

 

where 
cn  is the number of RSUs assigned to a controller c. 

An optimization should find that placement which minimizes 
the expression (3). 

Another criterion useful could be the estimated capacity 
(max. bandwidth) between each pair of nodes in the graph 
(let it be B) and in the equation (1) or (2) the latency could 
be replaced bay the value 1/B for each overlay link. 

In a multi-controller SDN environment, the inter-
controller latency (Icl) has impact on the response time for 
the inter-controller mutual updating. Therefore, this is an 
important metric. For a given placement Ci, the Icl can be 
given by the maximum latency between two controllers: 

 ), cd(c)Icl(C nki max  =  

Note that the attempt to minimize (4) will lead to a 
placement with controllers close to each other. However, this 
can increase the forwarder-to-controller distance (latency) 
given by (1) and (2). This is an example showing that a 
trade-off is necessary, thus justifying the necessity to apply 
some multi-criteria optimization algorithms, e.g., like Pareto 
frontier - based ones [22][23]. 

Various other metrics can be considered e.g., reliability- 
related, which consider node/link failures [20][21]. Other 
studies exploit the possible multiple paths between a 
forwarder node and a controller [22], hoping to reduce the 
frequency of controller-less events, in cases of failures of 
nodes/links. The goal in this case is to maximize connectivity 
between forwarding nodes and controller instances.  

C. Overall optimization algorithm 

Several optimization algorithms can be applied for the 
controller placement problem [13][19-22]. This paper uses a 
simple but powerful approach which is called multi-criteria 
decision algorithm (MCDA) [24] in a variant reference level 
(RL) decision algorithm, already used in [23] for a similar 
problem. The MCDA-RL selects the optimal solution based 

on normalized values of different criteria (metrics). Details 
on how to apply the MCDA-RL are given in the work [23]. 
Here, a similar approach is performed for the SDN controlled 
IoV. 

The control plane optimization contains two phases, each 
composed of several steps which are described below. 

 
Phase A. Optimization for S-SDNC controllers’ 

placement. 
a. The overall IoV geographic region (access part 

network) is conveniently divided in non-overlapping 
service areas, based on various criteria (commercial/ 
business, geographic, administrative, physical radio 
propagation criteria, vehicle traffic estimation data, 
etc.) 

b. For each service area, the forwarder nodes (RSU, 
BS, gateway) placement is decided, based on criteria 
similar as in step a. An abstracted connectivity graph 
between RSUs should be derived. Note that not all 
RSUs should be considered as nodes in the abstract 
graph; usually the RSU-fog nodes or nodes having a 
minimum of resources (including electrical power) 
should be selected. Therefore, the branches of the 
graph might represent physical or overlay links. 
Some RSUs will be collocated with S-SDNCs. 

c. The criteria of interest to be target of the MCDA-RL 
optimization are selected (e.g., controller-node 
latency, imbalance of a placement, inter-controller 
latency, etc.). These criteria will be mapped to the 
decision variables in MCDA-RL. If needed, the 
criteria can be assigned different priorities and the 
algorithm will consider them.  

d. A reasonable number (heuristically decided) of S-
SDNC controllers are supposed to be defined for 
each service area. 

e. Repeat for each service area:  
{e.1: For the parameters of interest, one should 

compute the values of the metrics for all possible 
controller placements, using specialized single-
criterion algorithms and metrics like those defined in 
formulas like (1) - (4). This step will produce the set 
of candidate solutions (i.e., S-SDNC placement 
instances). This procedure could be time consuming 
(depending on network size) and therefore, could be 
performed off-line as suggested in [13].   

e.2: Run the steps of the MCDA-RL (the details 
are shown in [23] and are not repeated here).  The 
algorithm will provide as result the best trade-off 
solution (in Pareto [24] sense) for the S-SDNCs 
placement for this service area}. 

 
Phase B. Optimization for P-SDNC controller placement. 
Now the placement of the S-SDNCs is known; therefore, 

a connectivity graph linking the set of the S-SDNCs can be 
derived. Then the placement of the Primary SDNc should be 
computed in optimal sense by applying steps c.  d. and e. of 
the Phase A. 
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D.   Numerical example 
A simple example illustrates the MCDA flexibility. 

Figure 2 shows a connectivity graph between RSUs, BS, etc., 
abstracted as vertices v1, ..v6. The numbers on the graph 
branches represent (generically) an additive metric (e.g., 
latency). Suppose that for this service area it is wanted to co-
locate two S-SDNC controllers with some nodes v. 

Suppose that for this network the metrics of interest and 
decision variables are on: d1: Average latency (1); d2: worst 
latency (2) (failure-free case); d3: Inter-controller latency 
(4). We denote an S-SDNC controller with c1 or c2. The 
allocation of the forwarders to controller will be based in this 
example on shortest-path from forwarder to controller. 

Several candidates for placement solutions can be 
considered, e.g.: 

C1= { [c1_in_v5 (v5, v2, v4)], [c2_in_v6(v6, v1, v3)]} 
C2= { [c1_in_v4 (v4,v2, v5)], [c2_in_v6(v6, v1, v3,)]} 
C3= { [c1_in_v5 (v5, v1, v2, v4)], [c2_in_v3(v3, v6)]} 
C4= { [c1_in_v3 (v3,v2)], [c2_in_v6(v6, v1, v4, v5,)]} 
 
1. Case 1. The decision variables have equal priorities 

(p) i.e., p1=1, p2=1, p3=1. The values of the metrics are 
computed using equations (1), (2) and respectively (4) for 
each placement: C1, ..C4. The final result after running 
MCDA is: C1 = the best placement. In Figure 1, one can see 
that this placement is a good trade-off between node-
controller latency and inter-controller latency. 

2. Case 2. Different priorities are defined: p1=1, p2=0.5, 
p3=1, i.e., the worst case latency d2 has highest priority 
(lower value means higher priority). So, the solution 
minimizing the worst case controller-forwarder latency (this 
criterion has high priority) is searched by the MCDA.  
Finally, it is found after running MCDA, that C2= the best 
placement. Figure 2 shows that worst case latency (node-
controller) is minimized, however the inter-controller latency 
is in this case higher than in solution C1.  
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Figure 2. Numerical example of SDNC controller placement in an IoV 

service area 

 
These examples prove how different network operator’s 

policies can bias the algorithm results. 
 

V. CONCLUSIONS AND FUTURE WORK 

This paper presented a work in progress which proposed 
an IoV Fog-based architecture and a distributed SDN control 
plane. The architecture comprises RSUs, BS, geographically 
distributed in non-overlapping service areas which are 
interconnected. Some RSUs are advanced ones, having Fog 
capabilities. The whole infrastructure is controlled by a 
distributed SDN control plane.   

The SDN control plane consists in several controllers 
organized on two hierarchical levels: a unique primary 
controller P-SDNC governing the assembly and several 
secondary S-SDNCs in the service areas. It is supposed that 
S-SDNCs could be collocated to some forwarder nodes 
(RSU, BS). 

Then an optimization method is proposed for the 
geographic placement of the SDN controllers, by applying a 
multi-criteria optimization algorithms (MCDA). Some 
previously developed optimization algorithms have been 
used, but in a novel way adapted to IoV - SDN controlled 
context. 

The optimization method proposed achieves an overall 
optimum (in Pareto frontier sense) and is very simple from 
implementation point of view. In particular, the MCDA-RL 
algorithm can produce a tradeoff (optimum) result, while 
considering several (weighted) criteria, part of them even 
being partially contradictory. The method is general and can 
be applied in various scenarios (including failure-free 
assumption ones or reliability – aware).  

The computations could be performed offline, or even 
online (e.g., in the P-SDNC- which is naturally supposed in 
SDN technology to have knowledge upon its forwarding 
plane network). The S-SDNC placement algorithm could run 
in the P-SDNC, from time to time (or, event-triggered), 
especially if S-SDNCs are implemented as virtual machines 
in some forwarding network nodes, and the set of the active 
virtual machines should be re-defined. This approach will be 
for further study. Future work could deal with validation and 
simulation studies for large network environments (e.g.,   
hundreds or more RSUs).   

Future work will be done to apply the method proposed 
to other metrics, considering multi-path approach for 
forwarder-controller paths. Other area of investigation could 
consider the Fog node placement problem in the IoV access 
network, where similarity with the problem studied here can 
be found. 
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Abstract — The adoption of optical switching technologies in 

Data Centre Networks (DCNs) offers a solution for high speed 

traffic and energy efficiency in Data Centre (DC) operational 

management, enabling an easy scaling of DC infrastructures. 

Flexible, slotted allocation of optical resources is fundamental 

to efficiently support the dynamicity of DC traffic. In this 

context, the NEPHELE project proposes a Time Division 

Multiple Access approach for optical resource allocation, 

orchestrated through a Software Defined Networking  

controller which coordinates the DCN configuration based on 

real-time cloud application requests. 

Keywords – Software Defined Networking; Optical Data 

Centre Networks; TDMA. 

I. INTRODUCTION 

Data Centre (DC) traffic is increasing in volume and 
dynamicity, bringing new challenges in the design of DC 
Networks (DCNs) for guaranteeing high capacity, high 
scalability and energy efficiency together with the flexibility 
of adapting network configuration based on real-time traffic 
profiles and application needs. The NEPHELE project [1] 
proposes a novel DC architecture able to meet these 
requirements through a disaggregated DC architecture with a 
flattened DCN infrastructure at the data plane, based on 
optical switching and slotted resource allocation [2]. At the 
control plane, the Software Defined Networking (SDN) 
approach exploits the programmability of the optical data 
plane and integrates the allocation of the DCN resources in 
the global management of DC resources, including storage 
and servers. The open Application Programming Interfaces 
(APIs) at the SDN controller allow to efficiently coordinate 
cloud orchestration procedures for service lifecycle 
management with the provisioning of optical network 
connections, to transport the intra-DC traffic in isolated, 
multi-tenant virtual networks. 

The interaction between cloud orchestrator and SDN 
controller is the key to bring application-awareness at the 

DCN level [3]. Rack-to-rack network connections are 
established on demand to serve traffic among the DC servers 
with guaranteed QoS, as driven by real-time application 
requirements. The automation introduced by the SDN 
controller reconfigures the DCN to automatically re-adapt 
the network resource allocation to the current traffic profile. 
The NEPHELE hybrid electrical-optical DCN data plane 
enables fine granularity exploiting the slotted resources of 
the Time Division Multiple Access (TDMA) technologies 
employed at the data plane. This guarantees the flexibility 
needed to efficiently accommodate different kinds of cloud 
applications, as well as high-load DC management traffic for 
Virtual Machine (VM) transfer and replication.  

Previous works have presented NEPHELE architecture 
[3] and evaluated NEPHELE algorithms through simulation 
studies [4], while this paper introduces the software 
prototype of NEPHELE SDN controller for hybrid optical-
electrical DCNs and its applicability in DC use cases. The 
paper is structured as follows. Section II presents use cases 
for dynamic network allocation in optical DCs, where 
NEPHELE control plane technologies improve current 
practices and overcome existing limitations. Section III 
describes the NEPHELE DC architecture, the hybrid opto-
electric infrastructure and the SDN-based network control 
and cloud orchestration planes. The NEPHELE SDN 
controller and its software prototype is presented in Section 
IV. Section V provides conclusions, discussing future 
research directions in the area of optical DC networks.     

II. USE CASES FOR OPTICAL DC NETWORKS 

This section presents a set of use cases for DC services 
with challenges for DCN control, management and cloud 
orchestration. The use cases are based on current services 
that may benefit from NEPHELE technologies (Virtual DC), 
features enhancing existing cloud services (policy-based 
provisioning of cloud applications with QoS) or solve 
limitations in DC management (automated disaster recovery 
and autonomous cloud service upscaling). 
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A. Virtual Data Centre 

The Virtual DC (VDC) use case focuses on the 
provisioning of highly scalable, customizable virtual 
instances of DC, delivered as isolated slices dedicated to 
different tenants but sharing the same physical DC 
infrastructure. VDC instances are requested by the cloud 
providers’ customers using a web portal. Pre-defined 
templates define the main features of a VDC instance and the 
customer can choose different configuration settings (e.g., 
CPU, RAM, virtual network interfaces) selecting the flavor 
more suitable to run the desired cloud application. The cloud 
orchestrator automates the deployment and provisioning of 
the VDC instance, allocating the virtual resources and 
delivering the service in real-time to the customer.  

The introduction of NEPHELE technologies in the DC 
architecture is essential to provide network performance 
guarantees for each VDC instance, exploiting the capabilities 
of the optical DCN. The integration between cloud 
orchestrator and SDN controller enables enhanced 
automation features. For example, scheduled backup or 
disaster recovery procedures may integrate mechanisms for 
automated DCN reconfiguration, reserving dedicated 
resources to the management traffic without affecting the 
QoS of other running services. Moreover, enhanced 
monitoring features can be defined on a per-service basis, 
with monitoring information made available through open 
APIs for DC administrators and VDC tenants as potential 
input for Service Level Agreement (SLA) validation tools.  

B. Policy-based Provisioning of Cloud Applications 

This use-case follows an application centric approach, 
while the previous one was based on an infrastructure 
perspective, where the customer required VDC instances 
replicating most of the features of real DCs. In this use-case, 
the customer is not interested in the capabilities of the 
assigned virtual infrastructure, but rather in the application 
that should run on top of it and in its requirements.  

The cloud application platform handles packages that 
define the application business logic through metadata 
describing functional and non-functional requirements, like 
software components, their dependencies, interoperability, 
auto-scaling rules, etc. Based on these metadata, the cloud 
orchestrator is responsible to provision the middleware 
services according to user policies and SLAs, translating 
application-level requirements in a set of infrastructure-level 
characteristics and reserving the required virtual resources.  

The level of automation in network configuration and 
resource allocation, enabled through the NEPHELE SDN 
approach, is an important aspect to reduce the cost of cloud 
application management. The virtualization of network 
services, provided by the SDN controller, introduces an 
abstraction layer that limits the complexity of describing the 
interconnectivity between middleware services, hiding the 
details of the DCN infrastructure through intent-based APIs 
exposed towards the cloud orchestrator. 

C. Disaster recovery 

The recovery of data and internal states of applications 
running in the cloud is one of the most critical aspects of 

cloud services. Cloud providers usually offer several options 
for management of backups. For example, backup copies of 
VMs or volumes can be created manually by the customer, 
following an on-demand approach, in order to save the 
contents before performing critical operations. Alternatively, 
they can be triggered periodically as part of the DC 
management operations. The cloud provider may implement 
profile-based strategies for storage protection or mirroring, 
with storage snapshots collected periodically, saved within 
the same or different DC location. The restoration is 
triggered by the customer and it is automated through 
orchestration procedures at the cloud platform.  

The traffic generated to move snapshots among servers in 
the same or in distributed DCs requires large bandwidth, but 
is delay-tolerant. Its huge load must not impact the traffic 
generated by the cloud applications running in the cloud, so 
it would need dedicated connections. In this context the 
NEPHELE system can efficiently handle the orchestration of 
the network configuration, reserving intra- or inter-DC 
connections with the capacity required to enable fast data 
transfers. These reservations are integrated in the snapshot 
procedures: they can be performed on-demand in case of 
customer-driven backups or scheduled with advance 
reservations and calendar-based mechanisms for periodical 
snapshots. 

D. SLA Monitoring and Automated Upscaling 

Elasticity is one of the main benefits of cloud services: 
cloud applications can scale up and down, on-demand or 
automatically, based on their load and their compliance with 
SLAs agreed between service consumer and provider. The 
NEPHELE system extends this capability to network 
resources. Open APIs integrate monitoring and dynamic 
modification of network connections in scaling procedures. 

In particular, NEPHELE SDN controller can implement 
mechanisms to monitor the network performance for each 
single VDC instance and to evaluate the compliance with the 
SLA established with the customer. In case of data plane 
failures or other kinds of SLA breaches related to network 
performance, the NEPHELE controller can automatically 
react reconfiguring the virtual infrastructure and establishing 
alternative paths. These actions may be also triggered in 
response to failures on computing/storage resources, under 
the coordination of the cloud orchestrator. 

The capability to expose per-tenant network monitoring 
information through open APIs is an additional feature that 
can be useful for customers who want to maintain deep 
control on their virtual infrastructure. For example, these 
data can be used to detect the need of additional resources in 
specific VDC instances (e.g., triggering VMs replication to 
handle variable traffic loads, upgrading of capacity for 
existing network connections). This option is particularly 
interesting for VDC tenants who act as service providers and 
would like to increase and decrease application loads 
dynamically, reducing costs when resource needs are lower. 
The cloud orchestrator itself may implement an auto-scaler 
service, enabling the automated upscaling or downscaling of 
VDC instances based on customer-driven auto-scaling 
policies configured at the deployment stage. 
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III. NEPHELE DATA CENTRE ARCHITECTURE 

NEPHELE DC architecture is based on the SDN concept, 
with decoupling between network data and control plane and 
their interaction via open interfaces and protocols at the 
South Bound Interface (SBI) of the SDN controller. This 
approach allows to customize the network programmability 
using dedicated SDN applications that interacts with the 
controller using its North Bound Interfaces (NBI). In DC 
scenarios, the controller is typically responsible for network 
virtualization and provisioning of underlying connectivity. 
On top of that, a cloud management platform orchestrates the 
whole set of DC resources (computing, storage, networking) 
interacting with the related controllers and it is responsible to 
deliver end-to-end cloud services for upper layer 
applications. NEPHELE architecture is compliant with this 
trend and proposes a three layer architecture, as follows: 

• The DCN data plane employs hybrid optical-
electrical technologies to support high capacity and 
energy efficiency. The TDMA enables high 
flexibility and fine granularity in resource 
reservation, to efficiently host different types of 
traffic flows reducing the overprovisioning.  

• The network control framework is based on an SDN 
controller extended to operate over TDMA-based 
optical infrastructures. It is responsible for the 
efficient and flexible configuration of the DCN, in 
compliance with the requirements of the cloud 
applications running in the DC. 

• The cloud orchestration framework operates the DC 
infrastructure; it jointly coordinates and orchestrates 
the resource allocation in the servers and in the 
DCN, delegating the actual DCN configuration to 
the network control framework. 

A. Data Plane Architecture 

The data plane architecture of the NEPHELE DCN is 
represented in Figure 1 and it is based on a flat topology with 
a two-tier network that can be easily scaled in the east-west 
direction without increasing traffic latency and congestion. 
The key of the NEPHELE data plane scalability is given by 
the definition of I parallel planes, each of them including R 
unidirectional rings connecting P pods. A pod is made of I 
POD switches and W hybrid electrical/optical (Top Of the 
Rack) TOR switches. Each TOR switch is connected to all 
the I POD switches of the pod, where each port of the TOR 
switch is connected to a different POD switch.  

At the rack level, there are Z innovation zones, where an 
innovation zone is a collection of hosts, storage, memory and 
other devices. The innovation zones in a rack are connected 
to a TOR switch with LE conventional Ethernet links to TOR 
electrical ports and LO all-optical links to TOR optical ports. 
Consequently, each TOR switch has Z(LE+LO) ports 
interconnecting Z innovation zones and I ports 
interconnecting to the POD switches.   

NEPHELE optical network adopts Wavelength Division 
Multiplexing (WDM) technology and each of the R fiber 
rings carries WDM unidirectional traffic with W 
wavelengths. The optical links from TOR to POD switches 

carries a single wavelength at a time, with traffic multiplexed 
in the time domain using TDMA slots. In the upstream 
direction wavelength assignment is performed dynamically, 
per TDMA slot, identifying uniquely the position of the 
destination TOR switch within the target POD switch. On the 
other hand, in downstream wavelength assignment is static. 

 

 
Figure 1.  NEPHELE data plane architecture. 

B. SDN-based Control and Orchestration Architecture 

The peculiarity of the NEPHELE network control 
framework is inherent in its procedures, protocol extensions 
and algorithms to operate the DCN hybrid data plane 
applying TDMA concepts in order to obtain a finer 
granularity and dynamicity in the assignment of network 
resources. The final objective is the provisioning of intra-DC 
connections that optimize the usage of the DCN physical 
infrastructure, while guaranteeing the desired level of QoS 
for the applications running in the virtual environments.  

In NEPHELE, DCN resource allocation is driven from 
the dynamicity of the traffic demands. These dynamics are 
captured in a traffic matrix built in real time, based on cloud 
service requests for new application profiles. Some 
application awareness is thus transferred from the cloud 
platform to the network control plane, with extended 
controller’s NBI to enable a more tight cooperation between 
network controller and cloud orchestrator. This also implies 
the capability to manage enriched cloud service models at 
the orchestrator level, with service templates describing 
network requirements and traffic patterns, as expected by the 
cloud applications. These parameters constitute the input for 
the decision engines at the network controller and feed 
advanced algorithms for application-aware network 
allocation [4].  

The architecture of the NEPHELE control and 
orchestration infrastructure is depicted in Figure 2. The 
Cloud Management Platform (e.g., OpenStack) orchestrates 
the resource of the entire DC and delivers virtual 
infrastructures to different tenants. All the different devices 
of the DCN are controlled through a centralized SDN 
controller which implements the network logic. For 
scalability reasons, the controller logic can be split across 
several entities following a hierarchical approach, with child 
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controllers dedicated to single planes or pods and an upper 
layer parent controller responsible for coordinating the whole 
DCN configuration [3].   

 

 
Figure 2.  NEPHELE control and orchestration frameworks. 

In NEPHELE, the SDN controller prototype has been 
developed in the OpenDaylight [5] framework. It offers a 
Representational State Transfer (REST) based interface at its 
northbound side to receive requests for application traffic 
profiles, driving the creation of new network connections. 
Traffic requirements are translated into dynamic network 
configurations applied to the DCN elements. The interaction 
with the data plane is based on extended OpenFlow (OF) [6] 
messages, enhanced to support advertisement, operational 
configuration and monitoring of optical and hybrid nodes.  

IV. NEPHELE SDN CONTROLLER 

A. SDN Controller Functional Architecture 

The NEPHELE SDN controller adopts a twofold strategy 
for network resource allocation, with real-time reactions for 
short-term decisions and periodical reconfiguration of the 
entire DCN for medium-/long-term decisions.  

The short-term strategy is applicable to service requests 
that requires fast activation, to upscaling or downscaling 
requests of already active services and to react to data plane 
failures with fast recovery. These cases require high 
dynamicity and automation of control procedures, so the 
SDN controller adopts faster “online” algorithms to react 
quickly to single events, even if leading to suboptimal 
solutions. The short-term strategy, takes into account single 
requests instead of the global traffic matrix: it allocates 
additional resources to serve the new request, given the 
previous DCN allocation for existing service. This option is 
well suited for on-demand provisioning and fast recovery of 
network connections. However, in order to maximize the 
DCN usage, medium and long-term strategies provide better 
performance. In this case Application traffic profiles are used 
as input to build periodically an application-aware traffic 
matrix. Offline scheduling algorithms elaborates the traffic 
matrix and re-plan the NEPHELE DCN, computing optimal 
resource allocation solutions. 

Figure 3 shows the functional architecture of the 
NEPHELE SDN controller, identifying its main components 
and interactions for short- and medium/long-term resource 

allocation. The south-bound drivers enable the interaction 
between SDN controller and data plane; they implement the 
extended OF protocol for configuring TOR and POD 
switches and the OVSDB [7] protocol for configuring the 
OpenVSwitch instances on the servers.  

 
Figure 3.  NEPHELE SDN controller: functional architecture. 

The core services provide basic functions, abstracting 
details of the physical resources with unified information 
models. Core services are invoked by upper layer SDN 
applications to collect network topology or monitoring 
information or issue configuration commands through 
protocol-independent and technology-agnostic interfaces. In 
compliance with the OpenDaylight architecture, all the 
services define their interfaces using YANG models [8] and 
can be invoked by other OpenDaylight components or by 
external entities via REST APIs. 

The NEPHELE network logic is implemented in the 
DCN programming applications. They employ dedicated 
algorithms for short- and medium-/long-term decisions at the 
Online Computation Engine and at the Traffic Offline 
Scheduling Engine respectively. The Application Affinity 
Service coordinates the workflows for the DCN allocation, 
based on applications’ traffic profiles. As in core services, all 
the DCN programming applications expose REST APIs to 
enable the interaction with the cloud platform.  

B. DCN Configuration Workflows 

This section describes the workflows to allocate network 
resources in the NEPHELE DCN following the approach 
based on the periodical reconfiguration of the whole 
infrastructure, with the optimal allocation solution computed 
by the offline scheduling engine.  

The workflow initiates from the Application Affinity 
Service, when it receives a request to initiate a network 
connection for a particular application profile. The details of 
the requested connections are forwarded to the Traffic 
Matrix Engine, which updates the current traffic matrix with 
the new data and returns it. Then, the Application Affinity 
Service sends the resulting traffic matrix to the Offline 
Engine, which starts to re-compute the allocation of the 
network resources for the entire DCN (see Figure 4).  
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Two strategies for ToR resource allocation are supported. 
In the quasi distributed strategy, the controller takes 
decisions about slot allocations on output ports, while each 
ToR decides the source ports to empty. In this case, the 
traffic matrix is a Kx3 matrix. Each row includes 3 elements 
(s,d,t), where s is the source ToR, d is the destination ToR 
and t is the number of slots required between s and d. In the 
fully centralized strategy, all scheduling decisions are taken 
at the controller. In this case, the s element of each row in the 
traffic matrix represents the source southbound port of the 
ToR. Details about the engine algorithms and their 
performance are available in [4]. 

 

Figure 4.  Workflow for creation of a new application profile. 

 

Figure 5.  Workflow for updating DCN resource allocation. 

Depending on the dimension of the DCN, the engine 
computation may take time, so the Application Affinity 
Service requests the network allocation solution with 
periodical polling queries to the engine until the result is 
available (see Figure 5). The network allocation provides the 
details of the time slots and wavelengths to be used for the 
different connections, taking into account the constraints of 
continuity along the entire paths (no wavelength or time slot 
conversion is supported at the data plane). As soon as the 
computation terminates, the Application Affinity Service 
forwards the solution to the Flow Manager which de-
aggregates the data contained in the matrix and returns the 
list of flow rules to be installed on the physical devices.  

The flow rules defined in NEPHELE extend the 
traditional rules of the OF protocol. In particular, the flow 
match structure defines a wavelength and a bitmap of time 
slots to properly classify the incoming traffic on optical 
ports, while the same parameters are defined in the flow 
action structure to specify a cross-connection between two 
WDM ports for a given set of time slots. The extended 

YANG model of the OpenDaylight OF plugin is reported in 
Figure 6, highlighting the extended parameters.  

The flow rules resulting from Flow Manager elaboration 
are then written in the OpenDaylight configuration data 
store, triggering the procedures at the OF plugin to send the 
associated Flow Mod messages. At the data plane level, the 
OF messages are intercepted by device-specific agents, 
which handle the translation to configuration commands 
towards the FPGA controlling the hardware.  

 

  
 

 
Figure 6.  YANG model extensions for encoding of wavelength and time 

slots in OpenFlow match and action structures. 

C. NEPHELE Controller Prototype 

The proof-of-concept prototype of the SDN controller 
developed in the NEPHELE project is based on the 
OpenDaylight controller, Lithium version, with extended 
internal components and a set of SDN applications 
developed from scratch. In particular, for what regards the 
controller internal modules, the OF OpenDaylight plugin has 
been enhanced to support the concepts of wavelengths and 
timeslots in OF rules at the SBI. On the other hand, the 
software components for the coordination of traffic matrix 
computation and application-aware resource allocation are 
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developed as external SDN applications which make use of 
the controller REST APIs. In particular, the scheduling 
engine is a standalone application written in C and the 
algorithm implementation is a translation of MATLAB code 
converted using MATLAB coder. The other SDN 
applications are Java applications based on the Spring MVC 
framework. The controller code is released as open source 
software and it is available on github [9]. 

The current implementation provides mechanisms for: (i) 
accepting requests that specify application requirements in 
terms of connections between innovation zones with a given 
reserved bandwidth; (ii) aggregating these requests into a 
global DCN traffic matrix; (iii) computing a network-wide 
resource allocation strategy for the current DCN traffic load; 
(iv) translating the allocation strategy in the set of extended 
OF rules for the configuration of the NEPHELE data plane; 
and (v) request the OF plugin to install these rules on the 
POD and ToR switches. 

The NEPHELE controller offers a unified service access 
point through the REST-based NBI of the Application 
Affinity Service, enabling its integration with cloud 
management platforms, like OpenStack. The Northbound 
API is documented using the Swagger 2.0 tool, which also 
produces an interactive web-based graphical interface 
embedded in the application itself. 

 

 

Figure 7.  Prototype of NEPHELE controller 

Beyond the REST APIs, the OpenDaylight DLUX GUI 
has been extended to allow requests for provisioning of DCN 
connections, visualize traffic matrix and flows installed as a 
result of the Offline Engine computation. The GUI provides 
a monitoring and diagnostic tool for the DCN administration. 

The NEPHELE SDN controller prototype has been 
demonstrated in a simple environment with a mix of 
emulated and physical devices at the OFC 2017 conference. 
The demonstration [10] (Figure 7) shows the entire DCN 
configuration workflow, from the specification of new 
application-based connections via GUI, to the elaboration of 
the optimal resource allocation solution, up to the OF-based 
interaction with the optical data plane through the OF agents. 

V. CONCLUSIONS 

This paper has presented an SDN-based control plane for 
a scalable DCN based on hybrid opto-electrical devices with 
TDMA technologies, designed in the NEPHELE project. An 
architecture for the intra-DC infrastructure has been 
proposed, together with solutions for efficient network 
resource allocation, based on the global DCN traffic as 
declared in  applications’ traffic profiles. Finally, the paper 
has introduced the proof-of-concept prototype of the 
NEPHELE controller. 

The next steps in the NEPHELE research involve the 
integration of the SDN controller in a wider environment for 
the provisioning of inter-DC services. The project will build 
a hierarchy of controllers, where child controllers will be 
responsible for resource allocation in single DCNs and in 
inter-DC network domains (e.g., based on flex-grid optical 
technologies), while a parent controller will coordinate the 
end-to-end service provisioning. 
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Abstract—This paper focuses on improvements in Management
and Orchestration within the Network Function Virtualization
(NFV) domain. The key benefits are related to automation in
the Virtual Network Function (VNF) lifecycle, adaptation to
different network traffic loads and new models for improving
network resilience. These could be achieved by introducing
some extensions of the NFV Information Model. Firstly, we
propose the introduction in the VNF Descriptor (VNFD) of an
Information Element providing the dependencies between
Virtual Deployment Units (VDUs) that allows managing the
VDUs’ instantiation process in a more efficient way. Secondly,
we suggest an extension related to the execution of script(s) -
including the possibility to pass parameters - in response to
particular events detected by the VNF Manager (VNFM).
Finally, we propose a new Information Element for describing
high availability features, thus defining possible redundancy
schemes that allow the execution of specific operations tailored
for each single instance of the VNF. In order to support the
validity of the proposed approach, we provide some practical
examples based on a real implementation of a VNF Session
Border Controller.

Keywords - Network Function Virtualization, Orchestration,
Information Model, VNF Descriptor, Lifecycle Management.

I. INTRODUCTION

Network Function Virtualization (NFV), in addition to
Software Defined Networking (SDN), is a rapidly emerging
approach in the telecommunication field. By adopting NFV,
Communication Services Providers (CSP) expect to achieve
consistent cost reductions with respect to the current
situation in which network equipment consists of proprietary
black boxes, containing a bundle of proprietary Software
(SW) and customized Hardware (HW) provided by a single
Telecom Equipment Manufacturer. The adoption of the NFV
concept is just the starting point to introduce in the Telco
world the benefits that virtualization has brought in the
Information Technology (IT) sector. Besides significant cost
reductions, NFV also raises great expectations on the
possibility (a) to achieve a never experienced network
flexibility and service agility, (b) to introduce automation in
all lifecycle of Network Functions (NFs) from deployment,
installation and commissioning to operational phases, (c) to
adapt the network to different traffic loads thanks to a novel
cloud elasticity model, and (d) to develop new models for
improving network resilience [10].

In fact, the objective of NFV is to allow Service
Operators to achieve a high reduction in capital investments
along with greater operational agility by implementing
challenging architectural updates and deep changes in
service models and operating procedures.

Virtualization is not a new technology. What is new is
the way to use virtualization in Telco environments. Thanks
to NFV, it is possible a paradigm shift moving from manual,
complex and error prone configuration processes to
deployment automation. Automation means flexibility,
agility and the possibility to minimize complexity and errors.
After the deployment, when the function is in operation it is
possible to perform monitoring, scaling, healing, failover,
continuous delivery and infrastructure upgrades.

In the NFV architecture, specified by the European
Telecommunications Standards Institute (ETSI) NFV
Industry Specification Group (ISG) [8], three main domains
are identified [3]:

• Virtualized Network Function (VNF), as the
software implementation of a network function
which is capable of running over the Network
Functions Virtualization Infrastructure (NFVI)

• NFVI, including hardware resources (Compute,
Storage, Networking) and the virtualization layer
that provides Virtual resources (Virtual Compute,
Virtual Storage, Virtual Networking) supporting the
execution of the VNFs

• NFV Management and Orchestration (MANO),
which covers the lifecycle management of VNFs
and Network Services (NS), managing the
resources of NFVI and focusing on all
virtualization-specific management tasks necessary
in the NFV framework.

In this paper, we will focus on the Management and
Orchestration domain. In particular, we propose some
extensions of the NFV Information Model that can be used
to increase efficiency in the lifecycle management of
Network Functions and to improve the overall system
reliability. Our experience as VNF provider conducted us to
identify some flaws in the NFV Information Model and
corresponding specific enhancements that future
implementations could benefit from. In order to achieve this
goal, we introduce some additional Information Elements
(IEs) in the VNF Descriptors (VNFDs) that allow a deeper
control of VNFs.

The paper is organized as follows: Section II gives an
overview of the ETSI standard model for NFV, with regard
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to the MANO architecture, including the lifecycle
management of Virtual Network Functions and a general
description of the NFV Information Model. Section III, the
main part of the paper, provides a rationale for the extensions
to VNF Descriptors, as well as some practical examples to
support the validity of the proposed approach. Finally,
Section IV will draw the conclusions.

II. ETSI NFV ARCHITECTURAL MODEL

The ETSI NFV architectural framework [1] [2] is shown
in Figure 1.

Figure 1. ETSI NFV architectural model.

The functional blocks in the framework can be grouped
into three main entities: (1) NFV Architectural Layers, (2)
NFV Management and Orchestration, and (3) Network
Management Systems. These entities, as well their
constituent functional blocks, are connected together using a
set of defined reference points. The NFV architectural layers
include the NFVI and VNFs. NFVI is the combination of
both hardware and software resources, which make up the
environment in which VNFs are deployed, while VNFs are
implementations of NFs that are deployed on those virtual
resources.

A. NFV-MANO Framework

The NFV MANO [3] consists of three functional blocks,
the Virtualized Infrastructure Manager (VIM), the VNF
Manager (VNFM) and the NFV Orchestrator (NFVO), and
four data repositories (NS Catalogues, VNF Catalogues,
VNF Instances and NFVI Resources).

1) VIM - It manages and controls NFVI physical and
virtual resources in a single infrastructure domain. This
implies that an NFV architecture may contain more than one
VIM, with each of them managing or controlling NFVI
resources from a given infrastructure provider. In principle, a
VIM may be specialized in handling a certain type of NFVI
resource (e.g., compute-only or storage only), or could
manage multiple types of NFVI resources (e.g., nodes in the
NFVI).

2) VNFM - Each VNF instance is assumed to have an
associated VNFM. The VNFM is responsible for the
management of the lifecycle of VNFs. A VNFM may
manage a single or multiple VNF instances of the same or

different types. It is also possible that a single VNFM
handles all the active VNF instances for a certain domain.

3) NFVO - It is aimed at combining more than one
function so as to create end-to-end services. To this end, the
NFVO functionality can be divided into two broad
categories: (a) resource orchestration, and (b) service
orchestration. Resource orchestration is used to provide
services that support accessing NFVI resources in an abstract
manner regardless of the type of VIMs, as well as
governance of VNF instances sharing resources of the NFVI
infrastructure. Service orchestration deals with the creation
of end-to-end services by composing different VNFs, and the
topology management of the network services instances.

4) Data Repositories - These are databases that keep
different types of information in the NFV MANO. Four
types of repositories can be considered: (a) the NS Catalogue
is a set of pre-defined templates, which define how network
services may be created and deployed, as well as the
functions needed for the service and their connectivity, (b)
the VNF Catalogue is a set of templates which describe the
deployment and operational characteristics of available
VNFs, (c) the NFVI Resources repository holds information
about available/allocated NFVI resources, and (d) the VNF
Instances repository holds information about all function and
service instances throughout their lifetime.

B. VNF Lifecycle Management

NFV is based on the principle of separating network
functions from the hardware where they run on by using
virtual hardware abstraction. The virtualization of network
functions will change their lifecycle management by
introducing automation and flexibility. Lifecycle
management of VNFs is possible after a preliminary
operation, the so-called VNF package on-boarding. After
that, by accessing to a VNF catalogue it is possible to create
one or more VNF instances of a VNF. A VNF instance
corresponds to a run-time instance of the VNF software, i.e.,
all the VNF components are instantiated and the internal and
external network connectivity configured.

During its lifecycle a VNF instance can be in one of the
following states:

• instantiable, i.e., the on-boarded process for the
VNF has been correctly performed

• instantiated, i.e., not configured, configured & not
in service, configured & in service

• terminated.
The lifecycle is controlled by a set of operations,

described in the following list:
• VNF Instantiation
• VNF instance Scaling (horizontal/vertical)
• VNF instance Update or Upgrade
• VNF instance Healing
• VNF instance Termination.
It is worth mentioning that a subset of lifecycle

management (LCM) operations, as VNF Instantiation and
Termination, are always available for every single VNF
instance.

Some other operations, such as VNF Scaling, are
performed if required by the deployment flavor of the VNF
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instance. Some procedures related to VNF lifecycle
management provide both manual and automatic
mechanisms. Scaling, for instance, can be manually
requested or automatically performed when triggered upon
the occurrence of specific events defined as criteria for
matching rules and actions for scaling. All the operations
during the lifecycle are handled by specific workflows that
are built on the basis of the tasks to perform and the
associated parameters (i.e., in case of instantiation, the VNF
ID, the deployment flavor, etc.). A workflow has a starting
point and different tasks that can be performed sequentially
or in parallel, in order to perform all the necessary activities.

A VNFD is used for defining workflows for the
automation of specific phases. For instance, by modelling the
VNFD using a description language it is possible to describe
the VNF with a service template in terms of components
(e.g., Virtual Deployment Units or VDUs), relationships
(dependencies, connections) and management processes. The
management processes can be defined as plans describing
how a VNF instance is instantiated and/or terminated
considering that the VNF is a complex application composed
by different nodes.

C. NFV Information Model

In this subsection, we provide a brief description of the
IEs used to carry the necessary information about a VNF. In
fact, one of the ways the IEs can be used is as part of
descriptors in a catalogue or template context.

The IEs to be handled by the NFV MANO, including the
ones contained in the VNFD, need to guarantee the flexible
deployment and portability of VNF instances on multi-
vendor and diverse NFVI environments, e.g., with diverse
computing resource generations, diverse virtual network
technologies, etc. To achieve this goal, hardware resources
need to be properly abstracted and VNF requirements must
be described in terms of such abstractions.

With reference to Figure 1, the Vi-Vnfm interface [4]
enables the interaction between the VNFM and the VIM,
providing the methods to operate cloud resources on the
NFVI, in particular computing, storage and networking
resources. After the upload of the VNF package, the VNFM
under operator’s request or by a request coming from the Or-
Vnfm interface [5] can start to perform the lifecycle
management of a VNF via the Ve-Vnfm interface [6].

The VNF package contains all artifacts needed to
perform the lifecycle management for the associated VNF:

• descriptors (VNFDs)
• metadata, scripts and other proprietary artifacts
• optionally, SW images of the VNF Components

(VNFCs).
The VNFD is a template which describes a VNF in terms

of its deployment and operational behaviour requirements. It
is primarily used by the VNFM in the process of VNF
instantiation and lifecycle management of a VNF instance.
The information provided in the VNFD is also used by the
NFVO to manage and orchestrate network services and
virtualised resources on the NFVI. The VNFD also contains
connectivity, interface and KPIs requirements that may be
used by NFV MANO functional blocks to establish

appropriate virtual links within the NFVI between its VNFC
instances, or between a VNF instance and the endpoint
interface to the other NFs. The VNFD contains all the
information needed for the lifecycle management, such as:

• basic information for VNF identification
• internal networks description
• VDUs description: for each VNFC (corresponding

to a VM type) it is defined the flavor of the VM, the SW
image for the VM and the number of VMs to activate.
Configuration scripts are also provided for the lifecycle
management phases and triggered during the instantiation or
by specific events

• meters or measurements associated to VNF scaling.
In fact, when the VNF is in operation, measurements can be
collected from the VNF itself and/or from the infrastructure,
e.g., the number of session attempts per second; the
contemporary active sessions; CPU, RAM, disk usage; etc.

• alarms and associated actions. Criteria may be
defined in terms of rules to check on the measurements, e.g.,
the value of a meter is greater than a specific threshold for a
specified period of time; etc. When a rule is matched,
specific actions can be performed, such as the activation of a
scaling policy, etc.

• scaling policies, e.g., to add an instance of a VNFC
when specific conditions are matched.

III. ETSI NFV INFORMATION MODEL EXTENSIONS

The aim of this section is to provide a detailed
description, the rationales, the relationships and the benefits
of each proposed extension of the Information Model.

The ETSI GS NFV-IFA 011 [7] is the reference
specification that provides requirements for the structure and
the format of a VNF Package to describe the VNF properties
and associated resource requirements in an interoperable
template.

In the following, we describe the extensions – in terms of
newly added IEs – of this specification, and related use cases
to show the benefits introduced in the lifecycle management
of VNFs.

An overview of the Information Model extensions is
summarized in Table I. Generally, a VNF is composed by
one or more VNFCs that are described by means of
deployment templates, i.e., VNFD and related VDUs,
respectively. In the table we have listed the proposed
attribute extensions - dependencies, MetadataScript and
highAvailability IEs - and their relationships with descriptors
at the VNFD (vnfd) or VDU (vnfd:vdu) level.

TABLE I. OVERVIEW OF INFORMATION MODEL EXTENSIONS

ETSI GS NFV-IFA 011 Specification Extensions

Entity relationship VNF VNFC1, ..., VNFCn
Deployment template VNFD VDU
Descriptor vnfd vnfd:vdu
proposed attribute
extensions (new IEs)

dependencies MetadataScript,
highAvailability

All the use cases are based on a real implementation of a
Session Border Controller (SBC). This VNF provides its
functionalities thanks to the interworking of 5 VNFCs, as

139Copyright (c) IARIA, 2017.     ISBN:  978-1-61208-546-3

ICN 2017 : The Sixteenth International Conference on Networks (includes SOFTNETWORKING 2017)

                         151 / 165



"dependency": [{
"vdu-id": "felb",
"depends-on": "oam"
}, {
"vdu-id": "sig",
"depends-on": "oam"
}, {
"vdu-id": "states",
"depends-on": "oam"
}, {
"vdu-id": "bgw",
"depends-on": "oam"
}, {
"vdu-id": "sig",
"depends-on": "felb"
}, {
"vdu-id": "sig",
"depends-on": "states"

}].

depicted in Figure 2: a front-end load balancer (FELB), an
Operation and Maintenance module (OAM), a component
managing the SIP signalling traffic (SIG) working with a
database (DB) for storing the information of the active calls
and a Border Gateway (BGW) function engaged when audio
or media transcoding is required for the incoming traffic.

Figure 2. SBC logical components.

These components can be organized and managed to
implement protection mechanisms in order to guarantee
redundancy and to support high availability requirements.

A. Dependencies

In this subsection, we provide the description of the
dependencies and VduDependencies attributes that could be
added to indicate the dependencies among the VDUs during
the instantiation process. In fact, sometimes it is necessary to
coordinate the process of instantiation with information that
is available - at platform level (e.g., IP addresses) or
application level - at specific times. As originally proposed
in the ETSI MANO specification [3], we believe it is
necessary to include in the VNFD an IE providing the
dependencies between VDUs since it describes constraints
that affect the structure of a VNF.

Table II shows the structure of the dependencies IE that
has to be added to the VNFD standard description [7].

TABLE II. DEPENDENCIES INFORMATION ELEMENT

Attribute(s) of the dependencies VNFD IE
Attribute dependencies
Qualifier M
Cardinality 0..N
Content VduDependencies
Description Describes dependencies between VDUs. Defined in

terms of source and target VDU, i.e., target VDU
“depends on” source VDU. In other words, sources
VDU shall exist before target VDU can be
instantiated/deployed.

The VduDependencies IE provides indications on the
order in which VDUs associated to the same VNFD have to
be instantiated. The contents of a VduDependencies type
shall comply with the format provided in Table III.

TABLE III. VDUDEPENDENCIES INFORMATION ELEMENT

Attribute(s) of the VduDependencies IE
Attribute source target
Qualifier M M
Cardinality 1..N 1..N
Content Identifier Identifier

Description The listed VDUs
shall be instantiated
before the VDUs
listed in the target
parameter.

The listed VDUs shall be
instantiated after the VDUs
listed in the source parameter
have been instantiated
completely.

In Figure 3, it is shown a sequence diagram based on a
real implementation of a VNF SBC. It is worth to mention
that in this case, all the VNFCs should be instantiated after
the OAM component, since this component has a central role
coordinating the communications with the VNF Manager on
behalf of all the other VNFCs.

Figure 3. SBC components sequence diagram.

As shown in Figure 4, the dependencies explained above
have been expressed by using the JavaScript Object Notation
(JSON) [9].

Figure 4. Dependencies script example.

Alternatively, ETSI envisages the use of a scripting
language to express dependencies on virtual resources, but at
the time of this writing, no consensus has been reached yet
about the format to be used and the standardization process
of a Domain Specific Language is still underway.

B. MetadataScript

In this subsection, we provide the description of the
MetadataScript and LifeCycleMetadataScript attributes.
These extensions are related to the execution of script(s) in
response to particular events detected on a VNFM reference
point. The ETSI GS NFV-IFA 011 specification [7] already
supports the execution of scripts – but only at the VNF level
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"lifeCycleMetadataScript": [{
"event": "CREATION",
"script": "instantiate_oam",
“role”:”active”,
"parameters": [
"$$param.cp_oam_int.ipaddress",
"$$param.hostname",
"$$param.domain_name"
]

}].

- with the LifeCycleManagementScript IE that can be
launched in response to lifecycle events or external stimulus
detected by the VNFM. These LCM scripts should be
embedded in the VNF Package and used in the LCM
execution environments provided by generic VNF Managers.
In par.6.2.6, the specification provides a list of requirements
(VNF_PACK.LCM.001) for the scripting Domain Specific
Language (DSL).

Table IV shows the structure of the MetadataScript IE
that has to be added to the VDU standard description [7].

TABLE IV. METADATASCRIPT INFORMATION ELEMENT

Attribute(s) of the MetadataScript VDU IE
Attribute MetadataScript
Qualifier M
Cardinality 0..N
Content LifeCycleMetadataScript
Description Includes a list of events and corresponding scripts

producing metadata required during the VDU
instantiation.

A LifeCycleMetadataScript IE, instead of the
LifeCycleManagementScript formerly defined in the original
specification, has been defined and extended to comply with
specific needs originated from practical use cases.

The attributes of the LifeCycleMetadataScript IE shall
follow the indications provided in Table V. The advantages
of this extension, compared with the existing standard
specification, are (a) the possibility to execute script(s) at the
VDU level, and (b) the possibility to pass parameter(s) to the
script(s).

TABLE V. LIFECYCLEMETADATASCRIPT INFORMATION ELEMENT

Attribute(s) of the LifeCycleMetadataScript IE
Attribute event script role parameter
Qualifier M M M M
Cardinality 1 1 1 0..N
Content String Not

specified
String Not specified

Description Describe
s a VNF
lifecycle
event or
an
external
stimulus
detected
on a
VNFM
reference
point.

Includes
metadata
template.

Describes
the role of
the VDU
in
redundanc
y
scheme(s).
Possible
values are
“Active”
or
“Passive”.

VDU specific
parameters
passed to the
script. Each of
them
represents the
run-time value
of a NFVI
resource (e.g.,
IP address,
VNFC
instance name,
etc.).

In Figure 5, we provide an example based on a real
implementation of the Session Border Controller VNF.

It is worth noting that this IE allows the VNFM a
complete flexibility in the lifecycle management process of
different VNFs/VNFCs: in this example, the script for the
instantiation of the OAM component needs information from
the infrastructure (i.e., the IP address of the connection point
cp_oam_int, the hostname of the VNFC and the related
domain_name) which will be available only at runtime.

Figure 5. LifeCycleMetadataScript script example.

According to our experience, the proposed syntax is
general and can be easily adapted in order to suit different
VNFM providers.

C. HighAvailability

In this subsection, we provide the description of the
highAvailability attribute. Availability is defined as the state
to perform a required function at a given instant of time or at
any instant of time within a given time interval, assuming
that the external resources, if required, are provided. This
attribute is important for telecom operators that want to offer
their customers services that perform as expected whenever
the service is requested.

Comparing the VDU IE originally proposed in the ETSI
MANO specification [3] with the one described in ETSI GS
NFV-IFA 011 [7], the high_availability IE is no longer
specified. The reason provided by ETSI is based on the
assumption that the VNFM alone can hardly manage the
multitude of redundancy schemes: high availability policies
should be performed by each single VNFC at the application
level.

Instead, in our opinion, an attribute specified at the VDU
level allows the VNFM to execute specific operations
tailored for each single instance, thus simplifying the
implementation of the VNF itself.

Table VI shows the structure of the highAvailability IE
that has to be added to the VDU standard description [7].

TABLE VI. HIGHAVAILABILITY INFORMATION ELEMENT

Attribute(s) of the highAvailability VDU IE
Attribute highAvailability
Qualifier M
Cardinality 0..1
Content Enum
Description Defines redundancy model to ensure high

availability. Possible values are “ActiveActive” or
“ActivePassive”.
• ActiveActive: implies that two instance of the same
VDU will co-exists with continuous data
synchronization.
• ActivePassive: implies that two instance of the
same VDU will co-exists without any data
synchronization.

For example, the statement
"highAvailability":"ActivePassive" implies the active part to
request a set of parameters which can be different from the
configuration set which is needed by the passive part.
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Furthermore, the active and passive counterparts would
require a different set of instantiation/configuration scripts.
As shown in Figure 5, this condition could be easily enforced
by using an additional attribute defined in the
LifeCycleMetadataScript IE, i.e., the role attribute, which
can assume “active” (or “passive”) values, as described in
Table V.

IV. CONCLUSIONS

In this paper, some improvements have been proposed in
Management and Orchestration of Virtual Network
Functions, based on extensions of the Information Model
specified by ETSI. The need for these additional IEs in the
VNFD/VDU descriptor(s) has been originated from a real
implementation of a novel NFV-compliant Session Border
Controller solution. The key points addressed have been
more flexibility in the management of network functions and
increased reliability of virtualized systems. As a result of this
work, we provided a detailed description, rationales,
relationships and possible benefits coming from the new
attributes, as well as practical examples to support the
validity of the proposed approach. The extensions have been
applied and successfully validated on a SBC solution, thus
demonstrating very useful and easy to fit into the ETSI
specification framework.
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Abstract—The exponential growth of video traffic and the
outburst of novel video-based services is revealing the
inadequacy of the traditional mobile network infrastructure.
To respond to this and to many other demands coming from
today’s society, the 5G and the Multi-access Edge Computing
(MEC) initiatives are proposing novel network architectures.
In this context, this paper proposes the Video Transcoding
Unit (VTU) application, which, leveraging on MEC principles,
brings several functionalities to the edge of networks, greatly
improving User Experience with mobile terminals. The VTU
can be implemented as a SW (Software)-only Virtual Network
Function, or be accelerated by a Graphics Processing Unit
(GPU). Specific tests are described and discussed, showing the
clear superiority of the HW (Hardware)-accelerated
implementation in terms of computing performance and
efficiency. A possible use case is presented, in which the VTU is
used in a Stadium or in large public venues during crowded
events like a sporting match or concerts. The work presented
in this paper was undertaken under the EU Horizon2020
Sesame Project.
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I. INTRODUCTION

The recent worldwide explosion of mobile data traffic
has been impressive, and it is clear that this trend will
continue in the coming years.

The fast spreading of smart terminals together with new
services based on high-definition video have been the main
triggers of this explosion, revealing the inadequacy of the
architectural and technological approach adopted so far in
the design of the traditional mobile network infrastructure.
The telecommunication market, previously dominated by
voice traffic and text messages, is rapidly shifting to a
completely different and far more complicated scenario,
made of millions of connected applications where even
different actors have made their appearance, like machines
and “things” (smart home gadgets, vehicles, drones, robots,
also including sensors and actuators).

This way, Internet and communication networks have
become crucial for any evolutionary process of modern
societies and economies. This fact led to the definition of a
new kind of infrastructure based on the “fifth generation” -
5G - architecture as a response to the requirements coming
from the more diverse fields of the future world [1].

5G aims at assuming a fundamental role in the new
society; it is not only a simple evolution of previous mobile
networks – as was the passage from 3G to 4G - but it stands
as a real revolution, able to create the appropriate ecosystem
for technical and business innovation [2].

From the technological point of view 5G will take
advantage of the last years’ experience coming from the
convergence of the telecom world with Information
Technology. This strong movement addressed the necessity
coming from Network Operators of reducing general costs,
achieving better scalability and reducing the deployment
time of new services and resulted in a new architectural
vision based on Software-Defined Networking (SDN) and
Network Function Virtualization (NFV) [3].

5G will bring the SDN and NFV concepts in the radio
communications environments and will use them in a new
architectural framework where Multi-access Edge
Computing (MEC) will play a major role.

MEC Technology and Architecture concepts are a way to
improve both Efficiency and User Experience for a certain
number of services. MEC is an ETSI initiative that uses
virtualization, small cells, SDN and NFV principles to push
network functions, services and content to the edge of the
mobile network [4][5].

The MEC servers are typically directly attached to the
base station, but this is not a strict rule because, in this
regard, the MEC guidelines are widely open. They provide
computing, storage and networking resources that are
virtualized and shared by multiple virtual machines.

Traditionally, all data traffic originating in data centres is
forwarded to the mobile core network. The traffic is then
routed to a base station that delivers the content to the mobile
devices. In the mobile edge scenario, MEC servers take over
some or even all of the tasks originally performed in a data
centre. Being located at the mobile edge, this eliminates the
need of routing data through the core network, lowering
communication latency. As such, the MEC paradigm helps
to reach the severe requirements posed by 5G in terms of
throughput, latency, scalability and automation. It’s
important to note that many of the concepts that are at the
basis of MEC and the advantages they bring to a broad range
of services are valid regardless of 5G technology (in fact
MEC concepts can be similarly applied to fixed networks)
and can be demonstrated prior to the coming 5G.

There are many services that could benefit from being
hosted at the edge of the network. Several use cases have
been defined in the specification of MEC architecture to
demonstrate the advantages of the introduced concepts. One
of these use cases regards video traffic in stadiums and/or
large public venues where the video created during a sport
event or a concert is routed to a MEC server that is
responsible for its local distribution, without involving
backhaul connection to the core network. The video contents
are then stored in this edge platform and can be locally
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elaborated with applications running on the same MEC
server to create new services and improve User Experience.

This paper presents the Italtel VTU application, which,
leveraging on MEC principles, brings several functionalities
to the edge of networks, greatly improving User Experience
with mobile terminals. VTU speeds up upload and download
of Video contents, reduces latency and contribute to
increasing the battery life of connected devices offloading
them from heavy transcoding operations.

This paper shows how an application such as the VTU
could fit in a real use case foreseen by 5G and MEC and
what are the limitations of a SW-only implementation with
respect to a GPU-accelerated one.

The paper is organized as follows. Section II provides a
brief functional description of the VTU. Section III briefly
discusses why HW acceleration should be considered in
developing a VNF such as the VTU. Section IV presents the
performance characterization of VTU with and without
GPU. Section V shows a possible use case for VTU during
localized crowded events. Finally, Section VI summarizes
the main results of this work.

II. VTU DESCRIPTION

The VTU can convert video streams from one video
format to another. It can either run on bare metal
environments, or it can be implemented as a VNF providing
optimized video transcoding function, for the benefit of
many other VNFs, to create enhanced services.

Depending on the type of application that should be
provided, the source video stream could originate from a file
within a storage facility, as well as coming in form of
packetized network stream from another VNF. Moreover, the
requested transcoding service could be mono-directional, as
in video stream distribution-like applications, or bi-
directional, like in videoconferencing (see Figure 1).

Figure 1. Simplified VTU model .

In the VTU, the audio and video transcoding capabilities
are provided by the Libav library [6], a very popular open
source library, which can perform encoding and decoding
according to a wide set of coding standards. The AVConv
tool from Libav is used for performing the conversion
between audio and video formats and containers; while it
already supports a wide variety of hardware accelerations,
native GPU support in encoding tasks is quite limited,
experimental and restricted only to H.264 and H.265
standards, exploiting the NVidia NVENC hardware encoder

of medium and high level NVidia GPUs [7]. The AVConv
tool running in the VTU has been modified so that VP8
encoding tasks can also greatly benefit from the
virtualization of GPUs.

The VTU VNF is implemented as SW module running
on a virtual machine and can be installed in one or multiple
physical servers clustered together through a local
communication fabric. The VTU can support a large set of
video codecs, and in particular the most recent and popular
ones, such as H.264, H.265 and VP8/VP9 [8][9].

III. VTU AND HW ACCELERATION

Although software-only functions can give acceptable
performance in many applications, when compute-intensive
workloads running at the data plane are of interest, such as
those based on video data processing, quite poor results can
be obtained. In these cases, to reach the expected
performance, it is often necessary to consider a slightly
different approach that involves the use of Hardware
accelerators. In general, managing HW accelerators and
making them transparently available to every VNF goes
against the assumption of every virtualized environment, of
having a uniform HW platform made of CPU-only
computing elements. The presence of HW accelerators
bound to a virtual function implies the use of a SW layer that
must be HW-aware, thus significantly complicating system
management operations and scalability [3][9]. Though, the
advantages of HW acceleration can be so preponderant, in
particular when performance, latency or Service Level
Agreement (SLA) requirements are challenging, that not
considering them can push a commercial product out of the
market. In fact, acceleration is not just related to
performance, but also to the reduction of the number of
physical servers, footprint, network appliances and power
consumption. In short, it can make the difference in the
commercial proposition of a product.

A distinctive feature of VTU is the possibility not only to
run on general purpose CPUs but also to exploit the
Hardware acceleration provided by a GPU, to improve the
compute performance of video codecs. To this end, two
different architectural approaches can be used. The first one,
also known as “cooperative CPU- GPU” makes use of a
GPU to offload the most compute-intensive functions of the
video codec (usually, the Motion Estimation block), while
the main algorithm is kept running on the CPU. The second
approach, conversely, uses full HW implementation of video
codecs. Today, various HW versions of the most popular
encoding schemes, such as H.264, HEVC, VP8 and VP9, are
available [7][10]. The fully HW approach can provide higher
compute performance than cooperative CPU-GPU
algorithms. Though, the HW approach very often lacks the
flexibility in service management needed by service
operators, thus the cooperative approach is still preferred in
many real-life implementations. The VTU can adopt both
GPU-accelerated approaches. In fact, it can use the Nvidia
NVEnc encoder for the H.264 and H.265 encoding schemes
[7]. Also, the CPU-GPU cooperative approach described in
[11][12] can be used for the Google open Source VP8
encoder.
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IV. VTU PERFORMANCE

We carried out many tests in Italtel laboratories to
achieve a full performance characterization of the VTU, both
for the SW-only version, and the GPU-accelerated one. For
the sake of brevity, in the following, a few meaningful
results are presented and discussed. In particular, Figure 2
and Figure 3 show the results obtained with the VTU
featuring the H.264 and H.265 transcoding, (expressed in
frames per second) without HW acceleration (SW-only) and
with HW acceleration (using a GPU). The processing implies
decoding from the input format to the one required as output.

In all tests, the same H.264 Full HD video file
(1080x1920 resolution) was used as input. The VTU
provided four different video resolutions as output, in four
different transcoding tests: VGA (480x640 pixel), HD480
(480x852 pixel), HD720 (720x1280 pixel), HD1080
(1080x1920 pixel).

The horizontal axis in Figure 2 and Figure 3 represents
output resolution, while the vertical axis indicates the
achieved output frame-rate in frames per seconds (fps).

The SW-only VTU was running on a server with a single
socket Intel Xeon E5-2630v3 2.4GHz, 8 Core CPU, with 64
GB DDR4 RAM. The Encoder used in this case for H.264
and H.265 is X264 and X265, respectively.

The GPU-accelerated VTU was running on the same
server with the addition of a NVIDIA® QUADRO® M4000
GPU in a x16 PCIe Slot. The Encoder used by the GPU for
H.264 and H.265 is NVIDIA NVENC.

Figure 2 and Figure 3 collect the results of the tests
achieved with H.264 and H.265 encoders respectively. In
both cases only one session was launched for each test.

Figure 2. H.264 single session encoding performance (higher is better).

Figure 3. H.265 single session encoding performance (higher is better).

As one can easily see, the performance improvement
using the GPU compared to a SW-only solution is
remarkable in all cases. This confirms the need of GPU
acceleration especially in modern and future scenarios where
4K or even higher video resolutions are going to be used.

Another important aspect to emphasize is related to the
occupation of compute resources during transcoding.
Although in SW-only mode CPU resources were completely
occupied (all the CPU cores were running at 100%), using
the GPU both CPU and GPU resources were only partially
used. For example, during the H.264-HD1080 test reported
before, in which only one encoding session was launched,
the VTU was using only 20% of available GPU resources.
This fact led us to a second set of tests in which multi-
session performance was analyzed. In this new set of tests,
the focus was on a single case, i.e., H.264 HD1080,
launching 2, 4, 8, and 16 concurrent transcoding sessions.

The results are reported in Figure 4 and Figure 5.

Figure 4. H.264 HD1080 encoding SW-only in multi-session transcoding
tests (performance are related to each single session) with percentage of

CPU resources utilization.

Considering the SW-only implementation (Figure 4) the
performance of each single session decreases with the total
number of executing sessions. Comparing the performance
of 1 session to that with 16 concurrent sessions the result is
the same. In fact, aggregating the fps of all the 16 sessions
we obtain 16x2.5= 40fps (in case of 16 concurrent sessions
the single session fps is 2.5). This can be easily justified
considering that the CPU occupation during the processing is
always around 100% also running a single session.

The same is not true using the GPU (Figure 5). In this
case the CPU is only partially used because the workload is
mainly offloaded to the GPU whose resources are, in turn not
fully used (as the dotted lines show). Using the GPU with 16
concurrent sessions we reach 24 fps for each session, for a
total of 16x24=384fps. The 384/40 ratio brings to a 9.6x gain
in performance using the GPU respect to a SW-only
solution. During the GPU test with 16 transcoding sessions
the CPU was running at 70% giving it the possibility to run
other tasks. This was not possible with SW-only solution,
because in such a case the CPU was always 100% occupied.
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Comparing the efficiency of the two solutions in term of
performance/watt we see another important advantage of
using the GPU. In fact, in case of 16 sessions (H.264-
HD1080), the power consumption of the server running the
SW-only VTU is around 200W while with GPU is around
300W. The gain in efficiency for GPU-accelerated VTU is
then 6.4 ((384/300) / (40/200)).

Figure 5. H.264 HD1080 encoding with GPU in multi-session
transcoding tests (performance are related to each single session) with

percentage of CPU and GPU resources utilization.

Similar considerations could be made regarding costs
(the GPU used costs only around 70% the price of the server)
and physical space (the space occupied by the server with or
without GPU is the same, the latter being hosted inside the
server).

V. A USE CASE FOR VTU

A possible use case for the VTU can be described by the
following two scenarios.

“Imagine being at a stadium, where a football match
takes place. Your team scores a goal but you are not in the
best position to appreciate it or the action was confusing and
you did not realize who scored the goal and how. You would
like to have the possibility to watch on your smartphone the
most relevant actions from different points of views”

Or:

“You are attending a crowded concert in the front row
close to the stage and you want to show to other friends
attending the concert far from the stage some video in real
time, picturing the performance in progress. Also, the
concert organizers could decide to show on the gigantic main
screen a collage of real time videos coming from spectators
to give them a more immersive and engaging experience.”

In this type of contexts, there is an overwhelming
demand for services that give the possibility to the users to
have videos on their smartphones or tablets on demand, as
services provided, for instance, by the Stadium.

From the technological perspective, what is needed to
implement such type of services is a networking
infrastructure featuring a very rapid upload and download of

large files, such as HD videos. In addition to that, the
possibility to process in a highly effective way video streams
is a mandatory function to provide enhanced services. VTU,
implemented in a MEC environment, represents a possible
answer to that demand coming from the market. The HW-
accelerated transcoding of video streams can help in
reducing the computational workload of mobile terminals
converting video streams from the uploaded format to one
more suitable for the receiving terminal, increasing its
battery life.

The whole process of upload, transcoding and download
takes place locally in the MEC server (Figure 6) offloading
the backhaul connection towards the core network. This
reduces latency and avoids backhaul traffic congestion.

Figure 6. VTU use case: providing low lantency video sevices during
localized crowded events leveraging MEC architecture

To this end, the MEC server must be equipped with its own
high performance storage where all the videos uploaded
from the users are kept for a certain amount of time, for
instance a week. During this period a suitable application can
make them available on demand outside the perimeter of the
stadium, e.g., at home. The spectators during a sporting event
can then upload many videos and delete them immediately to
preserve memory space on their mobile devices, having the
possibility to choose at a later time which one to download.

To provide these services, the Stadium or the event
organization will make available an App to download on
spectators’ smartphones.

VI. CONCLUSION

This paper has presented the Video Transcoding Unit
(VTU) application, which, leveraging on MEC principles,
brings several video data processing functionalities to the
edge of networks, greatly improving User Experience with
mobile terminals. The VTU can be implemented as a SW-
only VNF, or be accelerated by a GPU. Specific tests have
been reported showing the clear superiority of the HW-
accelerated implementation. A possible use case has been
presented in which the VTU is used in a Stadium or in large
public venues during crowded events like a sporting match
or a concert. This work was undertaken under the EU
Horizon2020 Sesame Project.
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Abstract—5G networks are envisioned to support substantially
more users than the current 4G does as a direct consequence of
the anticipated large diffusion of Machine-2-Machine (M2M) and
Internet of Things (IoT) interconnected devices, often with signif-
icantly higher committed data rates than general bandwidth cur-
rently available into Long Term Evolution (LTE) and broadband
networks. The expected large number of 5G subscribers will offer
new opportunities to compromise devices and user services, which
will allow attackers to trigger much larger and effective cyber-
attacks. Significant advances in network management automation
are therefore needed to manage 5G networks and services in an
efficient, scalable, and effective way while protecting users and
infrastructures from a wide plethora of advanced security threats.
This paper presents a novel self-organized network management
approach for 5G mobile networks where autonomic capabilities
are tightly combined with Network Functions Virtualization
(NFV) and Software-Defined Networking (SDN) technologies so as
to provide an effective detection and mitigation of cyber-attacks.

Keywords–SDN; NFV; 5G; cyber-protection.

I. INTRODUCTION

5G aims to provide a scalable network infrastructure to
meet the exponentially-increasing demands on mobile broad-
band access, both in terms of the number of connected users
and required bandwidth. In this context, cyber-security widely
recognized as a well-known challenge is already targeting all
the layers of any ICT system, and it is becoming even more
crucial to protect infrastructures due to the potential size and
effects of cyber-attacks. Increased availability, service continu-
ity, resilience, and delivery assurance for a broad spectrum of
5G services and applications are some of the security keywords
that when combined with the anticipated levels of 5G mobility
are required for the evolution of current security infrastructures
towards more flexible, dynamic, and adaptive solutions.

Deep and extensive cloudification of services, with inte-
gration of edge and centralized clouds is another 5G key
aspect that is accelerating the adoption of Network Functions
Virtualization (NFV) and Software-Defined Networking (SDN)
technologies as key enablers of truly dynamic and automated
service management in 5G networks, including multiple recur-
rent provisioning, maintenance, and service resilience [1].

The combination of NFV and SDN capabilities is the

base for a required paradigm shift in the way 5G net-
works will be planned, deployed, and operated, i.e., to truly
achieve autonomic management of 5G networks. The main
target is to achieve a highly intelligent management platform
for smart self-management of complex networking scenarios
where proactive and reactive actions are automated in order
to resolve and mitigate a wide plethora of networking prob-
lems (from performance issues to network failures and cyber-
attacks), thus minimizing the intensive manual maintenance
and troubleshooting tasks for network operators, leading to
significant decrease in operational costs.

Such a novel paradigm for fully-automated and highly
intelligent self-organized network (SON) management must
provide four key functionalities in a continuous loop for
automated detection and reaction to cyber-attacks, following
the well-known MAPE approach: Monitor, Analyze, Plan,
and Execute, as depicted in Figure 1. In Monitor phase,
dedicated SDN-enabled sensors are deployed in the network
infrastructure to facilitate system-wide distributed monitoring.
These sensors are basically not only traditional monitoring
sensors deployed in physical infrastructures, but also NFV and
SDN applications spread across edge and core ETSI-compliant
NFV Infrastructures (NFVI) Points of Presence (PoPs) that
enable end-to-end user, network, and service awareness by
means of specialized security-related metrics. At Analyze
phase, the heterogeneous and specialized metrics collected
during monitor feed data analysis processes encompassing
scalable data analytics and machine learning techniques to
produce key indicators and symptoms in the form of high-level
metrics for particular 5G service affecting conditions, such as
security threats, intrusions, denials of service, etc. At Plan
phase indicators and symptoms generated by the data analysis
processes are then combined and further analyzed to produce
high-level tactical actions with the aim of reacting (possibly
in a proactive mode) to the diagnosed conditions. The goal of
the Plan task is to take decisions upon heterogeneous network
security issues, which translate into actions to be enforced for
network and service re-configuration. Finally, at Execute phase,
the action plan is enforced over the heterogeneous physical and
virtualized 5G network infrastructure. Either deployment of
new SDN-enabled virtualized actuators, or re-configuration of
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Figure 1. Autonomic network management architecture with NFV & SDN.

existing NFV and SDN applications may be included in action
plans. End-to-end service orchestration is needed to coordinate
lifecycle management of end-to-end 5G services composed by
NFV and SDN applications.

The above concepts are the building blocks in the reference
architecture depicted in Figure 1 where the self-organized
management platform suitable for 5G networks and services is
addressed under the SELFNET research project, funded by the
EC under the Phase 1 of the 5G Public Private Partnership (5G-
PPP) within the H2020 Framework Programme. SELFNET
specifically addresses these network management challenges
of 5G networks by closing the control loop while leveraging
and enhancing standard NFV management and orchestration
approaches currently targeted by ETSI NFV [2].

This paper presents a self-organized management approach,
compliant with the MAPE approach, which aims at detecting
and mitigating cyber-attacks in 5G mobile networks. Dedicated
NFV and SDN applications for the purpose of cyber-attacks
conducted by botnets are described (Section II), as well as
orchestration (Section III) and lifecycle (Section IV) manage-
ment principles and workflows for their effective operation in
5G scenarios. Conclusions are finally drawn in Section V.

II. DETECTION AND MITIGATION OF BOTNETS IN 5G
MOBILE NETWORKS

5G networks, like any other radio communication systems,
are prone to being compromised by attackers who use elements
connected to the 5G antennas (the users equipments –UEs), to
serve as a stepping stone for launching cyber-attacks, such as
Distributed Denial of Service (DDoS) attacks, among others.
In 5G, the detection and mitigation of botnets will present an
even greater challenge due to the massive number of connected
devices as well as a higher data rate. To this end, we propose
decoupling traditional botnet detection procedures into two
phases at two complementary levels of abstraction; namely:

1) Detection at high-level to proactively identify suspect
Command & Control (C&C) channels, by monitoring
and analyzing network traffic flows exclusively.

2) Fine-granularity detection at low-level through Deep
Packet Inspection (DPI) to confirm the real existence of

the C&C channels detected in the previous phase.

Monitoring network flows during the first high-level detec-
tion phase allows us to analyze big volumes of data quickly
and in near real-time. A deep analysis of network packets
is not feasible in a first step due to the massive amount of
traffic in the network. For this reason, the deep analysis is
conducted in a second step between the peers identified as
suspects during the first step, but carrying it out for a much
smaller number of peers. The sensor in charge of gathering the
traffic network flows to be subsequently analyzed, from a high-
level detection perspective, is called Flow-Based Monitoring
(FBM), while the deep analysis is performed by a DPI tool,
such as Snort [3]. The latter also acts as a sensor, although at
lower granularity than the other. Both phases make reference to
the two detection control loops defined in the Self-Protection
use case within the 5G-PPP SELFNET project [4], which is
augmented in this paper by the full integration of end-to-end
orchestration and application management components so as
to proactively detect potential botnets in 5G mobile networks.

Once the second detection phase confirms the actual exis-
tence of the botnet, our approach is based on the deployment of
a reaction based on the so-called deception approach to counter
the botnet and, consequently, the potential cyber-attacks that
it could produce. This reaction consists of deploying and en-
forcing a virtualized and personalized honeynet as an actuator
(HNet) by using honeytoken techniques [5] to isolate the UEs
shaping the botnet. It aims at cloning the botnet zombies –UEs
known as bots– to emulate their behaviors. As a result, the real
attacker (i.e., the botnet’s owner) will not be aware that part
of the attack actions have been disabled by the HNet. Sensors
and actuators, as detailed earlier and summarized in Table I,
are dynamically deployed and operated as NFV applications
(see Section IV).

For their operation, i) the DPI sensor needs access to the
raw network packets exchanged between the suspicious peers
to be inspected and ii) the HNet actuator requires the network
flows of the C&C channels detected by the DPI to be redirected
to the emulated bots while blocking the real ones. To this end,
an actuator listed in Table I as FlowT has been implemented
as an SDN application to reconfigure the flow tables of the
virtual switches providing the following two features:

• Network Flow Mirroring to send copy of the network
packets of given peers to the DPI for their inspection,
thereby starting the second detection control loop.
• Network Flow Diversion to redirect the network flows

of given peers to the HNet, where they are isolated
to avoid cyber-attacks (mitigation phase) and learn new
knowledge when changing botnet behavioral patterns.

The whole set of detection and mitigation actions for
these two control loops mostly matches the bottom layers
in Figure 1. The SON Autonomic Management Layer sitting
on top provides those autonomic features needed to have an
intelligence-driven 5G management platform. It is in charge
of analyzing the metrics and events gathered from the sensors
and deciding when, where, and how to deploy and configure
sensors and actuators in a coordinated way.

Figure 2 shows the overall workflow aimed at detecting
and mitigating botnets in 5G networks, expanding the previous
SON Autonomic Management Layer in a pool of modules
addressing the MAPE capabilities, as detailed in Section III.
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Figure 2. Overall workflow for detecting and mitigating botnets in 5G mobile networks.

TABLE I. SET OF NFV- AND SDN-APPS DEFINED FOR THE SELF-PROTECTION USE CASE.

Name Type Short description Input data Output data
FBM NFV-App

(sensor)
Flow-based monitoring for high-level detection
of suspect C&C channels

Raw network packets Metrics on the network status: Number of packets,
size, frequency between peers, etc.

DPI NFV-App
(sensor)

Deep packet inspection for detecting distributed
threats (e.g., bots) at low level

Raw network packets Alerts or events that report incidents on a cyber-
attack or the confirmation of existence of bots

HNet NFV-App
(actuator)

Build a virtualized and personalized honeynet
by creating fake bots

List of new threat targets (incl. the attackers’
IP addresses to be diverted) and configuration

Network traffic sent to the C&C server emulating
the real bots’ behavior

FlowT SDN-App
(actuator)

Reconfigure the flow tables of the vSwitches to
enable DPI and HNet

New flow tables for the affected/under attack
virtual network

New traffic steering policies to be routed to the
OpenDaylight controller(s)

Specifically, pattern recognition techniques are being used in
SELFNET for the first high-level detection phase, so as to
identify similar patterns in behavior between peers, while DPI
tools with 5G support, such as Snort, provide the expected deep
analysis in raw network packets depending on the botnet type
(identified as suspected by the first autonomic loop). These
detection phases are encompassed by the Monitor & Analyzer
Sublayer, which feeds the Autonomic Management Sublayer
with potential symptoms about a security-related problem. This
latter examines the detected symptom, searching the causes
that produced it and deciding certain actions (tactics) through
machine learning techniques to be enforced. Reinforcement
learning techniques are also used to further refine the previ-
ous decision-making process, by making use of reward (and
punishment) mechanisms in case the tactical actions help to
detect other bots.

With a pool of sensors and actuators already deployed in
the network, 5G mobile users can move from one location
to another, implying that deployed detection or mitigation
functions will need to be adapted accordingly. They should
be moved following users’ mobility, in order to continue mon-
itoring and analyzing those UEs under inspection (detection
phase) or even emulating their behaviors (mitigation phase) as
was previously done. As an example, consider the 5G mobile
scenario shown in Figure 3.

In this figure, one or more UEs served from RAN1 move
and are served by RAN2. In the case that they were being
analyzed (by a DPI) or emulated (by a HNet) in RAN1,
the corresponding sensors and/or actuators capabilities will
be dynamically migrated to RAN2 to keep their detection
and mitigation processes up and running (either with new
deployments or re-using existing applications in RAN2).

For scalability purposes, multiple distributed SDN con-
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eNodeB

DPI

OVS

NFVO SDNO

Bot

RAN1

FBM HNet

C&C





SDN Controller

FlowT

Figure 3. 5G mobile scenario where combining NFV- and SDN-Apps.

trollers may be deployed to control specific segments of the
network, all managed by the Orchestration Sublayer acting as
a centralized coordination point.

III. END-TO-END ORCHESTRATION OF COMBINED NFV
AND SDN APPLICATIONS

The evolution towards a 5G enabled service architecture
will lead to the creation of a new service environment, built
over a mesh of micro data centers (also known as PoPs)
coordinated by advanced service management platforms. These
platforms, including advanced virtual infrastructure manage-
ment platforms, will provide enhanced agility for new services
creation and operation, being also a contributor for costs
reduction due to use of common purpose hardware.

At present time, the creation of a new service requires
the setup of an engineering project to coordinate and govern
the configuration of several distinct network elements and
the creation of specific service logic in proprietary delivery
and control platforms. Additionally, the management of this
distributed service intelligence over several network appliances
(also known as Physical Network Functions –PNFs) requires
the setup of complex management processes. All this together
compromises the agility to launch new services. The migration
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of service logic to virtualized (VNFs) and software-defined
functions (SDN-Apps), allows the service provider to reduce
significantly the operational impact of launching new services.

A complete autonomic management loop opens the pos-
sibility to explore a wide set of new use-cases for service
providers, usually known as self-* (e.g., self-healing, self-
protection, self-optimization). Nevertheless, the challenges to
orchestrate NFV and SDN applications are much more com-
plex when compared with physical functions. Virtual and
software-defined functions can be dynamically on-boarded,
provisioned, started, paused, and stopped, whereas the manage-
ment procedures over physical functions are much more lim-
ited and static. The instantiation of a virtual and/or software-
defined network service is expected to be a fully automated
procedure, without human intervention, while the instantiation
of a physical service sometimes requires the explicit interven-
tion of human resources on the field.

In this context, Operational Support Systems (OSS) are
naturally evolving to deal with such a wide and differentiated
pool of resource types (VNFs, PNFs, and SDN-Apps) in order
to provide end-to-end services composed by any combination
of virtual, legacy, or SDN-based function. In particular, the
need for a holistic orchestration component, which combines
all the required logical resources management to deliver a
service, must be provided. This component, known as End-to-
End Service Orchestrator (E2E-SO) and its main interactions
is briefly depicted in Figure 4.

Figure 4. 5G End-to-End Service Orchestrator high-level concept.

According to the E2E-SO concept, software components
(SDN-Apps and VNFs) are dynamically managed and con-
figured for provisioning E2E services through the utilization
of Resource and Application Management modules. The dis-
played PNFM concept regards the need for on-the-fly recon-
figuration of PNFs and delivery of an E2E service that spans
beyond the borders of a single PoP. This need is addressed
in the context of the Application Management abstraction that
is realized by the instantiation of a pool of adaptation objects
per resource instance (PNF, SDN-App, VNF), which enable
a scalable orchestration approach spanning multiple domains
and PoPs. This pool of objects provides a common interface to
be utilized by the E2E-SO during instantiation, configuration,
and reconfiguration of the three resources types. In the case
of PNFs, the adaptation objects are generated by manual
registration of the PNFs available in each PoP, whereas for
the SDN-Apps and VNFs the lifecycle management triggers
the automated provisioning of the related configuration objects.

Applying the E2E orchestration concept to the concrete
case of cyber-attacks, the E2E-SO will have a key role in both
autonomic loops of the scenario, being the entity responsible
for orchestrating all the required elements to deliver the action

required by the autonomic manager, as depicted in Figure 2.
Before the first control loop, the E2E-SO is key to deploy

and configure the FBM VNF sensor, which will be responsible
to provide the flows monitoring and therefore trigger the first
control loop. Thereafter, during the first autonomic loop, based
on the monitored flows (step 1) through the FBM VNF, a
suspicious botnet symptom is detected (step 2). As a result
of this symptom, in order to ensure that a cyber-attack is
happening, the autonomic manager requests the E2E-SO to
activate a DPI to analyze the suspicious botnet network traffic
(step 3). The E2E-SO instantiates (if not yet instantiated for
other tenants) and configures a DPI VNF sensor (in this
case Snort) according to the information (e.g., location, botnet
signature, etc.) provided by the autonomic manager (steps 4,
5, and 6). The E2E-SO interacts with the NFVO to deploy
and configure the DPI VNF. Additionally, still as a result
of the first autonomic loop, the E2E-SO is also responsible
for requesting the SDNO to activate and configure the FlowT
SDN-App to apply, through the SDN Controller, the mirroring
of the potential zombie network traffic towards the deployed
DPI VNF (step 7).

At this stage the second autonomic loop is started and, as
a result, when a potential zombie is confirmed as an attack, an
event is triggered by Snort (step 8). This event is processed,
filtered, enriched, and provided to the autonomic manager (step
9) confirming that a cyber-attack is taking place. Consequently,
the autonomic manager requests the E2E-SO the isolation of
the attack (step 10). As a result, the E2E-SO requests the
NFVO the deployment and configuration of a HNet VNF in
order to create emulated zombies (steps 11-13). Finally, the
E2E-SO has to coordinate the diversion of the attacker network
traffic towards the HNet by requesting the SDNO to configure
(step 14) the FlowT SDN-App for this action. In the end,
zombies being attacked are isolated.

IV. AUTOMATED MANAGEMENT OF SENSORS AND
ACTUATORS LIFECYCLE

5G networks pose challenging requirements in terms of
automation and performance for deployment of new services.
The aspect of network management is being critical for the
efficient provisioning and maintenance of new services in 5G
networks. In accordance to the 5G KPIs [6], the reduction
of services provisioning time from 90 days to 90 minutes
is possible if the whole lifecycle of network functions and
applications to be deployed and combined as services in the
5G network infrastructure is managed by means of coordinated
and automated procedures.

Common and homogeneous mechanisms and procedures
are needed to manage the whole lifecycle of individual NFV-
and SDN-Apps (i.e., instantiation, configuration, start, stop,
scale, termination, etc.) irrespectively of their specific logic
or function. This means that sensors and actuators listed in
Section II need to be properly encapsulated to be coordinated
by the E2E-SO and achieve a high degree of automation in
the detection and mitigation of cyber-attacks.

A. NFV and SDN Applications Onboarding
The very first aspect of lifecycle management of NFV-

and SDN-Apps refers to their onboarding in the management
platform. With reference to Figure 2, this is provided by
the NFV/SDN Application Onboarding Sublayer. When an
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application is onboarded it becomes available to be instanti-
ated, configured, and composed with other applications and
network functions in support of specific E2E 5G services.
However, the onboarding sublayer is more than a simple
catalogue listing applications and network functions. It is a
full onboarding service, managing a set of operations including
applications onboard, enable, disable, update, and offboard,
with management of software images for VNFs and SDN
bundles upload for SDN-Apps. Moreover, the onboarding
service is responsible for notifying all these operations within
the management platform to all those components involved in
the applications lifecycle management and operation (mostly
E2E-SO, SDNO, and NFVO).

Starting from the VNF Package definitions in the ETSI
MANO specifications [2], we defined the concept of App
Package to support the one-click automated onboarding of
both NFV- and SDN-Apps with a common approach valid
for all kinds of sensors and actuators. An App Package is
a single entity (in the form of a software archive), which
encapsulates a given sensor or actuator. It is the container
of all the information needed to operate a given application,
including a set of information organized in folders and JSON
files. In particular, the full structure of an App Package is
shown in Figure 5.

Figure 5. App Package structure.

In this context, the structure of an App Package includes
a set of JSON files organized as follows:
• metadata.json: includes generic onboarding information

for the application, like application family (sensor or ac-
tuator), class (VNF or SDN-App), and type, augmented
with specific software image and bundles registration
data. For VNFs, it also includes information of specific
lifecycle scripts to be used to apply actions on the VNF.

• app-descriptor/ : it is the folder containing the app de-
scriptor file app-d.json, which provides information re-
lated to requirements for instantiation and management,
in terms of resources to be allocated and configured for
proper app operation. For VNFs, it follows the standard
VNF Descriptor (VNFD) format defined by ETSI [2]

• configuration/ : it is the folder containing the app con-
figuration information file configuration.json, which pro-
vides information related to the configuration primitives
actions exposed by the App. It models parameters and
actions to be applied for proper management and control
of the specific app operational behaviors

• monitoring/ : it is the folder containing the app moni-
toring information file monitoring.json, which provides
information related to the monitoring metrics exposed
by the app when it is a sensor. It models both metric
parameters and operations to collect them.

B. Lifecycle Management of NFV Applications: VNFM
The reference baseline for the NFV applications encapsula-

tion is the ETSI MANO framework [2], with the VNFM as key

component responsible for the lifecycle management of all the
sensor and actuator VNFs listed in Section II. The VNFM aims
to provide a unified and common approach for the lifecycle
management of sensor and actuator VNFs, thus exposing
primitives towards Orchestration Sublayer components (e.g.,
the NFVO) to instantiate and control the VNFs in the NFV
Infrastructure. The VNFM functions as defined by ETSI can
be considered as generic and common functions applicable to
any type of VNF. The VNFM depicted in Figure 2 implements
the following VNF lifecycle management operations specified
by ETSI: 1) VNF instantiation, including VNF configuration
according to the VNFD included in the correspondent App
Package, which describes attributes and requirements to realize
such VNF and provision it; 2) VNF instance modification, that
basically consists into an update of the VNF configuration; 3)
VNF instance scale out/in (i.e., allocate or terminate Virtual
Machines in support of a given VNF) and up/down (i.e.,
increase or decrease virtual resources for a given VNF); and
4) VNF instance termination.

We implemented the VNFM as a stand-alone prototype [7]
on top of the OpenBaton open source project, and enhanced it
for this work to integrate the DPI and HNet VNFs. OpenBa-
ton [8] is an ETSI MANO compliant tool, which can be easily
integrated with existing cloud platforms like OpenStack [9]
and adapted to different types of VNFs. For each VNF, a
lifecycle management agent is embedded in the correspondent
Virtual Machine to enable the communication with the VNFM
and implement specific actions on the VNF according to
the lifecycle scripts included in the App Package. The agent
enables the containerization of VNFs into encapsulated VNFs
and provide a common lifecycle management message bus
interface based on RabbitMQ [10] towards the VNFM, i.e., in
support of the four operations described above. In particular,
with reference to the VNFs listed in Section II (i.e., the DPI
and the HNet), and the workflow in Figure 2, this message bus
interface is used in steps 6 and 13 for taking care of VNFs
configurations during the two control loops.

For the DPI VNF, the configuration operation allows the
Snort application to start inspecting those network flows iden-
tified by the Monitor and Analyzer components as suspected
to belong to a potential botnet. The Snort VNF is indeed
configured with the following parameters: i) IP addresses
and ports identifying the suspected network flow involving
the potential bot and C&C server and ii) the detection rule,
specifying the pattern or payload content to be identified by
the DPI engine. For the HNet VNF, the configuration operation
enables the emulation of a bot identified by the second loop
of Monitor and Analyzer detections. In practice, the HNet
is configured by the VNFM with: i) type of botnet to be
emulated; ii) frequency of the requests to be sent to C&C
server; iii) identifier of the bot to be emulated; and iv) IP
address of the C&C server.

C. Lifecycle Management of SDN Applications: SDNO
The concept of the SDN Application Management, as

realized by SDNO foresees two types of applications: i) SDN-
Apps, which regard software components that are deployed and
executed in a runtime environment outside the SDN Controller
and utilize its NorthBound Interface (NBI), this being, in prac-
tical terms, an SDN-App implementing a network application
logic that is carried out through a number of transactions with
the Northbound interfaces of the SDN Controller focusing on
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specific high level tasks, such as extracting topology informa-
tion or network metrics, applying any forwarding rules, etc.;
and ii) SDN-Controller-Apps, which are software packages
deployed directly in the SDN Controller runtime environment
utilizing directly the services provided by other components
of the controller or by southbound protocol plug-ins.

In essence, SDN-Apps intent to abstract the details of the
Northbound Interface of the SDN Controller, as offered by
the various features and bundles activated in the Controller,
and while they are handling internally the complexity required
to apply a particular forwarding rule or isolate and expose a
view of the information that is available in the Controller, at the
same time they are providing a uniform interface to be invoked
in the context of an end to end service orchestration. This
interface streamlines the way information has to be structured
and contextualized so that the applications can be catalogued
in terms of what is offering and what high level (abstracting
SDN Controller NBI model) parameters are required in order
to offer it. On the other hand, SDN-Controller-Apps are
structured and developed according to the SDN Controller’s
principles and they are exporting their application model via
the controller’s NBI. Typically, the SDNO based approach
focuses on the development of a number of SDN-Apps that
enable a more effective and targeted use of what is offered by
SDN-Controller-Apps.

An SDN-App may be included in various service composi-
tions, which in turn may require that a separate instance of the
app implementation is launched per service. Thus, contrary to
the shared nature of SDN-Controller-Apps, SDN-Apps may be
instantiated multiple times with each instance being associated
with a particular tenant. Instantiation of an SDN-App can occur
only after proper insertion of the app in the onboarding cata-
logue, which is reflected on the SDNO in terms of registration
of the app implementation under the particular app type REST
endpoint. The SDNO assigns to the newly registered app an
implementation order identifier that is thereafter used by the
SDNO to export the implementation for management purposes
towards the E2E-SO. The supported management functions
include app removal, which is triggered by the onboarding
catalogue and instance management requested by the E2E-
SO. For every app registered with the SDNO, the configuration
extract from its descriptor (as presented in Section IV-A above)
is collected from the notification generated by the onboarding
catalogue through the message bus. This piece of information
is processed by an adaptation object, which the SDNO is
generating when an instance of the SDN-App is requested by
the E2E-SO. The object analyses the configuration descriptor
and provides a unique REST endpoint for every action the
SDN-App is offering, to be invoked by the E2E-SP whenever
the configuration of the SDN-App has to be updated. The
configuration for all the apps is based on a key-value format.
The adaptation object is also launching a Docker container [11]
from a Docker image where the SDN-App binaries are in-
stalled. Those binaries are thereafter configured via execution
commands through the Docker API according to the communi-
cation (remote execution, REST, environment variable settings)
protocol indicated in the onboarding descriptor.

For the FlowT SDN-App, the SDNO prepares a Docker
image with Python support and installs the FlowT implemen-
tation therein. For any instance of the app that is requested
by the Orchestrator a separate Docker container based on the

previous image is instantiated and an adaptor object is started.
The adaptor object exports a number of action endpoints re-
lating to the FlowT configuration actions (“mirror”, “divert”,
“mirror-del”, “divert-del”, “remove-all”). The E2E-SO may
post thereafter, to the proper REST endpoint identified by the
FlowT instance ID, the required JSON formatted configuration
sets as {“key”: “key name”,“value”: “requested value for
key”} arrays, that communicate the specific parameters re-
quired for activating the related action. In the case of “mirror”,
action the following parameters have to be defined: source
and destination IP addresses of the flow, the IP address of
Snort, and the identifier of the OVS instance to be configured.
Similarly, for “divert” action the parameters are the same but
instead of the Snort IP the HNet IP address has to be provided.

V. CONCLUSIONS

5G networks will need to be managed in a very flexible, dy-
namic, and scalable way, targeting a high degree of automation
in the deployment of new services on top of virtualized and dis-
tributed infrastructures. This paper presented a self-organized
network management approach where autonomic functions
are combined with NFV- and SDN-Apps for detection and
mitigation of cyber-attacks conducted by botnets. While NFV-
and SDN-Apps, together with VNFM and SDNO lifecycle
management functions, have been developed and integrated
into virtualized testbed infrastructures, future work will involve
implementation of E2E-SO and autonomic components.
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