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The Third International Conference on Evolving Internet [INTERNET 2011], held between June 19
and 24, 2011, in Luxembourg, dealt with challenges raised by evolving Internet making use of the
progress in different advanced mechanisms and theoretical foundations. The gap analysis aimed at
mechanisms and features concerning the Internet itself, as well as special applications for software
defined radio networks, wireless networks, sensor networks, or Internet data streaming and mining.

Originally designed in the spirit of interchange between scientists, the Internet reached a status
where large-scale technical limitations impose rethinking its fundamentals. This refers to design aspects
(flexibility, scalability, etc.), technical aspects (networking, routing, traffic, address limitation, etc), as
well as economics (new business models, cost sharing, ownership, etc.). Evolving Internet poses
architectural, design, and deployment challenges in terms of performance prediction, monitoring and
control, admission control, extendibility, stability, resilience, delay-tolerance, and interworking with the
existing infrastructures or with specialized networks.

We take here the opportunity to warmly thank all the members of the INTERNET 2011 Technical
Program Committee, as well as the numerous reviewers. The creation of such a broad and high quality
conference program would not have been possible without their involvement. We also kindly thank all
the authors who dedicated much of their time and efforts to contribute to INTERNET 2011. We truly
believe that, thanks to all these efforts, the final conference program consisted of top quality
contributions.

Also, this event could not have been a reality without the support of many individuals,
organizations, and sponsors. We are grateful to the members of the INTERNET 2011 organizing
committee for their help in handling the logistics and for their work to make this professional meeting a
success.

We hope that INTERNET 2011 was a successful international forum for the exchange of ideas
and results between academia and industry and for the promotion of progress in the area of the
evolving Internet.

We are convinced that the participants found the event useful and communications very open.
We also hope the attendees enjoyed the historic charm Luxembourg.
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Abstract—This article presents a cross layer aware 

bandwidth aggregation and network condition determination 

of a fixed computing system dynamically. The proposed 

system transmits and receives data simultaneously through 

multiple physical interfaces, also determines the condition of 

communication channel/network associated with those 

physical interfaces while performing the bandwidth 

aggregation. This proposed cross layer system enhances the 

download and upload data transmission rates of the 

applications. Its core functional block resides in between the 

data link/MAC (medium access control) and network layer 

and encapsulates the existing multiple physical interfaces. 

Aggregation of bandwidth and determination of network 

condition by using the proposed cross layer system is 

presented with case study and experimental results in detail 

along with future research scope here.  

Keywords—TCP; UDP; PPP; Ethernet; Bandwidth 

aggregation; Cross layer architecture; Network Channel  

I. INTRODUCTION 

A system that enables information sharing across the 
layers is regarded as a cross layer system. In this article, 
focus has been given to design and develop a cross layer 
system to achieve bandwidth aggregation and to determine 
the network condition of multiple communication links 
connected with the active physical interfaces of a fixed 
computing system. 

The cross layer system as presented here, enhances the 
bandwidth of a system significantly by adding up the 
available bandwidths of the existing active communication 
interfaces (wired and wireless) without performing any 
modifications in the physical and data link layer of the 
existing interfaces. At the same time it determines the 
channel/network condition associated with each active 
physical interface. It is mainly an adaptive bandwidth 
aggregation system. This system runs multiple sessions 
over multiple interfaces. The proposed system encloses 
existing network interfaces, i.e., both MAC and physical 

layers of those interfaces. It does not need any 
counterpart/negotiation in any node including the final 
destination or end system of the communication link. It 
can be used for any transport layer protocol like TCP 
(transmission control protocol) and UDP (user datagram 
protocol). Notably, it does not require any service level 
agreement and a proxy support.  

 The case study, as presented here, performs a video 
streaming by using one interface, and a file download by 
using another interface simultaneously with an 
improvement in throughput achieved. It also presents the 
results of channel condition determination obtained by 
cross layer co-ordination for the multiple physical 
interfaces. 

The remainder of this article is organized as follows. 
First the related work in cross layer based bandwidth 
aggregation and network condition determination is 
presented, followed by an overview of the proposed 
system. The architecture of the system along with the 
details of experimental study and analysis are then 
described. The final section concludes this article with the 
future scope of the model. 

II. RELATED WORK 

Data transfer through multiple physical interfaces is 
broadly studied for improving the total available 
bandwidth entitled to the applications. Most of the related 
work in this area requires proxy architecture, service level 
agreement and counter component at the destination, to 
realize the bandwidth aggregation either in adaptive or 
non-adaptive manners. A network layer architecture 
consisting of an infrastructure proxy [1] or a multilink 
proxy [2] is applied for simultaneous use of multiple 
interfaces and aggregation of the throughput of 
heterogeneous downlink streams. The approach presented 
in [3] uses dynamic packet reordering mechanism of TCP 
streams over multiple links, also requires a network proxy. 
Service level agreement as well as proxy is used in the 
middle of the network for scheduling the packets through 
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multiple interfaces in [4]. Session-layer striping 
architecture over multiple links is proposed in [5] based 
on single virtual layer socket. Furthermore [6], describes a 
network middleware called Horde, which allows 
application to control certain aspects of data stripping 
over multiple interfaces. This middleware architecture 
comprises three layers in which the higher layer provides 
an interface to interact with Horde, middle layer handles 
packet scheduling, bandwidth allocation, and the lower 
layer deals with network channels.  

The framework based on cross layer concept, 
presented in [7], proposes adaptation across many layers 
of the protocol stack to support delay-critical applications 
in adhoc scenario, such as conversational voice or real-
time video. The work presented in [8] makes changes to 
the five layers namely physical, data link, and application, 
network, and transport layer like TCP to provide seamless 
delivery of multimedia services in heterogeneous wireless 
networks. Some modifications have been made to the 
transport protocols which make deployment of such an 
approach difficult. A dynamic QoS negotiation scheme 
has been proposed in [9], to do bandwidth aggregation for 
video streaming in wireless networks. 

Multiple interfaces of the same technology can also be 
striped for better performance at the link layer. The main 
idea of bandwidth aggregation on the link layer is to stripe 
data across a bundle of physical channels, as done in [10]. 
An adaptive inverse multiplexing technique has been 
described in [11] where IP Packets are fragmented by the 
multiplexor and tunneled through multiple links using 
multiple-link PPP over a link layer transfer protocol. A 
channel aggregation method in cellular networks is 
described in [12] where parity codes are applied across 
channels rather than across packets to improve the 
resilience. Another interesting approach is followed in 
[13], where it is proposed that users of WLANs should be 
able to multihome and split their traffic among all 
available access points, based on obtained throughput and 
a charged price. However, a link-layer solution of striping 
data through heterogeneous networks and to different IP 
addresses is not feasible because the link layer has no 
notion of IP. All these approaches described above 
demand modifications in both ends (i.e. server and client) 
to achieve bandwidth aggregation, and most of the 
approaches are tested in simulations, often based on very 
simple assumptions.  

Network condition determination in real-time has also 
attracted quite a few research works. Most of the works in 
this area are based on RTT (round-trip-time) 
measurement, using a single or multiple probe packets. 
Theory, improvements and some implementations related 
to Network condition determination based on RTT 
mechanism have been discussed in [14]. UDP based probe 
packet mechanism is used to determine the network 
condition and do rate control in a P2P (peer- to- peer) 
based video streaming application in [15]. Depending on 
the determined RTT values the upload bit rates are 
decided and the available bandwidth is calculated. The 

bandwidth determined decides whether to accept or reject 
a new P2P client requesting a connection at a random data 
rate. This method results in unstable RTT measurements 
since set of peers may be located anywhere in the world. 
Pair of probe packets with a fixed delay and packet pair 
dispersion technique is used to measure the available 
bandwidth in [16]. Along with the RTT calculation the 
time delay between the probe packets is measured and 
analyzed to predict the network bandwidth here. In [17] a 
variable size probe packet is used to measure the available 
bandwidths. Along with RTT the packet size is also 
considered to estimate the network capacity. A testing 
network including a test box measurement infrastructure is 
used here. 

However, these research efforts are based on single 
interface and not use multiple interfaces simultaneously 
and need counterpart in the destination. These approaches 
also do not make use of any cross layer technique. 

In [18], a bandwidth aggregation mechanism without 
network condition determination based on the application 
layer has been described. Here, the application data is 
distributed over multiple sessions communicating over 
multiple interfaces and assembled to get the complete 
application traffic. However, this system does not use any 
cross layer approach. Also importantly it is not adaptive in 
nature. 

III. SYSTEM OVERVIEW 

The cross layer aware bandwidth aggregation and 
network condition determination system as proposed here 
creates a ‘virtual physical’ interface by using its 
associated network driver module, which encapsulates all 
the existing active physical interfaces present in the 
computing system. It does not perform any modifications 
in the physical and data link layer of the existing physical 
interfaces. The virtual physical interface resides as the 
only default entry in the routing table, and provides a 
single communication pipe from IP (internet protocol) to 
the physical interfaces, starting from applications and 
vice-versa. The packets pertaining to different sessions are 
distributed to the multiple physical interfaces by this 
module for transmission, and also upon reception the 
packets are processed by this module, and pushed to the 
higher layers. Since there is no counterpart at the 
receiving side, the packets of a session are distributed 
through one physical interface only but packets of next 
session get assigned to the other physical interface. 
Depending upon the QoS requirement (if any) of an 
application the packets of that session can be assigned to a 
physical interface based on its network condition. Thus 
this proposed module enhances the bandwidth of a system 
significantly by adding up the available bandwidths of the 
existing active communication interfaces. It estimates the 
channel condition of the active physical interfaces by 
using probe-packet mechanism, and analyzing the 
transport header statistics.  

2
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The proposed system can be configured to operate in 
following modes: 

• Bandwidth Aggregation mode: aggregates the 
bandwidth of multiple network interfaces. 

• Bandwidth Aggregation with Network Determination 
mode: aggregates the bandwidth of multiple network 
interfaces and also determines the channel condition of 
each network interface dynamically at predefined time 
intervals (configurable). 

It has two components - user space and kernel space as 
depicted in Fig. 1 respectively. User space component 
exposes APIs (application programming interface) to take 
the user inputs as well as system captured inputs. 

Figure 1. Building blocks of the system 

User inputs: 
1. Domain name of the server to which probe 

packets are sent for network condition determination 
2. Time interval for performing network 

condition determination 
3. QoS requirement of an application (optional) 
System captured inputs: 

• Information about the network interfaces (i.e. 
interface identifier, IP addresses, IP address of Gateways 
if any) 

User inputs are provided by the user through command 
line. System captured inputs are obtained by doing an ioctl 
() function call with a datagram socket. 

User Space and kernel space have a close bonding and 
both these components exchange control information by 
using ioctl () function call from user space component to 
kernel space component with a raw socket. The various 
operations performed by the user space components are as 
follows: 

• GETINFO: to collect information available with 
kernel space module about the network interfaces for 
aggregation. 

• SETINFO: to pass the information about the 
available network interfaces to the kernel space module. 

• NDMINFO (Network Diagnostics): to pass 
information related to network condition determination, 
QoS requirement of an application to the kernel space 
module and also to collect the information about the 

channel condition of the network interfaces from the 
kernel space module. 

IV. ARCHITECTURE OF PROPOSED SYSTEM 

The architecture of the proposed cross layer aware 
bandwidth aggregation and network condition 
determination system is portrayed in the current section. 
The overview of the system architecture along with its 
functional components is depicted in Fig. 2. The proposed 
system acts as a gateway of all the data paths from upper 
layers to the physical interfaces and vice versa. It 
distributes the data flow among the active physical 
interfaces for transmission based on the network condition 
determination feedback. QoS requirement, incase 
available, is also going to be used for data flow 
distribution. It receives the data from the interfaces and 
passes it to the respective applications.  

Figure 2. Functional blocks of the system 

The proposed system creates a virtual interface and 
assigns an IP address, net mask to it and adds this 
interface as the default entry in the routing table. All the 
applications data coming from upper layer uses this IP 
address as the source address. The proposed system 
replaces its own IP address with the corresponding active 
physical interfaces IP addresses, while distributing the 
packets to those interfaces and performs the necessary 
checksum calculations for IP, and transport protocols 
headers as well. After receiving the packets it replaces the 
actual IP addresses of the interfaces with its own IP 
address and performs the necessary checksum calculations 
for IP and transport protocols headers. It distributes the 
data packets from application based on some predefined 
identifiers for example port number (HTTP packet or FTP 
packet etc.) and QoS requirement as specified by the 
application through the user space module. It sends the 
distributed data packets directly to the transmit queue of 
its slave interfaces i.e., the active physical interfaces. It 
uses packet filtering (net filter) mechanism and associates 
a hook function for processing the received packets. The 
hook function is used to filter the packets just after their 
reception by the active interfaces. The associated hook 
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function of the packet-filter performs the necessary 
modifications in the data packets, and assembles the data 
packet before sending to the application.  

The proposed system uses a predefined ICMP echo 
packet for measuring the network channel condition. The 
ICMP echo packet is sent to the public IP address (for 
example-www.google.com) defined by user (defined via 
user input 1) simultaneously through the existing multiple 
active interfaces. The destination with the public IP 
address sends back the echo-reply to active physical 
interfaces. It determines the time difference between the 
sent ICMP echo-request and received ICMP echo-reply 
packets i.e. the round trip time (RTT) for the active 
interface and estimates the network condition. The time 
difference with a higher value signifies a poor network 
condition. The echo packet is sent at a fixed time interval 
(configurable, via user input 2), for this the proposed 
system maintains a timer. Based on the network condition 
and QoS requirement (via user input 3), along with the 
above described address mapping from virtual to physical 
interface and vice-versa, the data packets distribution 
among the physical interfaces is performed by this system. 
There is also a provision to judge the transport header 
(TCP) statistics and to take the average RTTs obtained 
from both the transport header and ICMP probe packet for 
assessment of network condition; this is a future scope of 
the current work. 

V. EXPERIMENTAL ANALYSIS 

Here the proposed system is implemented using a 
Linux based PC, two CDMA 1XRTT based interfaces are 
used for internet access and aggregation of bandwidth, 
and the Wireshark network analyzer tool running on the 
PC is used for analyzing the network traffic. In this 
Experiment, the identifier used for data flow distribution 
to multiple physical interfaces is the port number (HTTP 
packet or FTP packet). Here, the numbers of applications 
running are equivalent to the numbers of physical 
interfaces. The experiment consists of following two 
phases.                              

1. Phase 1- tasks are carried out with a single CDMA 
1XRTT interface in absence of the proposed system.   

2. Phase 2 - tasks are carried out with two CDMA 
1XRTT interfaces in presence of the proposed system. 

Following two tasks are carried out simultaneously in 
each phase of the experiment: 

1. Video streaming from YouTube link. 
2. File download from ftp link. 
 In case of the first phase both video streaming and file 

download take place via a single interface whereas in case 
of second phase the video streaming takes place through 
one interface and the file download takes place via the 
other interface. Throughputs achieved in both the phases 
are mentioned in Table 1. The average throughput 
obtained by single interface in phase 1 is 5.7602 kbps 
(kilobytes per second), this throughput is shared amongst 
the two tasks namely video streaming and file download. 

In case of phase 2, average throughput obtained by 
interface 1 is 6.1565 kbps (kilobytes per second) and 
average throughput obtained by interface 2 is 5.8978 kbps 
(kilobytes per second). As mentioned earlier the two tasks 
video streaming and the file download take place via 
interface 1 and interface 2 respectively, hence the 
throughput received by the tasks is almost twice the 
throughput received in case of phase1.Thus a significant 
improvement is seen in the throughput achieved by use of 
proposed aggregation module. Throughput graphs shown 
in Fig. 3 & Fig. 4 depict the variation of throughput with 
elapsed time in case of Phase 1 and Phase 2 of the 
experiment respectively, whereas the Fig. 5 shows the 
effective aggregated throughput achieved by the proposed 
system.   

Table 1. Improvement in Throughput 

Phase of 

Experiment 

IP address of 

Interfaces 

Average throughput 

achieved in 

kilobytes per second 

Phase 1 : one 

CDMA 1xRTT 

interface 

Single interface : 

14.96.13.4 

Single interface: 

5.7602 

Phase 2 : two 

CDMA 1xRTT 

interfaces 

Interface 1 : 

14.96.25.157 

Interface 2 : 

14.96.17.240 

Interface 1 : 6.1565 

Interface 2 : 5.8978 

Combined : 12.0543 

 

Figure 3. Throughput in Phase 1 (x-axis = time elapsed in 

seconds, y-axis = bits per second) 

Figure 4. Throughput in Phase 2 (x-axis = time elapsed in 

seconds, y-axis = bits per second, black – interface 1 throughput, red – 

interface 2 throughput) 
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Figure 5. Aggregated throughputs in Phase 2 

Determination of network condition of active physical 
interfaces is done by the aggregation module using the 
ICMP Echo packets here. Variation of RTT values with 
elapsed time at intervals of 20 seconds for the interfaces 
in phase 2 (with the proposed system) is shown in Fig. 6. 
It is observed from Fig. 6 that as the throughput increases 
values of RTTs obtained is low and the RTTs values 
obtained is high with reduction in throughput. However 
the variation in RTT values is not consistent due to the 
dynamic network condition of wireless interface and 
queuing of received packets by net filter hook mechanism. 
The ICMP Probing is done to a public IP address (e.g. 
www.google.com) here and also there is no proxy 
involved in between the source and destination. Hence the 
delay encountered at the hops in between the source and 
destination is not considered for RTT measurement. It 
should be noted that since the proposed system is based 
on a cross layer solution different use cases can be 
implemented by making negotiations at the multiple layers 
of the protocol stack as required in general.  

Figure 6. RTT measurement in Phase 2 

VI. CONCLUSION AND FUTURE SCOPE 

In this paper a cross layer aware bandwidth 
aggregation and network condition determination system 
with multiple physical interfaces is proposed, which 
performs the bandwidth aggregation and also determines 
the channel condition of the existing interfaces. 
Bandwidth aggregation is performed based on the 
determined channel condition of the existing interfaces. 
The experimental results with multiple interfaces, as 
presented, have shown a significant improvement in 
throughput achieved. The network condition 
determination is performed by sending ICMP echo packet 
to a fixed public destination periodically. The proposed 
system coordinates with application layer to get the QoS 
requirement of the applications through its exposed APIs. 
This does not need any counterpart in any node including 
the final destination or end system of the communication 
link, therefore, easy to manage, deploy and is cost 
effective. It can be used for any transport layer protocol 
like TCP (transmission control protocol) and UDP (user 
datagram protocol). Importantly, it does not require any 
proxy support and service level agreement. 

 There is a scope for future research work to decouple 
the network condition determination module from the 
bandwidth aggregation module. Optimal utilization of 
network bandwidth i.e., to use unused bandwidth of any 
interface, at a particular time interval based on the 
feedback of network condition determination function,  
and managing multiple number of applications, when the 
number of applications are greater  than the number of 
active physical interfaces. Network condition 
determination by taking the average of RTTs obtained 
from both ICMP echo packet and transport (TCP) header 
statistics, and also transferring the session from one 
interface to other with out breaking the connection when 
the network condition degrades is a part of our future 
research activity. This proposed system can be further 
customized to achieve enhancement of QoS of different 
multimedia applications like video conferencing, remote 
healthcare system etc. 
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Abstract— This paper describes a novel information distri-
bution and retrieval system, named iTrust, that operates over
HTTP and the Internet and that provides trustworthy access to
information. iTrust is a completely distributed system, with no
centralized mechanisms and no centralized control, that avoids
subversion or censorship of information. Individuals submit
information they wish to share to nodes on the Internet that
distribute metadata to random participating nodes. Likewise,
users submit requests containing metadata for information they
wish to retrieve to random participating nodes. The paper
presents an overview of the iTrust strategy, implementation,
user interface, and performance. iTrust can effectively enable
citizens to distribute and retrieve information over the Internet,
even in the presence of subverted or non-operational nodes.

Keywords-information distribution and retrieval; distributed
search; trustworthy information access; citizen-centric service

I. INTRODUCTION

Our trust in the accessibility of information over the
Internet and the Web (hereafter referred to as the Inter-
net) depends on benign and unbiased administration of
centralized search engines and centralized search indexes.
Unfortunately, the experience of history, and even of today,
shows that we cannot depend on such administrators to
remain benign and unbiased in the future.

To ensure that the distribution and retrieval of information
over the Internet is not subverted or censored, alternative
search mechanisms must be provided. The availability of
multiple search engines is important, but that protection is
weakened by the small number of search engines available
today. An alternative to centralized search, an effective com-
pletely distributed search, without centralized mechanisms
and without centralized control, is an important assurance
to users of the Internet that a small number of administra-
tors cannot prevent them from distributing their ideas and
information, and from retrieving the ideas and information
of others.

The thesis of this research is that the distribution and
retrieval of information without centralized search engines
and without centralized search indexes is a critical enabling
technology for users to have trust in the Internet for access to
information. It is important to ensure that such a trustworthy
information distribution and retrieval system is available

when it is needed, even though a user might normally use
a conventional centralized search engine.

In this paper, we describe iTrust, a novel information
distribution and retrieval system that operates over the Hy-
perText Transfer Protocol (HTTP) and the Internet and that
provides trustworthy access to information. Section II of the
paper presents an overview of the iTrust strategy, Section
III describes our implementation of iTrust based on HTTP,
and Section IV describes the user interface. Performance
results are presented in Section V. Related work, and the
conclusion and future work, are presented in Sections VI
and VII, respectively.

II. OVERVIEW OF ITRUST

The iTrust information distribution and retrieval system
involves no centralized mechanisms and no centralized con-
trol. We refer to the nodes that participate in an iTrust
network as the participating nodes or the membership. An
iTrust network might correspond to participants with specific
interests, or it might correspond to a social network. Multiple
iTrust networks within the Internet may exist at any point in
time, and a node may participate in several different iTrust
networks at the same time.

In an iTrust network, some nodes (the source nodes)
produce information, and make that information available
to other participating nodes. The source nodes produce
metadata that describes their information, and distribute that
metadata to a subset of participating nodes that are chosen
at random, as shown in Figure 1. The metadata are distinct
from the information that they describe, and include a list
of keywords and the URL of the source of the information.

Other nodes (the requesting nodes) request and retrieve
information. Such nodes generate requests (also referred to
as queries) that refer to the metadata, and distribute the
requests to a subset of the participating nodes that are chosen
at random, as shown in Figure 2.

The participating nodes compare the metadata in the
requests (queries) they receive with the metadata that they
hold. If such a node finds a match, which we call an en-
counter, the matching node returns the URL of the associated
information to the requesting node. The requesting node then
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Figure 1. A node (a source node) distributes metadata, describing its
information, to randomly selected nodes in the network.

Figure 2. A node (a requesting node) distributes its request to randomly
selected nodes in the network. One of the nodes has both the metadata
and the request and, thus, an encounter occurs.

Figure 3. A node matches the metadata and the request and reports
the match to the requester, which then retrieves the information from the
source node.

uses the URL to retrieve the information from the source
node, as shown in Figure 3.

Distribution of metadata and requests to relatively few
nodes suffices to achieve a high probability that a match
occurs. Moreover, the strategy is robust. Even if some of
the randomly chosen nodes are subverted or non-operational,
the probability of a match is high, as shown in Section
V. Moreover, it is not easy for a small group of nodes to
subvert the iTrust mechanisms to control which information
is delivered and which is suppressed.

III. HTTP IMPLEMENTATION

The current implementation of iTrust uses HTTP to dis-
tribute metadata and requests. Each node is implemented
using PHP (PHP: Hypertext Preprocessor) on an Apache
Web server, thereby allowing any user with a Web browser
on any platform to interact with the node. Node information
is stored locally in an SQLite database. Multiple nodes can
be installed on a single Web server by creating multiple
virtual Web sites; multiple nodes on a single Web server
have separate SQLite databases.

A. Membership

The membership list for a node is stored locally in an
SQLite database table that contains node records whose
fields are the node identifier and the node address. The node
address may be either an IP address or a URL. A node is
not verified when it is added to the membership as there is
no guarantee that a node is always available. For example,
a cell phone or a laptop with a WiFi connection may enter
and leave its base station signal range multiple times a day.
In practice, the only restriction on node addresses is that the
Web site document root has Web server write permissions
for saving uploaded resources.

B. Resources

Resources are files or groups of files uploaded to nodes
in the membership. The list of resources on a node is stored
in an SQLite database table that contains resource records
whose fields are a resource handle, file path, and expiration
date. The resource handle is a shortened random name
(typically with 32-64 characters), which can be referenced
across participating nodes. The file path is the name of
the file on the local node disk. Thus, a participating node
retrieving data may simply request a resource by the handle
to the source node, instead of using the entire file path.
The expiration date specifies when a given resource and
associated keywords should be deleted. It allows time-
sensitive information to be removed automatically from
queries past the expiration date when the information is no
longer relevant. For example, yesterday’s weather forecast
is not included in today’s weather queries.

Resource files can be placed on a node using the Common
Gateway Interface (CGI) by means of a file dialog, or
through the cURL package provided by PHP. In the case of
cURL, the file(s) is fetched directly by the node and written
to the local disk.

When a resource is entered into the SQLite database,
metadata for the resource file is generated using the Apache
Tika/Lucene packages. These packages classify metadata
based on content such as text strings, and file attributes
such as data type, file size, etc. Also, the user may supply
additional metadata keywords. The metadata keywords are
stored in a SQLite database table, and the associations
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between a resource and a keyword are stored in a separate
table, thus normalizing the database.

C. Metadata distribution

Periodically, metadata keywords and other information
about one (or more) resources on a node are collated and
compiled into an XML file (also referred to as the metadata
list) which describes the resource. The periodicity depends
on the node and the platform; however, in practice, the
user can update the metadata list at any time by clicking
a button or running a cron job. The resource description in
the metadata list includes the resource handle, file path, and
expiration date for the resource. The metadata list includes
all associated keywords for the resource.

After creation of the metadata list, random nodes in
the membership are contacted and informed of a metadata
update by means of an HTTP POST statement. The number
of random nodes that are selected for metadata distribution
is a tunable parameter in the iTrust node configuration file.
The contact message includes the source node IP address
and metadata list URL, which are stored on the receiving
node. Each contacted node decides if and when to retrieve
the metadata list. The retrieval period is receiving node
dependent, so as not to trigger an instant download of the
metadata list file by multiple nodes.

If a retrieval occurs, the receiving node retrieves the
metadata list file from the source node and processes the
XML. The metadata list is stored on the receiving node. If
there are multiple resources represented by sets of metadata
in the metadata list, then processing continues on the next
set of metadata, until the end of the metadata list is reached.
XML processing is performed using the SimpleXML PHP
extension.

D. Query relaying

Search queries (requests) are the main interaction between
the user and an iTrust node and, as such, require the most
processing. A search query originates at a single node, but
the query message may be relayed among multiple nodes in
the iTrust network. A query message may take any available
network path with the sole restriction that a node never
relays the same query twice.

The query field is a simple HTML form text box on the
current node; the command to begin the query is detection of
pressing a submit button or enter key. The query text itself
is URL encoded to facilitate later operations; no custom
processing on the query text (e.g., duplication detection,
grammar checking, etc.) is performed.

Two additional variables are created before a node sends
the query: the node IP address and the query identifier. The
node IP address is read from the iTrust configuration file;
it ensures that queried nodes know which node originally
sent the query. The query identifier ensures that no query is

relayed twice and helps manage multiple queries sent from
a single node.

Once the query is ready to be sent, multiple random nodes
are selected from the node database table and the query is
packaged into an HTTP POST statement. The frequency of
node selection is another customizable iTrust configuration
variable and need not be the same at different nodes. Node
selection for querying is not necessarily the same as node
selection for metadata list distribution; both variables may
be set by the administrator of the node.

A node sends the HTTP POST statement to random nodes,
and each node (both sender and receivers) saves a copy
of the query before processing. If any text in the query
matches the metadata keywords, an encounter occurs. The
queried node then sends an HTTP POST response back to
the originating node. The originating node is obtained from
the sender node’s IP address given in the query package.
The response includes the query identifier (again obtained
from the query package), the encountered node’s IP address
(hereafter referred to as the source node), and the resource
handle of the matching resource. Additionally, the querying
node saves the response in an SQLite database table for later
processing.

A queried node, regardless of whether or not it has an
encounter, may relay the query as if it were the originating
query node. The only difference is that it does not recreate
the two additional variables (source IP address and query
identifier); those variables are relayed without modification.
However, before relaying the query, the node checks the
query identifier to ensure that the node has not already seen
the query. If the node has already saved the query identifier,
it does not relay the message.

Note that the current node in this context may be either
the node sending the query or the node receiving the query.
In case the receiving node has not yet relayed the query,
it relays the query to nodes randomly selected from the
membership and records the query identifier. In case the
receiving node has already relayed the query, the receiving
node ignores the query. Because of the decentralized random
nature of iTrust, the original node that sent the query might
have the same query relayed back to itself. In this case too,
the current node ignores the query.

After waiting for responses a certain amount of time, the
querying node displays all of the source nodes with appro-
priate resource handles. All encounters are thus recorded on
the querying node, and the user is informed of which nodes
have resources matching the query.

E. Retrieving resources

All query results are recorded in the requesting node’s
SQLite database table, i.e., the source node IP address and
resource handle. When the user selects a query result, the
source node is sent an HTTP GET statement with the
resource handle, and the source node returns the resource
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file directly to the user. Alternatively, the source address
and resource handle can be encoded directly into a URL;
the user then accesses the file using an HTML anchor tag.

IV. USER INTERFACE

The iTrust user interface is a Web-based interface where
the user can both administer and query the nodes through
Web pages. Query results from multiple nodes are presented
in a single Web page following a query. Node administration
and user queries are separated into distinct Web pages to
keep tasks distinct and easily manageable.

A. Node administration

The user may change the membership, add source nodes,
distribute metadata, and perform other administration tasks
through the administration interface shown in Figure 4.

A node is added to the membership by entering the
node IP address or URL on a comma delimited list inside
an HTML form text box. Double listing is not permit-
ted; duplicates are removed from the list. However, mul-
tiple nodes are permitted as long as the Web site docu-
ment root is distinct (e.g., both www.example.com/foo and
www.example.com/bar are allowed).

Figure 5 shows the resource insertion Web page. A
resource is added to a node by means of an HTML form file
control; this control permits the user to upload a file from
his/her local machine. Alternately, a Web site URL can be
specified, and the node then fetches the contents at that URL.
The uploaded contents are post-processed, using the Apache
Tika/Lucene package, to generate descriptive metadata (i.e.,
keywords) automatically. The user can customize several
parameters for metadata creation, including indexing by file
raw content (literal text strings) or file meta content (file
size, type, etc.). In addition to automatic metadata creation
for an uploaded resource, the user may add new keywords
or remove existing keywords. Finally, the user may assign
an expiration date to the resource.

Administration tasks also include file administration func-
tions to allow the user to setup, restore, or reset iTrust nodes
easily. Clearing the membership, deleting all resources and
metadata associations, and resetting a node to its initial setup
state can all be done with a single button click. The task
of pushing all metadata changes to random nodes is also
accomplished with a single button click.

B. User queries

The user may perform queries, view the query results, and
obtain resources through the user interface.

Querying is done through a single HTML form text
box, whereupon the query is registered on the node and
distributed throughout the iTrust network. The user is shown
a status/wait Web page while the query is relayed among
nodes; a result Web page is shown after a wait page timeout.
The default timeout is 3 seconds and, thus, a query incurs

Figure 4. The administration interface.

Figure 5. The insert resource Web page.

Figure 6. The query results Web page.

a 3 second latency between initialization of the query and
display of the query results. However, the wait page timeout
is also configurable by the node administrator.

Figure 6 shows the query results displayed on a new Web
page (the wait page automatically redirects to the new page)
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in a simple HTML list. Each encounter is shown as a list
item with the source address and resource handle encoded
into a single URL.

The user may click the URL to retrieve the resource
file; the format of the file is the originally uploaded format
(there is no MIME-type modification). If the Web browser
recognizes the file type, it handles the data accordingly;
otherwise, it calls the operating system to open the data file.

C. User settings

For querying, the three primary user settings (which the
user sets on the user settings page) are the number of nodes
to which the metadata are distributed, the number of nodes to
which the requests are distributed, and the search duration.

The number of nodes to which the metadata are distributed
and the number of nodes to which the requests are distributed
must, of course, be less than the number of participating
nodes in the membership.

The search duration refers to the lifetime that a search
query exists. The user may specify how many days a query
will be stored in the database. When a user initiates a query,
the system adds its creation time to the database. Later, when
the user initiates a new query, the system checks and deletes
expired queries from the database.

These user settings apply to the entire duration of a search
session. The search session starts when a user accesses the
search Web page and ends when the user exits the browser
window or tab. The PHP session functions are used to
automate this process.

V. PERFORMANCE EVALUATION

If a node receives a request and it holds metadata that
matches the request, we say that the node has a match. In
the performance evaluation, we consider the probability of
a match, using both analysis and simulation based on our
HTTP implementation. We assume that all of the partici-
pating nodes have the same membership set. In addition,
we assume that the Internet is reliable and that all of the
participating nodes have enough memory to store the source
files and the metadata.

A. Analysis

In an iTrust network with a membership of n nodes, we
distribute the metadata to m nodes and the requests to r
nodes. The probability p that a node has a match then is:

p = 1−
(
n−m

n

)(
n−m− 1

n− 1

)
. . .

(
n−m− r + 1

n− r + 1

)
(1)

Formula 1 holds for n ≥ m+ r. If m+ r > n, then p = 1.
As above, we distribute the metadata to m nodes and the

requests to r nodes in an iTrust network with a membership
of n nodes. But now we introduce another variable x, which
represents the proportion of the n nodes that are operational.
In an iTrust network with a membership of n nodes, where

x nodes are operational, the probability p that a node has a
match is:

p = 1−
(
n−mx

n

)(
n−mx− 1

n− 1

)
. . .

(
n−mx− r + 1

n− r + 1

)
(2)

Formula 2 holds for n ≥ mx + r. If mx + r > n, then
p = 1.

Figures 7, 8, and 9 show the probability p of a match
obtained from Formulas 1 and 2 with n = 72 nodes where
x = 100%, 80%, and 60% of the participating nodes are
operational, respectively, as a function of m = r (the
number of nodes to which the metadata and requests are
distributed). As we see from the graphs, the probability p
of a match increases and asymptotically approaches 1, as
m = r increases.

B. Simulation

Using our HTTP implementation described in Section
III, we performed simulation experiments to validate the
analytical formulas given above. In our simulation, we used
libCURL (which is a free client-side URL transfer library
for transferring data using various protocols) to collect the
match probabilities.

Before we run our simulation program, we delete all
resources and data from the SQLite databases. Next, the
program adds all the nodes to the membership. Once all
the nodes are added to the membership, we supply the
number of nodes for distribution of metadata and requests,
and the proportion of operational nodes, to the simulation
program. Next, we call the source nodes to upload files and
the program then creates the corresponding metadata. Then,
the program randomly selects the nodes for metdata distri-
bution and distributes the metadata to those nodes. Next,
the program randomly selects the nodes for the requests
and distributes the requests. If one or more nodes returns
a response, there is a match and the simulation program
returns 1; otherwise, there is no match and the simulation
program returns 0.

Figures 7, 8, and 9 show the simulation results with 72
nodes where 100%, 80%, and 60% of the participating nodes
are operational, respectively. As we see from these graphs,
the simulation results are very close to the analytical results
calculated from Formulas 1 and 2 where 100%, 80%, and
60% of the participating nodes are operational.

The lesson we learned from this performance evaluation
is that iTrust retains significant utility even in the case where
a substantial proportion of the nodes are non-operational.

VI. RELATED WORK

Today, centralized search engines are used commercially
for Internet search, where metadata for the information
are held in a centralized search index [2]. Requests are
submitted to the central site, where they are matched against
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Figure 7. Match probability vs. number of nodes for distribution of
metadata and requests in a network with 72 nodes where 100% of the
nodes are operational.

Figure 8. Match probability vs. number of nodes for distribution of
metadata and requests in a network with 72 nodes where 80% of the
nodes are operational.

Figure 9. Match probability vs. number of nodes for distribution of
metadata and requests in a network with 72 nodes where 60% of the
nodes are operational.

the metadata keywords. Centralized search engines are ef-
ficient and scalable, but are vulnerable to manipulation by
administrators. Similarly, the centralized publish/subscribe
approach uses a centralized search index [5], where all of
the information and all of the queries are published. The
centralized publish/subscribe approach has the same issues
of trust as the centralized search engine approach.

Mischke and Stiller [11] provide a taxonomy of dis-
tributed search mechanisms in peer-to-peer networks. Risson

and Moors [12] provide another useful survey of distributed
search mechanisms in such networks. The distributed pub-
lish/subscribe approach is categorized as either structured or
unstructured.

The structured approach [1], [8], [10], [14] requires the
nodes to be organized in an overlay structure, based on
Distributed Hash Tables (DHTs), trees, rings, etc. The
structured approach is more efficient than the unstructured
approach, but it involves administrative control and addi-
tional overhead for constructing and maintaining the overlay
network. Moreover, churn or malicious disruptions can break
the structure.

The unstructured approach [4], [6], [7], [9], [15], [16],
[17], [19] is typically based on gossiping, uses randomiza-
tion, and requires the subscriber nodes and the publisher
nodes to find each other by exchanging messages over exist-
ing links. The iTrust system uses the unstructured approach.

Gnutella [7] is the great grandfather of unstructured
distributed search systems; it uses flooding of requests to find
information. GIA [3] is an unstructured Gnutella-like peer-
to-peer system that combines biased random walks with one-
hop data replication to make search more scalable. Likewise,
Sarshar et al. [13] combine random walk data replication
with a two-phase query scheme in a Gnutella-like network
for scalability. Yang and Garcia-Molina [18] use supernodes
to improve efficiency, but reintroduce some of the trust risks
of centralized strategies in doing so.

Freenet [4] is a more sophisticated and efficient system
than Gnutella, because it learns from previous requests. In
Freenet, nodes that successfully respond to requests receive
more metadata and more requests. Thus, it is easy for
a group of untrustworthy nodes to conspire together to
gather most of the searches into their group, making Freenet
vulnerable to subversion.

Ferreira et al. [6] use a random-walk strategy in an
unstructured network to replicate both queries and data.
BubbleStorm [15] is a probabilistic system for unstructured
peer-to-peer search that replicates both queries and data,
and combines random walks with flooding. Pub-2-Sub [16]
is a publish/subscribe service for unstructured peer-to-peer
networks of cooperative nodes, that uses directed routing
(instead of gossiping) to distribute subscription and publica-
tion messages to the nodes. None of the above unstructured
systems is particularly concerned with trust, as iTrust is.

Two other systems that, like iTrust, are concerned with
trust are Quasar and OneSwarm. Quasar [17] is a probabilis-
tic publish/subscribe system for social networks with many
social groups. The authors note that “an unwarranted amount
of trust is placed on these centralized systems to not reveal
or take advantage of sensitive information.” iTrust does not
use a structured overlay, and has a different trust objective
than Quasar. OneSwarm [9] is a peer-to-peer data sharing
system that allows data to be shared either publicly or
anonymously, using a combination of trusted and untrusted
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peers. OneSwarm is part of an effort to provide an alternative
to cloud computing that does not depend on centralized trust.
Its initial goal is to protect the privacy of the users; iTrust
does not aim to conceal the users like OneSwarm does.

VII. CONCLUSION AND FUTURE WORK

We have described iTrust, a novel information distribu-
tion and retrieval system with no centralized mechanisms
and no centralized control. iTrust involves distribution of
metadata and requests, matching of requests and metadata,
and retrieval of information corresponding to the metadata.
We have shown that, with iTrust, the probability of matching
a query is high even if some of the participating nodes are
subverted or non-operational. The iTrust system is particu-
larly valuable for individuals or citizens who wish to share
information, without having to worry about subversion or
censorship of information.

In the future, we plan to evaluate the ease of installation
and use of iTrust with various user populations and also to
evaluate its reliability and efficiency in PlanetLab. We also
plan to investigate the scalability of the iTrust system to
thousands of nodes and, then, to extrapolate those results
to millions of nodes. In addition, we plan to investigate a
range of possible attacks on iTrust and countermeasures to
such attacks. Our objective for iTrust is a network in which
individual nodes can detect a potential attack, and can adapt
to an attack to maintain trustworthy information distribution
and retrieval even when under attack.
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Abstract — Network selection on current mobile devices has to 

be done manually by the user and is furthermore strongly 

dominated by monopolistic telecom operators. A decentralized 

Quality of Experience (QoE) layer supported by a QoE 

knowledge base filled with automatically and user created QoE 

reports will offer a basis for user-centric and optimized 

network selection for users in the Future Internet. An 

automated handover from one networking interface to another 

can then be performed by a mobile or portable device 

automatically. This papers focuses on how a decentralized QoE 

layer for the mobile Internet can be achieved by describing 

how a QoE model is defined and QoE reports are gathered, 

shared and distributed. The content of this paper is based upon 

the results of the PERIMETER project. PERIMETER’s main 

objective is to establish a new paradigm for user-centricity in 

advanced networking architectures. The PERIMETER 

middleware is briefly explained and testing methodologies for 

involving the user in the process of creating a user-centric QoE 

based mobile Internet are presented.  

Keywords - Quality of Experience; User-Centric; Seamless 

Mobility; Always Best Connected; Future Internet  

I.  INTRODUCTION  

Telecommunication network management practices are 

strongly rooted in the monopolistic telecom operators. The 

liberalization of the operators has only changed the 

landscape in a way that there are multiple closed operators 

rather than one closed operator. As a result they are usually 

centrally managed, poorly integrated with outside 

components, and strictly isolated from external access. On 

the other hand the IP world has been about internet-working 

from its conception on. Furthermore the exposure of users to 

the prolific Internet services means that similar service 

models will have to be provided by the next generation 

telecom networks. The clash between these two opposite 

approaches poses important challenges for network 

operators. This is due to the fundamental risk associated with 

their networks turning into mere bit-pipes. In order for future 

telecom networks to be economically viable, they should 

provide similar user experience with Internet services, albeit 

in a more managed and reliable manner. 

There lies the grand challenge of the so-called Telco 2.0 

operators. The operators have to offer even more data 

intensive applications on their networks to make their 

operations profitable. This comes in a time, when the 

increasing data traffic is starting to hurt user experience, and 

pose itself as the biggest risk facing the operators [1]. 

Therefore, as we believe, a paradigm shift in the Future 

Internet is needed. Away from centralised, closed and single 

contract model towards an IP world where the user is 

consuming the services based upon their needs in the 

multiple-access multiple-operator networks of the Future 

Internet.  

The approach presented in this paper is based upon the 

findings of the PERIMETER research project [2] which aims 

at establishing new paradigms for user-centricity in 

networking architectures. PERIMETER uses Quality of 

Experience (QoE) models to ensure user-centric optimal 

network usage. The finding of a user-centric QoE model is 

described in Section II. Section III focuses on the 

PERIMETER middleware and Section IV on how gathered 

QoE knowledge is spread in a mobile network. Section V 

describes the actual process on how QoE information is 

gathered and computed. The paper concludes with the testing 

methodologies as well as a summary and the future work 

ahead for the PERIMETER project. 

II. DEFINING A USER-CENTRIC QOE MODEL FOR 

NETWORK USAGE – THE PERIMETER APPROACH  

Nearly all portable and mobile devices nowadays contain 

a variety of network interfaces, among these GPRS, UMTS, 

WiMAX or WiFi. Additionally, today’s devices allow the 

user to have a larger set of different contracts with different 

operators, e.g. with the use of multi-SIM-card-devices or by 

accessing WiFi hotspots. However, changing a connection 

from one networking interface to another is still the 

responsibility of the user. The PERIMETER approach 

14

INTERNET 2011 : The Third International Conference on Evolving Internet

Copyright (c) IARIA, 2011.     ISBN: 978-1-61208-141-0

                           22 / 119



 

 

targets at shifting this responsibility from the user to the 

device itself. Therefore PERIMETER is targeting a paradigm 

shift in the Future Internet where the user is in an Always 

Best Connected (ABC) state, where ABC is defined by the 

user’s preferences and his or her environment. Additionally, 

if an unknown connection is encountered, e.g. a WiFi 

hotspot, the new connection is evaluated based upon the 

information and data gathered by other PERIMETER users – 

besides the physical data of the connection quality.    

To define a QoE model of all connections available to the 

user, we need to identify parameters and user preferences 

which should be considered in the model. To identify these 

we use a scenario driven approach. In this approach real life 

scenarios are developed and the relevant elements are 

transformed into preferences and data input for the QoE 

model. The scenarios offer us sets of preferences and data 

input in the following categories:  

 Connection cost 

 Connection quality 

 Security / Privacy 

 Battery life 

An excerpt of a common scenario is given below:  

“Also, Linda, the lawyer that was conducting the 

transaction was concerned. It was not the cost of the call, but 

her privacy. She felt uneasy about how much private 

information could be disclosed from someone just knowing 

the existence of such a call. She really wanted no one to be 

able to trace her and to learn that she was not in her office 

but in another country where a huge deal was expected to 

finalise. And, even worse, if just one would know that she 

was talking with Helen at that time of the day…. She was 

aware that her calls leak location and identity, and could 

impart other information also. Her only hope was that 

nobody was keeping track of this call.” 

The scenarios offer also a possibility to test the 

PERIMETER approach in a Living Lab [3] environment (see 

Section VI). 

III. THE PERIMETER MIDDLEWARE  

The PERIMETER middleware architecture is based on 

the traditional layered architecture approach. There are two 

types of PERIMETER hardware nodes, the PERIMETER 

Terminal which is a mobile handheld device with certain 

resource restrictions, e.g. storage space, and a Support Node 

which has no resource restrictions, such as a server or laptop. 

The architecture depicted in Figure 1 permits users to 

experience seamless connectivity while on the move. The 

PERIMETER components include: 

 

 
Figure 1. PERIMETER Middleware Architecture 

 

 The Application Layer consisting of the Graphical 

User Interface (GUI) and Application Manager 

which provides the user with an intuitive interface to 

the entire PERIMETER system. 

 The Context Inference Engine (CIE) which collects 

raw source data, such as geographical location and 

network information, and infers high level context 

information from this. 

 The Data Network Processor (DNP) processes 

information relevant for making a decision about 

how satisfactory the current connection is for the 

user based on their context (from the CIE) and other 

contributing factors. 

 The Decision Maker component decides whether a 

network switch is required based on information 

from the DNP and CIE. It also decides which 

network should be connected to. 

 The Privacy Preserving Authentication, 

Authorization, Accounting and Reputation (PPA3R) 

module provides identity management, 

anonymisation and pseudonimization. 

 The Trust Engine (TE) performs computations on 

data processed in the PERIMETER system, 

assigning trust and reputation values as appropriate. 

 The Vertical Handover Abstraction Layer (VHOAL) 

and Measurements modules are charged with the 

task of seamless switching of networks. 

 The Storage Layer takes care of storing and 

retrieving local and historical information using a 

peer-to-peer approach.  

 

The interaction of these components provides a 

comprehensive architecture upon which the premise of the 

PERIMETER paradigm is built.  
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IV. A DISTRIBUTED QOE KNOWLEDGE BASE FOR 

MOBILE INTERNET  

QoE reflects the collective effect of service 

performances that determine the degree of satisfaction of the 

end-user, e.g. what user really perceives in terms of 

usability, accessibility, retainability and integrity of the 

service [4]. Until recently, seamless communications has 

been mostly based on technical network Quality of Service 

(QoS) parameters, but a true end-user view of QoS is 

needed to link between QoS and QoE. While existing 3GPP 

or IETF specifications describe procedures for QoS 

negotiation, signaling and resource reservation for 

multimedia applications, such as audio/video 

communication and multimedia messaging, support for 

more advanced services involving interactive applications 

with diverse and interdependent media components is not 

specifically addressed. Such innovative applications, likely 

to be offered by 3rd party application providers and not the 

operators, include collaborative virtual environments, smart 

home applications and networked games. Additionally, 

although the QoS parameters required by multimedia 

applications are well known, there is no standard QoS 

specification enabling to deploy the underlying mechanisms 

in accordance with the application QoS needs. 

For the Future Internet to succeed and to gain wide 

acceptance of innovative applications and service, not only 

QoS objectives but also QoE have to be met. Perceived 

quality problems might lead to acceptance problems, 

especially if money is involved. For this reason, the 

subjective quality perceived by the user has to be linked to 

the objective, measurable quality, which is expressed in 

application and network performance parameters resulting 

in QoE. Feedback between these entities is a prerequisite for 

covering the user's perception of quality [5].  

The PERIMETER project investigates a user-centric 

networking paradigm for future telecommunication 

networks, where users not only make network selection 

decisions based on their local QoE evaluation but also share 

their QoE evaluations among each other for increased 

efficiency and accuracy in network selection, as depicted in 

Figure 2. In this paper we present the conceptual framework 

introduced by PERIMETER to achieve such user-centric 

network architecture for sharing and exploiting user quality 

of experience data. The focus here is on the utilization of a 

distributed knowledge base (KB) of QoE reports for 

improving network access selection decisions, while the 

actual implementation of the KB is out of the scope of this 

paper. The reader is referred to technical reports and public 

deliverables of the PERIMETER project for further details 

[2]. 

In order to make user-centric decisions and share user 

experiences based on the QoE, a software entity must first 

evaluate and quantify QoE for a given set of inputs including 

the network interface and the application running on the user 

terminal. Named as the Data Network Processor (DNP) in 

PERIMETER, this entity is responsible for calculating, from 

network performance measurements, user’s context 

information and user’s feedback, a QoE descriptor (QoED).  

 

 

 
Figure 2. Future user-centric networking paradigm based on a QoE 

framework. 

Each QoED item is an aggregate and synthetic 

description of the quality of the user’s experience. It consists 

of a set of key parameters that summarize the quality of 

service from a user’s point of view: 

 Mean Opinion Score (MOS) for different types of 

applications 

 Cost rating 

 Security rating 

 Energy saving issues 

Once the QoED is calculated, it is uploaded onto a 

distributed knowledge base (KB), which is a peer to peer 

storage module running on user terminals and on the so 

called support nodes specifically deployed by the operators 

with the incentive of obtaining user QoE reports more 

efficiently. The distributed knowledge base of QoE reports 

can then be probed with a QoED query (QoEDq) in order to 

obtain past QoE reports of other users for decision making, 

as will be described later in more detail. A QoEDq consists 

of a set of optional parameters that are used to filter network 

performance and user’s context information stored both 

locally and globally. These filters apply to: 

 Network connection, to get performance 

information and QoED items associated to it 

 Application information, to get QoED items 

calculated for applications of the same class 

 Geographical location, to get QoED items 

calculated at the same area 

 User’s id, to get QoED items calculated by a 

certain user 

A QoEDq item may contain all or just a reduced set of 

parameters, allowing a wide variety of queries: QoEDs 

associated to a certain provider or a certain technology, etc. 

The calculated QoED items are mainly utilized by the 
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Decision Maker (DM), which will be described in the 

following section. 

The DNP may generate QoED reports in two different 

ways: (i) Subscription based reports, where a certain 

component, which acts as a client from the DNP’s point of 

view, subscribes to the reception of QoED reports according 

to a specific QoEDq. (ii) Unsolicited reports, where the DNP 

takes the initiative and sends a QoED report to all the 

components that offer a receiving interface for this type of 

events. The unsolicited reports are triggered by events that 

are related to an imminent handover action due to a 

significant change of network conditions, for example, signal 

loss. In this case, the QoED specifies the network that 

triggered the event and the actual user’s context description 

(location, application under use, etc.). 

V. USER-CENTRIC DECISION MAKING FOR IMPROVED 

QOE  

The knowledge gathered by the DNP through local and 

remote QoE reports, user context information, and user 

preferences are all fed into a controller entity on the mobile 

device, named as the Decision Maker (DM) in 

PERIMETER. This is the entity that makes use of all those 

QoE related inputs to take allocation decisions for all the 

applications running on the terminal. The decisions that the 

DM is responsible for taking are what we call allocation 

decisions, where different applications running on the 

terminal are allocated to different access networks operated 

by different network providers. From this perspective the 

atomic decision is the movement of an application from a 

certain Point of Attachment (PoA) to another. This decision 

is made based on local and remote QoE reports, abstracting 

the network and subjective user satisfaction, context reports, 

and user preferences. The main purposes of the DM can be 

listed as follows: 

 Take allocation decisions on which operator will be 

chosen for the applications  

 Utilize local and remote QoE reports for the 

decisions 

 Utilize context reports for the decisions 

 Utilize user preferences for the decisions 

 Infer the failure mode that has led to degradation in 

the QoE 

The novel PERIMETER approach, in which users share 

their experiences, allows novel decision algorithms to be 

developed. Within this scope, the DM differentiates itself 

from the state of the art decision mechanism in the following 

aspects: 

 Failure Mode Inference: The DM is able to discern the 

cause of the problem that has led to the degradation in 

QoE. The degradation can be due to a problem at the 

application service provider side, core network side, 

access network side, or at the air interface, as depicted 

in Figure 3. This novelty has two advantages. First of 

all, it minimizes the number of allocations that require 

handovers, which puts burden on network components, 

and degrades the QoE even more for their durations. 

Secondly, the users are not concerned with the actual 

cause of degradation in the QoE. They have a holistic 

view of the application and the service agreement. If an 

application is not running on an operator network 

properly, they will most likely blame the network 

operator, and give a bad MOS input. Thus there is an 

incentive for the operators to select decision 

mechanisms that are able to discern the causes of the 

connection problems. This information can also be used 

for network optimization purposes.  

 Reasoning: The fact that users will be exchanging 

information about subjective measures on their 

applications requires a common understanding and 

agreement on the concepts that make up these 

subjective measures. This necessitates a semantically 

enhanced representation of the stored information. 

Reasoning algorithms will be used for performing 

Failure Mode Inference and taking the appropriate 

decisions based on the inferred failure mode.  

 Distributed Probing: Thanks to the PERIMETER 

middleware, a distributed database of network 

performance data as experienced from different 

locations is available. This allows a practical 

implementation of the distributed probing of the 

network. This approach is used for Failure Mode 

Inference at the first stage, but it will be investigated for 

further utilization purposes that may benefit the 

network operators as well.  

 

The DM requests sets of remote QoE reports, which are 

delivered in form of statistical distributions, a mathematical 

representation of the QoE reports. Within the Failure Mode 

Inference these distributions are fed into a Bayesian 

Network, which outputs the probability that a specific failure 

in some part of the network occurred. The comparison of 

user generated QoE reports is based on the assumption that 

users connected via the same Access Point share the same or 

at least parts of the route to a certain service and thus 

experience similar problems accessing their service or using 

a specific application.  
In order to deduce which part of the network is affected 

by impairments (e.g. congestion), those QoE reports are 
requested from the distributed Storage that complement the 
view on the network. Following our assumption this includes 
remote user QoE reports of the currently used PoA and 
service. These two sets of QoE reports correspond to random 
distributions, one distribution of users’ experience of our 
PoA and one of users of other PoAs using the same service 
or application. 

Based on these two distributions from randomly selected 
users the most likely source of an impaired local QoE should 
be inferred. The events within each distribution are further 
categorized into two quality states that reflect users MOS, 
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namely good and bad. These quality states can now serve as 
an input to the Bayesian Inference mechanism that is capable 
of performing inference in the face of incomplete knowledge 
(randomly chosen subset of users) and uncertainty 
(unconsidered causes for the QoE degradation). The outcome 
of the reasoning process in the Failure Mode Inference (FMI) 
component is either that a failure in a specific part of the 
network is most probable (in the Access Network (AN) or in 
the Service Domain (SD)) or the cause for impairments 
might remain unsolved.  

While the FMI is used for the current allocation only, 
another inference mechanism called Prospective Network 
Analysis (PNA) makes use of remote QoE reports to 
determine the QoE that can be expected for a specific 
prospective PoA. Again remote QoE reports are requested, 
this time for the prospective PoA and the used service. The 
received distribution is then used to calculate the mean MOS 
for the prospective PoA. If the outcome of the PNA suggests 
that the prospective network has most probably no positive 
effect on the QoE the application will remain at its current 
PoA. 
 
 

 
Figure 3. Different modes of failure in a multi-operator, multi-access-

technology environment. 

VI. TESTING THE APPROACH  

The proposal of a distributed knowledge base and user-

centric allocation decisions based on this KB in 

PERIMETER requires an experimentally driven research 

approach in order to (i) fine-tune and optimize the decision 

parameters in the proposed framework, and (ii) ensure 

healthy progress of software development through the 

implementation-testing cycle. On these grounds, 

PERIMETER makes a distinction between the definition of 

testing and that of experimentation, and each is handled 

differently within the project. 

A. PERIMETER Testing Process 

In PERIMETER, testing is considered to be the 

continuous process needed in software development. The 

Agile software development methodology [6] was chosen for 

use within the project as it was considered to be the most 

adaptable, fluid and iterative methodology from those 

evaluated. Coupled with this, it has been successfully applied 

to large scale projects previously (for example [7] and [8]) 

and has been proven to lead to higher quality software when 

compared to using traditional methods [6]. In PERIMETER, 

the use of Agile is combined with a Test Driven 

Development (TDD) [9] approach to provide the adaptable, 

fluid and iterative development and testing cycle that is 

required [10]. 

The need for processes, supporting tools and automation 

is necessary for the success of most software projects, but is 

essential for the success of large scale experimental ventures. 

PERIMETER employs a number of processes and tools [11] 

to aid the processes of team collaboration and 

communication, testing, continuous integration (Hudson) and 

structured software development.  

In this stage of development and testing, i.e. in a 

continuous build environment, a number of testing processes 

including unit (white-box), functional (black-box) and 

integration testing, are conducted to ensure that the 

developed software is brought to a level where it achieves its 

functional objectives.  

B. PERIMETER Experimental Process 

In PERIMETER, experimentation is needed to guarantee 

the success of the research, its innovation and the usability 

aspects of the project. These are verified in two large scale, 

state of the art testbeds, one in Waterford Institute of 

Technology (WIT) Ireland and one in Technical University 

of Berlin (TUB), Germany. These testbeds are 

interconnected over a Layer 3 connection. This 

interconnection was then matured to a Layer 2 federation in 

the final phase of the project. PERIMETER has also applied 

for, and was successful in procuring a FEDERICA slice (5 

virtual nodes) for use in the project [12].  

Conformance tests are performed on the PERIMETER 

system installed and running on the federated testbed to 

ensure that key components of the system are functioning as 

expected. These tests are complemented with interoperability 

tests to ensure the end-to-end functionality of the system is 

as expected. These processes are tested against the scenario 

under analysis, in the scenario-driven approach used in this 

project in order to demonstrate that the testing process is 

robust and to ensure the verifiability and reliability of the 

results. It is essential that both testing processes were 

repeatable and reproducible in order to achieve this. 

Application testing for the specific applications running on 

the federated testbeds is also performed.  

This process is further complemented by the employment 

of a user-driven approach to the requirements specification 

and the determination of features and subsequent testing 

phases with the use of Living Labs [3] and dedicated 

usability sessions. Performance and scalability issues are 

addressed with the introduction of emulation and simulation 

of network conditions. 
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C. Role of Testbeds in PERIMETER 

The distinction between testing and experimentation in 

PERIMETER allows the role of the federated testbed within 

this process to be further examined. The build environment 

which is used for the testing process allows a certain level of 

testing to be achieved. However, it is within the federated 

testbed environment where a greater level of realism can be 

determined with the testing and experiments conducted. The 

use of the testbeds allows the system to be tested from 

beginning to end in a realistic environment using real 

platforms, applications, devices and users. Without the 

federated testbed, the cost of achieving this level of realism 

would be greatly increased.  

Testbeds can be successfully used to control the cost of 

achieving realism in experimental activities [13]. In 

PERIMETER, it was found that not only does the use of the 

federated testbed control the cost; it actually does this 

without actually increasing cost but whilst increasing the 

level of realism achieved. 

VII. SUMMARY AND OUTLOOK  

The increasingly dynamic nature of the 

telecommunications scene is expected to go beyond the 

technical domain and also cover business models and 

socioeconomic aspects of telecommunications, eventually 

giving rise to the user-centric network vision foreseen by the 

PERIMETER project. There are many challenges, both 

technical and socioeconomic, that need to be addressed for 

this vision to come true, such as the need for a standardized 

view of QoE among all stakeholders that should act as a 

common performance and valuation criterion. In this paper 

we have focused on the exploitation of an open QoE 

knowledge base for more intelligent and user-centric 

interface selection, which can also provide benefits network 

operators in terms of resource utilization.  

Currently the development PERIMETER system is in its 

final stage and Living Lab tests with real users are being 

conducted in two inter-connected testbeds, one in 

Waterford, Ireland and one Berlin, Germany. The tests will 

provide experimental results on user acceptance and about 

PERIMETER’s usability in a real life environment. 
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Abstract—We introduce a transmission control protocol with
a delay based congestion avoidance that utilizes a proportional
plus derivative controller. The derivative part of the controller
is shown to be well suited to effectively control TCP sessions,
given the relative shallow buffer space of network elements. We
demonstrate the competitive performance of the protocol via open
source based network experiments over a research network and
the Internet.
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I. I NTRODUCTION

Recent advances in TCP protocols have departed from
window transmission regulation based on binary information
into multi-bit information [2], [9]. Rich feedback information
indeed holds the promise of better regulating packet transmis-
sion by reducing traffic oscillations typical of binary based
control mechanisms. Moreover, recent advances in TCP flow
probing have made available path estimators that may be
useful for regulating TCP traffic transmission [10].

In our prior work, we have introduced a delay based TCP
window flow control mechanism that uses path capacity and
storage estimation, called Capacity and Congestion Probing
- CCP [5]. The idea is to estimate bottleneck capacity and
path storage space, and regulate the congestion window size
using a proportional controller. We have shown that CCP has
competitive performance as compared with widely known TCP
protocols, such as Reno and Cubic, outperforming them in the
presence of random packet loss scenarios such as in wireless
bottlenecks.

However, quite often path storage space is limited, due
to shallowness of network elements’ buffers. In such cases,
a large proportional gain parameter is needed to increase
throughput performance, which increases the protocol ag-
gressiveness. Motivated by the shallowness of buffers in the
Internet network elements, in this paper we propose to add
a derivative component to the proportional controller usedto
regulate TCP congestion window. The idea is to react to the
derivative of the available path storage space, in additionto
the absolute storage space value. When buffers are limited,a
derivative component should help regulate better traffic input
into the TCP session.

In this work, our contributions are as follows. We show the
feasibility of a window flow control mechanism based on a

proportional plus derivative controller, based on non intrusive
path capacity and buffer storage estimators. As previously,
we use a control theoretic framework that ensures stability
regardless of session characteristics (path capacity and round
trip time) and cross traffic activity; we design a congestion
window regulation scheme within the framework of a TCP
protocol, called TCP-Capacity and Congestion Proportional
plus Derivative - CCPD; we demonstrate TCP-CCPD per-
formance via a comprehensive set of open source based
transpacific network experiments. The material is organized
as follows. Related work discussion is provided on Section
II. Section III introduces the modeling and control theoretic
approach of the window regulation scheme, whereas section
IV reviews the path estimators used to implement the window
regulation. Section V describes the TCP-CCPD protocol, and
section VI addresses its performance evaluation. Section VII
addresses directions we are pursuing as follow up to this work.

II. RELATED WORK
TCP protocols fall into two categories, delay and loss

based. Advanced loss based TCP protocols, such as HS-TCP
and Scalable TCP use packet loss as primary congestion
indication signal, performing window regulation aswk =
f(wk−1), being ack reception paced. Mostf functions follow
an Additive Increase Multiplicative Decrease strategy, with
various increase and decrease parameters. TCP NewReno and
Cubic are examples of AIMD strategies. Delay based TCP
protocols, on the other hand, use queue delay information
as the congestion indication signal, increasing/decreasing the
window if the delay is small/large, respectively. Examplesof
these are TCP-Vegas and FAST TCP. CCP and CCPD fall
into the second category, delay based protocols.

Although TCP-Vegas relies on estimates of round trip prop-
agation delay, its window adjustment function is of the form
wk = f(wk−1), paced by one rtt per adjustment [2]. TCP-
Vegas aims at keeping a small number of packets buffered
in the routers along the path. Fast TCP, on the other hand,
tracks both minimum and average rtt values of a session, in
order to update the window, still via awk = f(wk−1) function.
Although both of these algorithms can be tuned to convergence
[6], parameter tuning depends on particular characteristics
of each session, such as propagation delays and link speeds
[7]. In contrast, CCP and CCPD both rely on a technique
for dead-time delay systems to ensure stability regardlessthe
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characteristics of a TCP session [12]. This allows us to fine
tune the algorithm’s parameters to trade throughput for packet
loss, without the danger of driving the system to instability. In
addition, CCPD derivative component allows a faster reaction
to transients when buffer space is limited. Unique to CCP
and CCPD window control is that they do not follow a
wk = f(wk−1) control law, which, together with built in
stability mechanism, allows the protocols to be responsiveto
cross traffic disturbances at widely different network scenarios
and traffic conditions.

III. PROPORTIONAL PLUSDERIVATIVE WINDOW

CONGESTIONCONTROL

We make use of the control theoretic approach of [3] to
design CCPD protocol. In what follows, we limit ourselves
to summarize the results needed for CCPD protocol design,
augmenting them with a derivative component.

A. Network and Queue Models
The network consists ofN = {1, 2, . . . , n} nodes and

L = {1, 2, . . . , l} links. Each linki is characterized by: trans-
mission capacityci = 1/ti (segments/sec); propagation delay
tdi. The network traffic is generated by source/destination
pairs (S,D), where S,D ∈ N . To each (S,D) session,
there is a number of TCP sessions associated, each of which
having a fixed pathp(S,D) over which all segments of
a given session travel. Each source is characterized by its
maximum transmission speed,cs = 1/ts, dictated by its
network interface card.

We further assume that each switch maintains a single queue
for all sessions exiting a given outgoing link. Letxi,j(t) be
the occupancy at timet of the queue associated with linki
andsessionj, andBi,j a corresponding buffer size.

For the model of the dynamic behavior of each queue, we
assume a deterministic fluid model approximation of segment
flow [11]. Considering the queue associated with the TCP
sessionTCPj at link i, if the level of queue occupancy at
time t is xi,j(t), its input rateui,j(t), and cross trafficdi,j(t),
a fluid model of the queue system is given by:

dxi,j(t)

dt
=

{

ui,j(t) + di,j(t) if xi,j > 0
max(0, ui,j(t) + di,j(t)) if xi,j = 0

(1)

B. Window Control Model
In order to control the queue levelx(t) for a specific session,

we use a proportional plus derivative controller. LettingB be
the size of the bottleneck buffer, we compute the difference
between the buffer size and the current queue levelx(t). This
difference, the errore(t), is multiplied by a positive gainKp,
so thatKpe(t) is the regulated input rate of theTCP source.
In addition, a difference between the current queue levelx(t)
and the previously received queue levelx(t− tp) is multiplied
by a positive parameterKd and added to the input rate.

Figure 1 depicts the block diagram of the continuous time
model of a TCP session.Tff denotes the propagation delay
from the flow controlled source to the bottleneck queue, the
most congested intermediate node, whereasTfb is the propa-
gation delay incurred by traffic carrying feedback information

from the intermediate node to the destination node, plus thede-
lay incurred from the destination node back to the source node.
Therefore,RTT = Tff + Tfb is the round trip propagation
delay incurred by a segment carrying feedback information.In
Figure 1, a generic proportional controllerKp∗(t) is depicted,
rather than a simple proportional controllerKp. In addition,
a derivative componentKd∗(t) is also depicted, acting on
variations of the input signal. The cross traffic rate isd(t),
hence variations ind(t) represent cross traffic variations, or
disturbances, accounting for cross traffic impact on a TCP
session, whereasB is the bottleneck queue size.

x   (t)i,j

d   (t)i,j

Tff

Kd  (t)*

dt

Tfb

+
-

+

u   (t)i,jB
+

Kp  (t)* +

+

d
dt

Fig. 1: Rate controlled flow model with aK∗(t) controller
We use a Smith Predictor [12] to ensure stability in large

bandwidth delay product paths regardless of the proportional
and derivative gain parameters used. Therefore, we substitute
the controllersKp∗(t) andKd∗(t) in Fig. 1 with controllers
such that the resultant system has a delay free feedback loopin
cascade with pure delays [3]. The proportional plus derivative
controller plus the feedback loop predictor gives rise to the
following input rate control equation:

u(t) = Kd[B − x(t)− in flight traffic(t)] + (2)

Kd
d

dt
[B − x(t) − in flight traffic(t)]

Eq. 2 implements a proportional plus derivative control ac-
tion with the difference that the actual queue level is increased
by the amount of data transmitted during the last round trip
delay (in flight traffic(t)). Finally, a discretization of
the above continuous system yields the window adjustment
equation as:

wk = Kp[B − xk − in flight segsk] + (3)
Kd

tk − tk−1

[xk−1 + in flight segsk−1 +

−xk − in flight segsk]

where xk the buffer level at discrete timek, and
in flight segsk the number of segments transmitted in the
last round trip delay.

Although our main interest is in TCP sender window regu-
lation, Eq. 3 can also be used to account for retransmissionsof
lost segments. This is because the window regulation scheme
itself does not distinguish between fresh and retransmitted seg-
ments, as long as they are both accounted for by inflight segs.
Notice that Eq. 3 is not a pure recurrent equation, of the
form wk = f(wk−1). Therefore, a current window size is not
solely dependent on the value of the previous window size,
as in most TCP protocols.1 In addition, theoretically Eq. 3
would need to be recomputed at a given minimum frequency,

1To be precise,wk depends on the values of allwi within a full round trip
time, due to inflight segs term.
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which would require timers associated with transport sockets
that require locks for safe access. Instead, a TCP congestion
avoidance implementation of Eq. 3 does not require timers
because, as soon as a control window worth of packets is
transmitted, no new packets are allowed into the network
until an acknowledgement is received. At that time, we can
recompute Eq. 3 appropriately.

We useKp parameter for throughput regulation, whereas
Kd is used to quickly respond to variations in path buffer
space. That is, although large values ofKp increase session
throughput, segment loss may be experienced, depending on
cross traffic behavior. Segment losses can be mitigated by
responding quickly to queue build ups viaKd parameter of
the derivative component of the controller.

Summarizing, window regulation through Eq. 3 allows for a
trade off between segment loss and throughput via parameter
Kp. Hence, tuning ofKp can be exercised for traffic engi-
neering purposes. For paths through network elements with
shallow buffers,Kd is tuned so as to provide quick response to
variations in available space. To end this section, we mention
that the control window prescribed by Eq. 3 allows the TCP
sender to send a certain number of segments at line speed,
if wished, without impairing controllability or stabilityof the
session. This is indeed the typical behavior of a TCP session.
Moreover, each TCP session sees its own buffer sizeB and a
buffer level caused by its own traffic plus cross traffic on its
path, caused by other TCP sessions and UDP traffic crossing
its path. IV. PATH ESTIMATORS

Eq. 3 requires estimators for bottleneck buffer sizeB̂ and
buffer levelx̂. As the estimators used in this paper are a more
accurate version of the estimators used in [5], in this section
we simply summarize the description of the estimators, for
completeness.

A. Capacity estimation
The capacity estimation method of our choice is based on

packet pair dispersion [10] techniques. The idea is to measure
dispersion of the delay of packet pairs sent back to back .
If both probing packets of size MSS of a packet pair sample
do not suffer any queueing delay, and the dispersion between
them isd, the slowest link capacity can be estimated as:

Ĉ =
MSS

d
(4)

The capacity estimation method is described in detail in [4]. In
this paper, we implemented a version of this method with high
resolution clocks, which allows us more precision, as well as
the bottleneck capacity estimation of a wider range of speeds.
Fig. 2 reports capacity estimation results for short and long rtt
path scenarios, using twoKp parameter values. We can see
that capacity estimation accuracy does not depend on the rtt
nor the set of parameters used.

B. Buffer size estimation

Let rttmax andrttmin be the maximum and minimum rtts
experienced by segments of a given session. A reasonable
estimator for the bottleneck buffer size would then be:

B̂ = Ĉ ∗ (rttmax − rttmin) (5)

a) CCPD(2,100);Rtt=20msec b)CCPD(2,100); Rtt=190msec

d)CCPD(4,100); Rtt=190msecc)CCPD(4,100); Rtt=20msec
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Fig. 2: Capacity estimation

However, a precise estimation would be achieved only when
the bottleneck buffer is full, so thatrttmax is the rtt of the
segment once stored at the last buffer slot of the buffer,
otherwise the estimator will underestimate the buffer size.
On the other hand,rttmin may represent more than pure
propagation delays, if during the estimation period the bot-
tleneck buffer never empties. In this case, however, one may
argue that the extra buffer space, taken by a persistent traffic,
is never available anyways, so this extra space is perceived
by a TCP session as an additional propagation delay. Fig.
3 report buffer size estimation results for short and long rtt
path scenarios, using twoKp parameter values. Buffer size
estimation accuracy does not depend on the parameter values
used. However, long rtt sessions result in larger buffer size
estimation, as expected.
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Fig. 3: Buffer Size Estimation

C. Buffer level estimation
If one tracks each segment rtt, the current buffer levelx(t)

can be estimated bŷx(t) = (rtt(t) − rttmin) × Ĉ. Since
sample rtt values typically include high frequency variations,
a smoothed average rtt valuertts(t) is used instead, so:
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x̂(t) = Ĉ ∗ (rtts(t)− rttmin) (6)

Fig. 4 report buffer level estimation results for short and
long rtt path scenarios, using twoKp parameter values. Buffer
level estimation does depend on both the parameter values
used, as well as the session rtt.

a) CCPD(2,100);Rtt=20msec b)CCPD(2,100); Rtt=190msec

d)CCPD(4,100); Rtt=190msecc)CCPD(4,100); Rtt=20msec
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Fig. 4: Buffer Level Estimation

V. TCP-CCPDPROTOCOL

Our design follows the TCP framework: slow start, conges-
tion avoidance, fast retransmit, and fast recovery phases,with
adaptations to capacity and congestion probing as follows:

• Slow Start : We use a plain TCP slow start mechanism
so as to focus on characterizing the performance of the
congestion avoidance mechanism proposed in this paper.
The only difference is that the bottleneck capacity and
the buffer size estimation are passively performed during
slow start as well as during congestion avoidance.

• Congestion Avoidance :In congestion avoidance, capac-
ity estimators are updated continuously, so that the CCPD
session can track changes in the path characteristics
due to cross traffic dynamics. In particular, a capacity
segment sample is set at every rtt interval to avoid
interference between samples, provided that the control
window is increased by at least two segments via Eq. 3.
High accuracy clock helps accurate computation of the
derivative component of the controller.

• Fast Retransmit and fast recovery : Duplicate acks
cause segments to be retransmitted. During retransmis-
sion, the congestion window is maintained at the same
size until all segments transmitted during that window
are acknowledged. Moreover, for each duplicate ack
received, the congestion window is increased to allow the
retransmission of the missing segment. During recovery,
rtt measurements become problematic, since segments
may have to be retransmitted several times, artificially
increasing their rtt. Since CCPD relies on rtt measure-
ments, the protocol does not react to dupacks, avoiding
estimators’ contamination with inflated rtt values.

Regarding implementation cost, since no additional packets
are used, there is no bandwidth overhead incurred by CCPD.
Regarding scalability, the protocol requires OS kernel timers
of small enough granularity to detect time differences that
scale with bottleneck capacity speed. We have upgraded
our previous estimators’ implementation with high accurate
clocks, where nanoseconds accuracy allows us to probe path
bottleneck capacity in excess of 100 Gbps.

VI. PERFORMANCEEVALUATION
We now report on a series of open source based experiments

on a high speed research network as well as the Internet
(5. The research network is used to analyze our protocol
properties and performance in detail, as we are able to control
cross traffic and path routes. The Internet scenario is used to
investigate protocol feasibility on paths with realistic cross
traffic. We contrast the CCPD performance with two well
known TCP protocols: NewReno, with a loss based congestion
avoidance; Cubic, the Linux TCP algorithm of choice; and
CCP [5], our previous delay based congestion avoidance
protocol.

a) High Speed Research Network Scenario
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b) Internet Network Scenario

Fig. 5: TCP Protocol Evaluation: Network Scenarios

A. PD controller parameters tuning
We use the research network scenario to tune CCPD pa-

rameters. We have selected a path with medium rtt, 40msecs,
between two machines in Japan, as a commonplace path.
However, the control theory behind equation 3 ensures system
stability regardless the path rtts and bottleneck capacityspeeds.
Table I reports on 100MByte file delivery completion time
for variousKp andKd parameters. We have included CCP
results, for comparison. From these results, we have selected
Kp = 2 and Kd = 100 as default CCPD parameters, as a
tradeoff between throughput performance and variance.

CCPD(2,100) CCPD(2,1000) CCPD(4,100) CCPD(4,1000) CCP(2) CCP(4)
trial 1 20791.4 17872.1 19364.5 20945.8 56636.3 25303.4
trial 2 19615.9 24074.5 17046.9 16810.4 38083.9 23647.3
trial 3 19162.0 15854.5 14419.3 20013.4 59176.1 22777.5
trial 4 20054.5 16103.8 15288.4 18280.9 30264.5 35769.7
trial 5 20818.6 18916.6 26469.8 20625.3 16608.3 33574.1
avg 20088.5 18564.3 18517.8 19335.2 40153.8 28214.4

TABLE I: 100MB delivery time(msec) : rtt=40msec

B. Transport protocols’ performance with no packet loss

In this experiment set, we characterize the performance of
the TCP protocols when session path is clear of congestion
and packet losses. Tables II and III show the completion time
of a file of 100MBytes delivered over the research network
for short (20msecs) and long (180msecs) path scenarios.
CCP is characterized forKp parameter, whereas CCPD is
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characterized forKp andKd parameters. In terms of transfer
speed performance, Table II shows that all protocols perform
similarly for the short rtt and no packet loss scenario. For long
rtts (Table III), we see that Cubic, CCP(4) and CCPD(4,100)
are the fastest protocols, being the most aggressive TCP
congestion avoidance schemes. Hence, the least aggressive
protocols (Reno and CCPD(2,100)) perform poorly in long
rtt scenarios with no cross traffic. For better understanding
of the dynamics of the congestion avoidance, we include a
characterization of the cwnd control window for a single long
rtt trial in Fig. 6. CCP(4) and CCPD(4,100) have similar cwnd
dynamics over large rtts.

Reno Cubic CCP(2) CCP(4) CCPD(2,100) CCPD(4,100)
trial 1 1229.7 1227.3 1410.7 1226.2 1459.6 1230.8
trial 2 1221.2 1226.9 1219.3 1222.6 1225.9 1224.1
trial 3 1223.7 1455.8 1220.3 1219.7 1220.6 1224.4
trial 4 1220.0 1453.6 1458.0 1447.2 1222.6 1231.8
trial 5 1218.6 1223.2 1200.3 1222.9 1220.9 1228.3
avg 1222.64 1317.36 1301.72 1267.72 1269.92 1227.8

TABLE II: 100MB delivery time(msec): 0 PER ; rtt=20msec

Reno Cubic CCP(4) CCPD(2,100) CCPD(4,100)
trial 1 44383.5 23114.0 21548.3 34490.6 19117.5
trial 2 44449.1 23197.8 21868.4 30846.7 22878.3
trial 3 44385.2 23134.4 19116.3 29957.6 21982.2
trial 4 44382.6 23117.9 21788.6 28430.8 22641.4
trial 5 44385.4 25043.9 21485.8 37542.3 23516.9
avg 44397.2 23521.6 21161.5 32253.6 22039.3

TABLE III: 100MB delivery time(msec): 0 PER ; rtt=190msec

a) Reno b) Cubic

d) CCPD(4,100)c) CCP(4)
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Fig. 6: Cwnd(t) without random packet loss : rtt=190msec

C. Transport protocols’ performance with random packet loss

In this experiment set, we characterize the performance
of the TCP protocols when the session experiences random
packet losses. Tables IV and V show the completion time of a
file of 100MBytes delivered over the research network, when
a 10−4 packet drop (PER) is exercised by a link emulator
placed at the bottleneck link of the session, for 20msec and
180msec rtt scenarios, respectively. CCP is characterizedfor
Kp = 4, whereas CCPD is characterized forKp = 2, 4,
andKd = 100. In terms of transfer speeds, we see that all
protocols completion time get severely affected by the packet
loss, if compared with no loss results, except CCP and CCPD
for long rtt scenario. For short rtt scenario, the protocolswith
most impacted file completion times are the most aggressive
protocols, namely Cubic and CCP. The least affected protocol

is CCPD(2,100), arguably the least aggressive protocol. Figure
7 depicts the cwnd dynamic behavior of one of the long rtt
trial for all protocols. We see that for all protocols exceptCCP
and CCPD, there is a large drop in cwnd size on every packet
loss experienced. Because CCP and CCPD rely on estimators
that are not related with packet loss, but rather packet delays,
not affected by random losses, their performance do not get
affected by random losses significantly.

In summary, two factors significantly affect the perfor-
mance of the protocols: packet loss level, and rtt size. For
short rtt scenarios and no packet loss, all protocols deliver
similar completion time performance. For high packet loss,
long rtt scenarios require aggressive protocols for superior
performance, while short rtt scenarios favor less aggressive
protocols in delivering faster completion time.

Reno Cubic CCP(2) CCP(4) CCPD(2,100) CCPD(4,100)
trial 1 19781.9 1502.4 1849.3 2364.3 1295.4 1274.0
trial 2 17402.6 2082.8 1981.0 1728.1 1988.2 1711.2
trial 3 20899.0 3634.5 1596.4 1421.4 1623.7 1229.3
trial 4 7699.5 1726.7 2463.0 3603.7 1144.3 1519.9
trial 5 7047.1.2 1304.6 1198.5 1604.0 1508.7 1953.5
avg 14566.0 2050.2 1817.6 2144.3 1512.0 1537.6

TABLE IV: 100MB delivery t(msec):10−4 PER; rtt=20msec

Reno Cubic CCP(4) CCPD(2,100) CCPD(4,100)
trial 1 133872.7 38054.4 24262.5 33819.9 23247.3
trial 2 107217.8 39091.7 21772.8 32684.9 22374.0
trial 3 117845.4 65617.6 24245.2 30335.9 21342.4
trial 4 126682.7 45681.4 22435.5 29964.2 21837.4
trial 5 118829.2 38538.0 22616.5 31382.9 23557.9
avg 120889.6 45396.6 23066.5 31637.6 22471.8

TABLE V: 100MB delivery t(msec):10−4 PER ; rtt=190msec
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Fig. 7: Cwnd(t) with random packet loss

D. Benchmarking CCPD against other TCP protocols
In this subsection, we benchmark CCPD against Reno,

Cubic, and CCP TCP protocols. Two parallel TCP sessions
are initiated for the same file of 100MByte size, over the
research network and Internet scenarios. We recall that the
Research Network has very little cross traffic. We collect
completion time performance for short and long rtt types of
session. Results are shown in Figs. 8 and 9. Each pair of
bars indicate average completion time over five trials for two
competing TCP protocols. A range bar on top of the histogram
bar indicates minimum and maximum values across the trials.
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As the two sessions come simultaneously into the network,
their completion time performance are comparable.

a) Short rtt scenario: rtt=20 msecs

b) Long rtt scenario: rtt=190 msecs
Fig. 8: Research Network: Completion time performance

a) Short rtt scenario: rtt=20 msecs

b) Long rtt scenario: rtt=300msecs
Fig. 9: Internet: Completion time performance

In the research network scenario, where we have practically
no cross traffic, CCP and CCPD perform better than all other
protocols except CCP(2) and CCPD(2,100), outperformed by
Cubic on long rtt scenario. For short rtt sessions, CCPD out-
performs CCP and other protocols (e.g. CCPD(2,100)/Cubic vs
CCP(2)/Cubic). In the Internet scenario, CCP and CCPD out-
perform the other protocols on average completion time. When
comparing CCPD(x,100)/otherTCP with CCP(x)/otherTCP, we
see that CCPD outperforms CCP for long rtt scenario, whereas

CCP outperforms CCPD for short rtt scenario. CCPD perfor-
mance over the Internet needs further investigation.

VII. F UTURE WORK

In this paper, we have introduced TCP-CCPD, a transmis-
sion control protocol based on control theoretical concepts,
and window regulation based on TCP session estimators.
The protocol regulates traffic injection by tracking capacity
and congestion along the session path during the lifetime of
the session, an implementing a proportional plus derivative
controller. The derivative component of the controller allows
quick reaction to queue build ups. Preliminary experimental
results have demonstrated CCPD competitiveness as compared
to widely used TCPs. We are in the process of generating more
extensive experimental results. In addition, we are currently
studying a hybrid CCP/CCPD congestion avoidance mecha-
nism, which activates the derivative part of the controlleronly
in appropriate path scenarios. The goal is to guarantee best
performance regardless of the network path characteristics.
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Abstract—Clouds are continuously changing environments
where services can be composed with other ones in order
to provide many types of other services to their users. In
order to enable cloud platforms to manage and control their
assets, they need to name, identify, and retrieve data about
their virtual resources in different operating contexts. These
tasks can not be easily accomplished using only the DNS
and this leads cloud service providers to design proprietary
solutions for the management of their name spaces. In this
paper, we discuss a possible cloud naming system based on
the eXtensible Resource Identifier (XRI) technology. More
specifically, we evaluate the performance of OpenXRI, one of
its open source implementations, simulating typical cloud name
space management tasks.

Keywords-Cloud Computing, Naming System, XRI,
OpenXRI.

I. INTRODUCTION

Nowadays, cloud providers supply many kinds of In-
frastructure as a Service (IaaS), Platform as a Service
(PaaS), and Software as a Service (SaaS) to their users, e.g.,
common desktop clients, companies, governments, organi-
zations, and other clouds. Such services can be arranged
composing and orchestrating several Virtual Environments
(VEs) or Virtual Machines (VMs) through hypervisors.

The overwhelming innovation of cloud computing is that
cloud platforms can react to events internally rearranging the
VEs composing their services pushing down management
costs, and the interesting thing is that cloud users are not
aware of changes, continuing to use their services without
interruptions according to a priori Service Level Agreements
(SLAs). For example, when a physical server hosting an
hypervisor runs out or is damaged, the cloud can decide
to move or “migrate” one or more VEs into another server
of the same cloud’s datacenter acting as virtualization in-
frastructure. Further migrations can be triggered for many
other reasons including power saving, service optimization,
business strategy, SLA violation, security, etcetera. In ad-
dition, if we consider the perspective of cloud federation
where clouds cooperate sharing computational and storage
resources, a VE might migrate also into a server of another
cloud’s virtualization infrastructure. Another business model
which can take place in federated scenarios might be the rent
of a VEs from a cloud to another.

Such a dynamic, variegated, and continuously changing
scenario involves no just cloud services and VEs, but also
other cloud entities such as physical appliances and cloud
users. All these entities need to be named and represented
both in human-readable and in machine-readable way. More-
over, they need also to be resolved with appropriate data
according to a given execution context. For example, as a
VE needs to be identified by a name, it may happen that
different entities (e.g., cloud software middlewares, cloud
administrators, cloud user, etcetera) may be interested to
resolve that name retrieving either data concerning general
information on the VE (e.g., CPU, memory, kernel, operating
system, virtualization format version), data regarding the
performance of the VE (e.g., used CPU and memory), or
by means of a Single-Sign-On (SSO) authentication service
(e.g., using an Identity Provider (IdP) asserting the trustiness
of the VE when it migrate from a place to another in
order to avoid identity theft), and many others. In addition,
the scenario becomes more complex if we consider the
fact that these entities might hold one or more names and
identifiers also with different levels of abstraction. In our
opinion, for the aforementioned concerns the management
and integration of cloud name spaces can be difficult because
such a scenario raises several issues concerning naming
and service location for all the involved entities and the
traditional DNS-based systems along with URL, URI, and
IRI standards are inadequate for cloud computing scenarios.

In order to discourage a possible evolving scenario where
each cloud could develop its own proprietary cloud nam-
ing systems with compatibility problems in the interaction
among different cloud name spaces, this paper aims to
propose a standard approach for the designing of a seamless
cloud naming system able to manage and integrate indepen-
dent cloud name spaces also in a federated scenario.

The paper is organized as follows: Section II provides a
brief description of cloud name spaces. Section III describes
the state of the art of naming systems and the most widely
adopted solutions in distributed systems and in ubiquitous
computing environments. In Section IV, we provide an
overview of the XRI technology motivating how it suits the
management of cloud name spaces. In Section V we discuss
OpenXRI [1], one of the XRI open source implementations,
showing how to use it as cloud naming system. An analysis
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of the performances of OpenXRI managing a simulated
cloud name space is discussed in Section VI. Conclusions
and lights to the future are summarized in Section VII.

II. CLOUD NAME SPACE ISSUES

In this Section, we briefly summarize the main cloud
name space issues which have already been analyzed in
our previous work [2]. Despite the internal cloud structure,
we think cloud entities have many logical representations in
various contexts. In addition, there are many abstract, struc-
tured entities (e.g., a distributed cloud-service built using
other services, each one deployed in a different VE). These
entities are characterized by a high-level of dynamism:
allocations, changes and deallocations of VEs may occur
frequently. Moreover, these entities may have one or more
logical representations in one or more contexts. But which
are the entities involved in cloud computing? In order to
describe such entities, we introduce the generalized concept
of Cloud Named Entity (CNE). A CNE is a generic entity
indicated by a name or an identifier which may refer both
to real/abstract and simple/structured entity. As depicted in
Figure 1, examples of CNE may be a cloud itself, a cloud
federation, a virtualization infrastructure, a server running an
hypervisor, a VE, a cloud service, or cloud users including
companies, governments, universities, cloud technicians, and
desktop clients.

Figure 1. Examples of generic CNEs.

In our abstraction, we assume that a CNE is associated
to one or more identifiers. As a CNE is subject to frequent
changes holding different representations in various Cloud
Contexts (CCNTXs), the user-centric identity model [3]
seems to be the most convenient approach. We define a
CCNTX as an execution environment where a CNE is repre-
sented by one or more identifiers and has to be processed. In
this work, we assume a CNE is represented by one or more
CCNTX Resolver Server(s), which are servers returning data
or services associated to a CNE in a given CCNTX. Figure

2 depicts an example of CNE associated with six identities
within four CCNTXs. The target CNE holds identity 1, 2

Figure 2. Examples of a generic CNE associated to several CCNTXs.

inside CCNTX A, identity 3 inside CCNTX B, identity
4 inside CCNTX C, and identity 5, 6 inside CCNTX D.
We define a Cloud Naming System (CNS) as a system that
maps one or more identifiers to a CNE. A CNS consists
of a set of CNEs, an independent cloud name space, and a
mapping between them. A cloud name space is a definition
of cloud domain names. Instead, a name or identifier is a
label used to identify a CNE. A client resolver which needs
to identify a CNE in a given CCNTX performs a resolution
task. Resolution is the function of referencing an identifier
to a set of data or services describing the CNE in several
CCNTXs.

III. RELATED WORK AND BACKGROUND

Cloud computing is generally considered as one of the
more challenging research field in the ICT world. It mixes
aspects of Utility Computing, Grid Computing, Internet
Computing, Autonomic computing and Green computing
[4], [5]. As previously discussed, in such new emerging
environments, even though naming and resource location
raise several issues, there have not been many related works
in literature yet regarding naming systems managing cloud
name spaces, as DNS is still erroneously considered the
“panacea for all ills”. In fact, DNS presents some problems:
it is host centric, unsuitable for complex data and services
location, and it is not suited to heterogeneous environments.
Possible improvements might come from the naming sys-
tem works in high-dynamic, heterogeneous and ubiquitous
environments. An alternative to the DNS is presented in
[6]. The authors propose a Uniform Resource Name System
(URNS), a decentralized solution providing a dynamic and
fast resource location system for the resolution of miscella-
neous services. Nevertheless, the work lacks of an exhaustive
resource description mechanism. With regard to naming
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system in ubiquitous computing, in [7] the authors propose
a naming system framework for smart space environments.
The framework aims to integrate P2P independent cloud
naming systems with the DNS, but appears unfitted to
be exported in other environments. In addition it aims to
localize and identify an entity that moves from a smart
space to another using as description mechanism the little
exhaustive DNS resource records. A hybrid naming system
that combines DNS and Distributed Hash Table (DHT)
is presented in [8]. The authors adopt a set of gateways
executing a dynamic DNS name delegation between DNS
resolver and DHT node.

Regarding naming, name resolution, and service location
in federated cloud environments, in our previous work [2],
besides highlighting the cloud name space issues previously
discussed, we proposed a generic theoretical cloud naming
framework for the management of cloud name spaces. As
possible representation of the cloud naming framework we
chose XRI [9] and the eXtensible Resource Descriptor
Sequence (XRDS) [10] technologies which are also the focus
of this work. How will be described in the following Sections
the aim of this paper is to evaluate the performances of
several operational tasks using the OpenXRI implementation
by means of the simulation of typical cloud name space
management tasks.

IV. AN XRI NAMING SYSTEM FOR CLOUD COMPUTING

In this Section, after a brief description the XRI tech-
nology, we motivate how it can help the cloud name space
management.

The XRI protocol provides a standard syntax for identi-
fying entities, regardless any particular concrete represen-
tation. The XRI system is similar to DNS, including a
set of hierarchical XRI authorities but more powerful. The
protocol is built on URI (Uniform Resource Identifiers)
and IRI (Internationalized Resource Identifiers) extending
their syntactic elements and providing parsing mechanisms.
Particular types of URI are URN and URL. Since an URL
is also an URI, the protocol provides a parsing mechanism
from XRI to URL. Therefore XRI is also compatible with
any URN domain. XRI supports persistent and reassignable
identifiers by means of i-numbers (Canonical ID) and i-
names (Local ID). It also provides four types of synonyms
(LocalID, EquivID, CanonicalID, and CanonicalEquivID) to
provide robust support for mapping XRIs, IRIs, or URIs to
other XRIs, IRIs, or URIs that identify the same target entity.
This is particularly useful for discovering and mapping to
persistent identifiers as often required by trust infrastruc-
tures. XRI enable organization to logically organize entities
building XRI tree. According to the XRI terminology, each
entity in the tree is named authority. The protocol provides
two additional options for identifying an authority: Global
Context Symbols (GCS) and cross-references. Common
GCS are “=” for people, “@” for organization, and “+” for

generic concepts. For example the xri://@XYZ*marketing
indicates the marketing branch of an organization named
XYZ, where the “*” marks a delegation.

An authority is resolved by means of an XRDS document
representing a simple, extensible XML resource description
format standard describing the features of any URI, IRI, or
XRI-identified entity in a manner that can be consumed by
any XML-aware system. Each XRDS describes which types
of information are associated to an authority an the way in
which they can be obtained. Using HTTP, XRI resolution
involves two phases: authority resolution which is the phase
required to resolve a XRI into a XRDS document from an
XRI Authority Resolution Server (ARS), and Service End-
Point Selection which is the phase of selection of the SEP
server (e.g., web service, service provider, web application)
returning the data describing the entity in a given context.
The same SEP server can also return different data of the
same authority.

In our opinion, as XRI meets the requirements of cloud
name space management, it can be adopted to develop
a seamless mechanism for retrieve data regarding CNEs.
As XRI is compatible with IRI naming systems, there is
not the need to use a unique global naming system, even
though this would be possible. This feature allows clouds
to manage their own XRI naming systems, mapping them
on the global DNS maintaining the compatibility with the
existing naming systems. Moreover, with XRI a cloud can
keep different trees representing IaaS, PaaS, and SaaS. In
addition, such a technology can be used for both identify
and resolve VMs and whole *aaS by means of the resolution
of XRI authorities. In addition, the XRDS document can
be used to describe a XRI authority associated to a target
service of VM, indicating how to resolve it by means of the
corresponding SEP.

For example the cloud service provider may need to
retrieve three types of information about an authority rep-
resenting a VM, resolving it in three different ways. In the
fist way the VM has to be resolved by means of general
data (e.g., CPU, memory, kernel, operating system), in the
second way the VM has to be resolved by means of real
time performance data (e.g., amount of used CPU and
memory used), in the third way instead the VM has to
be resolved by means real time data regarding an internal
running application (e.g., the percentage of processed data).
Such a situation can be addressed by mean of three different
XRDs inside the XRDS document corresponding to the VM,
authority, each one pointing to a target SEP server.

V. HOW TO MANAGE CLOUD NAME SPACES USING AN
OPENXRI ARCHITECTURE

Regarding the implementation of the XRI technology, cur-
rently there are not many available solutions on the market.
Nowadays, in our opinion, the OpenXri Project is one of
the best open source initiatives which aims to promote the
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development of XRI-based applications. Therefore, in this
Section we describe how to implement a CNS using the java
libraries developed by the Openxri Project. Our practice of
CNS includes the following components: the XRI Authority
Resolution Server (ARS) 1.2.1, the XRI Client Resolver
(CR), the XRI Cloud Name Space Management (CNSM)
front-end and the SEP Server. The OpenXRI has provided
the java libraries to arrange the following components:

• The ARS 1.2.1, a server for the resolution XRI author-
ities (i.e., in our scenario CNEs). It is provided along
with a web application to allow administrators to create,
move, and delete authorities and thus managing XRI
trees.

• The XRI CR, a software client which resolves an
authority queering a ARS, retrieving the corresponding
XRDS document, and performing a “SEP Selection
Task” choosing the right SEP Server acting in a given
CCNTX for the resolution of an XRI authority. The
XRI CR is used by each entity interested to resolve
a CNE name, e.g., another cloud, a desktop client, a
service provider, an IT society, and so on.

The XRI ARS developed by the Openxri Project provides
an administration web interface where an user can inter-
actively manage his name space. Such a condition is very
penalizing for our scenario, as we assumed that the cloud
name space should be also managed automatically by the
cloud middleware according to the business model in force
on the cloud. In fact, in our opinion there are circumstances
where the interaction with an administrator is required
and other cases where the cloud has to arrange its assets
automatically by itself. For such reasons we have designed
the XRI CNSM front-end offering both a standard SOAP
web service interface in order to make the naming system
controllable by any cloud platform, and additional specific
utilities for the name space management of cloud computing
environments. The choice of using SOAP is motivated by
the fact that it provides a consolidated framework offering
security an Quality of Service (QoS) support. At any rate,
nothing prevents the possibility to use another web service
technology. In addition, SEP Servers have been developed
by means of Restfull web services. The aim of the SEP
Server is to resolve CNE name in a given CCNTX sending
data in XML format to the XRI CR. In this case, the choice
of the Restfull technology has been motivated by the fact that
it offers better performances than SOAP in term of response
time (this is very useful especially when it is needed to
retrieve real-time data, e.g., the performances of a VM). At
any rate, also in this case, nothing prevents the possibility
to use another web service technology.

Security, is a hot topic in cloud computing. For this
reason, even though security is not the focus of this paper
is worthwhile to spend a few words about the security of
the proposed CNS. Regarding the CNE name resolution, the

XRI technology natively supports secure resolution using
the Security Assertion Markup Language (SAML) [11]. As
far as it is concerned the interaction between the cloud
middleware and the XRI CNSM front-end, it can be easily
secured using the WS-Secutity features [12] of the SOAP
protocol. In the end, considering the information retrieval of
an XRI software client from the Restful SEP Server, security
can be accomplished using https.

In Figure 3 is depicted an example of CNE name res-
olution. In step 1, the XRI CR software wants resolver a
CNE name and contacts the XRI ARS making a resolution
request. In step 2, the XRI ARS resolves the name and
responds to the XRI CR sending the XRDS document
corresponding to the the CNE name. In step 3 the XRI CR
performs a SEP selection task choosing the server for the
resolution of the CNE name in a given CCNTX to which
performing a Restfull web service request. In step 4 SEP
server responds with the data resolving the CNE name in
the corresponding CCNTX, so that the XRI CR can process
the obtained XML data. In the rest of the paper, as there are

Figure 3. Example of CNE name resolution in a CNS.

not limits to the type of CNE which our architecture is able
to manage, we focus on the name space management and
information retrieval of VMs.

As clouds are highly dynamic environments the logical
and physical arrangement of its resources can continuously
change. For example a VM can be either physically moved
from a server running a hypervisor to another. Figure 4
depicts such a situation presenting an example of XRI name
space changing due to a CNE name movement. In the XRI
name space tree on the left of the Figure at t time the “VE2”
CNE name is logically mounted under the “service2” CNE
name, instead, on the right of the Figure, at t + 1 time is
logically mounted under “service1”.

VI. AUTHORITY MOVING PERFORMANCES

In this Section, we present several experiments on a real
testbed in order to evaluate our XRI CNS implementation.
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Figure 4. Example of CNE name movement.

More specifically, we focused on the evaluation of the
costs due to the movement of XRI authorities (i.e. CNE
names) within the XRI tree representing the cloud name
space. In order to evaluate the goodness of the OpenXRI
architecture for the management of cloud name spaces, in
our opinion it is necessary to understand the overall behavior
of the architecture under particular conditions of workload.
As XRI follows a hierarchical approach for the management
of name spaces using one or more tree structures, we
decided to stress the operations of XRI authority movement
in such structures considering two possible cases: “Wide
Tree” and “Deep Tree”. Considering the “Wide Tree” case,
we performed movement tasks with 10, 100, and 1000 XRI
authority. Instead, as far as it is concerned the “Deep Tree”
case, we performed tests with 10, 20, and 30 levels in
the XRI tree structure. Experiments have consisted in the
movement of the last authority on the right under a the first
authority on the left of the XRI tree.

Our experiments have been performed considering a
testbed deployed inside a computer running a Redhat En-
terprise Linux AS Release 3.0.8 operating system having
the following hardware features: Blade LS21 AMD Opteron
Biprocessor Dual Core 2218 2.6GHz 8GB RAM. Instead,
in order to emulate a cloud middleware interacting with the
SOAP web service interfaces of the CNSM front-end, we
used JMeter, an open source automatic client tool, which has
been deployed within another computer. More specifically,
we store a typical cloud behavior pattern and then we applied
it repetitively.

To estimate the workload of OpenXRI ARS 1.2.1 we
evaluated the Response Time of the system expressed in
msecs. We have measured the time interval between the
request phase to the XRI CNSM front-end at Ts and the
response time at Tr, taking place in the receiving phase. In
our graphs we reported the total time spent to accomplish
each task: Tt = Ts + Tr. The exchange of requests and
responses is measured in a local network (LAN, without any
Internet connection), since the measurements are not affected
from the network communication parameters (e.g., through-
put, delays, jitter, etcetera). The series of tests executed
(50 runs for each simulation) guarantee a wide coverage of

possible results. The confidence interval (at 95%) indicates
the goodness of our analysis. Figure 5 summarizes the
response time trend regarding the authority movement tasks
using the “Wide Tree” and considering 10, 100, and 1000
authorities. On the x-axis we have represented the number of
considered nodes, whereas on the y-axis we have represented
the response time expressed in milliseconds. Observing the

Figure 5. Authority movement tasks in the “Wide Tree” case with 10,
100, and 1000 authorities.

graph, we notice that with 1000 nodes we have a response
time of 40 seconds, a rather high value, but reasonable
considering the presence of 1000 operating VEs. Instead, in
the case of 10 and 100 nodes, the “Wide Tree” needs a time
that ranges from about 1 to 5 seconds in order to perform
authority movement tasks. This latter results are reasonable
in cloud environments, in particular, if we assume a scenario
where a single VE needs to be boot up, from an unrunning
state. Usually, the time needed for the VE boot-up is higher
than the time spent by OpenXRI ARS for any type of tree
reconfiguration.

Instead, the graph depicted in Figure 6 shows the response
time trend concerning authority movement tasks considering
a “Deep Tree” with 10, 20, and 30 tree levels. On the x-
axis we have represented the number of levels, whereas on
the y-axis we have represented the response time expressed
in milliseconds. Observing the graph the worst case (an
authority movement within a tree with 30 levels) implies

Figure 6. Authority movement tasks in the “Deep Tree” case with 10, 20,
and 30 levels.
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12 seconds. In reality, the case under analysis may be
considered as an event with a low probability in cloud
computing environments. In fact, it represents an hierarchical
structure with 30 levels in which we should identify 30
CNEs with hierarchical relationships. However, with a few
levels, and with our hardware configuration the response
time we can achieved is rather low.

VII. CONCLUSIONS AND FUTURE WORKS

In this paper we presented a solution for identifying and
resolving VMs and more in general various other CNEs in
different operating cloud contexts. Particularly, we presented
the XRI technology as a possible solution to these problems,
evaluating one of its open implementation, that is OpenXRI.
This works has highlighted how several tasks can be accom-
plished using OpenXRI for the management of cloud name
spaces. The conducted experiments show the goodness of
OpenXRI and how it is particularly suitable to our goals. In
future works we are planning to apply some improvements
to the OpenXRI Authotity Resolution Server 1.2.1 for the
accomplishment of the tasks needed for the management of
cloud name spaces.
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Abstract—In this paper, we present an analysis for anomaly
detection by comparing two well known approaches, namely the
Principal Component Analysis (PCA) based and the Kalman
filtering based signal processing techniques. The PCA-based
approach is coupled with a Karuhen-Loeve expansion (KL) to
achieve higher improvement in the detection performance; on
the other hand, based on a Kalman filter, we built a new
method by combining statistical methods such as: gaussian
mixture and a hidden markov modellers, which allows us to
obtain performances better than those obtained with the PCA-KL
expansion method. For this newer method, our approach consists
of not assuming anymore that the Kalman innovation process
is gaussian and white. In place, we are assuming that the real
distribution of the process is a mixture of normal distributions
and that, there is time dependency in the innovation that we will
capture by using a Hidden Markov Model. We therefore derive
a new decision process and we show that this approach results
in an considerable decrease of false alarm rates. We validate
the two comparative approaches over several different realistic
traces.

Index Terms—Anomaly Detection, Monitoring System,
Kalman filter, GMM, HMM

I. INTRODUCTION

The literature of the recent years has used two fundamental
classes of monitoring techniques, to implement anomaly detec-
tion techniques for networking applications: PCA-based and
Kalman-filter based methods. An anomaly detector consists
essentially of two components: (i) an entropy reduction com-
ponent and (ii) a decision component applying statistical tests
to a decision variable issued from the first step. The entropy
reduction step is here, to simplify the second step. When
using statistical signal processing based techniques, entropy
reduction is obtained by a predictive model that uses a model
of normal behavior to forecast the values of the parameters to
monitor. The prediction error obtained after filtering out the
normal behavior model prediction has a smaller entropy than
the initial signal, resulting in a considerable entropy reduction.
A decision variable is thereafter derived as a function of the
prediction error and fed to the decision stage. In the decision
stage a statistical test is applied to the decision variable and
an anomaly is detected if this variable exceed a threshold.

In PCA-based method, the predictive model used in the
entropy reduction step is built by using a projection in a
low dimensional orthogonal sub-space, that minimizes the
approximation error. This subspace is derived using Principal

Component Analysis (PCA) or more precisely a Karhunen-
Loeve Transform (KLT). The decision variable in PCA-based
techniques is obtained as, a square sum of the prediction errors
made by projecting the observed signal in the PCA defined
subspace (see [1], [2] for a detailed description).

Kalman-filter based techniques first, calibrate a Maximum-
Likelihood based model for normal behavior modeling for
the entropy reduction step. Thereafter the decision variable is
obtained as the innovation process at the output of a Kalman-
filter, that filters the normal behavior component from network
observations [3].

In the two above cited methods, under the conditions that
the observed signals follow a jointly gaussian distribution,
the decision variable is known to converge to a zero mean,
gaussian and white (uncorrelated) signal . However, realistic
network traffic is well known to not follow a gaussian dis-
tribution. Moreover, anomalies can break the stationarity of
the decision signal when they happen generally. These last
two problems result in divergence from the basic assumptions
(gaussianity) under which classical anomaly detectors are
built. Therefore, the error probabilities bounds predicted by
assuming a gaussian distribution at the decision variable are
not tight enough to be used for a robust anomaly detection
test. Prior work [1], [2], [4] have shown that, even after
careful calibration of the normal behavior model, the decision
variables still exhibit non-gaussian and correlated behaviors.
This last problem explains the high false alarm rate observed
when using classical anomaly detection approaches.

The fundamental issue in the area of anomaly detection in
networks is the false alarm rate vs. detection rate trade-off.
This trade-off is represented by the ROC (Receiver Operating
Characteristics) curve [4]. In operational settings, one would
like to attain a high detection rate (larger than 90%) with the
lowest false alarm probability. The main aim of this paper is
twofold: to see between the two methods, PCA or Kalman
filtering, which one is the most robust towards deviation
from the gaussianity assumptions, and to improve the false
alarm versus detection rate trade-off by making a more robust
anomaly detection decision. This will allow us to compare the
two above methods and to show that the method based on
Kalman filtering performs best.

The contribution of this paper is a careful comparative
analysis of the decision step in PCA and Kalman-filter based

32

INTERNET 2011 : The Third International Conference on Evolving Internet

Copyright (c) IARIA, 2011.     ISBN: 978-1-61208-141-0

                           40 / 119



anomaly detectors. Based on this analysis, we are proposing
one approach to improve the robustness of the decision step.
This approach is based on accepting that the distribution of
the decision variable at the output of the anomaly detector is
not an uncorrelated gaussian process. We will rather assume
that, the decision variable follows a distribution that can be
modelled by a Gaussian Mixture Model (GMM) with a small
number of components.

The residual temporal correlation in the decision variable
is modelled by a Hidden Markov Model (HMM) defined on
the sequence of component index of the GMM model. Since
anomalies might be rare, we assume that they might happen in
some (but not all) components of the GMM. This means that,
by inferring the states of the HMM calibrated on the residual
variable, one is able to decide if an anomaly has happened.

The above model is not the only one that is able to capture
the deviation from gaussian hypothesis as well as the residual
correlation in the decision variable. However, we will show in
this paper that the crude and relative complexity of the model
is powerful enough to result in a considerable decrease in false
alarm rate for a given detection ratio.

In summary our proposed robust decision scheme differs
from previous work in the field of network anomaly detection
in at least two ways: i) we do not assume that the innovation
process does strictly remain a zero mean gaussian process.
Instead, we assume that the real distribution of the process is
a mixture of gaussians, and residuals can be split in different
mixture components (where anomalies might or might not
happen), ii) we use hidden markov models over the different
mixture components to capture residual time dependencies
that can be relevant to anomaly detection. Therefore, anomaly
decision is not done as usual, using a simple threshold based
decision but rather in a two step approach: we first use a
Viterbi algorithm to estimate the Maximum a posteriori (MAP)
estimates of the state sequence of the HMM; clearly the Viterbi
path will select some of the HMM states (i.e some of the
GMM components, because each HMM state contains part of
the GMM components) able to capture all the low and high
variations in the decision variable; thereafter we only apply
thresholding in these selected states.

The organization of this paper is as follows. Section 2
describes the monitoring system we used. Section 3 deals with
the methodology we adopt in our anomaly detection scheme.
In section 4, we detail our calibration method and we validate
our approach by showing efficient results, which we compare
with the results obtained by the KL-PCA method. Section 5
concludes our work and fix some ideas for future works.

II. ARCHITECTURE OF THE MONITORING SYSTEM

We are assuming a novel network monitoring system shown
in Figure 1. The monitoring system contains three functional
blocks: data collection (by a NOC-Network Operations Cen-
ter), a data analysis block and a decision process phase. The
data collection block is responsible for receiving the flow of
microscopic measurement coming from network equipment
in form of SNMP or Netflow/IPFIX flows. This flow is

Fig. 1. A new monitoring system combining a Kalman filter for entropy
reduction, a GMM for clustering, a HMM for time dependencies learning
and finally the use of the Viterbi algorithm for decision manage.

aggregated and transformed to a vector of time sequences that
are fed to other blocks. The Data analysis block calibrates
the normal behavior model, by applying machine learning
techniques like PCA or Maximum Likelihood analysis and
generates the decision variable by filtering the expected normal
behavior from the observations. The last block implements
the decision process. Classically, the decision stage consists
simply of a comparison with a threshold, i.e. if the decision
variable exceeds the threshold, an anomaly is detected.

We propose in this paper a more elaborate decision scheme
containing three new components shown in Fig. 1. These
three new stages need to calibrate two models: a GMM to
account for deviation from gaussian distribution of the decision
variable and a HMM to integrate the residual temporal correla-
tion. The GMM is calibrated over a learning set of continuous
valued decision variable time series coming directly from
observations. Clearly, using the multi-dimensional Kalman
innovation process, we form a one-dimensional residual vector,
which we put as input of the GMM to build a family of gaus-
sians. These normal distributions will be later transformed into
discrete sequences using a Maximum A Posteriori criterion.
Thereafter the HMM is calibrated over the discrete sequence
of GMM Components membership, for time dependence learn-
ing. The three new components consists of a MAP (Maximum
A Posteriori) phase that maps each observation to an index of
the discrete mixture using a Maximum a Posteriori probability;
thereafter a Viterbi algorithm is used to detect and select the
state of the decision variable. Finally in the third and last step,
threshold based anomaly detection is only applied if we are
in these states detected by the Viterbi path. We will describe
in detail these three steps in the forthcoming.

III. METHODOLOGY

A. Normal behavior modeling

The first step is to seek for a normal behavior model
that captures traffic dynamics. For this sake, two classes of
models have been proposed in the literature: PCA-based model
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and state-space model. In PCA-based method, we build the
predictive model assuming the projection in an orthogonal
subspace obtained through application of PCA in a good
predictor of the signal. We refer the reader to a precise
description of this class of model in [1]. State-space model is
a classical approach to model dynamical signal and is shown
in Eq. 1. {

Xt+1=CtXt + Wt

Yt =AtXt + Vt
(1)

The model contains two equations: the first describes the dy-
namic of state variations and the second one the measurement
dynamics that may result, in not directly observing the states
but rather a linear combination of them. The noise Wt accounts
for intrinsic noise in the state variations as well as modeling
errors; the noise Vt accounts for measurement errors. Both are
assumed to be uncorrelated zero-mean gaussian white-noise
processes with covariance matrices Qt and Rt, respectively.
This class of models can be used to model a very large class
of signals and in particular, they can be calibrated to model
any signal if the number of states is large enough [4].

Normal behavior model calibration can be done for PCA
models using the diagonalisation of the observation covari-
ance matrix [1]. The calibration of the state-space model is
presented in [4].

B. Decision variable generation

After calibrating the normal behavior model over a learning
set, we can use this model to generate the decision variable.
The decision variable in PCA is derived as the square sum of
the prediction error, where the prediction error is derived as
the difference between the observation and the projection in
the PCA-based subspace; the reader can refer to [1] for an in
detail analysis of the decision variable generation for PCA.

For state-space based approach, the decision variable is ob-
tained through the application of a Kalman filter. The decision
variable is derived as the sum of squares of the innovation
process weighted by its variance. When the state space is a
n-dimensional, the resulting decision variable becoming a χ2

random variable with n degree of freedom. When n is large
enough, this converges to a gaussian random variable with
mean n and variance 2n.

C. Kalman filter equations

The first problem to solve after building a simple model to
monitor features (link counts and TCP/UDP metrics), is to find
an optimal estimate (X̂t) of our unobservable network states
Xt, given a set of past and current observations {Y1, ....., Yt}.
To estimate the state of the system using only all information
until time t, a robust method is the Kalman fixed-interval
filtering algorithm. From the dynamical linear system, we refer
to Yt as the observation vector at a specific time t. And the state
of the system at time t is given by Xt; let also X̂t|k denotes the
estimate of Xt using all the information available up to time k,
i.e, ∀τ < k. X̂t+1 denotes the estimate of Xt+1 using all the
information up to time t, (this constitutes the phase predictor).
The quantity X̂t+1|t+1 denotes the estimate of Xt+1 using

all past information and the recently arrived data point at
time t+1. On the other hand, Pt|t denotes the variance of the
state estimate and Pt+1|t indicates the variance of the state
prediction. As it is shown in its earlier elaboration, the Kalman
filter addresses the problem of estimating a discrete state
vector when the observations are only a linear combination
of the underlying state vector. As an iterative algorithm, it
estimates the system state using two steps: the filter runs as
a predictor-corrector algorithm. Prediction comes in the time
update phase, and correction in the measurement update phase.
• Prediction step (time update equations):

In this step, the estimated state of the system at time
t, X̂t|t, is used to predict the state at next time t+1,
X̂t+1|t. And, as we know that the noise Wt influences
the evolution of the system at each time t, we compute
only the variance of the prediction, Pt+1|t based on the
updated variance at the previous time t, Pt|t, and the noise
covariance at the same time, Qt. The error covariance
Pt+1|t provides an indication of the uncertainty associ-
ated with the state estimate.{

X̂t+1|t= CtX̂t|t
Pt+1|t =CtPt|tCT

t + Qt
(2)

• Correction step (measurement update equations):
This step updates (corrects) the state and the variance of
the estimate in the previous step, using a combination
of their predicted values and the new observations Yt+1.
The accuracy of this update depends on the Kalman
innovation Yt+1 −At+1X̂t+1|t.




X̂t+1|t+1 =X̂t+1|t + Kt+1(Yt+1 −At+1X̂t+1|t)

Pt+1 =(I −Kt+1At+1)Pt+1|t(I −Kt+1At+1)T

+ Kt+1Rt+1K
T
t+1

(3)
In the measurement equations, Kt+1 denotes the Kalman gain.
For more details in linear dynamical system, estimation and
Kalman filtering techniques, we refer the reader to : [5],[6],[7]
and [8]. The above equations with initial conditions of the
state of the system X̂0|0 = E[X0] and the associated error
covariance matrix P0|0 = E[(X̂0−X0)(X̂0−X0)T ] define the
discrete-time sequential recursive algorithm for determining
the linear minimum variance estimate known as the Kalman
filter.

D. Gaussian Mixture Model

In Kalman filtering philosophy, it is more generally assumed
that the residual remains a zero mean gaussian process,
however this assertion is not always true in practice. Thus our
motivation in using gaussian mixture model is based on our
belief that the real distribution of the process is an ensemble
(mixture) of gaussians and there is some time dependency in
the innovation (which we will later study by using hidden
markov model theory). This assertion allows us to build a
method, which has the ability to find anomalies in different
families built on a one-dimensional residual process. The
GMM takes as input the 1-dimensional residual vector we
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formed with the multi-dimensional Kalman innovation pro-
cess, and finds a few number (K) of families (clusters). Each
gaussian component is fixed by its first order statistic. The
variance obtained for each component will help to determine
the suitable number of K. Each cluster contains data coming
from one gaussian component. Thereafter, we aim to convert
each cluster into discrete sequence of symbols (1,2,3,...) by
means of a MAP criterion. In the next step, we propose the use
of an hidden markov model (HMM) to classify these discrete
groups into P states. Each hidden state could probably contain
mixing symbols yielding in different clusters. This operation
has the main advantage to discover the potential temporal
dependencies in the innovation process.

Technically, to find the values of the model parameters µm

and Σm , as well as the prior probability vector π, we are
interested in maximizing the likelihood £(θ|X) = p(X; θ)
of generating the known observed data (X) given the model
parameters θ = {µm, Σm, πm}, 1≤m≤M. X denotes all the
observation while θ contains all the parameters of the mixture.
In other words, we hope to find θ̂ML=argmax p(x|θ). This
approach is called the Maximum Likelihood (ML) framework
since it finds the parameter settings that maximize the likeli-
hood of observing the data sets. To find the best parameters
of the features of θ, the Expectation Maximization (EM)
iterative algorithm can be used to simplify the mathematical
routines considerably and numerically compute the unknown
parameters. In the E-step (Expectation phase), the parameters
are estimated given the observed data and current estimates of
the model parameters (i.e EM comes with an initial guess of
the model parameters, µm, Σm and πm; we have used the K-
means algorithm). In the M-step (Maximization phase), EM
takes the expected complete log-likelihood and maximizes
it w.r.t. the parameters to estimate (πm, µm, Σm). For more
details about mathematical routines for EM, see [9],[10],[11].

E. Hidden Markov Model

From the above learning phase, each GMM component
is transformed into a sequence of a finite set of alphabet
(symbols as 1,2,3,...), using a maximum a posteriori crite-
rion. This discrimination phase will help for plugging the
above clusters into different a priori unknown states, using
hidden markov model. We represent these families of states
by the following collection of unknown random variables
{Q1, Q2, .....QT } (where Qt is a constant value with values
in {1, 2, ..., K}). We also represent our alphabet by the known
vector {O1, O2, ....., OT }. Now, the problem is resumed to find
a model to produce the states and to determine the probability
of each symbol being in a state.

A well known model-based approach to tackle this problem,
is the discrete hidden markov model (HMM) approach. Our
choice of using HMM is based on the fact that: i) potential
time dependencies in the innovation process can be modelled
and captured using a finite set of a priori hidden states,
each of them containing a subset of gaussian components
ii) relatively efficient algorithm can be derived to solve the
problems related to them, [9], [10], [12]. The full HMM model

we used is defined by the quantity λ = (A,B, π) (where A
is the transition matrix, B is the emission probabilities matrix
and pi the prior probabilities).

To find and estimate the best parameters of our model, we
use the well-known forward-backward algorithm parameter
estimation (or Baum-Welch algorithm). For more details for
EM techniques related to hidden markov model, see, [9], [12].
Thereafter, we reuse the model to find the optimal state
sequence associated with the given observation sequence. We
believe that this final step of our approach will allow us to
capture all the variations in the innovation process. An optimal
criterion we have chosen here is to find the single best state
sequence (path), Q = {q1, q2, ..., qT } for the given observation
sequence O = {O1, O2, ..., OT },i.e., we aim to maximize
P (Q|O, λ). A formal technique for finding this unique best
state sequence is the Viterbi algorithm. The Viterbi algorithm
will find a unique path (containing some of the symbols)
witch will be able to capture all the variations in the decision
variable.

IV. MODEL EVALUATION

A. Experimental Data

In this work we used two kinds of data coming from two
different networks: the Abilene and the SWITCH networks.
The Abilene backbone has 11 Points of Presence(PoP) and
spans the continental US. The data from this network was
collected from every PoP at the granularity of IP level flows.
The Abilene backbone is composed of Juniper routers whose
traffic sampling feature was enabled. Of all the packets enter-
ing a router, 1% are sampled at random. Sampled packets are
aggregated at the 5-tuple IP-flow level and aggregated into
intervals of 10 minute bins. The raw IP flow level data is
converted into a PoP-to-PoP level matrix using the procedure
described in [2]. Since the Abilene backbone has 11 PoPs, this
yields a traffic matrix with 121 OD flows. Note that each traffic
matrix element corresponds to a single OD flow, however, for
each OD flow we have a seven week long time series depicting
the evolution (in 10 minute bin increments) of that flow over
the measurement period. All the OD flows have traversed 41
links. Synthetic anomalies are injected into the OD flows by
the methods described in [2], and this resulted in 97 anomalies
in the OD flows.

The second collection of data we used for our experiments
is a set of three weeks of Netflow data coming from one of the
peering links of a medium-sized ISP (SWITCH, AS559),[13],
[1]. This data was recorded in August 2007 and comprise a
variety of traffic anomalies happening in daily operation such
as network scans, denial of service attacks, alpha flows, etc.
For computing the detection metrics, we distinguish between
incoming and outgoing traffic, as well as TCP and UDP
flows. For each of these four categories, we computed seven
used traffic features: byte, packet, flow counts, source and
destination IP address entropy, unique source and destination
IP address counts. All metrics were obtained by aggregating
the traffic at 15 minute intervals resulting in 28x96 data matrix
per measurement day. Anomalies in the data were identified
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using available manual labelling methods, as visual inspection
and time series and top-n queries on the flow data. This
resulted in 28 detected anomalous events in UDP and 73
detected in TCP traffic. The SWITCH data was collected in
a single link and the observed metrics are correlated in time
and in space.

B. Validation

1) Tuning of the System parameters.: Our method begins
with a learning phase where we calibrate a Kalman filter for
denoising, using our linear dynamical system ( 1), and the
collection of observation data . In order to run the Kalman
filter, we need the state and measurement matrices A, Q,
C and R. For the Abilene data, the matrix A is available
given the routing scheme of a network. We thus only need
to obtain Q, C and R. It is sufficient to learn the model’s
parameters using a sample of one week measurements. We
find the tuning parameters , using two days of consecutive
samples of all link counts, and we do our calibration using
the EM algorithm developed in [14],[15] and implemented (in
R language) in [16]. In Practice to run and find the GMM and
HMM parameters, we had used the HMM toolbox [17].

The way to find the tuning parameters for the Kalman filter
for the SWITCH data, is slightly different from the case of the
Abilene case, because for these data, we don’t know a priori
the matrix A and it should be estimated. For this case, we
used the EM algorithm developed in [18], and implemented
(in Matlab) in [19].

To build the model for the PCA and the KL expansion,
we use the vector of metrics X[1 : 192] and the vector of
link counts X[1 : 288] containing the first two days of data,
respectively for the SWITCH network and for the Abilene
backbone. And we follow exactly the method described in
[1] (based on pole-zero diagram) to choose the components
number to be included in the model.

To apply the KL expansion, the SVD (Singular Vector
Decomposition) technique is applied to the data (resulting
to a basis change matrix) and the squared prediction error
Q[k] = e[k]T e[k] (e[k] is the residual process)is computed
from, which the decision variable D[k] is calculated. Thus,
using the multi-dimensional data (all vectors of metrics and
all vectors of link counts), we obtained the one-dimensional
array D[k] with, which we perform anomaly detection.

As for the KL expansion, the same samples of metrics and
link counts are used for the calibration of the Kalman filter.
Thereafter we use the multi-dimensional innovation process
to form a one-dimensional innovation process used to perform
anomaly detection. To obtain this one-dimensional process, we
take into account the variance of the residual obtained after
running the Kalman filter and we built a new process using
the formulas: enew(t) = e(t)T V e(t), where V is the inverse
of the variance of the innovation process, e(t) is the multi-
dimensional innovation process, and T denotes the transpose.
This space reduction for the residual process allows to perform
a good comparison between the PCA-KL expansion method
and our method based on Kalman filtering. On the other hand,

performing anomaly detection in a single one-dimentional
residual vector is more simple and less complex than analysing
a multi-dimensional array.

2) Summary of the results.: The first result to show is the
ability of our method to track the behavior of link counts for
the Abilene data (total byte per unit time) and the behavior
of the different TCP and UDP metrics for the SWITCH data,
over time. In Figure 2, we show the real and inferred link
counts (Abilene) for our model. The evolution of the traffic
and estimates are shown for a seven weeks duration for each
observation vector. The calibration is applied only once. In
Figure 3, we show the results obtained using SWITCH data
for the TCP metrics; here too, the calibration is done once a
time, for a three weeks of measurements. The results for the
UDP metrics are quite similar.

Now we are looking at the compared performances of
our two methods, for the Abilene network and also for the
SWITCH network. First, to validate our model, one has to find
the suitable number of components in the GMM. To do this,
we calibrate a GMM with a set of r components (r=2,3,4,5...)
using the EM algorithm as described above, and the decision
to select the best model (i.e the suitable r) is done by analysing
the variance performed for each component in the mixture. We
compare the results obtained for the different values of r and
the model with the lowest variance is chosen.

We have found that the data residual can be organized into
three (r=3) distinct clusters for the Abilene data, and into five
(r=5) clusters for the SWITCH data. Thereafter a maximum a
posteriori criterion is used to build, taking as input the clusters,
a finite alphabet of symbols, where we perform the hidden
markov modeller. To train the hidden markov model, one must
ensure that the different hidden states are clearly distinct. This
means that one should have a transition matrix with higher
probabilities in its main diagonal. For the datasets we used,
we have discovered that an hidden markov model with two (2)
states were able to capture the temporal dependencies in the
datasets. We show below only the transition and observation
matrices for the Abilene case:

transmat =
[

0.9662 0.0338
0.0162 0.9838

]

obsmat =
[

0.0113 0.0020 0.9867
0.4092 0.5904 0.0004

]
.

These results show clearly that, the state 1 is composed
with almost entirely the symbol#3 and the state 2 is a
mixture of the two remaining symbols (1 and 2) with 41% of
probability of presence of symbol#1 and 59% for symbol#2.
In the philosophy of anomaly detection theory, generally
it is assumed, that anomalies might be rare; base on this
assumption we can ask this question: if anomalous events
occur, do they might come from state #1 or state #2 or both?
It is not obvious to answer this question, but we believe that
all the changes in the mean of the residual (abrupt changes,
lower or higher variations) can be tracked by a combination
of symbols yielding in the different states. In other words,
one can think that some (but not all) a priori unknown
states could be classified as normal states and the others as
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Fig. 2. Real(red) and estimated (blue) link counts obtained using Kalman filter.
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Fig. 3. Real(red) and estimated (blue) TCP metrics obtained using Kalman filter.

abnormal states. If one can find a combination of states to
track all the lower, higher or/and abrupt variations in the
decision variable, these states will participate in the detection
of anomalous events when they occur. And then these states
will be etiquetted as abnormal, and one should take attention
to them. The remaining states that don’t participate in the
tracking operation will then be labelled as normal. Recall that
PCA and Kalman-based anomaly detection techniques analyze
residuals to perform the detection issue. So, if anomalies occur,
they will appear in the residual process either in the form of
low or high variations or in the form of abrupt changes in
the mean of the residual process. We believe that it will be
interesting to divide the residual into two parts corresponding
to the low and high variations, and separately apply thresholds
for each part. To confirm our intuition, we run the Viterbi
algorithm for all the sequences of discrete alphabet and we
obtain one unique sequence (path) composed by only the
symbols in the state #2.

At this time, we can argue that, if anomalies exist they
might be caught either by the two symbols simultaneously,
or by one symbol only. One can observe that in Fig. 4, all
the variations in the mean of the decision variable can be
caught by these two symbols. The top graph corresponds to
TCP, the middle to UDP and the bottom graph to Abilene.
To track the anomalies, one has just to extract the residual
corresponding to the symbol #1 and extract also the part of

residual corresponding to symbol #2 and apply to each part
thresholds. We reused the methods described in [1] to obtain
these thresholds. In addition, in our study we discover that
the injected anomalous events never evolve in the cluster with
mean closely equal to zero(namely the cluster corresponding
to symbol #3).

Another result is about the performance obtained in ana-
lyzing the trade-off between false positive and false negative
rates. We examine the entire traffic for each method, namely
the PCA-KL and the Kalman-based approaches. We then
can compute one false positive percentage and one false
negative percentage for each threshold configuration scheme.
The performances of the two methods on the Abilene and the
SWITCH data are depicted in the ROC (Receiver Operating
Characteristic) curve of Figures 5, 6 and 7. For all of the
results shown on these figures, one can see clearly that the
method based on the Kalman fitering techniques, the gaussian
mixture model and the hidden markov model performs better
than the KL-PCA method, when the temporal correlation range
is set to N=1,2,3. For the TCP traffic (SWITCH network),
we obtain in Figure 5, 90% of detection rate with 8% of
probability of false alarm, for KL expansion with N=2, while
we have only 3.5% of false alarm rate with the same detection
probability for our new method with N=2, and for N=3, we
obtain 2.5% of false positive rate. We observe that, with the
newer approach, the false alarm ratio decreases significantly
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Fig. 4. Tracking the low and high variations in the decision variable by combination of mixing symbols extracted by the Viterbi algorithm.

for all values of N. In the same figure we note that the
newer method can achieve 100% (0% of miss detection) of
probability of detection with 3.2% of false positive rate while
the KL expansion exhibits the same detection rate with 14% of
false alarm rate. Also, for the UDP traffic, we obtain in Figure
6, for the KL expansion method for N=2, 96% of detection
rate with 7% of false alarm rate versus 2.4% (for N=3) of
false alarm rate with the same probability of detection. As for
the TCP case, here too, our new method can achieve 100% of
detection rate with 2.5% of false positive (N=3) when the KL
expansion shows 12% of false positive with the same detection
rate (for N=2).
For the Abilene network, we confirm the improvement in the
performance of our method above the PCA-KL expansion.
One must clearly observe, in Figure 7, that the KL expansion
(N=2) shows 100% of probability of detection with 13% of
false positive rate while the new method exhibits a false alarm
rate of 5% (N=3) with the same detection rate. In summary, the
ROCs curve exhibit different points, which can be served as
good references to show the high performance we gain above
the KL method.
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Fig. 5. ROC curve using SWITCH data (TCP)

V. CONCLUSION

In this work we proposed a profound analysis allowing
us to show that an anomaly detection technique combining
a panoply of different methodologies and based on Kalman
filtering perform better than the PCA technique, which the
performance is highly improve by the use of the Karuhen-
Loeve expansion. Using a multi-dimensional residual process
for each kind of network data, we built a one-dimensional
innovation process used as a decision variable, and the com-
parison of the two schemes is done by analyzing the trade-off
between false positive rate and the probability of detection. We
found that the use of the Viterbi algorithm as a final tool to
make possible to split the one-dimensional decision variable
into several subset where we applied different thresholds is
an important discovery. It has make possible to track the
variability in the residual process using only a combination
of symbols yielding in one state. The main drawback of
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this method is the relative complexity introduced by the use
of a gaussian mixture model followed by using an HMM,
for time dependencies tracking. However, we obtained good
performance by reducing considerably the false alarm rate.
We had shown in this study that for the two kind of data, the
temporal dependencies can be tracked with a hidden markov
model with a few number of states (each state being composed
by parts of the GMM component). At the other hand, when
applying the Viterbi algorithm, we discover that all anomalies
are detected in one state with only components 1 and 2, no
anomaly were found in the remaining components (number 3
for Abilene and number 3 ,4 and 5 for SWITCH network). The
state where no anomaly has been found is the one containing
the clusters with mean closely equal to zero. At this moment,

one could ask a question about the potential uncertainties
about the possibility of these remaining components to capture
anomalies in some situations.
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Abstract – Internet is a global information infrastructure 
that stores information in the form of distributed digital 
resources, which have to be protected against unauthorized 
access. However, the implementations of this protection are 
far from simple due to dynamic nature of network 
environment and users activities. We offer a system 
approach providing a firewall configuration procedure 
based on new functional model, which includes network 
monitor, firewall rules generator and the means of rules 
aggregation. With the help of proposed algebra of filtering 
rules it is possible to standardize and optimize the dynamic 
firewall configuration.  

Keywords — dynamic firewall configuration, algebra of 
filtering rules, access policy, traffic security 

I. INTRODUCTION 

Internet as a global information infrastructure is used 
widely for business, education and research. This 
infrastructure keeps information in the form of distributed 
digital resources that have to be available for authorized 
use, while sensitive data should be protected against 
unauthorized access. 

However, the implementations of this protection are far 
from simple due to the dynamic nature of the network 
environment state and impossibility of the “security 
perimeter” organization. Nowadays in virtual networks and 
clouds, besides securing external network connections, an 
access control system has to take into account the shared 
hardware resources and network environment state [1]. 

The information protection in computer systems has 
been discussed for almost 50 years. However, the well-
known methods of protection of the local data from a 
remote attacker don’t take into account the specifics of 
modern computer networks such as [2]: 

 territorial distribution and concurrency; 
 the dual nature of access control procedures that 

doesn’t allow to form a "security perimeter" as a 
static requirement concerning network services; 

 non-locality of network resources and 
characteristics; 

 a semantic gap between security policy 
description and firewall configuration 
parameters. 

Therefore many well-known security solutions of the 
past have become increasingly inadequate. That is why 
currently we need deeper and more detailed understanding 
of the security processes going on in computer networks. 

That is why we describe below a system approach to 
provide a firewall configuration procedure based on new 
functional model, which includes a network monitor, a 
firewall rules generator and the means of rules 
aggregation. The main advantage of the proposed approach 
is the possibility of constructing an algebra of filtering 
rules, which allows to aggregate and control the firewall 
configuration that implements the security requirements. 
The paper is organized as follows: in Section 2, the 
architecture of dynamic firewall configuration system and 
the descriptions of its main components are presented. In 
Section 3, the usage of the above mentioned algebra is 
described. Section 4 presents the conclusion and the 
discussion of the overall results. 

II. SECURITY SYSTEM ARCHITECTURE 

Internet security is a main issue of modern information 
infrastructure. This infrastructure stores information in the 
form of distributed digital resources, which have to be 
protected against unauthorized access. However, the 
implementations of this statement are far from simple due 
to the dynamic nature of the network environment and 
users activity [3]. Below we describe a new approach to 
configure the security network appliances, that allows an 
administrator to overcome the semantic gap between 
security policy requirements and the ability to configure 
the firewall filtering rules [1]. The architecture of the 
proposed system is presented in Fig.1. 

 

Figure 1.  Security system architecture 

where: 
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A. Network monitor 

Network monitor controls the whole system. Network 
environment state consists of three main parts: 

 “User activity” is the information about what 
computer is currently used by which user. This 
information can be obtained from Microsoft Active 
Directory (AD) by means of LDAP protocol. 

 “Shared hardware resources” is the information about 
network infrastructure and shared internal resources 
that can be described by network environment state 
vector Xk 

 “Network state” is the information about external 
network channel received from Intrusion Detection 
Systems (IDS). 

B. Access policy description module 

Filtering rules of a firewall in itself are a formalized 
expression of an access policy. An access policy may 
simply specify some restrictions, e.g., “Mr. Black 
shouldn’t work with Youtube” without the refinement of 
the nature of “Mr. Black” and “work” [4]. 

There is a common structure of access policy 
requirements, which uses the notions of subject, action and 
object. Thus, the informally described requirement “Mr. 
Black shouldn’t work with Youtube” can be formally 
represented as the combination of the subject “Mr. Black”, 
the action “read”, the object “www.youtube.com” and the 
decision “prohibit”. This base can also be augmented by a 
context, which specifies various additional requirements 
restricting the cases of rule’s application, e.g.: time, 
previous actions of the subject, attributes’ values of the 
subject or object, etc. 

However, access rules, which are based on the notions 
of subject, action and object are not sufficient alone to 
implement complex real-world policies. As a result, new 
approaches have been developed. One of them, Role Based 
Access Control (RBAC) [5], uses the notion of role. A role 
replaces a subject in access rules and it’s more invariant. 
Identical roles may be used in multiple information 
systems while subjects are specific to a particular system. 
As an example, remember the roles of a system 
administrator and unprivileged user that are commonly 
used while configuring various systems. Administrator-
subjects (persons) may be being added or removed while 
an administrator-role and its rules are not changing. 

However, every role must be associated with some 
subjects as only rules with subjects can be finally enforced. 
During policy specification roles must be created firstly, 
then access rules must be specified with references to these 
roles, then the roles must be associated with subjects. 

The OrBAC [6] model expands the traditional model of 
Role Based Access Control. It brings in the new notions of 
activity, view and abstract context. An activity is to replace 
an action, i.e., its meaning is analogous to the meaning of a 
role for a subject. A view is to replace an object. 
“Entertainment resources” can be an example of view, and 
“read” or “write” can be examples of an activity. Thus, the 
notions of role, activity, view and abstract context finally 
make up an abstract level of an access policy. OrBAC 

model allows to specify the access rules only on an 
abstract level using the abstract notions. Those are called 
the abstract rules. For instance, an abstract rule “user is 
prohibited to read entertainment resources”, where “user” 
is a role, “read” is an activity, and “entertainment 
resources” is a view. The rules for subjects, actions and 
objects are called concrete access rules. 

To specify an OrBAC policy, a common language, 
XACML (eXtensible Access Control Markup Language) 
was introduced. The language maintains the generality of 
policy’s specification while OrBAC provides additional 
notions for convenient editing. 

C. Firewall rules generator 

There is a feature common for all firewalls: they 
execute an access policy. In common representation the 
main function of access control device (ACD) is to decide 
whether a subject should be permitted to perform an action 
with an object. A common access rule “Mr. Black is 
prohibited to read www.youtube.com”. 

As was mentioned above, “Mr. Black” is a subject, 
“HTTP service on www.youtube.com” is an object, and  
reading is an action. So the configuration of ACD consists 
of common access rules that reference the subjects, actions 
and objects. 

Although a firewall as an ACD must be configured 
with common access rules, each implementation uses its 
own specific configuration language. The language is often 
hardware dependent, reflecting the features of firewall’s 
internal architecture, and usually being represented by a set 
of firewall rules. Each rule has references to host addresses 
and other network configuration parameters. An example 
of the verbal description of a firewall rule may go as 
follows: 

Host with IP address 10.0.0.10 is prohibited to 
establish TCP connections on HTTP port of host with 
IP address 208.65.153.238. 
The main complexity of this approach is to find out  

how such elementary firewall rules could be obtained from 
common access rules. 

Each firewall vendor reasonably aims at increasing its 
sales appeal while offering various tools for convenient 
editing of firewall rules.  However, so far the problem of 
obtaining firewall rules from common access rules is not 
resolved in general. Moreover, this problem has not been 
paid much attention to. 

The most obvious issue concerning this problem is that 
additional information beyond access rules is necessary in 
order to obtain the firewall rules. This information 
concerns the configuration of network services and the 
parameters of network protocols that are used for data 
exchange – “network configuration”. In general, it can be 
stored among the descriptions of subjects, actions and 
objects. An example: 

Mr.Black: host with IP-address = 10.0.0.10; 
www.youtube.com: HTTP service (port 80) on host 
with IP-address = 208.65.153.238. 
Thus, the final firewall rules can be obtained by 

addition of the object descriptions to the access rules. It 
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should be noted that even for small and especially for 
medium and large enterprises it is necessary to store and 
manage the network configuration separately from the 
security policy. The suggested approach allows us to 
achieve this goal: the security officer can edit the access 
rules with reference to real objects while the network 
administrator can edit the parameters of the network 
objects [7]. 

It should also be noted that there is no need to specify 
any fixed rules regarding association of the network 
parameters with the objects. For instance, HTTP port may 
be a parameter of an object or it may be a parameter of an 
action. A criterion is that the most natural representation of 
access policy must be achieved. 

While generating the rules, the parameters of network 
objects can be automatically retrieved from various data 
catalogs. DNS is the best example of a world-wide catalog, 
which stores the network addresses. Microsoft offers the 
network administrators the powerful means, Active 
Directory, to store information about users. Integration 
with the above mentioned technologies greatly simplifies 
the work of a security officer as he has only to specify the 
correct name of an object while forming firewall rules. 

D. Information resource model 

Interaction between subject and object in computer 
network can be presented as a set of virtual connections. 
Virtual connections can be classified as technological 
virtual connections (TVC) or information virtual 
connections (IVC). (See Fig.2).  

 

Figure 2.  Layers of access control policies. 

To implement the policy of access control, the filtering 
rules are decomposed in the form of TVC and IVC. These 
filtering rules can be configured for different levels of the 
data flow description based on the network packet fields at 
the levels of channel, transport, and application protocols. 

At different layers of access control policy model, the 
filtering rules have to take into account various parameters 
of network environment and objects. At the packet filter 
layer, a firewall considers standards static protocol fields 
described by RFC. At the layer of TVC, firewall enforces 
the stateful inspection using finite automata describing 
states of transport layer protocols. On the upper layer of 
IVC firewall must consider a-priori information about 
subject and object of network interaction [8]. 

As was mentioned above, the information about subject 
can be obtained from catalog services by LDAP protocol, 
e.g. Microsoft Active Directory. 

According to existing approach [9] a resource model 
can be presented in: 
1) logical aspect – an N-dimensional resource space 

model [10]; 
2) representation aspect - the definition based on 

standard high-level description languages like XML 
or OWL [11]; 

3) location aspect – the physical storage model of the 
resource including resource address. 

All these approaches describe the network resource as 
a whole but don’t take into account the specific access 
control task. Any remote network resource can be fully 
classified when the connection between this resource and 
local user would be closed. So it is necessary to control all 
virtual connections in real time while monitoring traffic for 
security purpose. 

In this paper we propose to implement a special service 
external to the firewall that would collect, store and renew 
information about remote network objects. It should 
automatically create information resource model, 
describing all informational virtual connections that have 
to be established to receive this resource. This service 
should periodically renew information about resource to 
keep it alive. 

 Firewall should cooperate with this external service to 
receive information resource model and enforce access 
policy requirements. 

E. Algebra of filtering rules 

As was mentioned above, the information security is 
defined by an access policy that consists of access rules. 
Each of these rules has a set of attributes; the basic ones 
among them are identifiers of subject and object and the 
rights of access from one to another. In TCP/IP-based 
distributed systems access rules have additional attributes 
that help to identify flows of packets (sessions) between 
the client and network application server. Generally these 
attributes identify the network subjects and objects at 
different layers of TCP/IP interaction model: MAC-
addresses at link layer, IP-addresses at network layer, port 
numbers at transport layer and some parameters of 
application protocols. 

The access policy in large distributed informational 
system consists of a huge number of rules that are stored 
and executed in different access control appliances. The 
generation of the access policy for such appliances is not 
very difficult: information must be made available for 
authorized use, while sensitive data must be protected 
against unauthorized access. However, its implementation 
and correct usage is a complex process that is error-prone. 
Therefore the actual problem of rule generation is 
representation, analysis and optimization of access policy 
for large distributed network systems with lots of firewall 
filtering rules. Below we propose an approach to 
description, testing and verification of access policy by the 
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means of specific algebra with carrier being the set of 
firewall filtering rules. 

According to proposed approach we define a ring as 
algebraic structure over set of filtering rules or R [12]. This 
ring consists of the following operations over the elements 
of the set R: 

1. Commutativity of addition: a,bR  a + b = b + a. 
2. Associativity of addition:    

a,b,cR  a + (b + c) = (a + b) + c. 
3. Zero element of addition:    

aR 0R:  a + 0 = 0 + a = a. 
4. Inverse element of addition:    

aR bR:   a + b = b + a = 0. 
5. Associativity of multiplication:    

a,b,cR   a  (b  c) = (a  b)  c. 

6. Distributivity:  








.)(

)(
,,

acabacb

cabacba
Rcba

7. Identity element: aR 1R:    a  1 = 1  a = a. 
8. Commutativity of multiplication:   

a,bR  a  b = b  a. 

Let’s define the algebra of filtering rules R = <R, >, 
where R – the set of filtering rules,  – the set of possible 
operations over the elements of R. The set of filtering rules 

R = {rj, j= ||,1 R } – the carrier set of algebra R. Every rule 

rj = {X1,…,XN, Aj, B1,…BM}j consists of a vector Xj of 
parameters, a binary variable Aj and a vector Bj of 
attributes. Ai{0,1} is a mandatory attribute that defines 
the action of access control system over packets; Aj=0 
means that packets must be dropped (access denied), Aj=1 
means that packets must be passed to receiver (access 
allowed); BijDBj is a vector of attribute sets lengths to M 
(M can be 0). An example of elements of Xj: Xj1 will be 
the set of client IP-addresses, and Xj2 the set of server 
TCP-ports. The rule attributes Bj define the behavior of 
access control system that must be applied to 
corresponding flow of packets (session). The sets of 
possible values of parameter and attribute vectors are 
DX1,…,DXN and DB1,…,DBM  in accordance with 
semantics of every parameter and attribute. For carrier set 
R the following expression is right (here “” is the symbol 
of Cartesian product):  

R  DX1  DX2  …  DXN  DA  DB1  …  DBM 

The set ={φ1,φ2} defines the operations that are 
possible over filtering rules , where φ1 is the operation of 
addition, φ2 is the operation of multiplication. 

The operation of addition for filtering rules is defined 
by the following expressions [12]: 
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where Ai is the the attribute “the action of rule”,  is the 
union of sets,  is the symmetrical difference of sets,  and 
 are the logical disjunction and conjunction respectively. 
In other words the sum of two filtering rules is  
4) union of sets of the same name parameters and 

attributes if the attribute “the action of rule” is 
equivalent in both rules; 

5) symmetrical difference of sets of the same name 
parameters and attributes if the attribute “the action of 
rule” is different in summand rules. 

The operation of multiplication for filtering rules is 
defined by following expressions: 
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where  – intersection of sets. In other words the product 
of two filtering rules is intersection of sets of the same 
name parameters and attributes; attribute “the action of 
rule” for result rule is a conjunction of corresponding 
attributes of initial rules. 

Zero 0r, identity 1r and inverse –r elements of R are 
specifies by following expressions: 
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The described algebra is distributive commutative ring 
with identity element that means execution of 
corresponding axioms. 

III. FIREWALL CONFIGURATION USING PROPOSED ALGEBRA 

Let’s specify the element of set R as r = {X1, X2, A} 
where X1 – subset of source IP-addresses, DX1 = [0.0.0.0, 
255.255.255.255]; X2 – subset of destination IP-addresses, 
DX2 = [0.0.0.0, 255.255.255.255]; A – attribute “the action 
of rule”, DA = {0,1}, 0 denies access, 1 allows access; let 
M=0, so there would be no Bij attributes. It is necessary to 
define the full and consistent access policy that allows 
establishing of sessions from Internal network (see schema 
on Fig.3, a) to External subnetworks 0.0.0.0 – 
9.255.255.255, 20.0.0.0 – 49.255.255.255 and from 
External subnetworks 40.0.0.0 – 49.255.255.255 to the 
whole Internal network. 

For this task a convenient method of representation of 
access policy is 2-dimensional space x1x2. Every point of 
this space is specified by the coordinates (x1, x2). The set of 
points (x1, x2) is specified by Cartesian product of sets DX1 
and DX2 (see on Fig.3, b).  
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Figure 3.  Access control system based on firewall (a) and access policy 

as a space of parameters (b) 

Definition 1. The access policy is full if filtering rules 
specify the whole of space of parameters: 
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Definition 2. The access policy is consistent if any 
point of space of parameters belongs only to one filtering 
rule: 
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Obviously that for schema on Fig. 3 there are some 
forbidden areas that are incorrect from the point of view of 
IP-network functionality. The following rules describe 
such areas (in Fig. 9,b these areas are colored in white): 
r11 = {0.0.0.0 – 9.255.255.255; 0.0.0.0 – 9.255.255.255; 0}; 
r12 = {20.0.0.0 – 255.255.255.255; 0.0.0.0 – 9.255.255.255; 0}; 
r13 = {10.0.0.0 – 19.255.255.255; 10.0.0.0 – 19.255.255.255; 0}; 
r14 = {0.0.0.0 – 9.255.255.255; 20.0.0.0 – 255.255.255.255; 0}; 
r15 = {20.0.0.0 – 255.255.255.255; 20.0.0.0 – 255.255.255.255; 
0}. 

Let us optimize this set of rules by applying the 
algebra’s addition operation to rules r11 and r14, r12 and r15: 
r17 = r11 + r14 = {0.0.0.0 – 9.255.255.255; 0.0.0.0 – 
9.255.255.255, 20.0.0.0 – 255.255.255.255; 0}; 
r18 = r12 + r15 = {20.0.0.0 – 255.255.255.255; 0.0.0.0 – 
9.255.255.255, 20.0.0.0 – 255.255.255.255; 0}. 

For other areas (colored gray in Fig. 3,b) it is necessary 
to specify the filtering rules according to the task 
conditions: 
r21 = {10.0.0.0 – 19.255.255.255; 0.0.0.0 – 9.255.255.255; 1}; 
r22 = {0.0.0.0 – 9.255.255.255; 10.0.0.0 – 19.255.255.255; 0}; 
r23 = {20.0.0.0 – 39.255.255.255; 10.0.0.0 – 19.255.255.255; 0}; 
r24 = {40.0.0.0 – 49.255.255.255; 10.0.0.0 – 19.255.255.255; 1}; 
r25 = {50.0.0.0 – 255.255.255.255; 10.0.0.0 – 19.255.255.255; 
0}; 
r26 = {10.0.0.0 – 19.255.255.255; 20.0.0.0 – 49.255.255.255; 1}; 
r27 = {10.0.0.0 – 19.255.255.255; 50.0.0.0 – 255.255.255.255; 
0}. 

These rules may be optimized also by applying of 
algebra’s addition operation:  
r28 = r21 + r26 = {10.0.0.0 – 19.255.255.255; 0.0.0.0 – 
9.255.255.255, 20.0.0.0 – 49.255.255.255; 1}; 
r29 = r22 + r23 = {0.0.0.0 – 9.255.255.255, 20.0.0.0 – 
39.255.255.255; 10.0.0.0 – 19.255.255.255; 0}. 

As a result the access policy describes by following 
filtering rule set: 

R = {r13, r17, r18, r24, r25, r27, r28, r29}. 
The dimension of R is the main attribute that describes 

firewall performance characteristics. Usage of the 
algebraic operations of addition and multiplication allows 
us to reduce dimensionality of R and thus to increase the 
firewall performance while fulfilling requirements of the 
specific security policy [12]. However the correctness of 
each rule depends on an environment condition, which can 
vary in real time. Therefore static description of access 
policy by means of proposed algebra is not enough and 
according to the telematics approach it is necessary to 
consider an environment condition with statistical 
parameters. Development of randomized model of the 
network environment considering these requirements, 
allows us to increase accuracy of the description of an 
access policy by means of filtering rules. 

IV. CONCLUSION.  

1. Each firewall is required to work in compliance with a 
security policy, user activities and network configuration. 
Policy requirements cannot be considered separately from 
methodology of proper firewall configuration and specified 
security characteristics. Based on OrBAC model it is 
possible to translate high-level abstract security 
requirements to low-level firewall configuration.  
2. Firewall configuration can be largely automated based 
on specifying high-level access rules and parameters of 
corporate DNS, AD/LDAP, SNMP and IDS services. 
Proposed system architecture can be easily implemented 
due to consideration of role-based information access 
models and characteristics of specific firewalls. 
3. Proposed algebra of filtering rules is a new 
mathematical description of access policy and a formal 
tool for firewall configuration. The system approach 
provides possibility to prove fullness and consistency of an 
access policy. The proposed algebra is the base of 
optimization of the set of filtering rules and of the design 
of dynamic  firewall configuration.  
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Abstract—Today,  as  Internet  has  brought  individuals  and 
organisms within easy discovery and reach of each other, the 
role  of  identity  has  taken  on  great  importance  in  social 
interactions,  commercial  transactions  and  governance. 
Interoperability as the foundation and key enabler for cross-
domain Identity Management  is  still  a  complex  challenge to 
achieve.  However,  efforts  to  build  a  unified  framework  for 
interoperability  between  Identity  Management  systems,  that 
maps to different contexts such as business, government, real 
and virtual communities, will bring the breath solution that we 
all  need.  We  investigate  this  issue  from  stakeholder’s 
perspectives  and  across  many  technological  initiatives 
approaches.  Moreover,  we  also  discuss  advantages  and 
drawbacks of some Identity Management systems with respect 
to  interoperability  standards.  Finally,  we  highlight  the 
interoperability  requirements  towards  a  unified  model  and 
motivate the need of a mature model for Identity Management 
and interoperability.

Keywords - Security; Identity Management; interoperability;
framework.

I.  INTRODUCTION

Digital Identity Management tools are designed to ensure 
effective  use  of  the  multiple  facets  of  identity  and 
identification  data  associated  to  individuals  in  Internet 
transactions. Digital identity is multifaceted and also context 
sensitive. It contains strong identifiers that uniquely describe 
a person, as well as non-exhaustive lists of other attributes 
ranged from weak to strong and from temporal to persistent: 
relationships, reputation, preferences, etc. The early purpose 
of  Identity  Management  Systems  is  to  facilitate  the 
establishment of security mechanisms. The ultimate goal is 
the control of access to assets, by supplying access control 
systems with reliable, up to date and consistent information, 
while  granting  a  tradeoff  between  security,  usability  and 
privacy. In other terms, within an organization, an Identity 
Management  System  integrates  many  processes 
(authentication, authorization, accounting, identification and 
personalization) to interact with central repositories. In open 
environments,  the  implementation  of  a  Digital  Identity 
System differs  depending on the approach adopted  to meet 
trust requirements and expectations of various stakeholders.

The  former  Identity  Management  models,  named  “in 
silo“, have been developed in closed environments, and are 
running  with  proprietary  systems,  without  any  possibility 
for interaction with each other. Within the rise in electronic 
data  exchange  in  various  contexts  (such  as  business  and 
consumer  applications,  Web 2.0,  tele-declaration,  etc.),  it 
becomes necessary to bridge different Identity Management 
systems and manage different  identities  islets  scattered  in 
various accounts.  Identity  Management interoperability for 
networked and distributed applications continues to present 
several unique challenges for users and developers.

To take a look at  the state of art,  existing models are 
discussed in this paper, varying from centralized, federated 
to user-centric ones,  reflecting their adaptation to Internet, 
through the evolution of service concept, and technologies 
to  which  they  are  associated.  Each  model  requires  some 
prerequisites and starts from a specific background [1].

Today,  the storage and use of credentials (government 
issued credentials,  credit card number, address, birth date, 
etc.)  are  controlled  by  the  entity  in  possession  of  those 
credentials  but  in  a  confused  manner.  Without  the 
distribution  of  defined  roles  and  the  delineation  of  the 
responsibility of each  entity in  all  processes  dealing with 
identity,  interoperability  can  lead  to  the  proliferation  of 
solutions that spend the same problems.

A high  level  of  interoperability  can  be  reached  if  all 
entities in different domains can communicate to exchange 
identification information via a secure channel that permits 
strong  and  flexible  authentication.  This  level  must  be 
reinforced by policies that define restricted roles and limits 
assigned  to  stakeholders.  It  is  then  useful  to  think  about 
interoperability  from  a  stakeholder  perspective,  including 
“user”, “relying parties”, and “ID providers” perspectives.

This  paper  is  organized  in  5  sections:  after  this 
introduction,  Section  2  defines  the  global  context  of  our 
study in terms of interoperability in current IDM approaches, 
especially under the scope of identity 2.0, in order to prepare 
the groundwork for an open interoperable IdM framework to 
access online services. Section 3 presents current approaches 
related to IDM existing frameworks. Section 4 proposes the 
model, consisting in a unified interoperable framework that 
will serve as a unifying gateway between all IdM solutions. 
Section 5 serves as a conclusion.
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II. INTEROPERABILITY IN CURRENT IDM APPROACHES

In this section, we will discuss this problematic through 
the analysis of current  Identity  Management solutions and 
we  will  see  if  they  can  allow  a  certain  level  of 
interoperability.

But  let  us  first  give  some  precisions  about 
interoperability  from  a  stakeholder  perspective,  including 
“user  perspective”,  “relying  parties  perspective”,  and  “ID 
providers perspective”:

• User perspective: In  context of  exchange between 
different  systems,  privacy  of  identity  attributes  is 
thus a crucial problem. The privacy paradigm is that 
individuals  will  be able to  protect  their  privacy if 
their  information  can  only be collected,  used,  and 
disclosed with their consent. Thus, users would like 
to  choose  their  Identity  Provider  so  that  they can 
efficiently  define  attributes  of  their  identity  and 
securely control  how these  attributes  are gathered, 
stored,  shared  among  multiple  service  providers, 
with at least some level of portability;

• Relying parties  perspective:  RPs aim to cooperate 
each  other,  exchange  accurate,  up  to  date,  and 
relevant  information  about  individuals  from  any 
source  to  propose  personalized  services  to  better 
serve  users  from wide  communities.  At  the  same 
time,  they  want  to  delegate  some  identity 
administration tasks to IDPs. This new trend extends 
the  security  perimeter.  Hence,  they  need  to  build 
trust relationships, protect their users and also their 
assets.

• ID  providers  perspective:  IDPs  want  to  provide 
identity as a service to users and relying parties and 
reinforce their positions as safe guardians of identity;

Current Identity Management solutions can be classified 
into 3 approaches:

A. Centralized approaches
Most of Identity Management systems deployed early in 

the Internet were client/server-based and called silo models. 
A  single  entity  which  operates  the  Identity  Management 
system  can  be  either  the  service  provider  acting  as  both 
service provider and identity provider or a trusted identity 
provider  mixed  up  with  service  provider  controlling 
together the name space for a specific service domain, and 
allocating identifiers to users. A user gets separate unique 
identifiers from each service/identifier provider he transacts 
with.

This  approach  might  provide  simple  Identity 
Management for service providers, but is rapidly becoming 
cumbersome for  users  who will  have  to  remember  many 
identifiers and credentials associated to each service.

This approach has several drawbacks because the IdP not 
only becomes a single point of failure, but it may also not be 
trusted. The silo model is not interoperable and many of its 
aspects present serious deficiencies.

B. Federated approaches
A  federated  Identity  Management system  consists  in 

software components and protocols that manage the whole 
life cycle of identities. In such a model, we assume that user 
data  are  stored  at  various  locations  on  the  Internet.  This 
model supports many identity providers with no centralized 
control  point.  The  distributed  storage  locations  linked 
together are also easily shared. A federated model is a group 
of sites or systems that establish a trust  agreement  where 
each entity trusts identification data coming from others.

Federation  facilitates  the  use  of  user  attributes  across 
trust  boundaries  as  this  architecture  gives  the  user  the 
illusion that a single identifier authority exists. Even if the 
user has many identifiers, he doesn’t need to know them all.

With  Single  Sign  On  (SSO)  mechanism,  users 
authenticate themselves once by a federation member they 
trust,  so they can navigate  to  any of  the  member  service 
providers and be granted appropriate permissions based on 
their  unique  identifier  shared  among  multiple  service 
providers. The process of establishing a shared identifier for 
each user is often referred to as federating user’s identities. 

The level of interoperability within a federation is often 
fairly high, as they work better with seamless data transfer. 
The openness of a federation to new relying parties is more 
variable  and  depends  on  trust  agreements,  rules  and  the 
technology choices made by its designers.

Having  different  types  of  institutions  as  part  of  the 
federation  (each  with  its  own  policies  regarding  its  own 
users)  makes  it  difficult  for  administrators  to  properly 
determine the categories of users allowed to access to each 
resource:  Scalability  is  a  potential  problem  unless  the 
federation is relatively homogeneous.

Federations  can  cooperate  with  each  other  since  they 
start  to  identify partners  beyond their  initial  offerings.  In 
this case, offerings to end users are improved substantially: 
but  if  the  technology  and  rules  used  by  federations  are 
different,  it  can be difficult to implement cross-federation 
initiatives. A base level of interoperability is needed in order 
to broaden service availability provided by federations.

However, privacy protection is a serious problem, as it is 
difficult  to  know  to  which  extent  and  under  which 
circumstances federations driven by for-profit  corporations 
will  offer  benefits  to  consumers.  No  one  can  grant  if  a 
company that holds customer data will not sell access to user 
databases  to  other  online  companies.  A  wide  variety  of 
federated systems are possible, so the consequences for both 
corporations  and  consumers  of  federation  in  general  are 
uncertain.  Relevant  proposals,  such  as  Liberty  Alliance, 
Shibboleth, and WS-Federation, are based on the notion of 
federated identity. In Liberty Alliance, a federation consists 
in a circle of trust including service providers (SPs) and IdPs 
with mutual  trust  relationships.  The circle  of trust  enables 
single sign-on (SSO) across different SPs’ websites. When 
an SP requests user authentication, the IdP authenticates the 
user  and  then  issues  an  authentication  assertion.  The  SP 
validates the assertion and determines whether to accept it. 
The unique first authentication of a user is enough to sign on 
to other service sites.
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C. User-centric approaches
User-centric models [2] are driven by privacy concerns 

and  aim  to  leave  control  with  the  user  as  to  initiate  or 
approve any transfer of personal information before it takes 
place, either directly or through a mediator with predefined 
rules for  authorization. A user-centric  model must have a 
basic level of interoperability in order for an individual to 
use their digital ID for multiple services. 

Though data can still be stored with a relying party once 
data is given in a transaction, this model allows individuals 
to disclose minimal information. The information provided 
by the user can be easily checked with the Identity Provider, 
causing greater accuracy and less potential for fraud.

A  major  drawback  of  the  user-centric  model  is  its 
complexity.  There  are  significant  technical  challenges 
related  to  creating  a  system  that  sufficiently  satisfies  all 
parties, so that they actually use it. One should not forget 
also  social  challenges  in  educating  business  owners  and 
users. Most web businesses are accustomed to asking users 
to provide identifying information – often more than strictly 
necessary – and users are used to providing it, and setting up 
a  username and  password  for  each  site.  This  situation  is 
familiar, if cumbersome. 

In contrast, a user-centric model requires both user and 
relying  party  to  develop  relationships  with  one  or  more 
trusted Identity Providers and possibly install and learn new 
software.  This  attitude  could  be  a  barrier  to  widespread 
adoption.  Furthermore,  businesses  that  currently  collect 
identifying  data may be reluctant  to  give  up control  over 
their customers’ data, by using it for marketing or selling it 
to direct marketers.

Interoperability  between  user-centric  and  non  user-
centric  systems  is  not  always  possible  due  to  the 
preconditioned  circle  of  trust  and  trust  agreement 
requirements.

III. CURRENT EXISTING FRAMEWORKS TO INTEROPERABILITY

Many initiatives are currently under work to develop the 
Internet-based Identity Management services called Identity 
2.0. They are based on the concept of user-centric  Identity 
Management,  supporting data mapping,  authentication and 
identity  verification  protocols  while  protecting  privacy  by 
letting user with a margin freedom to express her consent 
and  control  her  identities  when  doing  Internet-based 
transactions. Until now, there are two categories of Identity 
2.0  initiatives:  URL-based  and  Infocard-based.  The  main 
difference among such proposals is the protocol they use to 
verify user identity. In CardSpace, the user selects from a set 
of information cards representing the digital  identities that 
satisfy a relying party’s (RP’s) policy. The identity provider 
(IdP)  that  issued  the  card  releases  to  the  user  a  security 
token,  encoding  claims  corresponding  to  the  selected 
information card. The user then passes the card and the token 
to the RP. Credentica and CardSpace support similar identity 
verification  protocols:  The  RP verifies  the  user’s  identity 
based on an IdP issued ID token, encoding claims about the 
identity presented by the user to the RP.

Contrariwise,  OpenID  is  a  URL-based  protocol  and 
when users access an RP’s website, they provide an OpenID 
that  is  the URL of a  webpage listing their  IdPs.  The RP 
selects an IdP,  and the browser is  redirected  to the IdP’s 
webpage.

If  the IdP  successfully  verifies  the user’s  identity,  the 
browser is redirected to the designated return page on the 
RP website, along with an assertion of user authentication.

We should not forget that the frameworks listed below 
are  unified solution to  interoperability.  They just  propose 
initiatives to solve some aspects of interoperability within 
Identity  Management approaches.  Higgins  is  a model that 
will  be  useful,  if  modified  to  become a  powerful  bridge 
between many models.

A. XRI
The  Organization  for  the  Advancement  of  Structured 

Information  Standards  (OASIS)  has  developed  a  unified 
identifier scheme to help companies tackle today's rampant 
Identity Management interoperability problems.

The  Extensible  Resource  Identifier  [3]  (XRI) 
specification  establishes  an  interoperable  framework  for 
expressing, resolving and establishing equivalence between 
identifiers  of  any  kind  for  any  resource  type,  including 
people, applications, network devices and corporate assets. 
XRIs build on the ubiquitous Uniform Resource Identifier 
(URI)  and  Internationalized  Resource  Identifier  (IRI) 
standards - widely used by Identity Management solutions - 
by defining standard ways to express characteristics such as 
type, language and date. The lightweight HTTP- and XML-
based  XRI  resolution  framework  lets  a  consuming 
application quickly and easily discover metadata related to 
resources,  such  as  an  alternative  synonym  identifier  that 
works better in the application's local Identity Management 
system.

Metadata isn't limited to alternative identifiers. Imagine 
that  an  XRI-identified  resource  is  a  technical  manual, 
available as a PDF or Word document and retrievable from a 
variety of mirrored network locations via various protocols. 

In  a  broad  sense,  the  manual  is  the  same  document 
irrespective of where it is located, how it is retrieved or in 
which format it  is represented.  XRIs are ideally suited for 
identifying resources at this level of abstraction because the 
resolution process lets the consuming application choose the 
best network location, retrieval method and file format for its 
needs from the available options.

Like URIs, XRIs are composed of an authority portion 
and  a  path  portion.  XRI resolution  converts  the  authority 
portion and the path portion of an XRI to an XML document 
called an XRI Descriptor. The XRI Descriptor describes the 
identified  resource  and  the  means  by  which  the  digital 
representation of the resource can be retrieved.

By providing  an  additional  level  of  in  direction  away 
from  concrete  instances  of  a  resource,  XRIs  provide  a 
permanent, unbreakable reference on which stable business 
relationships can be based.
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B. SAML
The initial versions of SAML [4] v1.0 and v1.1 define 

protocols  for  SSO,  delegated  administration,  and  policy 
management.  The most recent  version is SAML 2.0.  It  is 
now  the  most  common  language  to  the  majority  of 
platforms that need to change the unified secure assertion. It 
is very useful and simple because it is based on XML.

This  protocol  enables  interoperability  between security 
systems (browser SSO, Web services security,  and so on). 
Other  aspects  of  federated  Identity  Management as 
permission-based attribute sharing are also supported.

C. Identity Web Services Framework
In the second phase, the specifications offer enhancing 

identity  federation  and  interoperable  identity-based  Web 
services.  This  body  is  referred  to  as  the  Identity  Web  
Services  Framework  (ID-WSF).  This  framework  involves 
support  of  the  new  open  standard  such  as  WS-Security 
developed  in  OASIS.  ID-WSF  is  a  platform  for  the 
discovery and invocation of identity services - Web services 
associated with a given identity. In the typical ID-WSF use 
case, after a user authenticates to an IdP, this fact is asserted 
to an SP through SAML-based SSO. Embedded within the 
assertion is information that  the SP can  optionally use to 
discover  and  invoke potentially  numerous  and  distributed 
identity services  for  that  user.  Some scenarios  present  an 
unacceptable  privacy  risk  because  they  suggest  the 
possibility  of  a  user’s  identity  being  exchanged  without 
user’s consent or even knowledge. ID-WSF has a number of 
policy mechanisms to guard against this risk. But ultimately, 
it is worth noting that many identity transactions (automated 
bill payments) already occur without user’s active real-time 
consent (users appreciate this efficiency and convenience).

As a standard, SAML supports a standard syntax for the 
representation of assertions about identity attributes and IdP 
authentications but does not provide an identity verification 
protocol. SAML is important in our approach as it facilitates 
the  exchange  of  identity  tuples  and  mapping  certificates 
across domains in a federation.

To build additional interoperable identity services such 
as  registration  services,  contacts,  calendar,  geolocation 
services, and alert services, it’s envisaged to use ID-WSF. 
This  specification  is  referred  to  as  the  Identity  Services  
Interface Specification (ID-SIS).

D. Shibboleth
Shibboleth [5] allowed interoperation between academic 

institutions  by  developing  architectures,  policy  structure, 
practical technologies, and open-source implementation.

E. OpenID 2.0
OpenID  authentication  2.0  [6]  is  becoming  an  open 

platform that supports both URL and XRI user identifiers. 
In  addition, it  would like to be modular,  lightweight,  and 
user  oriented.  Indeed,  OpenID  auth.  2.0  allows  users  to 
choose,  control  and  manage  their  identity  addresses. 
Moreover, the user chooses his identity provider and has a 
large  interoperability  of  his  identity  and  can  dynamically 

use new services that stand out, such as attribute verification 
and reputation, without any loss of features. No software is 
required  on  the  user’s  side  because  the  user  interacts 
directly  with  the  identity  provider’s  site.  OpenID 
Authentication  provides  a  way to  prove  that  an  end  user 
controls an Identifier. It does this without the Relying Party 
needing access to end user credentials such as a password or 
to  other  sensitive  information  such  as  an  email  address. 
OpenID is decentralized. No central authority must approve 
or  register  Relying  Parties  or  OpenID  Providers.  An end 
user can freely choose which OpenID Provider to use, and 
can  preserve  their  Identifier  if  they  switch  OpenID 
Providers. OpenID Authentication is designed to provide a 
base service to enable portable, user-centric digital identity 
in a  free  and decentralized manner.  It  uses  only standard 
HTTP(S) requests and responses. 

The exchange of profile information, or the exchange of 
other  information,  can  be  addressed  through  additional 
service types built on top of protocol to create a framework.

F. InfoCards
CardSpace  is  Microsoft’s  code  name  for  this  new 

technology  that  tackles  the  problem  of  managing  and 
disclosing identity information [7]. CardSpace implements 
core of identity meta-system, using open standard protocols 
to  negotiate,  request,  and  broker  identity  information 
between trusted IdPs and SPs. It is a technology that helps 
developers  integrate  consistent  identity  infrastructure  into 
applications, Web sites, and Web services.

G. Higgins
Eclipse  Foundation  [8]  has  developed an  open 

framework  built  around  info-cards,  to  enable  user’s 
interaction  with  multiple  authentication  protocols.  This 
framework allows software developers to use identity cards 
as  a  form  of  authentication  to  integrate  and  leverage 
multiple  identification  protocols  within  their  applications. 
Three  components  provided  by  Higgins  for  enabling 
information-card authentication:

1) Identity  selector  applications:  end-users  can  use  to 
sign-in to web sites and systems that are compatible with 
Info-Card-based authentication.

2) Complete code:  necessary for Identity Provider web 
services  as  well  as  for  the  “relying  party”,  it  enables 
websites and systems to be information card- and Open Id-
compatible. Software developers can incorporate this code 
into their  applications to  make it  easier  for  their  users  to 
login  to  their  site.  There  are  currently  two  web-site 
developer solutions available (STS, IdP-for, WS-Trust and 
SAML2 IdP –for SAML2)
Higgins Global Graph (HGG) data model and the Higgins 
Identity Attribute Service (IdAS):  Developers  now have a 
framework that provides an interoperability and portability 
abstraction layer over existing “silos” of identity data. The 
HGG/IdAS layer of Higgins offers integration opportunities 
between  several  identification  protocols  such  as  OpenID, 
WS-Trust, SAML, and LDAP.
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IV. “OPEN IDM”: A UNIFIED INTEROPERABLE FRAMEWORK

A. Motivation
To  reach  a  basic  level  on  interoperability,  federated 

identity  solution  must,  by  its  very  nature,  be  standards-
based. The key underlying standard for federated identity is 
SAML.  SAML is  the  most  mature  and  widely  deployed 
identity  federation  protocol  today  and  offers  the  highest 
potential  for  interoperability with federation partners.  The 
latest  version,  SAML 2.0,  marks  the  convergence  of  the 
SAML, Liberty ID-FF, and Shibboleth specifications into a 
single  unified  standard.  A  federated  model  must  be  user 
centric to allow the user to maintain control over its identity.

Distributed  solutions  are  also  interoperable  and  user 
centric if they use the same approach and technology. Level 
two is possible if at least two approaches are interoperable.

B. Proposed Unified framework
Interoperability  between  multiple  Digital  Identity 

systems has become an important and complex issue. Even 
if  many initiatives  exist,  high  level  interoperability  is  far 
from  being  achieved  outside  circles  of  trust.  Existing 
models  are  not  clearly  interoperable  and  are  deficient  in 
unifying  standard-based  protocols  due  to  the  conflicting 
requirements  for  each  approach.  In  untrusted  domains, 
privacy  concerns  and  user’s  attribute  controls  are 
fundamental  when offering identity to users;  on the other 
hand,  the  same  users  ask  for  flexible  access  through 
homogenous  user  friendly  interfaces.  Taken  as  a  single 
solution,  it  may not  exhaust  all  possible  solutions  to  the 
issue,  but  when bridging  all  solutions,  this  approach  will 
federate all efforts currently under development.

From  a  logical  point  of  view,  high  level  of 
interoperability will be assured by a unified framework, an 
open user-centric bridge managed by a new entity so called 
Master Identity Provider (Figure 1). This framework serves 
as a unifying gateway between all existing models. In one 
side,  as  industry  and  other  organizations  continue  to 
introduce  capabilities  and  standards  guided  essentially  by 
the  approach  adopted  and  suitable  for  only  one  specific 
community within a specific context, but not for all possible 
use cases. In other side, all identity problems come from the 
lack of visibility towards IDPs that work separately without 
any well-defined relationships between them.

Thus,  a  Master  Identity  Provider  acting  as  a  Root 
Authority  to  identities,  will  federate  all  relationships 
between  IDPs  in  order  to  build  the  identity,  during 
enrolment processes,  piece by piece starting with the root 
while  avoiding  any  duplication  and  any  unnecessary 
information which represents nothing.

This unified framework serves as a metasystem to bridge 
all  scenarios  of  Digital  IDM  Systems,  which  must  be 
interoperable. This new arrangement of accepted standards 
enables  decentralized  identity  infrastructure  to  work 
together as a single Identity Management system, including:

1) External standards: such as XML, SAML, etc.
2) Open Software standards: such as java or Linux
3) Hardware standards: they support interoperability

Figure 1. Architecture of the proposed framework

C. “Open IDM 2.0” Framework modules
1) Policies  agreement  module:  it  includes  Service 

Provisioning  Policies,  Service  Provider  Privacy  Policies, 
Privacy Preferences and Federation Agreement Policies.

2) Identity  mapping  and  integration  of  profiles  and  
relationships  module:  A  first  step  toward  achieving 
interoperability  is  the  adoption  of  a  standard  to  describe 
assertions and identity profiles.

3) Negotiation  protocols  module: it  integrates  all 
negotiation aspects especially trust negotiation when entities 
are not previously known to each other. Before meaningful 
interaction starts, a base level of trust must be established.

4) Life cycle management module: All federated identity 
solutions must provide management capabilities to perform 
required tasks to create, provision, manage and monitor it.

5) Security module: manages all security concerns.
6) Heterogeneous  identity  verification:  heterogeneity 

among identity verification protocols and naming, especially 
in the context of the clients’ identity verification process. It 
specifies  such  a  set  of  identity  attributes.  If  clients  use 
names for the identity attributes from different vocabularies, 
after a client request for a resource or a service from an RP, 
they may not understand the adequate identity attributes.

7) Security Credentials and Token module: it  supports 
different identity tokens and related encryption algorithms.

8) Protocols to exchange attributes: this module enables 
exchange of attributes in a cryptographic way

9) User-Centric and Privacy module: Users should have 
the  maximum  control  possible  over  the  release  of  their 
identity attributes. They should state under which conditions 
these attributes can be disclosed.

10) Context and profile manager: identity and context are 
closely  related;  during  interoperability  analysis,  context 
issue must provide consistent experience across contexts.

11) Centralized  identity  stocks: playing  the  role  of  a 
repository in order to concentrate all IdM resources.
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The  proposed  unified  framework  interacts  with  the 
global IDM architecture, through the following elements:

• User  Identity:  relates  to  a  person,  device  or 
application, in order to define identity strength.

• Identity  Bus:  supports  interoperability  between 
varieties  of  IDM  technologies  available  from 
different vendors, an Identity Bus that will provide 
interoperability functionalities is necessary.

• Consistent  user  interface:  Lack  of  usability  will 
make  the  control  of  identity  by  user  almost 
impossible to take place. The model must facilitate 
the  developer  with  adequate  support  for 
implementing usability through a user interface.

D. Analyzing the Framework
Trustworthiness  of  an  identity  depends  on  the  initial 

enrollment  process,  the  security  token  being  issued,  the 
level  of  collaboration  and  the  depth  of  the  relationship 
between entities. As identity providers and relying parties in 
current  ecosystems  don’t  directly  communicate  during 
enrollment  process,  identity  islands  remain  as  data  silos 
between  each other.  This  framework  as  a  harmonized 
identity  metasystem  aims  to  solve  the  problem  of 
consolidation  of  distributed  identity  and  provide  secure, 
privacy  enhanced  and  seamless  experiences.  Reasonable-
diligence  of  services  needs  to  validate  the  identity  of 
individuals or organizations requesting credentials that will 
enable them to participate in information exchanges. Trust 
will  convey  through  inter-domain  exchange  of  identity 
attributes as well as any useful information and policies to 
collaborate in tracking down all identity transactions.

To consolidate identity,  we acknowledge that an  Open 
IDM framework should integrate -but should not be limited 
to- the two main following processes :

Enrolment process required by a service: in Figure 2, (1) 
user contacts SP (2) user is redirected to the IDP which SP 
trusts. (3) SP specifies to his IDP what attributes it needs. 
(4) IDP contacts his direct MIDP where user is referenced 
and user is redirected to MIDP to be identified. (5) If the 
user is really referenced,  a profile negotiated with user is 
generated  with  respect  to  the  principle  of  minimal 
disclosure. (6) MIDP provides IDP with minimal attributes 
and new credentials are issued.

Access to service: a user attempts to gain authorization to 
do something online. User contacts MIDP to know if service 
is  referenced  and  user  already  enrolled.  Authentication  is 
activated towards IDP with adequate protocol and credential.

Figure 2. Enrollment process
This  proposed  framework  presents  many  advantages: 

True interoperability will be possible with the open gateway 
serving as interface to standard protocols.

• Technologies  like  OpenID,  SAML,  Liberty  ID-FF 
and WS-Trust should be supported. Data format and 
authentication  systems  at  endpoints  support  new 
credential  arrangements.  Data  is  decoupling  from 
application and IDM layer from application layer.

• User  control  empowerment:  users  have  full 
knowledge regarding information they disclose. 

• User preferences customize relying parties services  
Our framework presents drawbacks, such as the unifying 

gateway. This point of failure will be a part of future work.

E. Implementation issues of the framework
This framework encompasses several modules. Research 

will now develop all those components and proceed towards 
the implementation and evaluation of associated prototype 
solution.  Modules  and  interactions  between  platform 
components  will  be  developed,  implemented  and  tested 
successfully.  Investigations  will  be  conducted  to  select 
components supporting proposed aspects.

V. CONCLUSION

This  article  discusses  ongoing  concerns  with  the 
interoperability  between  different  Identity  Management 
solutions.  Current  solutions  are  developed  independently 
but their functionality complement each other. This unified 
gateway  will  exploit  all  specifications  to  define  new 
standards to encapsulate different protocols. 

In  future work,  as part  of the PhD thesis, we'll  tackle 
description for options and parameters of protocols and how 
parameters are interpreted and mapped to each other.

Bringing a  Unifying Gateway for Interoperable Identity 
Management as a response to interoperability challenges will 
enhance  trust  and  encourage  the  wide  use  of  identity 
systems. But, Trust relationships have to be established.
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Abstract—Security of information transmitted through the
Internet is an international concern. This security is guaranteed
by tools like hash functions. However, as security flaws have
been recently identified in the current standard in this domain,
new ways to hash digital media must be investigated. In this
document an original keyed hash function is evaluated. It is
based on chaotic iterations and thus possesses various topological
properties as uniform repartition and sensibility to its initial
condition. These properties make our hash function satisfy the
requirements in this field. This claim is verified qualitatively
and experimentally in this research work, among other things
by realizing simulations of diffusion and confusion.

Keywords-Keyed Hash Function; Internet Security; Mathe-
matical Theory of Chaos; Topology.

I. INTRODUCTION

Hash functions are fundamental tools to guarantee the
quality and security of data exchanges through the Internet.
For instance, they allow to store passwords in a secure manner
or to check whether a download has occurred without any
error. SHA-1 is probably the most widely used hash functions.
It is present in a large panel of security applications and
protocols through the Internet. However, in the last decade,
security flaws have been detected in SHA-1. As the SHA-
2 variants are algorithmically close to SHA-1 and produce
finally message digests on principles similar to the MD4 and
MD5 message digest algorithms, a new hash standard based
on original approaches is then eagerly awaited. In this context,
we have proposed a new hash function in [1]. Based on
chaotic iterations, this function behaves completely different
from approaches followed until now.

However chaos insertion to produce hash functions is
sometimes disputed [2], [3]. Indeed existing chaos-based hash
functions only include “somewhere” some chaotic functions
of real variables like logistic, tent, or Arnold’s cat maps.
It is then supposed that the final hash function preserves
these properties [4], [5], [6], [7]. But, in our opinion, this
claim is not so evident. Moreover, even if these algorithms
are themselves proven to be chaotic, their implementations
on finite machines can result to lost of chaos property.
Among other things, the main reason is that chaotic functions
(embedded in these researches) only manipulate real numbers,
which do not exist in a computer. In [1], the hash function
we have proposed does not simply integrate chaotic maps into
algorithms hoping that the result remains chaotic; we have
conceived an algorithm and have mathematically proven that
it is chaotic. To do both our theory and our implementation
are based on finite integer domains and chaotic iterations.

* Authors in alphabetic order

Chaotic iterations (CIs) were formerly a way to formalize
distributed algorithms through mathematical tools [8]. Thanks
to these CIs, it was thus possible to study the convergence
of synchronous or asynchronous programs over parallel, dis-
tributed, P2P, grid, or GPU platforms, in a view to solve
linear and non-linear systems. CIs have recently revealed
numerous interesting properties of disorder formalized into
the mathematical topology framework. These studies lead to
the conclusion that the chaos of CIs is very intense and
that chaos class can tackle the computer science security
field [9]. As CIs only manipulate binary digits or integers, we
have shown that they are amenable to produce truly chaotic
computer programs. Among other things, CIs have been
applied to pseudo-random number generators [10] and to an
information hiding scheme [11] in the previous sessions of the
International Conference on Evolving Internet. In this paper,
the complete unpredictable behavior of chaotic iterations is
capitalized to produce a truly chaotic keyed hash function.

The remainder of this research work is organized in the
following way. In Section II, basic recalls concerning chaotic
iterations and Devaney’s chaos are recalled. Our keyed hash
function is presented, reformulated, and improved in Sec-
tion III. Performance analyses are presented in the next two
sections: in the first one a qualitative evaluation of this
function is outlined, whereas in the second one it is evaluated
experimentally. This research work ends by a conclusion
section, where our contribution is summarized and intended
future work is given.

II. DISCRETE AND CHAOTIC PROVEN ITERATIONS

This section gives some recalls on topological chaotic
iterations. Let us firstly discuss about domain of iterated
functions. As far as we know, no result rules that the chaotic
behavior of a function that has been theoretically proven
on R remains valid on the floating-point numbers, which
is the implementation domain. Thus, to avoid loss of chaos
this research work presents an alternative, namely to iterate
boolean maps: results that are theoretically obtained in that
domain are preserved during implementations.

Let us denote by Ja; bK the following interval of integers:
{a, a + 1, . . . , b}. A system under consideration iteratively
modifies a collection of n components. Each component
i ∈ J1;nK takes its value xi among the domain B = {0, 1}.
A configuration of the system at discrete time t (also said
at iteration t) is the vector xt = (xt1, . . . , x

t
n) ∈ Bn. In

what follows, the dynamics of the system is particularized
with the negation function ¬ : Bn → Bn such that ¬(x) =
(xi, . . . , xn) where xi is the negation of xi.
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In the sequel, the strategy S = (St)t∈N is the sequence
defining which component is updated at time t and St denotes
its t−th term. We introduce the function F¬ that is defined
for the negation function by:

F¬ : J1;nK×Bn → Bn

F¬(s, x)j =

{
xj if j = s
xj otherwise.

With such a notation, configurations are defined for times
t = 0, 1, 2, . . . by:{

x0 ∈ Bn and
xt+1 = F¬(St, xt) .

(1)

Finally, iterations defined in (1), called “chaotic itera-
tions” [8], can be described by the following system{

X0 = ((St)t∈N, x0) ∈ J1;nKN ×Bn

Xk+1 = G¬(Xk)
, (2)

such that

G¬
(
((St)t∈N, x)

)
=
(
σ((St)t∈N), F¬(S0, x)

)
where σ is the function that removes the first term of the
strategy (i.e., S0). Let us remark that the term “chaotic” in
the name of this tool is just an adjective, which has a priori
no link with the mathematical theory of chaos.

In the space X = J1;nKN × Bn we define the distance
between two points X = (S,E), Y = (Š, Ě) ∈ X by

d(X,Y ) = de(E, Ě) + ds(S, Š), where

de(E, Ě) =

n∑
k=1

δ(Ek, Ěk), and

ds(S, Š) =
9

n

∞∑
k=1

|Sk − Šk|
10k

.

If the floor value bd(X,Y )c is equal to j, then the systems
E, Ě differ in j cells. In addition, d(X,Y )− bd(X,Y )c is a
measure of the differences between strategies S and Š. More
precisely, this floating part is less than 10−k if and only if the
first k terms of the two strategies are equal. Moreover, if the
kth digit is nonzero, then the kth terms of the two strategies
are different.

With this material it has been already proven that [9]:

• G¬ is a continuous function on a suitable metric space
(X , d),

• iterations as defined in Equ. 2 are regular (i.e., periodic
points of G¬ are dense in X ),

• (X , G¬) is topologically transitive (i.e., for any pair of
open sets U, V ⊂ X , there exists some natural number
k > 0 s. t. Gk

¬(U) ∩ V 6= ∅),
• (X , G¬) has sensitive dependence on initial conditions

(i.e., there exists δ > 0 s.t. for any X ∈ X and any
neighborhood V of X , there exist Y ∈ V and k > 0
with d(Gk

¬(X), Gk
¬(Y )) > δ).

To sum up, we have previously established that the three
conditions for Devaney’s chaos hold for chaotic iterations. So
CIs behave chaotically, as it is defined in the mathematical
theory of chaos [12], [13].

III. A CHAOS-BASED KEYED HASH FUNCTION

This section first recalls an informal definition [14], [15]
of Secure Keyed One-Way Hash Function. We next present
our algorithm. Finally, we establish relations between the
algorithm properties inherited from topological results and
requirements of Secure Keyed One-Way Hash Function.

A. Secure Keyed One-Way Hash Function

Definition 1 (Secure Keyed One-Way Hash Function)
Let Γ and Σ be two alphabets, let k ∈ K be a key in a given
key space, let l be a natural numbers which is the length of
the output message, and let h : K × Γ+ → Σl be a function
that associates a message in Σl for each pair of key, word
in K × Γ+. The set of all functions h is partitioned into
classes of functions {hk : k ∈ K} indexed by a key k and
such that hk : Γ+ → Σl is defined by hk(m) = h(k,m) i.e.,
hk generates a message digest of length l.

A class {hk : k ∈ K} is a Secure Keyed One-Way Hash
Function if it satisfies the following properties:

1) the function hk is keyed one-way. That is,
a) Given k and m, it is easy to compute hk(m) .
b) Without knowledge of k, it is hard to find m when

hk(m) is given and to find hk(m) when only m
is given.

2) The function hk is keyed collision free, that is, without
the knowledge of k it is difficult to find two distinct
messages m and m′ s.t. hk(m) = hk(m′).

3) Images of function hk has to be uniformly distributed
in Σl in order to counter statistical attacks.

4) Length l of produced image has to be larger than 128
bits in order to counter birthday attacks.

5) Key space size has to be sufficiently large in order to
counter exhaustive key search.

Let us now present our hash function that is based on
chaotic iterations as defined in Section II. The hash value
message is obtained as the last configuration resulting from
chaotic iterations of G¬.

We then have to define the pair X0 = ((St)t∈N, x0), i.e.,
the strategy and the initial configuration x0.

B. Computing x0

The first step of the algorithm is to transform the message
in a normalized n = 256 bits sequence x0. This size n
of the digest can be changed, mutatis mutandis, if needed.
Here, this first step is close to the pre-treatment of the SHA-
1 hash function, but it can easily be replaced by any other
compression method.

To illustrate this step, we take an example, our original text
is: “The original text”.

Each character of this string is replaced by its ASCII code
(on 7 bits). Following the SHA-1 algorithm, first we append
a “1” to this string, which is then

10101001 10100011 00101010 00001101 11111100
10110100 11100111 11010011 10111011 00001110
11000100 00011101 00110010 11111000 11101001.

Next we append the block 1111000, which is the binary
value of this string length (120), and finally another “1” is
added:

10101001 10100011 00101010 00001101 11111100
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10110100 11100111 11010011 10111011 00001110
11000100 00011101 00110010 11111000 11101001
11110001.

The whole string is copied, but in the opposite direction:

10101001 10100011 00101010 00001101 11111100
10110100 11100111 11010011 10111011 00001110
11000100 00011101 00110010 11111000 11101001
11110001 00011111 00101110 00111110 10011001
01110000 01000110 11100001 10111011 10010111
11001110 01011010 01111111 01100000 10101001
10001011 0010101.

The string whose length is a multiple of 512 is obtained,
by duplicating enough this string and truncating at the next
multiple of 512. This string, in which the whole original text
is contained, is denoted by D. Finally, we split our obtained
string into blocks of 256 bits and apply to them the exclusive-
or function, from the first two blocks to the last one. It results
a 256 bits sequence, that is in our example:

11111010 11100101 01111110 00010110 00000101
11011101 00101000 01110100 11001101 00010011
01001100 00100111 01010111 00001001 00111010
00010011 00100001 01110010 01000011 10101011
10010000 11001011 00100010 11001100 10111000
01010010 11101110 10000001 10100001 11111010
10011101 01111101.

The configuration x0 is the result of this pre-treatment and is
a sequence of n = 256 bits. Notice that some distinct texts
lead to the same string.

Let us build now the strategy (St)t∈N that depends on both
the original message and a given key.

C. Computing (St)t∈N

To obtain the strategy S, an intermediate sequence (ut)t∈N

is constructed from D, as follows:
1) D is split into blocks of 8 bits. Let (ut)t∈N be the finite

sequence where ut is the decimal value of the tth block.
2) A circular rotation of one bit to the left is applied to

D (the first bit of D is put on the end of D). Then the
new string is split into blocks of 8 bits another time.
The decimal values of those blocks are added to (ut).

3) This operation is repeated again 6 times.
Because of the function θ 7−→ 2θ (mod 1) is known to be

chaotic in the sense of Devaney [12], we define the strategy
(St)t∈N with:

St = (ut + 2× St−1 + t) mod 256,

which is then highly sensitive to initial conditions and then to
changes of the original text. On the one hand, when a keyed
hash function is desired, this sequence (St)t∈N is initialized
with the given key k (i.e., S0 = k). On the other hand, it is
initialized to u0 if the hash function is unkeyed.

D. Computing the digest

To construct the digest, chaotic iterations of G¬ are realized
with initial state X0 = ((St)t∈N, x0) as defined above.
The result of these iterations is a n = 256 bits vector.
Its components are taken 4 per 4 bits and translated into
hexadecimal numbers, to obtain the hash value:

63A88CB6AF0B18E3BE828F9BDA4596A6
A13DFE38440AB9557DA1C0C6B1EDBDBD.

As a comparison if we replace “The original text” by “the
original text”, the hash function returns:

33E0DFB5BB1D88C924D2AF80B14FF5A7
B1A3DEF9D0E831194BD814C8A3B948B3.

We then investigate qualitative properties of this algorithm.

IV. QUALITATIVE ANALYSIS

We show in this section that, as a consequence of recalled
theoretical results, this hash function tends to verify desired
informal properties of a secure keyed one-way hash function.

A. The avalanche criteria

Let us first focus on the avalanche criteria, which means
that a difference of one bit between two given medias has
to lead to completely different digest. In our opinion, this
criteria is implied by the topological properties of sensitive
dependence to the initial conditions, expansivity, and Lya-
punov exponent. These notions are recalled below.

First, a function f has a constant of expansivity equal to ε
if an arbitrarily small error on any initial condition is always
magnified till ε. In our iteration context and more formally,
the function G¬ verifies the expansivity property if there exists
some constant ε > 0 such that for any X and Y in X , X 6= Y ,
we can find a k ∈ N s.t. d(Gk

¬(X), Gk
¬(Y )) > ε. We have

proven in [16] that, (X , G¬) is an expansive chaotic system.
Its constant of expansivity is equal to 1.

Next, some dynamical systems are highly sensitive to small
fluctuations into their initial conditions. The constants of
sensibility and expansivity have been historically defined to
illustrate this fact. However, in some cases, these variations
can become enormous, can grow in an exponential manner
in a few iterations, and neither sensitivity nor expansivity
are able to measure such a situation. This is why Alexander
Lyapunov has proposed a new notion being able to evaluate
the amplification speed of these fluctuations we now recall:

Definition 2 (Lyapunov Exponent) Let be given an itera-
tive system x0 ∈ X and xt+1 = f(xt). Its Lyapunov exponent
is defined by:

lim
t→+∞

1

t

t∑
i=1

ln
∣∣ f ′ (xi−1)∣∣

By using a topological semi-conjugation between X and R,
we have proven in [9] that For almost all X0, the Lyapunov
exponent of chaotic iterations G¬ with X0 as initial condition
is equal to ln(n).

Let us now explain why the topological properties of our
hash function lead to the avalanche effect. Due to the sensitive
dependence to the initial condition, two close media can
possibly lead to significantly different digests. The expansivity
property implies that these similar medias mostly lead to very
different hash values. Finally, a Lyapunov exponent greater
than 1 lead to the fact that these two close media will always
finish to have very different digests.

B. Preimage Resistance

Let us now discuss about the first preimage resistance of
our unkeyed hash function denoted by h. Indeed, as recalled
previously, an adversary given a target image D should not
be able to find a preimage M such that h(M) = D. One
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reason (among many) why this property is important is that
on most computer systems user passwords are stored as
the cryptographic hash of the password instead of just the
plaintext password. Thus an attacker who gains access to the
password file cannot use it to then gain access to the system,
unless it is able to invert target message digest of the hash
function.

We now explain why, topologically speaking, our hash
function is resistant to preimage attacks. Let m be the message
to hash, (S, x0) its normalized version (i.e., the initial state
of our chaotic iterations), and M = h(m) the digest of m by
using our method. So chaotic iterations with initial condition
(S,M) and iterate function G¬ have x0 as final state. Thus
it is impossible to invert the hash process with a view to
obtain the normalized message by using the digest. Such an
attempt is equivalent to try to forecast the future evolution
of chaotic iterations by only using a partial knowledge of
its initial condition. Indeed, as M is known but not S, the
attacker has an incertitude on the initial condition. he only
knows that this value is into an open ball of radius 1 centered
at the point M , and the number of terms of such a ball is
infinite.

With such an incertitude on the initial condition, and due
to the numerous chaos properties possessed by the chaotic
iterations (as these stated in Section IV-A), this prediction is
impossible. Furthermore, due to the transitivity property, it is
possible to reach all of the normalized medias, when starting
to iterate into this open ball. Indeed, it is possible to establish
that, all of these possible normalized medias can be obtained
in at most 256 iterations, and we iterate at least 519 times
to obtain our hash value (c.f. Proposition 2 below). Finally,
to find the normalized media does not imply the discovery of
the original plain-text.

V. QUANTITATIVE AND EXPERIMENTAL EVALUATIONS

Let us first give some examples of hash values before
discussing about the algorithm complexity.

A. Hash values

Let us now consider our hash function with n = 128. To
give illustration of the confusion and diffusion properties, we
will use this function to generate hash values in the following
cases:

Case 1. The original text message is the poem Ulalume
(E.A.Poe), which is constituted by 104 lines, 667
words, and 3754 characters.

Case 2. We change serious by nervous in the verse “Our
talk had been serious and sober”

Case 3. We replace the last point ‘.’ with a coma ‘,’.
Case 4. In “The skies they were ashen and sober”, skies

becomes Skies.
Case 5. The new original text is the binary value of the

Figure 1.
Case 6. We add 1 to the gray value of the pixel located in

position (123,27).
Case 7. We substract 1 to the gray value of the pixel located

in position (23,127).
The corresponding hash values in hexadecimal format are:
Case 1.C0EA2325BBF956D27C3561977E48B3E1,
Case 2.6C4AC2F8579BCAB95BAD68468ED102D6,
Case 3.A538A76E6E38905DA0D35057F1DC1B14,

Figure 1: The original plain-image.

Case 4.01530A057B6A994FBD3887AF240F849E,
Case 5.DE188603CFE139864092C7ABCD21AE50,
Case 6.FF855E5A626532A4AED99BACECC498B1,
Case 7.65DB95737EFA994DF37C7A6F420E3D07.
These simulation results are coherent with the topological

properties of sensitive dependence to the initial condition,
expansivity, and Lyapunov exponent: any alteration in the
message causes a substantial difference in the final hash value.

B. Algorithm Complexity

In this section is evaluated the complexity of the above hash
function for a size l of the media (in bits).

Proposition 1 The stages of initialization (Sections III-B
and III-C) need O(l) elementary operations to be achieved.

Proof: In this stage only linear operations over binary
tables are achieved, such as: copy, circular shift, or inversion.

Let us consider the digest computation stage (Section III-D).

Proposition 2 The digest computation stage requires less
than 2l + 2 log2(l + 1) + 515 elementary operations.

Proof: The cost of an iteration is reduced to the negation
operation on a bit, which is an elementary operation. Thus,
the second stage is realized in t elementary operations, where
t is the number of terms into the sequence S. But S has the
same number of terms than u, and u and D have the same
size (indeed, to build u, D has been copied 8 times, and bits
of this sequence have been regrouped 8 per 8 to obtain the
terms of u). To sum up, the size of D is equal to the total
number of elementary operations of the digest computation
stage.

The following operations are realized to obtain D.
1) The digit 1 is added: D has l + 1 bits.
2) The binary value of the size is

added, followed by another bit: D has
l + 2 + log2(l + 1) bits.

3) This string is copied after inversion: D has now
2× (l + 2 + log2(l + 1)) bits.

4) Lastly, this string is copied until the next multiple of
512: in the worst situation, 511 bits have been added,
so D has in the worst situation 2l+ 2 log2(l+ 1) + 515
bits.

We can thus conclude that:

Theorem 1 The computation of an hash value is linear with
the hash function presented in this research work.
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Figure 2: Values repartition of Ulalume poem

C. Experimental Evaluation

We focus now on the illustration of the diffusion and
confusion properties [17]. Let us recall that confusion refers
to the desire to make the relationship between the key and the
ciphertext as complex and involved as possible, whereas diffu-
sion means that the redundancy in the statistics of the plaintext
must be "dissipated" in the statistics of the ciphertext. Indeed,
the avalanche criterion is a modern form of the diffusion, as
this term means that the output bits should depend on the
input bits in a very complex way.

1) Uniform repartition for hash values: To show the
diffusion and confusion properties verified by our scheme,
we first give an illustration of the difference of characters
repartition between a plain-text and its hash value when the
original message is again the Ulalume poem. In Figure 2a,
the ASCII codes are localized within a small area, whereas
in Figure 2b the hexadecimal numbers of the hash value are
uniformly distributed.

A similar experiment has been realized with a message
having the same size, but which is only constituted by the
character “0”. The contrast between the plain-text message
and its digest are respectively presented in Figures 3a and 3b.
Even under this very extreme condition, the distribution of the
digest still remains uniform. To conclude, these simulations
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Figure 3: Values repartition of the “00000000” message
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tend to indicate that no information concerning the original
message can be found into its hash value, as it is recom-
mended by the Shannon’s diffusion and confusion.

2) Behavior through small random changes: We now
consider the following experiment. A first message of 100
bits is randomly generated, and its hash value of size 80
bits is computed. Then one bit is randomly toggled into
this message and the digest of the new message is obtained.
These two hash values are compared by using the hamming
distance, to compute the number Bi of changed bits. This test
is reproduced 10000 times. The corresponding distribution of
Bi is presented in Figure 4.

As desired, Figure 4 show that the distribution is centered
around 40, which reinforces the confidence put into the good
capabilities of diffusion and confusion of the proposed hash
algorithm.

3) Statistic analysis of diffusion and confusion: Finally, we
generate 1000 sequences of 1000 bits, and for each of these
sequences, we toggle one bit, thus obtaining a sequence of
1000 couples of 1000 bits. As previously, the two digests of
each couple i are obtained, and the hamming distance Bi
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Bmin Bmax B P (%) ∆B ∆P (%)
N = 256 50 92 67.57 52.78 8.89 6.95
N = 512 47 82 65.13 51.11 7.65 5.87
N = 1024 47 81 63.01 52.10 7.51 5.71

Table I: Statistical performance of the proposed hash function

between these digests are computed. To analyse these results,
the following common statistics are used.
• Mean changed bit number B = 1

N

∑N
i=1Bi.

• Mean changed probability P = B
128 .

• ∆B =

√
1

N − 1

∑N
i=1(Bi −B)2.

• ∆P =

√
1

N − 1

∑N
i=1( Bi

128 − P )2.

The obtained statistics are listed in Table I. Obviously,
both the mean changed bit number B and the mean changed
probability P are close to the ideal values (64 bits and 50%,
respectively), which illustrates the diffusion and confusion
capability of our algorithm. Lastly, as ∆B and ∆P are very
small, these capabilities are very stable.

VI. CONCLUSION

MD5 and SHA-0 have been broken in 2004. An attack
over SHA-1 has been achieved with only 269 operations
(CRYPTO-2005), that is, 2000 times faster than a brute force
attack (that requires 280 operations). Even if 269 operations
still remains impossible to realize on common computers,
such a result based on a previous attack on SHA-0 is a very
important one: it leads to the conclusion that SHA-2 is not as
secure as it is required for the Internet applications. So new
original hash functions must be found.

In this research work, a new hash function has been
presented. The security in this case has been guaranteed by the
unpredictability of the behavior of the proposed algorithms.
The algorithms derived from our approach satisfy important
properties of topological chaos such as sensitivity to initial
conditions, uniform repartition (as a result of the transitivity),
unpredictability, and expansivity. Moreover, its Lyapunov ex-
ponent can be as great as needed. The results expected in our
study have been experimentally checked. The choices made in
this first study are simple: compression function inspired by
SHA-1, negation function for the iteration function, etc. The
aim was not to find the best hash function, but to give simple
illustrated examples to prove the feasibility in using the new
kind of chaotic algorithms in computer science. Finally, we
have shown how the mathematical framework of topological
chaos offers interesting qualitative and qualitative tools to
study the algorithms based on our approach.

In future work, we will investigate other choices of iteration
functions and chaotic strategies. We will try to characterize
topologically the diffusion and confusion capabilities. Other
properties induced by topological chaos will be explored and
their interest for the realization of hash functions will be
deepened.
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Abstract—Current Internet applications are still mainly bound
to the state of their transport layer connections. This prevents
many features such as end-to-end security and mobility from
functioning smoothly in a dynamic network. In this paper, we
propose a novel architecture for decoupling communications from
their supporting devices. This enables the complete separation of
the devices, applications and users. Our architecture is based on
a peer-to-peer overlay network that provides its own distributed
hash table system. Preliminary simulation results show that our
proposal is feasible.

Keywords-Overlay; virtual connection; distributed hash table.

I. INTRODUCTION

Current Internet communications are still based on the
paradigms set by the TCP/IP protocol stack 30 years ago
and they are lacking several key features. Although many
efforts have been done during the last decade to provide
mobility, security and multicasting, those efforts have mainly
been focused on the equipments themselves (e.g., computers,
smart phones, routers, etc.) and not on the logical part of the
communications. In fact, although we already have a lot of
mobile equipments, it is still impossible to transfer a com-
munication from one device to another without interrupting
the communication (and thus start it all over again). In the
same way, although we have the choice of many applications
for carrying one task, it is also still impossible to transfer
a communication from one application to another without
interrupting the communication. Layer 2 device mobility (e.g.,
WiFi, WiMAX, 3G and beyond) is nowadays well supported
but users still have a very limited access to upper layers
mobility (e.g., MobileIP, TCP-Migrate).

In this paper we propose and describe a new architecture
for using virtual connections setup over dynamic P2P overlay
networks built on top of the TCP/IP protocol stack of the
participating devices. We have called this architecture CLOAK
(Covering Layers Of Abstract Knowledge). This architecture
supports names for entities (i.e., users) and devices, virtual
addresses for devices and logical sessions that enable a full
virtualization of all kinds of Internet communications. The new
semantics brought by our proposal open up many novel possi-
bilities for Internet communications. The virtual connections
setup and managed by our solution enable for instance the
transparent handling of the breakdown and restore of transport
layer connections (e.g., such as TCP or SCTP connections).

The remainder of this paper is organized as follows. Sec-
tion II outlines the related previous work done on virtual
connections. Section III presents the design and features of
our architecture. Section IV describes its implementation.
Section V presents some preliminary results obtained by
simulations. Finally, we conclude the paper and present our
future research directions.

II. RELATED WORK

Virtual connections, as we define them, can be considered
as providing (among other benefits) transport layer connection
mobility. Research on such transport layer connection mobility
has mainly remained experimental up to now. Concerning the
TCP connection management, several solutions have been pro-
posed. TCP-Migrate [1], [2] developed at the Massachusetts
Institute of Technology, provides a unified framework to
support address changes and connectivity interruptions. Mi-
grate provides mobile-aware applications with a set of system
primitives for connectivity re-instantiation. Migrate enables
applications to reduce their resource consumption during peri-
ods of disconnection and resume sessions upon reconnection.
Rocks [3] developed at the University of Wisconsin, protect
sockets-based applications from network failures, such as link
failures, IP address changes and extended periods of discon-
nection. Migratory TCP [4], developed at Rutgers University,
is a transport layer protocol for building highly-available net-
work services by means of transparent migration of the server
endpoint of a live connection between cooperating servers
that provide the same service. The origin and destination
servers cooperate by transferring the connection state in order
to accommodate the migrating connection. Finally, the Fault-
Tolerant TCP [5], [6] developed at the University of Texas,
allows a faulty server to keep its TCP connections open until
it either recovers or it is failed over to a backup. The failure
and recovery of the server process are completely transparent
to client processes. However, all these projects only deal with
TCP re-connection. They do not enable the total virtualization
of a communication. They also do not allow to switch both
applications and/or devices from any communicating user at
will.
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III. ARCHITECTURE

A. Design

In the context of our architecture, a communication is a set
of interactions between several entities. It can be any form
of simplex or duplex communication where information is
processed and exchanged between the entities (e.g., talk, view
video, check bank account, send mail, etc.). An interaction is
simply a given type of action carried out between two or more
entities by using an application protocol (e.g., FTP, HTTP,
etc.). An entity is typically a human user but it can also be an
automated service such as a server. A communication typically
involves a minimum of two entities but it can involve many
more in the case of multicast and broadcast communications.
Finally, a device is a communication terminal equipment. On
the device are running applications that are used by an entity
to interact with other entities. Given this context, the aim of
our architecture is to enable a communication to be carried
out without any definitive unwanted interruption when some
or all of its components (i.e., device, application or entity)
are evolving (i.e., moving or changing) over space and time.
Our architecture enables a communication to have a lifetime
that only depends on the will of the currently implied entities.
Changes in devices, applications and even entities (when it
makes sense) will not terminate the communication.

Fig. 1 shows the CLOAK communication paradigm. In
order to untie entities, applications and devices, CLOAK
introduces the use of a session. A session is a communication
descriptor that contains everything needed for linking entities,
applications and devices together in a flexible way. A session
can be viewed as a container storing the identity and the
management information of a given communication. Thus the
lifetime of a communication between several entities is equal
to the lifetime of its corresponding session. As shown on
Fig. 1, a device can move or be changed for another with-
out terminating the session. Similarly, an application can be
changed for another if deemed appropriate or even moved (i.e.,
mobile code) also without terminating the session. Finally,
entities can move or change (i.e., be transferred to another
entity) without terminating the session if this is appropriate
for a given communication. We can see that in our new
architecture, entities, applications and devices are loosely
bound together (i.e., represented by yellow arrows in Fig. 1)
during a communication and all the movements and changes
of devices, applications and entities are supported. Note that
in Fig. 1, only one instance of each part (device, application,
entity) of a communication is shown, other instances would
obey the same scheme.

B. Operation

In order to provide all the above mentioned features, our
architecture sets up and maintains a P2P overlay network. All
the devices that wish to share resources in order to benefit from
the architecture join together to form an overlay. Fig. 2 shows
an overlay example with the links shown in dotted red lines.
The devices (i.e., end-hosts) connect to the others by creating

Figure 1. CLOAK communication paradigm.

NETWORK 
LAYER

( IP Protocol)

OVERLAY 
LAYER

(CLOAK)

Figure 2. Overlay network.

virtual links (i.e., transport layer connections). Devices with
two or more links play the role of overlay routers. We allow the
overlay network to build up without any constraints. Network
devices can connect arbitrarily to each other and join and leave
the P2P network at any time.

When joining the overlay, each device obtains a unique
overlay address. The method for addressing the peers and
routing the packets inside the overlay is based on the ground-
breaking work of Kleinberg [7] that assigns addresses equal
to coordinates adequately taken from the hyperbolic plane
(represented by the open unit disk). This method creates a
greedy embedding of an addressing tree upon the overlay
network. This addressing tree is a regular tree of degree
k. However in Kleinberg’s proposal, the construction of the
embedding requires a full knowledge of the graph topology
which is also considered static. This is required as the degree
k of the addressing tree is equal to the highest degree found
in the network. We have enhanced his proposal in order to
manage a dynamic topology which is able to grow and shrink
over time. Indeed, as we setup an overlay network, we are
able to set the degree k of the addressing tree to an arbitrary
value and as such, we are able to avoid the discovery of
the highest degree node. This specificity renders our method
scalable because unlike [7], we do not have to make a two-
pass algorithm over the whole network to find its highest
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degree. The fixed degree that we choose determines how many
addresses each peer will be able to give. The degree of the
addressing tree is therefore set at the creation of the overlay
for all its lifetime. In the overlay however, a peer can connect
to any other peer at any time in order to obtain an address
thus setting the degree does not prevent the overlay to grow.
These hyperbolic addresses enable the use of a greedy routing
based on the hyperbolic distance metric that is guaranteed to
work. Thus, only the addresses of the neighbors of a peer are
needed to forward a message to its destination. This is highly
scalable as the peers do not need to build and maintain routing
tables. Our dynamic method is fully described in our previous
paper [8].

In order to set up the DHT (Distributed Hash Tables)
structure needed by our architecture on top of the P2P overlay
network, we only need to add a mapping function between a
keyspace and the addressing space of the peers. When a peer
wants to store an entry in the DHT, it first creates a fixed length
key by hashing a key string with the SHA-1 algorithm. Then,
the peer maps the key to an angle by a linear transformation.
The peer computes a virtual point on the unit circle by using
this angle. Next, the peer determines the coordinates of the
closest peer to the computed virtual point. The peer then sends
a store request to this closest peer. This request is routed inside
the overlay by using the greedy routing algorithm presented
above.

With the addressing, routing and mapping services provided
by our architecture, any user/entity of the P2P overlay network
can communicate with any other by setting up a virtual
connection on top of the overlay. The steps for establishing
a communication between two entities of an overlay are the
following:

1) Bootstrap into the overlay by setting transport layer
connections to one or more devices (i.e., neighbor peers).

2) Obtain an overlay address from one of those neighbor
peers.

3) Identify oneself in the overlay with unique device and
entity identifiers.

4) Create a session.
5) Invite in this session another entity to communicate with.
6) Set an overlay layer virtual connection to this entity as

shown in Fig. 3.
7) Send the data stream through this connection.

To be able to implement our architecture, we need to
introduce several new types of identifiers. More specifically
we need to define the following new namespaces:

• Session namespace: any session should be attributed
a unique identifier that defines the session during its
lifetime in the overlay.

• Device namespace: any device should be attributed a
unique identifier that permanently represents the device.
The lifespan of this identifier should be as long as the
lifespan of its corresponding device.

• Entity namespace: any entity should be attributed a
unique identifier that represent the entity in a given

Device BDevice A
Device C

Overlay connection
(CLOAK)

Entity E -Entity F

Transport connection 
(e.g. TCP)        

Device A – Device B

Link connection  
(e.g. Ethernet)

Router W – Router X

Router W Router X Router Y Router Z

Entity E

Entity F

Figure 3. Virtual connections.

context. It can be the name of a real person (John
Smith) but it could also be the identifier of a professional
function (Sales Manager) or the name of an organization
(Michelin Company) or a specific service (Areva Ac-
counting service). The lifespan of this identifier should
be as long as the lifespan of its corresponding entity.

• Application namespace: any application used during a
part or all of a session should be attributed a unique
identifier that enables it to receive data from the other
applications of this session. The lifespan of this identifier
should be equal to the lifespan of the use of the appli-
cation. If the entity switches to another application, this
identifier should be updated.

The identifiers will be stored in a DHT built on the P2P
overlay network. Each peer will store a fraction of all the
records in its naming module. There will be records for the
devices (containing pairs like: device ID - overlay address), for
the entities (containing pairs like: entity ID - device ID), for
the applications (containing pairs like: application ID - session
ID) and finally for the sessions (containing pairs like: session
ID - session data information). An application using CLOAK
will not directly open a connection with an IP address and a
port number as with the usual sockets API but it will use the
destination’s entity ID as well as a stream ID. Fig. 4 shows
a typical scenario relying on this naming system for solving
an entity’s location. The yellow oval represents the CLOAK
DHT. An entity B registers itself in the DHT by providing the
device identifier it is on and its overlay address. Any entity
A can now retrieve the location of B by querying the DHT.
It can then connect to B via the overlay. When B switches to
another device during the same session, A can reconnect to B
by using its new overlay address.

As defined earlier, a session is a communication’s context
container storing everything necessary to bind together en-
tities, applications and devices that are involved in a given
communication. Any device, application or entity can be
changed or moved without terminating the session. In order
to make this possible, the session will be stored in the DHT
built by the peers of the overlay network. The DHT will ensure
reliability by redundantly storing the sessions on several peers.
This session management system will enable the survival of
the session until all the entities involved decide to stop it. Fig. 5
shows a typical scenario relying on this session management
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Figure 4. Identification and localization.

Figure 5. Session management.

system. The yellow oval represents the CLOAK DHT. Let
us assume that an entity A wants to start a video conference
communication with an entity B. It first creates a session called
X describing the desired interaction (e.g., video conference)
as well as the destination entity that it wants to communicate
with (here the entity B). Then A sends an invite message to
B that replies by joining the session X. Later on the entity B
invites another entity C to participate in the video conference.
C accepts and joins the session X. Three entities are now
involved in the session X. Later on, the entity A leave the
session X allowing the others to continue. This thus does not
end the session X. Later on the entity C leaves the session X.
The entity B being the last one involved decides to destroy
the session and thus to end the communication.

C. Usage

Our architecture has a wide range of usages. It pro-
vides mechanisms for mobile and switchable applications,
for adaptive transport protocol switching and enables the
definition and use of new namespaces. It can build scalable
and reliable dynamic Virtual Private Networks, define fully
isolated Friend-to-Friend networks, serve as an anonymizing
layer for Darknets or be used as a convergence layer for
IPv4, NATs and IPv6. The Table I shows the benefits of
cloaked applications. Applications are grouped by families.
Messaging applications contain e-mail, talk and chat programs.
Conferencing applications regroup real-time audio and video
communications based on protocols such as SIP and H323.
Sharing applications encompass file-sharing, blogging and

TABLE I
FEATURES FOR cloaked APPLICATIONS.

Application type Messaging Conferencing Sharing Streaming
Reachability X
Mobility X X
E2E privacy X X
E2E authentication X X
Anonymity X X
Redirection X X
Multicasting X X X

social networking applications. Finally, streaming applications
contain audio and video broadcasting services such as Internet
radios, IPTV, and VoD. Most of the features are usually self-
explaining but we give now a few examples to highlight
possible scenarios. Reachability is the ability to be reached on
whatever device the user is currently using. When someone
sends a message to an entity, the CLOAK DHT can be
used dynamically to determine on which device is the entity
and the message is routed to the proper device. Mobility is
the ability of CLOAK to hide the handovers of the lower
layers to the applications. If an entity is moving or switching
devices, real-time applications will be maintained without
interruption at the application level. CLOAK uses security by
using entity IDs, thus establishing End-to-End (E2E) privacy
and authentication. Because CLOAK packets usually transit
through several terminals before reaching destination, the IP
address of the source is often unknown to the destination thus
providing anonymity. Redirection is the ability to forward a
message or a stream to another entity. Finally, multicasting
support is provided by CLOAK as group addresses can be
easily set up in the DHT. This feature is useful for saving
bandwidth during group communications.

IV. IMPLEMENTATION

Fig. 6 shows the OSI layers where the CLOAK architecture
fits in. CLOAK uses the session layer and the presentation
layer between the transport and application layers. These
layers do not exist in the Internet stack model but they do
already exist in the OSI model. In these two layers we add
two new protocols. We add a CLOAK session protocol (CSP)
at the session layer and a CLOAK interaction protocol (CIP) at
the presentation layer. We also define new identifiers for these
new protocols. These new identifiers enable data streams to
be bound by virtual identifiers instead of the typical network
identifiers (i.e., IP address, protocol n◦, port n◦) that are now
able to change without breaking the communication. As shown
in Fig. 1, identifiers of devices, applications and entities are
interwoven together inside a session, but for the purpose of
implementation, we have to order them. We chose to manage
a session and its involved devices at the session layer. We
also chose to manage the interactions between entities at the
presentation layer. As previously said, an interaction is a type
of action carried out between two or more entities. It is equal
to the use of an existing application layer protocol (e.g.,
FTP, SMTP, HTTP, etc.). Indeed, our architecture will use
the existing application layer protocols as well as the existing
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Figure 6. CLOAK architecture in the OSI model.

Figure 7. CLOAK protocol encapsulation.

transport layer protocols. Thus a file transfer (FTP [9]) client
application will still use the FTP protocol to speak to a FTP
server. Only the portion of code for establishing a session
and thus a connection to the server will have to be rewritten
for using the CLOAK API instead of the socket API [10].
The code implementing the application layer protocol will not
have to be changed. Please note that the CLOAK API and the
mapping of application connections to transport sockets inside
the middleware are not defined yet. They will be presented in
a future work.

We have shown in Fig. 6 how the CLOAK architecture
fits in the network protocol stack. We will show now how
this design translates into the format of the packet headers.
Fig. 7 shows a CLOAK packet exchanged between a web
client and a web server. The application header involving the
HTTP protocol is now located after the CLOAK headers. We
have added two additional headers. The CSP header is located
directly above the TCP protocol managing the connection in
the operating system of the device. It contains the overlay
addresses for routing inside the overlay and enabling device
mobility, the device identifiers for switching devices and
enabling entity mobility and the entity identifiers for switching
entities. The CIP header is located between the CSP and the
application level header. It is used for identifying streams
and applications. The stream identifiers allow for virtual port
numbering on top of the entity. The application identifiers
allow for selecting or switching applications when it makes
sense in a communication.

The definition and implementation of the CLOAK additional
protocols (CSP and CIP) and their corresponding headers
enable our architecture to solve NAT issues because appli-
cations using CLOAK will not use IP addresses and ports
numbers for setting up or managing connections. They will
use unique permanent entity identifiers, thus restoring the end-
to-end principle of the Internet communications. The CLOAK
architecture will also solve firewall issues because any type
and any number of transport layer connections can be used
to connect a CLOAK overlay. A transport layer connection
can act as a multiplex tunnel for the applications using
CLOAK. Thus on a given device, the applications can even
use only a single port number and a single transport protocol
if this is required by the firewall of the device. Indeed, a
CLOAK packet has a session ID field and two application
ID fields that enable numerous applications to be multiplexed
on a single transport connection if necessary. CLOAK also
solves security issues because the security protocols can create
security associations by using entity identifiers instead of IP
addresses. The security is then by design independent from
the devices and applications involved.

Fig. 8 shows the modules composing the CLOAK middle-
ware. We can see that many are needed to enable the proper
functioning of the CLOAK architecture. The functionality
provided by each module is briefly described below:

• Bootstrap: primitives for creating a new or joining an
existing CLOAK overlay.

• Link: primitives for managing overlay links (i.e., transport
layer connections) with the neighbor peers.

• Address: primitives for obtaining an overlay address from
an addressing tree parent and for distributing overlay
addresses to the addressing tree children.

• Route: primitives for greedily routing the overlay packets
with the hyperbolic distance metric.

• Steer: primitives for rerouting overlay packets by using
their device or entity identifiers to update their overlay
destination address.

• Connect: primitives for establishing and managing over-
lay virtual connections (i.e., CLOAK layer connections)
to other entities.

• Bind: primitives for querying the DHT of the overlay.
• Name: primitives for managing the identifiers used by the

peer.
• Interact: primitives for managing the bindings between

the data streams and the applications.

For not overwhelming the paper with too much details, the
functioning of the bootstrap, steering and interacting modules
will be done in a future work.

V. SIMULATIONS

In this section, we present the preliminary results of the
simulations that we have carried out to establish a proof-of-
concept of our dynamic P2P overlay architecture. We have
used our packet driven discrete event network simulator called
nem [11] for obtaining all the results shown in this paper.
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Transport API

CLOAK API

Figure 8. Modules of the middleware.

A. Parameters

In order to evaluate our overlay system on a realistic
topology, we have used a 4k-node IP level Internet map created
from real data measurements with the nec software [12]. In
all simulations, the first peer creating the overlay is always a
randomly picked node of the map. We have considered that
only some part of the nodes of a map at any given time are
acting as overlay peers. The simulator’s engine manages a
simulation time and each overlay peer starts at a given time
for a given duration on a random node of the map. The peer
that creates the overlay remains active for all the duration of
a simulation. The packets are delivered between the nodes
by taking the transmission time of the links into account.
Peers bootstrap by contacting the node that holds the peer
that created the overlay, search for other peers to which they
can connect, obtain an address from one of the peers they are
connected to and send data or requests messages. This process
models the birth, life and death of the overlay.

In any dynamic simulations, there is a warm up phase at the
beginning and a cool down phase at the end that must both
be considered as transitory regimes. Indeed, at the beginning
only the creator peer exists before new peers start and join
it. Similarly, at the end, all peers are gradually leaving the
overlay until only the creator peer is left and then it stops.
Each simulation runs for 1 hour, thus only measurements
in the middle of the simulation (around 30 minutes) can
be considered as representing a steady state regime. This
comment must be taken into account when looking at all the
plots of the graphs shown below. Indeed, most of them show a
curve with a typical plateau in the middle. The most significant
measurements are those located in this flat part of the plots.

The number of new peers is set to 30 per minute with
random inter-arrival times set with a probability following
an exponential distribution. Each peer has a random lifetime
set with a probability following an exponential distribution
with λ = 10e − 5 which gives a median value of 300
seconds and a 90th percentile value of 1000 seconds. As
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Figure 9. Average routing success rate

each dynamic simulation lasts for 1 hour, this distribution
of the peers’ session lengths produces a lot of churn. The
peers create overlay links with other peers by selecting those
which are closer in terms of network hops. Finally, we collect
measurements every 600 seconds.

B. Results

We evaluate here the performances of the overlay routing
depending on the chosen fixed addressing tree degree as
explained in III-B. Data packets are sent by each peer at a
rate of 1 every 10 seconds. We only want to evaluate routing
success, query success and path lengths but not bandwidth or
throughput for now that is why we do not use more realistic
generated traffic patterns. The routing success rate for a given
peer is equal to the number of data packets properly received
by their destinations divided by those sent by the peer. Each
point shown on the following graphs is the average value of 20
runs, and the associated standard deviation values are plotted
as error bars. We observe the average routing success rate, the
average path length and the 90th percentile path length as a
function of the addressing tree degree of the overlay. In Fig. 9,
we can see that the routing success rate is always above 90%
which confirms the proper functioning of our system which
maintains a high routing success rate despite the churn.

Fig. 10 shows the average path length of the hyperbolic
routing. The path length is measured as the number of IP hops
covered by the packet from the source peer to the destination
peer. We can see that values are larger than the ones measured
in the static simulations because here only a subset of the
nodes are peers belonging to the overlay thus statistically
increasing the distances. In the static simulations, the paths
from all pairs were evaluated and the overlay topology was
the same as the map itself. Here the nodes form an overlay
which may have a different topology and thus lower path
length optimality. This remains true even though overlay peers
always try to establish overlay links to hop-wise closer peers.

Fig. 11 shows the 90th percentile value of the path length.
Here also, the path length is measured as the number of IP
hops covered by the packet. This value gives an acceptable
statistical upper bound on the path length by excluding ex-
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Figure 11. 90th percentile path length between peers

treme cases. We can observe that the path length, for degrees
above 4, is around 35 compared to the average path length
of 18 seen in fig. 10. We conclude that including the values
from the median to the 90th percentile yields a path inflation
of 100% which is important but still bearable.

We now evaluate the DHT efficiency. The only difference
with the previous simulations is that now the peers do not
send data packets but only storing and solving requests. The
frequency of the storing requests generated in each peer is
1 every 30 seconds. The frequency of the solving requests
generated in each peer is 1 every 5 seconds. We do not
consider any redundancy parameters for now. Thus, a given
pair is stored on one peer only. We observe the influence of
the addressing tree degree of the overlay on the performances
of the storing and the solving requests. More precisely we
measure the rate of success as well as the average overlay
path length of both storing and solving requests.

Fig. 12 shows the percentage of successful storing requests
over the simulation duration. We assume here that only one
copy of a given pair is stored in the system. We can see that
given the parameters of the simulation, the rate of success is
very high despite the churn.

Fig. 13 shows the average path length of the storing requests
in the overlay network over the simulation duration. The
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Figure 12. Percentage of successful storing requests.
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Figure 13. Average path length of the storing requests in the overlay network.
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Figure 14. Percentage of successful solving requests.

number of peers to go through including the destination before
storing a pair varies from 6 to 9 depending on the addressing
tree degree. This number is decreasing when the degree is
increasing with a diminishing return effect that can be seen
starting at degree 16.

Fig. 14 shows the percentage of successful solving requests
over the simulation duration. As for the storing request, we
can see that given the parameters of the simulation, the rate
of success is very high despite the churn.
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Figure 15. Average path length of the solving requests in the overlay network.

Fig. 15 shows the average path length of the solving requests
in the overlay network over the simulation duration. The
number of peers to go through to reach the holder of the pair
and including the return trip to the sender of the request varies
roughly from 9 to 16 depending on the addressing tree degree.
A degree of 4 yields a typical path length of 16, a degree of
8 reduces the path length to 12 and degree values above 8 all
yield path lengths between 9 and 10. Thus the number of hops
is decreasing when the degree is increasing with a diminishing
return effect around degree 16, similar to the storing requests
path lengths of Fig. 13.

We can conclude that given those simulation results, our
DHT shows encouraging performances whatever the degree
chosen. The rate of success of both the storing and solving
requests, for an overlay running for one hour with a total
of 1800 peers, is very high. The average path lengths of the
requests are also acceptable and show typical values for these
kind of systems.

VI. CONCLUSION

In this paper, we have presented a new architecture called
CLOAK designed for providing flexibility to Internet com-
munications by using virtual connections set upon an over-
lay network. This architecture will be implemented as two
protocols running on top of the transport protocols of the
devices. The devices using the CLOAK middleware will freely
interconnect with each other and thus will form a dynamic
P2P overlay network. This overlay will enable the applications
to maintain their communications even if some transport
layer connections are subject to failures. The middleware will
transparently restore the transport connections without killing
the applications. The architecture, by giving identifiers to users
and devices, will provide flexibility, security and mobility to
applications despite the IP address changes suffered by the
devices. We have implemented the overlay addressing and
routing part as well as the DHT part of our middleware in
a simulator and preliminary results are encouraging.

Our future work will be aimed at defining the CLOAK API,
implementing the middleware as a library, modifying a rele-
vant test application (such as a video streaming application)

and testing it on a virtualized platform for studying the impact
of transport layer connection pipelining created by the P2P
overlay network.
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Abstract—This paper proposes a new framework, for 
connectivity services management in overlay Virtual Content 
Aware Networks (VCAN) built over multi-domain, multi-
provider IP networks. The framework is part of a   Future 
Internet-oriented Multimedia networked architecture 
developed inside a FP7 European ICT research project, 
ALICANTE. The VCAN new concept is a stronger coupling 
between network and applications. The VCANs are managed 
by CAN Providers, and the high level services by Service 
Providers (SP). The CANP offers to SPs enhanced connectivity 
services, including unicast, multicast, in a multi-domain 
networking context. The management framework is based on 
vertical and horizontal Service Level Agreements(SLA) 
negotiated and concluded between providers and possibly also 
on content/service description information (metadata) inserted 
in the media flow packets by the servers. 

Keywords—Content-Aware Networking; Network Aware 
Applications; Connectivity services; Management; Multimedia 
distribution; Future Internet 

I.  INTRODUCTION 
The Future Internet has a strong orientation towards 

services and content, [1][2][3]. A new solution to make the 
Future Internet more content oriented [3][4][5][6], is to 
create virtualized Content Aware Networks (CAN) and 
Network Aware Applications (NAA) on top of the flexible 
IP. Additionally to routing, the CAN routers are optimized 
for filtering, forwarding, and transforming inter-application 
messages on the basis of their content and context.  

The work of this paper is part of an activity performed in 
the framework of a new European FP7 ICT research project, 
“Media Ecosystem Deployment Through Ubiquitous  
Content-Aware Network Environments”, ALICANTE [7] 
[8][9]. The following inter-working multi-actor 
environments are defined: User Environment (UE), to which 

some end users belong; Service Environment (SE), to which 
Service Providers (SP) and Content Providers (CP) belong; 
Network Environment (NE), to which the Network Providers 
(NP) belong. Environment is a generic name for a grouping 
of functions defined around the same common goal and 
which possibly vertically span one or more several 
architectural layers.  

We propose a new framework, for connectivity services 
management in overlay VCANs built over multi-domain, 
multi-provider IP networks. The VCANs are managed by a 
CAN Provider (CANP), and the high level services by SPs. 
The CANP offers to SPs enhanced connectivity services 
including unicast and multicast. The management framework 
is based on vertical and horizontal SLAs negotiated and 
concluded between providers and possibly also on 
content/service description information (metadata) inserted 
in the media flow packets by the servers. 

The paper continues the starting work on VCAN 
management presented in [8][10]. It is organized as follows. 
Section II presents samples of related work. Section III 
summarizes the overall ALICANTE architecture. Section IV 
presents the content awareness features of the system and 
QoS assurance solutions. Section V describes the peering 
approach to extend a VCAN over several domains. The 
proposed CAN management architecture and functionalities 
is presented in Section VI. Section VII contains some 
conclusions and future work outline. 

II. RELATED WORK 
A higher coupling between the Application and Network 

layers was recently proposed in order to make the IP network 
more adapted to content and services. In the framework of 
rethinking the architecture of the Future Internet, the 
concepts of CAN and NAA are proposed. CAN adjusts 
network layer processing based on limited examination of 

66

INTERNET 2011 : The Third International Conference on Evolving Internet

Copyright (c) IARIA, 2011.     ISBN: 978-1-61208-141-0

                           74 / 119



the nature of the content, and NAA implies processing the 
content based on limited understanding of the network 
conditions. The work presented in [1] emphasizes the strong 
orientation of the FI towards content and services and shows 
the importance of management. CAN/ NAA can offer a way 
of evolution of networks beyond IP, as presented in [6]. The 
implementation of such an approach can be supported by 
virtualization as a strong method to overcome the 
ossification of the current Internet [2][3][4][5]. 

The work in [11] discusses the content adaptation issues 
in the FI as a component of CAN/NAA approach. The 
CAN/NAA approach can also offer QoE (Quality of 
Experience) and QoS capabilities of the future networks, 
[6][12]. Context awareness is added to content awareness in 
[13]. However, the CAN approach requires a higher amount 
of packet header processing, similar to deep packet 
inspection techniques. The CAN/NAA approach can also 
help to solve the current networking problems related to the 
P2P traffic overload of the global Internet [14]. The 
Application Layer Traffic Optimization (ALTO) problem 
studied by IETF can be solved by the cooperation between 
the CAN layer and the upper layer. The management 
architecture of the CAN/NAA oriented networks is still an 
open research issue.  

III. ALICANTE SYSTEM ARCHITECTURE 
The main concepts and general ALICANTE architecture 

are defined in [7][8][9]. The business model is defined, 
composed of traditional SP, CP, NP - Providers and End-
Users (EU). A new actor is the CAN Provider (CANP) 
offering virtual layer connectivity services.  A new entity is 
also defined: Home-Box (HB)- partially managed by the SP, 
the NP, and the end-user,  located at end-user's premises and 
gathering content/context-aware and network-aware 
information. The HB can also act as a CP/SP for other HBs, 
on behalf of the EUs. Two novel virtual layers exist: the 
CAN layer for network level packet processing and the HB 
layer for the actual content delivery, working on top of IP.  
The virtual CAN routers are called Media-Aware Network 
Elements (MANE) to emphasize their additional capabilities: 
content and context - awareness, controlled QoS/QoE, 
security and monitoring features, etc. 

The SE [8] uses information from the CAN layer to 
enforce NAA procedures, in addition to user context-aware 
ones. Apart from VCANs provisioning, per flow adaptation 
can be deployed at both HB and CAN layers, as additional 
means for QoS, by making use of scalable media resources.  

The management and control of the CAN layer is 
partially distributed; it supports CAN customization as to 
respond to the upper layer needs, including 1:1, 1:n, and n:m 
communications, and also allow efficient network resource 
exploitation. The rich interface between CAN and the upper 
layer allows cross-layer optimizations interactions, e.g., 
including offering distance information to HBs to help 
collaboration in P2P style. At all levels, monitoring is 
performed in several points of the service distribution chain 

and feeds the adaptation subsystems with appropriate 
information, at the HB and CAN Layers. Fig. 1 presents a 
partial view on the ALICANTE architecture, with emphasis 
on the CAN layer and  management interaction. The network 
contains several NP domains (Autonomous Systems - AS) 
and access networks (AN). Each domain has an Intra-domain 
Network Resource Manager (IntraNRM), as the authority 
configuring the network nodes. The CAN layer cooperates 
with HB and SE by offering them CAN services. One CAN 
Manager (CANMgr) exists for each IP domain to assure the 
consistency of CAN planning, provisioning, advertisement, 
offering, negotiation installation and exploitation. However, 
autonomous CAN-like behavior of the MANE nodes can be 
also offered in a distributed way by processing individual 
flows. 

The following contracts/interactions of SLA/SLS types 
performed in the Management and Control Plane and the 
appropriate interfaces are shown in Fig. 1: 

SP-CANP(1): the SP requests to CANP to provision/ 
modify/ terminate  new VCANs and the  CANP to inform SP 
about its capabilities; CANP-NP(2) - through which the NP 
offers or commits to offer resources to CANP (this data is 
topological and capacity-related); CANP-CANP(3) - to 
extend a VCAN upon several NP domains; - Network 
Interconnection Agreements (NIA) (4) between the NPs or 
between NPs and ANPs; these are not new ALICANTE 
functionalities but are necessary for NP cooperation. 

After the SP negotiates a desired VCAN with CANP, it 
will issue the installation commands to CANP, which in turn 
configures via IntraNRM (5) the MANE functional blocks 
(input and output).  

IV. CONTENT AWARENESS AND QOS ASSURANCE AT CAN 
LAYER 

The content awareness (CA) is realized in three ways:  
(i) by concluding an SLA between SP and CANP, 

concerning different VCAN construction. The content 
servers are instructed by the SP to insert some special 
Content Aware Transport Information (CATI). This 
simplifies the media flow classification and treatment by the 
MANE. 

(ii) the SLA is concluded, but no CATI information is 
inserted in the data packets. The MANE applies deep packet 
inspection for data flow classification and assignment to 
VCANs. The treatment of the flows is based on VCANs 
characteristics defined in the SLA. 

(iii) no SLA exists between SP and CANP. No CATI is 
inserted in the data packets. The treatment of the data flows 
can still be CA, but conforming to the local policy 
established at CANP and IntraNRM. 

An important issue related to multimedia flow 
transportation is the QoS assurance. The DiffServ 
philosophy can be applied to split the sets of flows in QoS 
classes (QC), with a mapping between the VCANs and the 
QCs.
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Figure 1.  ALICANTE architecture:  CAN management interactions 

Several levels of QoS granularity can be established 
when defining VCANs.  The QoS behavior of each VCAN is 
established inside the SLA between SP and CANP. 

Actually, the CAN layer may offer to the SP, several 
parallel internets (PI) [15], specialized in different types of 
application content. We adopt the PI concept, enriching it 
with content awareness. A PI enables end-to-end service 
differentiation across multiple administrative domains. The 
PIs can coexist, as parallel logical networks composed of 
interconnected, per-domain, Network Planes. A given plane  
is defined to transport traffic flows from services with 
common connectivity requirements. The traffic delivered 
within each plane receives differentiated treatment, so that 
service differentiation across planes is enabled in terms of 
edge-to-edge QoS, availability and also resilience. 

In ALICANTE, generally a one-to-one mapping between 
a VCAN and a network plane will exist. Specialization of 
CANs may exist in terms of QoS level of guarantees (weak 
or strong), QoS granularity, content adaptation procedures, 
degree of security, etc. A given network plane or VCAN can 
be realized by the CANP, by combining several processes, 
while being possible to choose different solutions concerning 
some dimensions: route determination, data plane 
forwarding, packet processing, and resource management. 

The definitions of local QoS classes (QC) and extended 
QCs were adopted, to allow us to capture the notion of QoS 
capabilities across several domains [16][17][18]. For a 
simplified design, we also used the concept of Meta-QoS-
Class [16]. A meta QC captures a common set of QoS ranges 
of parameters spanning several domains. It relies on a 
worldwide common understanding of application QoS needs. 
Foir example, VoD service flows need similar QoS 
characteristics whatever AS they transit. The meta QC 

concept offers the advantage that the existence of  well 
known classes greatly simplifies the inter-domain signaling 
in the sequence of actions needed to establish domain 
peering in the multi-domain context. This concept simplifies 
the peering of different domains inside the same VCAN. 

The types of VCANs for different QoS granularities 
based on QCs are described in [9]. In short, the following use 
cases have been defined for multi-domain VCANs:  VCANs 
based on meta-QC, VCANs based on local QC composition, 
hierarchical CANs based on local QC composition.  

The last case is the most efficient but also the most 
complex. Each domain may have its local QoS classes. 
Several local QCs can be combined to form an extended QC. 
Inside each CAN, several QCs are defined corresponding to 
platinum, gold, silver, etc. In such a case, the mapping 
between service flows at SP level and CANs can be done per 
type of the service: VoD, VoIP, Video-conference, etc.  

V. CAN  MULTI-DOMAIN PEERING 
A given CAN may span one or several IP domains. Thus 

a peering problem appears: how to determine the 
intermediate and terminal domains to be chained in the 
resultant VCAN. The hub model is proposed, in which a 
CAN Manager is communicating with other managers in 
order to establish the multi-domain CANs.  

A drawback is that each CAN Manager should know the 
complete graph of AS candidates to participate in every 
possible VCAN (overhead). However, given that the number 
of ASes involved in a VCAN communication cannot be 
high, and that they can be localized in an Internet region, the 
scalability problem is not so stringent.
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Figure 2.  Example of a multi-domain CAN (hub model) 

The initiator CAN Manager should discuss/negotiate 
with all other CAN Managers in order to establish the 
“international” VCAN = {CAN1 U CAN2 U CAN3 …}. 
The split of the SLS parameters should be done at the 
initiator (e.g. for delay).  

Fig. 2 shows an example of a multi-domain VCAN. The 
infrastructure is composed of three domains ASn, ASk, ASm, 
each having a CAN Manager. Several Access Networks are 
connected to these domains, containing Home-Boxes or/and 
Content Servers (CS). The latter are controlled by the SP. 
The SP is requesting a CANMng n to construct a CAN, 
spanning several domains, i.e. ASn, ASk and ASm. It is 
supposed that the SP knows the edge points of this CAN, the 
MANEs where different sets of HB currently are, or they 
will be connected. Based on its inter-domain routing 
information, the CANMng_n determines that the 
components of the VCANs are ASn, ASk, ASm. Therefore, it 
negotiates in actions 2.1 and 2.2 the appropriate VCAN 
capabilities with CANMng_k and respectively CANMng_m. 
In a successful scenario, the multi-domain CAN is agreed 
and then it is instantiated in the network. 

VI. CAN RESOURCE MANAGER ARCHITECTURE AT 
SERVICE PROVIDER AND CAN PROVIDER 

Fig. 3 presents the proposed architecture for CAN 
Management. This is a continuation and development of the 
one presented in [10]. At the Service Manager SM@SP 
level, the CAN Network Resources Manager (CAN_RMgr) 
component performs all the actions needed to assure the 
CAN support to the SP, in order to deploy its high level 
services in unicast or multicast mode. It is responsible to 
negotiate with CANP on behalf of the SP and perform all 
actions necessary for VCAN planning, VCAN provisioning 
and VCAN operation.  

CNMgr@CANP performs at the CAN layer all actions 
related to VCAN provisioning and operation. The two 
entities interact based on the SLA contract initiated by the 

SP. The technical part of these contracts is the Service Level 
Specification (SLS).  

Several points of view should be considered when 
defining/planning the services, planning the CAN and 
respectively when defining CAN_RMgr functionalities: the 
commercial optimization needs of the SP, CANP resources, 
CAN network engineering and implementation.  

The CAN_RMgr interacts with the following modules 
supposed to exist and belonging to the SM: 

Service Forecast and Planning - an offline process 
performing service predictions and their associated plans of 
deployment, considering the business as input.  

Service Deployment Policy - can contain (in a data base) 
predefined rules for service planning. This information is 
derived from the high-level business interests of the SP and 
significantly influences the planning. 

CAN_RMgr@SM contains the following functional 
blocks: CAN Planning, CAN Provisioning and CAN 
Operation and Maintenance, as main functional blocks. A 
CAN Repository data base keeps all data related to VCAN 
provisioning, installation and current status. Policies can 
intervene to guide the other blocks through the module CAN 
Deployment and Operation Policies.  

Fig. 3 also shows the interfaces, defined below. Where 
possible, the interface implementation for data transport will 
be based on SOAP/Web Services interfaces, used for SOAP 
requests and responses. 

 1. CAN Planning at CAN-RMgr@SM - to - Service 
Forecast and Planning@SM at Service Life Cycle block. 
This input interface to CAN_RMgr delivers information 
from the service forecast module and from the policy block, 
to allow the high level CAN Planning.  

2. CAN Operation and Maintenance at CAN-RMgr@SM 
- to - Service Life Cycle block. This interface delivers the 
current status data on active CANs to the Service Life Cycle 
block.  
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Figure 3.  Architecture of the CAN Network Resource Manager at SP and CAN Manager at CAN layer 

3. CAN-RMgr@SM – to – CAN Manager. This is a 
multiple interface necessary for CAN_RMgr at SM@SP to 
perform the following:  

• request the CAN Manager to negotiate VCANs and 
perform negotiation (SLS contracts will be 
concluded for VCAN subscription, based on a 
negotiation protocol);  

• command VCAN installation (invocation)  
• receive advertisement information about available 

CANs constructed at the CANP’s initiative 
• request modification and/or termination of a CAN:  

according to the current situation and the evolution 
of the forecast, the SP can re-negotiate the network 
resources with CANP, which will imply to 
add/modify/delete VCANs;  

• receive status and monitoring information about the 
active VCANs. 

A. CAN Provisioning 
The functional block for this is the CAN Provisioning 

Manager at SM@SP. The CANProvMng@SM has several 
main functions shortly presented below. 

It performs all sp_CANpSLS processing - subscription 
(unicast/multicast mode) in order to assure the CAN 
transport infrastructure for the SP. For CAN subscription, the 
CANProvMng@SM receives requests for a sp_CANpSLS 
contract dedicated to a given CAN from CAN Planning. 
Then, it requests to the CAN Manager associated with its 
home domain, to subscribe for a new CAN. It negotiates the 
subscription and concludes an SLS denoted by: SP-
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CAN_SLS-uni_sub for unicast, or SP-CAN_SLS-mc_sub for  
multicast. The results of the contract are stored in the CAN 
repository. Note that CAN subscription only means a logical 
resource reservation at the CAN layer, not real resource 
allocation and network node configuration.  

The CAN subscription action may or may not be 
successful, depending on the amount of resources demanded 
by the SP and the available resources in the network. Note 
that at its turn the CAN Manager has to negotiate the CAN 
subscription with IntraNRM, and overbooking is an option, 
depending on the SP policy. 

B. CAN Negotiation 
The basic version of this negotiation protocol (SP-

CANP-SLS-P) can support the negotiation process between 
several pairs of managers like CANProvMng@SM as a client 
and CAN Manager as a server. The main usage of this 
protocol is for establishing sp_CANpSLSs contracts, but it 
should have all the necessary properties of a general 
negotiation protocol, and could be adapted/used to serve 
CAN invocation.  

The SP-CANP-SLS-P protocol is a client-server, 1-to-1 
protocol, where the client initiates the negotiation sessions. 
In order to be able to serve the c/pSLS negotiations, it is 
completely distinct from the negotiation logic, which is 
located a layer above the protocol and acts as a user of the 
protocol. For SLS negotiation between SP/CANP, the logic 
is represented by the combined roles of: Service 
Provisioning and an SLS Request blocks at the client-side; 
SLS Request Handler and SLS Subscription Admission 
Control blocks as the server-side. The SP-CANP-SLS-P 
supports one of several negotiation actions:  establishment/ 
modifications/ termination of SLS contracts.  

The management system described is currently in the 
design phase in ALICANTE project. Validation and 
implementation results will be published in the near future. 

VII. CONCLUSIONS AND FUTURE WORK 
The paper proposed an architectural solution for 

connectivity services management, in Content Aware 
Networks for a multi-domain and multi-provider 
environment. The management is based on vertical and 
horizontal SLAs negotiated and concluded between 
providers (SP, CANP, NP), the result being a set of parallel 
VCANs offering different classes of services to multimedia 
flows, based on CAN/NAA concepts. The approach is to 
map the QoS classes on virtual data CANs, thus obtaining 
several parallel QoS planes. The system can be incrementally 
built by enhancing the edge routers functionalities with 
content awareness features. Further work is going on to 
design and implement the system in the framework of the 
FP7 research project ALICANTE. A preliminary 
implementation and performance evaluation will appear in 
[19]. 
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Abstract—With the widespread use of communication tech-
nologies, cryptosystems are therefore critical to guarantee se-
curity over open networks as the Internet. Pseudo-random
number generators (PRNGs) are fundamental in cryptosystems
and information hiding schemes. One of the existing chaos-based
PRNGs is using chaotic iterations schemes. In prior literature,
the iterate function is just the vectorial boolean negation. In
this paper, we propose a method using Graph with strongly
connected components as a selection criterion for chaotic iterate
function. In order to face the challenge of using the proposed
chaotic iterate functions in PRNG, these PRNGs are subjected
to a statistical battery of tests, which is the well-known NIST in
the area of cryptography.

Keywords-Internet security; Chaotic sequences; Statistical
tests; Discrete chaotic iterations.

I. INTRODUCTION

Chaos and its applications in the field of secure commu-
nication have attracted a lot of attention in various domains
of science and engineering during the last two decades. The
desirable cryptographic properties of the chaotic maps such
as sensitivity to initial conditions and random behavior have
attracted the attention of researchers to develop new PRNG
with chaotic properties. Recently, many scholars have made
an effort to investigate chaotic PRNGs in order to promote
communication security [5] [10] [14]. One of the existing
chaos-based PRNGs is using chaotic iterations schemes.

A short overview of our recently proposed PRNGs based on
Chaotic Iterations are given hereafter. In Ref. [1], it is proven
that chaotic iterations (CIs), a suitable tool for fast computing
iterative algorithms, satisfies the topological chaotic property,
as it is defined by Devaney [7]. The chaotic behavior of CIs
is exploited in [2], in order to obtain an unpredictable PRNG
that depends on two logistic maps. The resulted PRNG shows
better statistical properties than each individual component
alone. Additionally, various chaos properties have been es-
tablished. The advantage of having such chaotic dynamics
for PRNGs lies, among other things, in their unpredictability
character. These chaos properties, inherited from CIs, are not
possessed by the two inputted generators. We have shown that,
in addition of being chaotic, this generator can pass the NIST
battery of tests, widely considered as a comprehensive and
stringent battery of tests for cryptographic applications [13].
Then, in the papers [3], [4], we have achieved to improve the
speed of the former PRNG by replacing the two logistic maps:
we used two XORshifts in [3], and ISAAC with XORshift
in [4]. Additionally, we have shown that the first generator
is able to pass DieHARD tests [11], whereas the second one
can pass TestU01 [9].

In spite of the fact that all these previous algorithms are
parametrized with the embed PRNG, they all iterate the same
function namely, the vectorial boolean negation later denoted
as ¬. It is then judicious to investigate whether other functions

may replace the ¬ function in the above approach. In the
positive case, the user should combine its own function and its
own PRNGs to provide a new PRNG instance. The approach
developed along these lines solves this issue by providing
a class of functions whose iterations are chaotic according
to Devaney and such that resulting PRNG success statistical
tests.

The rest of this paper is organized in the following way.
In the next section, some basic definitions concerning CIs are
recalled. Then, our family of generators based on discrete
CIs is presented in Section III with some improvements.
Next, Section IV gives a characterization of functions whose
iterations are chaotic. A practical note presents an algorithm
allowing to generate some instances of such functions. These
ones are then embedded in the algorithm presented in Sect. V
where we show why generator of Sect. III is not convenient
for them. In Section VI, various tests are passed with a goal
to decide whether all chaotic functions are convenient in a
PRNG context. The paper ends with a conclusion section
where our contribution is summarized and intended future
work is presented.

II. DISCRETE CHAOTIC ITERATIONS: RECALLS

Let us denote by Ja; bK the interval of integers: {a, a +
1, . . . , b}. A boolean system (BS) is a collection of n com-
ponents. Each component i ∈ J1;nK takes its value xi among
the domain B = {0, 1}. A configuration of the system
at discrete time t (also called at iteration t) is the vector
xt = (xt1, . . . , x

t
n) ∈ Bn.

The dynamics of the system is described according to a
function f : Bn → Bn such that: f(x) = (f1(x), . . . , fn(x)).

Let be given a configuration x. In what follows the con-
figuration N(i, x) = (x1, . . . , xi, . . . , xn) is obtained by
switching the i−th component of x. Intuitively, x and N(i, x)
are neighbors. The discrete iterations of the f function are
represented by the so called graph of iterations.

Definition 1 (Graph of iterations) In the oriented graph of
iterations, vertices are configurations of Bn and there is an
arc labeled i from x to N(i, x) iff fi(x) is N(i, x) (we
consider 1-bit transitions).

In the sequel, the strategy S = (St)t∈N is the sequence of
the components that may be updated at time t, St denotes the
t−th term of the strategy S.

Let us now introduce two important notations. ∆ is the
discrete Boolean metric, defined by ∆(x, y) = 0 ⇔ x = y,
and the function Ff is defined for any given application f :
Bn → Bn by

Ff : J1;nK×Bn → Bn

(s, x) 7→
(
xj .∆(s, j) + fj(x).∆(s, j)

)
j∈J1;nK

,
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where the point and the line above delta are multiplication and
negation respectively. With such a notation, configurations are
defined for times t = 0, 1, 2, . . . by:{

x0 ∈ Bn and
xt+1 = Ff (St, xt)

(1)

Finally, iterations of (1) can be described by the following
system {

X0 = ((St)t∈N, x0) ∈ J1;nKN ×Bn

Xk+1 = Gf (Xk),
(2)

such that

Gf

(
(St)t∈N, x

)
=
(
σ((St)t∈N), Ff (S0, x)

)
,

where σ is the function that returns the strategy (St)t∈N where
the first term (i.e., S0) has been removed. In other words, at
the tth iteration, only the St−th cell is modified; the resulting
strategy is the initial one where the first t terms have been
removed.

A previous work [1] has shown a fine metric space such
that iterations of the map Gf are chaotic in the sense of
Devaney [7] when f is the negation function ¬. This definition
consists of three conditions: topological transitivity, density of
periodic points, and sensitive point dependence on initial con-
ditions. Topological transitivity is established when, for any
element, any neighborhood of its future evolution eventually
overlap with any other given region. On the contrary, a dense
set of periodic points is an element of regularity that a chaotic
dynamical system has to exhibit. This regularity “counteracts”
the effects of transitivity. Finally, a system is sensitive to initial
conditions if future evolution of any point in its neighborhood
are significantly different. This result theoretically implies the
"quality" of the randomness.

The next section formalizes with chaotic iterations terms
the PRNG algorithm presented in [2].

III. CHAOS BASED PRNG
This section aims at formalizing a PRNG algorithm already

presented in [2] and gives some improvements.
First of all, Let us intorduce XORshift, generator. Xorshift

is a category of pseudorandom number generators designed
by George Marsaglia [12] that repeatedly uses the transform
of exclusive or on a number with a bit shifted version of itself.
A XORshift operation is defined as follows.

Input: the internal state z (a 32-bits word)
Output: y (a 32-bits word)
z ← z ⊕ (z � 13);
z ← z ⊕ (z � 17);
z ← z ⊕ (z � 5);
y ← z;
return y;

Algorithm 1: An arbitrary round of XORshift algorithm

Then the design procedure of this generator is summed up
in Algorithm 2.

Let be given a seed as the internal state x. This algorithm
outputs a random configuration x′. It is based on the XORshift,
generator which is called in two situations. The first one
occurs while generating the parameter of the reallocate func-
tion that aims at computing the number k of time a function

Input: an initial state x0 (n bits)
Output: a state x (n bits)
x← x0;
k ← reallocate(XORshift() mod (2n − 1));
x← iterate_G(neg,XORshift, k, x);
return x;

Algorithm 2: An arbitrary round of the (XORshift,XORshift)
generator

has to be iterated. The second one occurs as a parameter of
iterate_G, which executes the iterations of G as defined in (2),
with f = neg, S = XORshift, x as initial state, and k for
the number of iterations.

Firstly, let us focus on the reallocate function, which is
defined by:

reallocate(k) =



0 if 0 6 k <

(
n

0

)
1 if

(
n

0

)
6 k <

1∑
i=0

(
n

i

)
...

...

n if
n−1∑
i=0

(
n

i

)
6 k 6 2n − 1

Formally, the set J0, 2n − 1K is partionned into subsets
JΣj

i=0

(
n
0

)
,Σj+1

i=0

(
n
i

)
J where j ∈ J0, n−1K. Each interval bound

is a binomial coefficient: it gives the number of combinations
of n things taken j. In our context, it is the number of
configurations (x1, . . . , xn) that can be built by negating j
elements among n. The function reallocate allows to compute
a distribution on J0, nK that permits to reach configurations in
J0, 2n − 1K uniformly.

Let us present now the iterate_G function. It starts with
computing the strategy S of lenght k as the result of a usual
sample (not detailled here) function that selects k elements
among n following a PRNG r given as the first parameter. The
loop next reproduces k iterations of Gf as define in Equ. (2)

Input: a function f , a PRNG r, an iterations number k,
a binary number x0 (n bits)

Output: a binary number x (n bits)
x← x0;
S = sample(r, k, n);
for i = 0, . . . , k − 1 do

s← S[i];
x← Ff (s, x);

end
return x;

Algorithm 3: The iterate_G function.

Compared to work [2], this algorithm is:
• close to the formal iterations of Gf : strategy is explicitely

computed and there are as many iterations as the number
of executed loops.

• more efficient: in the previous work, loops are executed
untill k distinct elements have been switched leading to
possibly more iterations. In the opposite, the function
iterate_G exactly executes k loops when k iterations are
awaited. However, this improvement moves the problem
into the sample function, which is classically tuned to
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100 10000 100000 1000000 1000000
Speed up 10% 7.8 % 8.8 % 8.1% 9.5%

Table I: Speed up improvement from Algorithm [2]

speed up its global behavior. In such a context we take
a benefit of this improvement. Table I compares these
two algorithms in terms of execution time with respect
to the number of generated elements. The improvement
is about 9%.

However as noticed in introduction, the whole (theoretical
and practical) approach is based on the negation function.
The following section studies whether other functions can
theoretically replace this one.

IV. CHARACTERIZING AND COMPUTING FUNCTIONS FOR
PRNG

This section presents other functions that theoretically
could replace the negation function ¬ in the previous algo-
rithms.

In this algorithm and from the graph point of view, iterating
the function Gf from a configuration x0 and according to a
strategy (St)t∈N consists in traversing the directed iteration
graph Γ(f) from a vertex x0 following the edge labelled with
S0, S1, . . . Obviously, if some vertices cannot be reached from
other ones, their labels expressed as numbers cannot be output
by the generator. The Strongly connected component of Γ(f)
(i.e., when there is a path from each vertex to every other
one), denoted by SCC in the following [6], is then a necessary
condition for the function f . The following result shows this
condition is sufficient to make iterations of Gf chaotic.

Theorem 1 (Theorem III.6, p. 91 in [8]) Let f be a func-
tion from Bn to Bn. Then Gf is chaotic according to Devaney
iff the graph Γ(f) is strongly connected.

Any function such that the graph Γ(f) is strongly connected
is then a candidate for being iterated in Gf for pseudo random
number generating. Thus, let us show how to compute a map
f with a strongly connected graph of iterations Γ(f).

We first consider the negation function ¬. The iteration
graph Γ(¬) is obviously strongly connected: since each con-
figuration (x1, . . . , xn) may reach one of its n neighbors,
there is then a bit by bit path from any (x1, . . . , xn) to any
(x′1, . . . , x

′
n). Let then Γ be a graph, initialized with Γ(¬),

the algorithm iteratively does the two following stages:
1) select randomly an edge of the current iteration graph

Γ and
2) check whether the current iteration graph without that

edge remains strongly connected (by a Tarjan algo-
rithm [15], for instance). In the positive case the edge
is removed from G,

until a rate r of removed edges is greater than a threshold
given by the user.

Formally, if r is close to 0% (i.e., few edges are removed),
there should remain about n× 2n edges (let us recall that 2n

is the amount of nodes). In the opposite case, if r is close to
100%, there are left about 2n edges. In all the cases, this step
returns the last graph Γ that is strongly connected. It is not
then obvious to return the function f whose iteration graph
is Γ.

Function f f(x), for x in (0, 1, 2, . . . , 15) Rate
¬ (15,14,13,12,11,10,9,8,7,6,5,4,3,2,1,0) 0%
a© (15,14,13,12,11,10,9,8,7,6,7,4,3,2,1,0) 2.1%
b© (14,15,13,12,11,10,9,8,7,6,5,4,3,2,1,0) 4.1%
c© (15,14,13,12,11,10,9,8,7,7,5,12,3,0,1,0) 6.25%
d© (14,15,13,12,9,10,11,0,7,2,5,4,3,6,1,8) 16.7%
e© (11,2,13,12,11,14,9,8,7,14,5,4,1,2,1,9) 16.7%
f© (13,10,15,12,3,14,9,8,6,7,4,5,11,2,1,0) 20.9%
g© (13,7,13,10,11,10,1,10,7,14,4,4,2,2,1,0) 20.9%
h© (7,12,14,12,11,4,1,13,4,4,15,6,8,3,15,2) 50%
i© (12,0,6,4,14,15,7,15,11,1,14,2,7,4,7,9) 75%

Table II: Functions with SCC graph of iterations

However, such an approach suffers from generating many
functions with similar behavior due to the similarity of their
graph. More formally, let us recall the graph isomorphism
definition that resolves this issue. Two directed graphs Γ1

and Γ2 are isomorphic if there exists a permutation p from
the vertices of Γ1 to the vertices of Γ2 such that there is an
arc from vertex u to vertex v in Γ1 iff there is an arc from
vertex p(u) to vertex p(v) in Γ2.

Then, let f be a function, Γ(f) be its iteration graph, and p
be a permutation of vertices of Γ(f). Since p(Γ(f)) and Γ(f)
are isomorphic, then iterating f (i.e., traversing Γ(f)) from
the initial configuration c amounts to iterating the function
whose iteration graph is p(Γ(f)) from the configuration p(c).
Graph isomorphism being an equivalence relation, the sequel
only consider the quotient set of functions with this relation
over their graph. In other words, two functions are distinct if
and only if their iteration graph are not isomorphic.

Table II presents generated functions that have been ordered
by the rate of removed edges in their graph of iterations
compared to the iteration graph Γ(¬) of the boolean negation
function ¬.

For instance let us consider the function g©
from B4 to B4 defined by the following images:
[13, 7, 13, 10, 11, 10, 1, 10, 7, 14, 4, 4, 2, 2, 1, 0]. In other
words, the image of 3 (0011) by g© is 10 (1010): it is
obtained as the binary value of the fourth element in the
second list (namely 10). It is not hard to verify that Γ( d©)
is SCC. Next section gives practical evaluations of these
functions.

V. MODIFYING THE PRNG ALGORITHM

A coarse attempt could directly embed each function of
table II in the iterate_G function defined in Algorithm 3. Let
us show the drawbacks of this approach on a more simpler
example.

Let us consider for instance n is two, the negation function
on B2, and the function f defined by the list [1, 3, 0, 2]
(i.e., f(0, 0) = (0, 1), f(0, 1) = (1, 1), f(1, 0) = (0, 0), and
f(1, 1) = (1, 0)) whose iterations graphs are represented in
Fig. 1. The two graphs are strongly connected and thus the
vectorial negation function should theoretically be replaced
by the function f .

In the graph of iterations Γ(¬) (Fig. 1a), let us compute the
probability P t

¬(X) to reach the node X in t iterations from
the node 00. Let X0, X1, X2, X3 be the nodes 00, 01, 10
and 11. For i ∈ J0, 3K, P 1

¬(Xi), are respectively equal to 0.0,
0.5, 0.0, 0.5. In two iterations P 2

¬(Xi) are 0.5, 0.0, 0.5, 0.0.
It is obvious to establish that we have P 2t(Xi) = P 0(Xi)
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0 0

0 1

1 0

1 1

(a) Negation

0 0

0 1

1 1

1 0

(b) (1, 3, 0, 2)

Figure 1: Graphs of Iterations

Name Deviation Suff. number of it.
a© 8.1% 167
b© 1% 105
c© 18% 58
d© 1% 22
e© 24% 19
f© 1% 14
g© 20% 6
h© 45.3% 7
i© 53.2% 14

Table III: Deviation with Uniform Distribution

and P 2t+1(Xi) = P 1(Xi) for any t ∈ N. Then in k or k+ 1
iterations all these probabilities are equal to 0.25.

Let us apply a similar reasoning for the function f defined
by [1, 3, 0, 2]. In its iterations graph Γ(f) (Fig. 1b), and with
Xi defined as above, the probabilities P 1

f (Xi) to reach the
node Xi in one iteration from the node 00 are respectively
equal to 0.5, 0.5, 0.0, 0.0. Next, probabilities P 2

f (X) are 0.25,
0.5, 0.25, 0.0. Next, P 3

f (X) are 0.125, 0.375, 0.375, 0.125.
For each iteration, we compute the average deviation rate Rt

with 0.25 as follows.

Rt =
Σ3

i=0 | P t
f (Xi)− 0.25 |

4
.

The higher is this rate, the less the generator may uniformly
reach any Xi from 00. For this example, it is necessary to
iterate 14 times in order to observe a deviation from 0.25
less than 1%. A similar reasoning has been applied for all the
functions listed in Table II. The table III summarizes their
deviations with uniform distribution and gives the smallest
iterations number the smallest deviation has been obtained.

With that material we present in Algorithm 4 the method
that allows to take any chaotic function as the core of a pseudo
random number generator. Among the parameters, it takes the
number b of minimal iterations that have to be executed to
get a uniform like distribution. For our experiments b is set
with the value given in the third column of Table III.

Compared to the algorithm 2 parameters of this one are the
function f to embed and the smallest number of time steps
Gf is iterated. First, the number of iterations is either b or
b + 1 depending on the value of the XORshift output (if the
next value . Next, a loop that iterates Gf is executed.

In this example, n and b are equal to 4 for easy understand-
ing. The initial state of the system x0 can be seeded by the
decimal part of the current time. For example, the current
time in seconds since the Epoch is 1237632934.484088,
so t = 484088. x0 = t mod 16 in binary digits, then
x0 = 0100. m and S can now be computed from XORshift.

Input: a function f , an iteration number b, an initial
state x0 (n bits)

Output: a state x (n bits)
x← x0;
k ← b+ (XORshift() mod 2);
for i = 0, . . . , k − 1 do

s← XORshift() mod n;
x← Ff (s, x);

end
return x;
Algorithm 4: modified PRNG with various functions
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Figure 2: Repartition of function outputs.

• f = [14,15,13,12,11,10,9,8,7,6,5,4,3,2,1,0]
• k = 4, 5, 4,. . .
• s = 2, 4, 2, 3, , 4, 1, 1, 4, 2, , 0, 2, 3, 1,. . .

Chaotic iterations are done with initial state x0, the mapping
function f , and strategy s1, s2. . . The result is presented in
Table IV. Let us recall that sequence k gives the states xt to
return: x4, x4+5, x4+5+4. . . Successive stages are detailed in
Table IV.

To illustrate the deviation, Figures 2a and 2b represent the
simulation outputs of 5120 executions with b equal to 40 for
e© and f© respectively. In these two figures, the point (x, y, z)

can be understood as follows. z is the number of times the
value x has been succedded by the value y in the considered
generator. These two figures explicitly confirm that outputs
of functions f© are more uniform that these of the function
e©. In the former each number x reaches about 20 times each

number y whereas in the latter, results vary from 10 to more
that 50.
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k 4 5 4
s 2 4 2 3 4 1 1 4 2 0 2 3 1

f(4) f(0) f(0) f(4) f(6) f(7) f(15) f(7) f(7) f(2) f(0) f(4) f(6)

f

1 1 1 1 1 1 0 1 1 1 1 1 1
0 1 1 0 0 0 0 0 0 1 1 0 0
1 1 1 1 0 0 0 0 0 0 1 1 0
1 0 0 1 1 0 0 0 0 1 0 1 1

x0 x4 x9 x13

4 0 0 4 6 6 7 15 7 7 7 2 0 4 6 14 14

0 0 1−→ 1
1−→ 0 0 1−→ 1 1

1 2−→ 0
2−→ 1 1 2−→ 0 0 2−→ 1 1

0 3−→ 1 1 1 3−→ 0
3−→ 1 1

0 4−→ 0 0 4−→ 1
4−→ 0 0 0

Table IV: Application example

VI. EXPERIMENTS

A convincing way to prove the quality of the produced se-
quences is to confront them with the NIST (National Institute
of Standards and Technology) Statistical Test Suite SP 800-
22 [13]. This is a statistical package consisting of 15 tests that
focus on a variety of different types of non-randomness that
could occur in a (arbitrarily long) binary sequences produced
by a pseudo-random number generators.

For all 15 tests, the significance level α was set to 1%. If
a p-value is greater than 0.01, the keystream is accepted as
random with a confidence of 99%; otherwise, it is considered
as non-random. For each statistical test, a set of p-values is
produced from a set of sequences obtained by our generator
(i.e., 100 sequences are generated and tested, hence 100 p-
values are produced).

Empirical results can be interpreted in various ways. In
this paper, we check whether PT (P-values of p-values),
which arise via the application of a chi-square test, were all
higher than 0.0001. This means that all p-values are uniformly
distributed over (0, 1) interval as expected for an ideal random
number generator.

Table V shows PT of the sequences based on discrete
chaotic iterations using different “iteration” functions. If there
are at least two statistical values in a test, the test is marked
with an asterisk and the average value is computed to charac-
terize the statistical values. Here, NaN means a warning that
test is not applicable because of an insufficient number of
cycles. Time (in seconds) is related to the duration needed by
each algorithm to generate a 108 bits long sequence. The test
has been conducted using the same computer and compiler
with the same optimization settings for both algorithms, in
order to make the test as fair as possible.

Firstly, the computational time in seconds has increased due
to the growth of the sufficient iteration numbers, as precised
in Table III. For instance, the fastest generator is g© since
each new number generation only requires 6 iterations. Next,
concerning the NIST tests results, best situations are given
by b©, d© and f©. In the opposite, it can be observed that
among the 15 tests, less than 5 ones are a successful for other
functions. Thus, we can draw a conclusion that, b©, d©, and
f© are qualified to be good PRNGs with chaotic property.

NIST tests results are not a surprise: b©, d©, and f© have
indeed a deviation less than 1% with the uniform distribution
as already precised in Table III. The rate of removed edge in
the graph Γ(¬) is then not a pertinent criteria compared to the

deviation with the uniform distribution property: the function
a© whose graph Γ( a©) is Γ(¬) without the edge 1010→ 1000

(i.e., with only one edge less than Γ(¬)) has dramatic results
compared to the function f© with many edges less.

Let us then try to give a characterization of convenient
function. Thanks to a comparison with the other functions, we
notice that b©, d©, and f© are composed of all the elements of
J0; 15K. It means that b©, d©, and f©, and even the vectorial
boolean negation function are arrangements of J0; 2nK (n = 4
in this article) into a particular order.

VII. CONCLUSION

In this work, we first have formalized the PRNG already
presented in a previous work. It results a new presentation
that has allowed to optimize some part and thus has led
to a more efficient algorithm. But more fundamentally, this
PRNG closely follows iterations that have been proven to be
topological chaotic.

By considering a characterization of functions with topo-
logical chaotic behavior (namely those with a strongly con-
nected graph of iterations), we have computed a new class of
PRNG based on instances of such functions. These functions
have been randomly generated starting from the negation
function. Then an a posteriori analysis has checked whether
any number may be equiprobabilistically reached from any
other one.

The NIST statistical test has confirmed that functions
without equiprobabilistical behavior are not good candidates
for being iterated in our PRNG. In the opposite, the other
ones have topological chaos property and success all the
NIST tests. To summarize the approach, all our previous
approaches were based on only one function (namely the
negation function) whereas we provide now a class of many
trustworthy PRNG.

Future work are mainly twofold. We will firstly study suf-
ficient conditions to obtain functions with the two properties
of equiprobability and strongly connectivity of its graph of
iterations. With such a condition any user should choose
its own trustworthy PRNG. Dually, we will continue the
evaluation of randomness quality by checking other statistical
series like DieHard[11], TestU01 [9]. . . on newly generated
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Method a© b© c© d© e© f© g© h© i©

Frequency (Monobit) Test 0.00000 0.45593 0.00000 0.38382 0.00000 0.61630 0.00000 0.00000 0.00000

Frequency Test within a Block 0.00000 0.55442 0.00000 0.03517 0.00000 0.73991 0.00000 0.00000 0.00000

Cumulative Sums (Cusum) Test* 0.00000 0.56521 0.00000 0.19992 0.00000 0.70923 0.00000 0.00000 0.00000

Runs Test 0.00000 0.59554 0.00000 0.14532 0.00000 0.24928 0.00000 0.00000 0.00000

Test for the Longest Run of Ones in a Block 0.20226 0.17186 0.00000 0.38382 0.00000 0.40119 0.00000 0.00000 0.00000

Binary Matrix Rank Test 0.63711 0.69931 0.05194 0.16260 0.79813 0.03292 0.85138 0.12962 0.07571

Discrete Fourier Transform (Spectral) Test 0.00009 0.09657 0.00000 0.93571 0.00000 0.93571 0.00000 0.00000 0.00000

Non-overlapping Template Matching Test* 0.12009 0.52365 0.05426 0.50382 0.02628 0.50326 0.06479 0.00854 0.00927

Overlapping Template Matching Test 0.00000 0.73991 0.00000 0.55442 0.00000 0.45593 0.00000 0.00000 0.00000

Maurer’s “Universal Statistical” Test 0.00000 0.71974 0.00000 0.77918 0.00000 0.47498 0.00000 0.00000 0.00000

Approximate Entropy Test 0.00000 0.10252 0.00000 0.28966 0.00000 0.14532 0.00000 0.00000 0.00000

Random Excursions Test* NaN 0.58707 NaN 0.41184 NaN 0.25174 NaN NaN NaN

Random Excursions Variant Test* NaN 0.32978 NaN 0.57832 NaN 0.31028 NaN NaN NaN

Serial Test* (m=10) 0.11840 0.95107 0.01347 0.57271 0.00000 0.82837 0.00000 0.00000 0.00000

Linear Complexity Test 0.91141 0.43727 0.59554 0.43727 0.55442 0.43727 0.59554 0.69931 0.08558

Success 5/15 15/15 4/15 15/15 3/15 15/15 3/15 3/15 3/15

Computational time 66.0507 47.0466 32.6808 21.6940 20.5759 19.2052 16.4945 16.8846 19.0256

Table V: NIST SP 800-22 test results (PT )

functions.
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Abstract—Cloud computing is expected to grow consider-
ably in the future because it has so many advantages with
regard to sale and cost, change management, next generation
architectures, choice and agility. However, one of the principal
concerns for users of the Cloud is lack of control and above all,
data security. This paper considers an approach to encrypting
information before it is ‘placed’ on the Cloud where each user
has access to their own encryption algorithm, an algorithm that
is based on a set of iterated function systems that outputs a
chaotic number stream, designed to produce a cryptograph-
ically secure cipher. We study cryptographic systems using
finite-state approximations to chaos or ‘pseudo-chaos’ and
develop an approach based on the concept of multi-algorithmic
cryptography that exploits the properties of pseudo-chaos.
Although such algorithms can be taken to be in the public
domain in order to conform with the Kerchhoff-Shannon
principal, i.e. the enemy knows the system, their combination can
be used to secure data in a way that is unique to each user.
This provides the potential for users of the Cloud to upload
and transfer data in the knowledge that they are encrypting
their data in a way that is algorithm as well key dependent,
thereby defeating a known algorithm attack. This paper reports
on one application of this approach called Crypstic in which
the encryption engine is mounted on a USB memory stick and
where the key is automatically generated by the characteristics
of the plaintext/ciphertext file.

Keywords-Cloud computing and Virtualization, Privacy, Se-
curity, Ownership and reliability, Data encryption, Determin-
istic chaos, Multi-algorithmicity

I. INTRODUCTION

Current debates with regard to Cloud Computing assume
that little will change for users that depend upon third party
hosting for their servers. Further, there appears to be a
view that standard security protocols will provide sufficient
security in the future. These assumptions ignore the widely
held view that the Cloud is insecure. This perception is
being constantly reinforced in the mind of the user by the
increasingly slow and complicated anti-malware software
required and frequent stories in the media about major
security breaches - often by hostile governments.

Most businesses rely on some proprietary know-how,
process, design or other commercial secret to preserve their
competitive position and to try and delay product cycle de-
cay. Business, especially now, is very conscious of the need
to avoid fixed and capital costs to reduce their vulnerability

to volatility. Cloud Computing, as a capital and fixed cost
free approach, is an obvious solution but perceived lack of
security for commercially sensitive data is a major barrier to
conversion from in-house information and communications
technology.

A. The Role of Encryption

Conventional encryption, as a means of securing data, has
several drawbacks for commercial users. These include the
following: (i) Decision-makers do not understand exactly
what encryption is or how to judge the relative strengths
of different systems; (ii) Industry certification standards and
legal regulations, which are relied upon by both governments
and commercial organisations, seek to stratify encryption
strength by key length while the underlying algorithms are
judged by their resistance to standard attacks. This general
approach is common to many industries and is not specific
to encryption; (iii) The way in which certification is applied
causes, as an unintended consequence, systemic risks to
be inherent in any approved system. (iv) Certification is
both expensive and slow creating a high barrier to entry
for innovative encryption systems and making commercially
available systems lag years behind the technologies available
to hackers. (v) State regulation with regard to the sale of
encryption technology can make the process of commercial-
ising new concepts capital investment intensive [1]; (vi) It is
clear that the certification process is valued by governments
as a means of understanding, controlling and limiting the
strength of encryption to meet their security needs in terms
of surveillance. Unfortunately, this approach is fatally flawed
as it wrongly assumes that hostile governments do not have
equivalent or better capabilities to breach encryption.

B. Data Encryption on the Cloud

How are users going to use The Cloud? For practical
purposes, commercial users need to process and store data
and communicate with new data and output from stored
data. In most cases what is needed is a combination of a
Website and Database with secure communications. There
is also a need to protect against Malware. This is where
encryption faces difficulties as it is impossible to identify
Malware if it infiltrates a data stream and is encrypted. Also,
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in spite of some claims to the contrary, a database cannot be
encrypted and then used efficiently. For data to be used it
has to be readable. The dilemma therefore is, how can data
be securely processed within the cloud. With server hosting,
the problem is dealt with by encrypting the communication
channel, installing anti-malware, providing physical security
and segregating a particular user’s servers. Thus, the key is to
physically and electronically protect the environment where
live processing of data takes place and provide data security
using encryption for all communication channels and when
data needs to be stored.

The greatest danger from using conventional encryption
within The Cloud is that the systemic risks inherent in such
encryption methods with only key management to separate
secret data contaminate The Cloud as a whole. In other
words, a fundamental breach of the encryption engine can
bring the whole edifice down. It is this issue that provides
the focus for this paper which introduces an approach to
encrypting data where all systemic risk can be minimised by
replacing the issue of key management with the management
of meta-encryption-engines using multiple encryption algo-
rithms based on chaos theory - multi-algorithmicity. This is
based on a Technology to License called Crypstic which is
available from Hothouse at Dublin Institute of Technology
http://www.dit.ie/hothouse/ and has been developed by the
Information and Communications Security Research at the
same Institute - http://eleceng.dit.ie/icsrg. The current ver-
sion is designed specifically for the meta-encryption-engines
to be mounted and executed on a USB memory ‘key’.
However, irrespective of where the engines are mounted,
to be credible, their control and processing environment
has to be undertaken within a cluster of physically and
electronically secure hosting locations.

In the context of using Crypstic to secure data on the
Cloud, each meta-engine is specific to an individual user and
each individual must be properly validated and authorized
to have a meta-engine which can be submitted to a user
upon request. Each meta-engine device provides a secure
entry point to the Cloud so that secure communication to
and from the exchange can be achieved without the need
for the parties to share their meta-engines. As each meta-
engine is seeded for each file or packet differently so that
the overall system can act like a ‘one-time pad’.

The paper is structured as follows: Section II discusses
general issues with regard to the role of encrypting data
using chaos before it is uploaded onto the Cloud. Section III
discusses the principal issues associated with using chaotic
iterators for encrypting which leads to Sections IV and V
which focus on the computational issues associated with
floating-point approximation and state space partitioning
respectively. Section VI is the central kernel of the paper
which discusses different chaotic maps including multi-
algorithmic maps and introduces some of the principal steps
required to design chaotic maps suitable for encrypting data.

Section VII presents an implementation of the approach
discussed in Section VI and Section VII provides a summary
of the work reported in this paper.

II. CLOUD COMPUTING AND ENCRYPTION USING
CHAOS

Cloud computing is set to become a dominating theme
in security. The Cloud Security Alliance document Security
Guidance for Critical Areas of Focus in Cloud Computing
V2.1 [2] provides an overview of the issues associated with
security on the cloud and it is on the basis of this document
that we present an approach to encrypting data on the Cloud
using chaos.

Cloud computing is inevitable. For example, it avoids
the need to acquire infrastructure, it decreases ‘time to
market’ and gives flexibility to update in real time. It is
instantly scaleable to meet unexpected increases or decreases
in traffic volumes and it saves money by transforming the
business model from capital expenditure and depreciation to
predictable operating cost. Examples of early adopters to the
Cloud include the New York Times who wanted to convert
70 years of articles into PDF format to store it electronically.
Using the Cloud it achieved this within 24 hours with no
residual unneeded IT infrastructure - a ‘one-off’ project
cost. Start-up companies can use the Cloud to give them
full IT capabilities with up-front costs and agility to change
requirements and scale up at short notice if successful. The
Cloud provides low revenue cost ‘Customer Relationship
Management’ facilities without the need to customize data
and process applications. However, there are a number of
issues with regard to Cloud Computing which include: trust,
loss of privacy, regulatory violation, data replication and
erosion of integrity and coherence, application sprawl and
dependencies. A general overview of the ‘Pros and Cons’
associated with Cloud Computing is given in Figure 1.

Of these ‘pros and cons’, security is a potential major
problem for the Cloud. In other words, it is imperative to
treat the Cloud as a hostile territory. Consequently user-
based security is a likely solution and it is in this context
that chaos based cipher generation may provide a solution
as discussed in the following section.

A. Chaos Based Cipher Generation

The application of chaos to generating ciphers can cre-
ate billions of different cryptographically secure encryption
engines for users. The commercial solution is to generate a
website where users can pay for a unique encryption engine
to be produced that, upon a remote payment, can be down-
loaded and used to encrypt their data before ‘storage’ on the
Cloud. This requires a large database of encryption engines
to be created. Once created, a randomly selected sequence
of these algorithms can be created on a user-by-user basis.
The operational conditions under which this approach can
be pursued on a commercial basis depends upon country in
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Figure 1. The Pros and Cons associated with Cloud Computing. It
should be noted that ‘Security’ is a ‘negative’ which relates indirectly to
a ‘Lack of Control’ in terms of possible unauthorised access to data that
has been encrypted using standard encryption systems and may therefore
be vulnerable to an attack.

which the company is registered. For example, in the UK,
commercial operations must conform to the Regulation of
Investigatory Powers Act 2000 [1] which inevitably requires
an infrastructure to be established involving the employment
of staff and is therefore capitalization and overheads inten-
sive.

Chaos can be considered to be a superset of other random
number generators used in standard encryption algorithms.
There are many disadvantages in using chaos for cryptog-
raphy but it is nevertheless an interesting application of
nonlinear dynamics. The principal value of chaos is the
ability to create many different algorithms. This is of course
possible with conventional random number generators such
as Knuth’s M-algorithm [3] but chaos provides greater
diversity in terms of the functions available (other than the
mod function, for example). However, there are still some
major theoretical/computational problems with this approach
which include the following:

1) Structurally stable pseudo-chaotic systems: We ideally
require a structurally stable cryptosystem, i.e. a system that
has (almost) the same cycle length and Lyaponov exponent
for all initial conditions. Most of the known pseudo-chaotic
systems do not possess this property and there is no rigorous
analytical method, as yet, for assessing this property. This
is an important problem because without solving it, it is
not possible to guarantee that a crypto system based on
a deterministic chaotic algorithm or set of algorithms will
always produce uncorrelated number streams for any and all
keys.

2) Conditions of unpredictability for chaotic systems:
What properties of a chaotic system guarantee its com-
putational unpredictability? There is still no theoretically
plausible method for evaluating a chaotic system in terms of
the necessary/sufficient conditions and properties that will
absolutely guarantee the unpredictability of the system to
acceptable cryptographic standards. The approach currently
being taken is based more on a trial and error approach
without the use of an algorithm proving facility. The use
of formal methods of software engineering may be of value
with regard to this issue.

3) Natively Binary Chaos: While there are, in principle,
an unlimited number of chaos based algorithms that can
be invented, they currently rely on the use of floating
point arithmetic and require high precision FP arithmetic
to generate reasonably large cycles (deterministic chaotic
algorithm have relatively low cycle lengths which is an-
other disadvantage). These floating point schemes are time
consuming given that the number streams they produce
are usually converted into bit stream anyway. Designing
algorithms that output bit streams directly would therefore be
a significant advantage. No theoretical study of this natively
binary chaos appears to have been undertaken to date.

4) Asymmetric chaos-based cryptographic: Asymmetric
systems are based on trapdoor functions, i.e. functions that
have a one-way property unless a secret parameter (trapdoor)
is known. One of the best known examples of this is the RSA
algorithm that makes use of the properties of prime numbers
to design the trapdoor. There is currently no counterpart of
a trapdoor transformation, as yet, known in chaos theory.

III. APPLICATIONS OF CHAOS FOR DIGITAL
CRYPTOGRAPHY

From a theoretical point of view, chaotic systems produce
infinite random strings that are asymptotically uncorrelated.
However, for applications to digital cryptography, a finite-
state systems approach is required which places certain
constraints on the design of the algorithm(s). The notion
of pseudo-chaos introduced in [4], for example, involves
a numerical approximation of chaos. The fundamental dif-
ferences between chaos and pseudo-chaos include the fol-
lowing: (i) the state variable has a finite length (i.e. stores
the state with finite precision) and the system has a finite
number of states; (ii) the iterated function is evaluated
with approximation methods where the result is rounded
(or truncated) to a finite precision; (iii) the system may be
observed during a finite period of time. The basic problem
is that rounding is applied during iteration and the error
accumulation causes the original and the approximated pro-
cesses to diverge. Thus, in general, pseudo-chaos is a poor
approximation of chaos because the approximated model
does not converge to the original model, and, formally,
may exhibit non-chaotic properties including trajectories that
eventually become periodic (i.e. contain patterns) and cycles
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that appear as soon as two states are rounded to the same
approximate value. Consequently, the Lyapunov exponent
and the Kolmogorov-Sinai information entropy discussed
earlier may approach 0. For this reason, it is not possible to
directly transform continuous chaotic generators to numeri-
cally based generators that require numerical approximations
to be made as as summarized in Figure 2. Thus, to use
chaos theory for applications in cryptography, a study must
be undertaken of pseudo-chaotic systems. This study forms
the remit of this paper which is concerned with the question
of what are the minimal, typical and maximal periods of
the orbits (i.e. string lengths) generated by a pseudo chaotic
system?

Figure 2. The fundamental properties of chaotic and pseudo-chaotic
systems.

Such questions are important in most cryptographic sys-
tems. In general, a pseudo-chaotic system produces orbits
with different lengths (sometimes called random-length or-
bits) as illustrated in Figure 3a. Of course, such patterns
constitute serious vulnerability as a system may have weak
plaintexts and weak keys resulting in recognizable cipher-
texts.

If a system has a stable attractor for all initial conditions
and parameters, and all orbits have (almost) the same length
(Figure 3c), there are more chances to develop a secure
encryption scheme. Nevertheless, multiple orbits reduce the
search space required for cryptanalysis. An ideal cryptosys-
tem has a single orbit passing through the whole state
space (Figure 3b). Another important step in the evaluation
of a pseudo-chaotic system is to estimate the Lyapunov
exponent of a typical orbit for a time not exceeding its
period. However, the analysis of periodic orbits depends
critically on the order in which the orbits are considered [5].
Two ordering criteria are considered in the literature, both
corresponding to a Lebesgue measure: ordering according to
the system size and ordering according to a minimal period
or within a period on a lexicographical basis. If the pseudo-

chaotic system has a finite precision σ, then the exponential
divergence given by

enλ =
|fn (x0 + ε)− fn (x0)|

ε
, n→∞, ε→ 0,

(1)
will eventually be limited by ε = σ. Usually the fraction (1)
grows exponentially during the first few iterations and then
increases linearly until it finally levels off at a certain finite
value.

(a) (b) (c)

Figure 3. Examples of orbits of a pseudo-chaotic system. (a) Dangerously
short orbits (unsuitable for cryptography); (b) A single orbit (the best choice
for cryptography); (c) Multiple orbits with the same length (also suitable
for encryption).

IV. FLOATING-POINT APPROXIMATIONS

Floating-point and fixed point arithmetic are the most
straightforward solutions for approximating a continuous
system on a finite state machine [6]. Both approaches imply
that the state of a continuous system is stored in a program
variable with a finite resolution. A state variable x can
be written as a binary fraction bmbm−1 . . . b1 . a1a2 . . . as,
where ai, bj are bits, bmbm−1 . . . b1 denotes the integer part
and a1a2 . . . as is the fractional part of x. Under a finite
resolution, instead of xn+1 = f (x), we write

xn+1 = roundk (f (xn)) ,

where k ≤ s and roundk (x) is a rounding function defined
as

roundk (x) = bmbm−1 . . . b1 . a1a2 . . . ak−1 (ak + ak+1) .

The iterative rounding is accumulative and results in
surprisingly different behavior of pseudo-chaos compared
with the continuum counterpart. Figure 4 shows how fast
the original and approximated trajectories diverge. For cryp-
tographic applications, the rounding off function exposes
another danger. Rounding or truncating the state (e.g. to
zero values) can lead to the process dropping out of the
chaotic attractor and the system state typically remaining
at a certain constant value or infinity. Thus, it is necessary
to exclude some forbidden initial conditions and parameters
which yield short orbits or patterns of behavior after a small
number of iterations. Figure 5 is a plot of the average cycle
length verses floating-point precision and shows that high
precision does not guarantee a sufficiently long trajectory.
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Figure 4. Example trajectories of a continuous-state chaotic system (2)
and its 64-bit floating-point approximation. The first curve is obtained by
means of the analytical solution (3). The rounding off error is amplified at
each iteration and the trajectories diverge exponentially.
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Figure 5. The average (avg) and the minimal (min) cycle length of the
logistic system (2) verses floating-point precision obtained from 10 samples
of the logistic system.

Another problem associated with the application of
pseudo-chaos to encryption is the sensitivity to floating-
point processor implementations. Diversified mathematical
algorithms or internal precisions in intermediate calculations
can lead to a situation where the same encryption application
code can generate different cryptographic sequences leading
to an incompatibility between software environments. A
chaos-based string with two different seeds produces two
different sequence with probability 1. This is true for chaotic
systems with an infinite state space, where the probability
Pr
(
f(xn) = f(x′n)

)
→ 0 with xn 6= x′n (despite of the

fact that f−1 is multi-valued). In finite-state approximations,
the probability of mapping two points into one is much
higher. Furthermore, this can occur at each iteration so that
a significant number of trajectories may have identical end
routes.

In spite of these shortcomings, a number of investigators

have explored the applications of continuous chaos to digital
cryptography and in the following sections, an overview of
encryption schemes based on a floating-point approximation
to chaos is given.

V. PARTITIONING THE STATE SPACE

Floating-point cryptographic systems require a mapping
from the plaintext alphabet {0, 1}m (e.g. 8 bit symbols) to
the state space X (e.g. 64 bit floating-point numbers) and,
sometimes, from the state space to the ciphertext alphabet.
A partition can be defined by a partitioning function σ :
X → {0, 1}m as with symbolic dynamics. For example, a
simple function for two subsets can be designed by taking
the last significant bit:

σ(bmbm−1 . . . b1 . a1a2 . . . as) = as.

If a floating-point system is a pseudo-random generator, the
function σ must be irreversible as with a hard-core predicate.
This can be archived with an equiprobable mapping where
partitions are selected in such a way that each symbol occurs
with the same probability. However, it is not obligatory to
cover all the state space or assign symbols to all partitions.
On the contrary, we can change the statistical properties of
the resulting symbolic trajectory by assigning symbols in
a particular way. For example, Figure 6 shows a discrete
probability distribution of state points in the attractor of the
logistic system. By choosing regions with almost the same
probability mass, we obtain better statistics in the output,
i.e. avoid any statistical bias associated with a cipher. The
number of subsets can be increased, for example, up to 4, 8,
16 etc. In this case the generator will produce more pseudo-
random bits per iteration (m = 2, 3, 4). However, increasing
m reduces the cryptographic strength of the generator since
it becomes easier to invert σ.

0 0.2 0.4 0.6 0.8 1
0

500

1000

1500

2000

2500

3000

‘0’ ‘1’

Figure 6. The (discrete) Probability Density Function of a state sequence
produced by the logistic system with an incomplete partition.
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VI. EXAMPLE CHAOTIC MAPS

We consider some example chaotic maps which illustrate
the principles of using pseudo-chaos for encrypting data.

A. Logistic Map

In 1976, Mitchell Feigenbaum studied the complex be-
havior of the so-called logistic map given by

xn+1 = 4rxn (1− xn) , (2)

where x ∈ (0, 1) and r ∈ (0, 1). For any long sequence of
N numbers generated from the seed x0 we can calculate the
Lyapunov exponent given by

λ (x0) =
1
N

N∑
n=1

log |r (1− 2xn)|.

For example, the numerical estimation for r = 0.9 and N =
4000 is λ (0.5) ≈ 0.7095.

With certain values of the parameter r, the generator
delivers a sequence, which appears pseudo-random. The
Freigenbaum diagram (Figure 7) shows the values of xn
on the attractor for each value of the parameter r. As r
increases, the number of points in the attractor increases
from 1 to 2, 4, 8 and hence to infinity. In this area (r → 1)
it may be considered difficult to estimate the final state of
the system (without performing n iterations) given an initial
conditions x0, or vice-versa - to recover x0 (which can be
a key or a plaintext) from xn. This complexity is regarded
as a fundamental advantage in using continuous chaos for
cryptography. However, for the boundary value of the control
parameter r = 1 the analytical solution [7], [8] is:

xn = sin2 (2n arcsin
√
x0) . (3)

When n = 1 we have the initial equation (2). Hence,
the state xn can be computed directly from x0 without
performing n iterations.

Figure 7. Bifurcation of the logistic map. The most ‘unpredictable’
behavior occurs when r → 1.

Bianco et al. [9] used the logistic map (2) to generate a
sequence of floating point numbers which are then converted
into a binary sequence. The binary sequence is XOR-ed
with the plaintext, as in a one-time pad cipher where the
parameter r together with the initial condition x0 form
a secret key. The conversion from floating point numbers
to binary values is done by choosing two disjoint interval
ranges representing 0 and 1. The ranges are selected in such
a way, that the probabilities of occurrence of 0 and 1 are
equal (as illustrated in Figure 6). Note, that an equiprobable
mapping does not ensure a uniform distribution. Though
the numbers of zeros and ones are equal, the order is not
necessarily random.

It has been pointed out by Wheeler [10] and Jackson
[11] that computer implementations of chaotic systems yield
surprisingly different behavior, i.e. it produces very short
cycles and trivial patterns (a numeric example in this paper
being given in Figure 5).

B. Matthews Map

Matthews [12] generalizes the logistic map with crypto-
graphic constraints and develops a new map to generate a
sequence of pseudo-random numbers based on the iteration

xn+1 = (r + 1)
(

1
r

+ 1
)r

xn (1− xn)r , r ∈ (1, 4) .

The Matthews system exhibits chaotic behavior for param-
eter values within an extended range (Figure 8) thereby
stretching the key space. However, no robust cryptographic
system has been created using this map because of the
general floating-point issues discussed previously.

Figure 8. Attractor points corresponding to different values of the
parameter r in the Matthews map.

C. Other Examples of Chaotic Maps

Gallagher et el. [13] developed a chaotic stream cipher
based on the transformation

f (x) =
(
a+

1
x

) x
a

, x ∈ (0, 10) , a ∈ [0.29, 0.40] .
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Both the initial condition x0 and the parameter a represent
the key. After n0 = 200 iterations, the system encrypts the
plaintext byte p1 into the ciphertext float c1 = fn0+n1 (x0),
i.e. the chaotic map is applied p1 ∈ [0, 255] times. Sub-
sequent plaintexts are encrypted using the same trajectory.
Clearly, the disadvantages of such an encryption scheme are:
(i) the data expansion (the floating-point representation of ci
is considerably larger that the source byte pi; (ii) unstable
cycles incident to floating-point chaos generators.

Kotulski [14] proposes a two dimensional map matching
the reflection law of a geometric square and defines con-
ditions under which the system is chaotic and mixing. In
addition to a range of specific maps suggested by a wealth
of authors, there are, in principle, an unlimited number
of iteration functions available or that can be invented
to generate cryptographic sequences where the nonlinear
transformation can be more or less complex, e.g.

rx

[
1− tan

(
1
2
x

)]
or rx [1− log (1 + x)]

Although each system has a particular state distribution
in the phase space, qualitatively, its behavior is similar to
a basic chaotic system such a logistic map. To increase
unpredictability (i.e. the number of states, nonlinearity,
complexity) high-order multi-dimensional chaotic system
can be used [15]. However, to date, no known systems
have been implemented as a working encryption algorithm.
This is principally due to the relatively complex numerical
integration schemes that are required and the non-uniform
distribution of state variables. However, by considering a
number of randomly selected pseudo-chaotic algorithms (all
of which meet the appropriate design criteria) that operate on
randomly selected plaintext blocks, it is possible to produce
a multi-algorithmic approach to data encryption which is the
principal concept presented in this paper.

D. Pseudo-Chaos and Conventional Cryptosystems

Existing pseudo-random generators can be viewed as
pseudo-chaotic systems. For example, consider the Blum-
Blum-Shub system [16] given by the iterated function
xn+1 = x2

n mod M where M = pq, where p, q are two
distinct prime numbers each congruent to 3 modulo 4. The
output bit bn is obtained from a predicate σ(xn), which is the
last significant bit of xn. Besides the sensitivity to the initial
condition and the topological transitivity, a pseudo-random
generator has to be computationally unpredictable. The last
property is ensured by a one-way iterated function and a
hard-core predicate. A one-way transformation is based on a
certain mathematical problem, which is considered unsolved.
For example, the Blum-Blum-Shub function works under the
assumption that integer factorization is intractable. Chaos
theory is not focused on the algorithmic complexity of the
iterated function, whereas in cryptography the complexity is
the key issue, i.e. security.

E. Symmetric Block Ciphers

All classical iterative block ciphers, at least with regard
to our notation, are pseudo-chaotic or combinations of
several pseudo-chaotic systems. As an example, consider the
Rijndael algorithm which form the basis for the Advanced
Encryption Standard [17]. The system state x is a two-
dimensional array of bits. The plaintext is assigned to the
initial conditions x0 and, after a fixed number of iterations
(n = 10 . . . 14), the ciphertext is obtained from the final
state xn. The encryption transformation is a combination
of several pseudo-chaotic maps: (i) the substitution phase
is a composition of multiplicative inverse and affine trans-
formations; (ii) the mixing phase includes cycle shifts and
column multiplication over a finite field; (iii) the round key
is obtained from another pseudo-chaotic system.

If we consider the substitution and mixing phases as a
single iterated function, the encryption scheme will represent
two linked pseudo-chaotic systems (Figure 9).
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b b b

Figure 9. A typical block cipher which is a combination of several pseudo-
chaotic systems.

F. Multi-Algorithmic Generators

Protopopescu [18] proposes an encryption scheme based
on multiple iterated functions: m different chaotic maps
are initialized using a secret key. If the maps depend on
parameters, these too are determined by the key. The maps
are iterated using floating point arithmetic and m bytes
are extracted from their floating point representations, one
byte from each map. These m numbers are then combined
using an XOR operation. The process is repeated to create
a one time pad which is finally XOR-ed with the plaintext.
In this paper, we extend the Protopopescu scheme to in-
clude a multi-algorithmic approach based on the following
properties: (i) Chaotic systems can be connected to each
other (i.e. the state of each system influences the states of
all other systems) to increase the average orbit length and
form a single chaotic system with a large state space and
more stable orbits. (ii) The set of chaotic systems (iterated
functions) can be different for each encryption session,
implemented by supplying an iterated function set with the
key. (iii) The output bit can be generated in each qth iteration
to increase the independence of bits. (iv) Chaotic systems
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can be permuted in a complex manner, in particular, the
order in which they are utilized or ‘turned on’ by a key.

We can define this extended cryptographic system as
x1
n+1 = f1(x2

n, k
1), b1j = σ1(x1

qj)
x2
n+1 = f2(x2

n, k
2), b2j = σ2(x2

qj)
· · · · · ·
xmn+1 = fm(xmn , k

m), bmj = σm(xmqj)

bj = b1j ⊕ b2j ⊕ . . .⊕ bmj ,

where f1, f2, . . . , fm are iterated functions of the ses-
sion set, 〈x1

0, k
1, x2

0, k
2, . . . , xm0 , k

m〉 are initial conditions,
b1j , b

2
j , . . . b

m
j are the internal state bits in the (n = qj)th

moment of time, bj is the generator output and where the
mixing component providing property (i) is given by

x1
n = mix1(x1

n, x
2
n, . . . , x

m
n )

x2
n = mix2(x1

n, x
2
n, . . . , x

m
n )

· · ·
xmn = mixm(x1

n, x
2
n, . . . , x

m
n )

A demonstration encryption system - Crypstic - based on
multiple chaotic systems with extended properties (i)-(iv)
is available from [19]. The system solves the problems
relating to the floating-point arithmetic to provide (m − 1)
redundant systems. In practice, an encryption engine can be
based on any number of algorithms, each algorithm having
been ‘designed’ with respect to the required (maximum
entropy) performance conditions through implementation of
appropriate conditional parameters T and ∆± where T is
the threshold defining the partition between bits as shown
in Figure 6 and ∆± defines the extent of each partition.
The basic steps are as follows:

Step 1: Invent a (non-linear) function f and apply
the iteration xn+1 = f(xn, p1, p2, ...)
Step 2: Normalise the output of the iteration so that
x∞ = 1.
Step 3: Graph the output xn and adjust parameters p1, p2, ...
until the output ‘looks’ chaotic.
Step 4: Graph the histogram of the output and observe if
there is a significant region of the histogram over which it
is ‘flat’.
Step 5: Set the values of the thresholds T and ∆± based
on ‘observations’ made in Step 4.

Analysing of the iteration using a Feigenbaum diagram
can also be undertaken but this can be computationally
intensive and each function can be categorised in terms of
parameters such as the Lyapunov Dimension and informa-
tion entropy, for example. It should be noted that many
such inventions fail to be of practical value because their
statistics may not be suitable (e.g. the histogram may not
be flat enough or is flat only over a very limited portion
of the histogram), chaoticity may not be guaranteed for all

values of the seed x0 between 0 and 1 and the numerical
performance of the algorithm may be poor. The aim is
to obtain an iteration that is numerically relatively trivial
to compute, provides an output that has a broad statistical
distribution and is valid for all floating point values of x0

between 0 and 1.
The functions used for the demo system available at [19]

are given in the following table where the values of T , ∆+

and ∆− apply to the normalised output stream generated by
each function.

Function f(x) r T ∆+ ∆−
rx(1− tan(x/2)) 3.3725 0.5 0.3 0.3
rx[1− x(1 + x2)] 3.17 0.5 0.25 0.35
rx[1− x log(1 + x)] 2.816 0.6 0.3 0.2
r(1− | 2x− 1 |1.456) 0.9999 0.5 0.3 0.3
| sin(πrx1.09778) | 0.9990 0.6 0.25 0.25

The functions given in the table above produce outputs that
have a relatively broad and smooth histogram which can
be made flat by application of the values of T and ∆± as
illustrated in Figure 6 Some functions, however, produce
poor characteristic in this respect. For example, the function

f(x) = r | 1− tan(sinx) |, r = 1.5

has a highly irregular histogram which is not suitable in
terms of applying values of T and ∆± and, as such, is not
an appropriate IFS for this application.

VII. SYSTEMS IMPLEMENTATION - Crypstic

Crypstic is a generic USB utility for encrypting single data
files and can be used as such before a file is uploaded to
the Cloud on a file-by-file basis. In conventional encryption
systems, it is typical to provide a Graphical User Interface
(GUI) with fields for inputting the plaintext and outputting
the ciphertext where the name of the output (including file
extension) is supplied by the user. Crypstic [19] outputs
the ciphertext by overwriting the input file. This allows the
file name, including the extension, to be used to ‘seed’ the
encryption engine and thus requires that the name of the
file remains unchanged in order to decrypt. The seed is
used to initiate the session key. The file name is converted
to an ASCII 7-bit decimal integer stream which is then
concatenated and the resulting decimal integer used to seed
a hash function whose output is of the form (d, d, f, f, f)
where d is a decimal integer and f is a 32-bit precision
floating point number between 0 and 1.

The executable file is camouflaged as a .dll file which is
embedded in a folder containing many such .dll files. The
reason for this is that the structure of a .dll file is close
to that of a .exe file. Nevertheless, this requires that the
source code must be written in such a way that all references
to its application are void. This includes all references to
the nature of the data processing involved including words
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such as Encrypt and Decrypt (strings that are replaced by
E and D respectively in a GUI), so that the compiled file,
although camouflaged as a .dll file, is forensically inert. This
must include the development of a run time help facility.
Clearly, such criteria are at odds with the ‘conventional
wisdom’ associated with the development of applications
but the purpose of this approach is to develop a forensically
inert executable file that is obfuscated by the environment
in which it is placed. This is based on the forensically inert
approach to software engineering.

A. Procedure

The approach to loading the application to encrypt/decrypt
a file is based on renaming the .dll file to an .exe file
with a given name as well as the correct extension. Simply
renaming a .dll file in this way can lead to a possible
breach of security by a potential attacker using a key logging
system. In order to avoid such an attack, Crypstic uses an
approach in which the name of the .dll file can be renamed
to a .exe file by using a ‘deletion dominant’ procedure.
For example, suppose the application is called enigma.exe,
then by generating a .dll file called engine gmax index.dll,
renaming can be accomplished by deleting (in the order
given) lld. followed by dni x followed by en followed by
g and then inserting a . between ae and including e after ex.
A further application is required such that upon closing the
application, the .exe file is renamed back to its original .dll
form. This includes ensuring that the time and date stamps
associated with the file are not updated.

The procedure described above is an attempt to obfuscate
the use of passwords which are increasingly open to attack
especially with regard to password protected USB memory
sticks. Many manufacturers break all the rules when at-
tempting to implement security. Checking the password and
unlocking the stick are two separate processes, both initiated
from the PC. Thus, from the point of view of the stick, they
are both separate processes, but this is a major flaw. The
best USB sticks handle all the encryption to and from the
flash memory themselves and do not keep a password at all.
The fact that the data cannot be decrypted without it makes
it safe. Many USB sticks store a password inside the flash-
controller and check it against a password sent by the PC
before unlocking the flash-memory. This way, the password
cannot be found by reading out the flash-chip manually.
Other USB sticks do the same but store the password on
flash. Some sticks even store the password on flash and let
the PC do the validation.

In addition to the procedures associated with password
validation, the concept of password protection is becom-
ing increasingly redundant. For example, Elcomsoft Lim-
ited recently filed a US patent for a password cracking
technique that relies on the parallel processing capabilities
of modern graphics processors. The technique increases
the speed of password cracking by a factor of 25 us-

ing a GeForce 8800 Ultra graphics card from Nvidia.
‘Cracking times can be reduced from days or hours to
minutes in some instances and there are plans to in-
troduce the technique into password cracking products’
(http://techreport.com/discussions.x/13460).

B. Protocol

Crypstic is a symmetric encryption system that relies on
the user working with a USB memory stick and maintaining
a protocol that is consistent with the use of a conventional set
of keys, typically located on a key ring. The simplest use of
Crystic is for a single user to be issued with a Crypstic which
incorporates an encryption engine that is unique (through
the utilisation of a unique set of algorithms). The user can
then use the Crypstic to encrypt/decrypt files and/or folders
(after application of a compression algorithm such as pkzip,
for example) on a PC before closure of a session. In this
way, the user maintains a secure environment using a unique
encryption engine with a ‘key’ that includes a covert access
route. If any crypstic, by any party, is lost, then a new pair
of sticks are issued with new encryption engines unique to
both parties. In addition to a two-party user system, crypstics
can be issued to groups of users in a way that provides an
appropriate access hierarchy as required.

VIII. CONCLUSION

There is a fundamental relationship between cryptography
and chaos. In both cases, the object of study is a dynamic
system that performs an iterative nonlinear transformation
of information in an apparently unpredictable but determin-
istic manner. In terms of sensitivity to initial conditions
together with the mixing properties of chaotic systems, with
appropriate entropy conscious post-processing, it is possible
to ensure cryptographic confusion and diffusion. However,
there are a number of conceptual differences between chaos
theory and cryptography which include the following: (i)
Chaos theory is often concerned with the study of dynamical
systems defined on an infinite state space whereas cryptog-
raphy relies on a finite-state machine and all chaos models
implemented on a computer are approximations, i. e. digital
computers can only generate pseudo-chaos. (ii) Chaos theory
typically studies the asymptotic behaviour of a nonlinear
system (i.e. the behaviour of the system as the number of
iterations approach infinity when the Lyapunov dimension
can be quantified), whereas cryptography focuses on the
effect of a small number of iterations that are typically
determined by the size of the plaintext. (iii) Chaos theory is
not necessarily concerned with the algorithmic complexity
but in the interpretation of a physical model from which
it has been derived; in cryptography, complexity is the key
issue and thus, the concepts of cryptographic security and
efficiency have no counterparts in chaos theory. (iv)Classical
chaotic systems usually have recognizable attractors whereas
in cryptography, we attempt to eliminate any structure by
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post processing the output to produce a maximum entropy
cipher. (v) Unlike chaos in general, cryptographic systems
use a combination of independent variables to provide an
output that is unpredictable to an observer. (vi) Chaos theory
is often associated with the mathematical model used to
quantify a physically significant problem, whereas in cryp-
tography, the physical model is of no importance. Point (vi)
is of particular importance with regard to the design of chaos
based encryption engines. Whereas previous publications in
this field (e.g. [12], [9], [20] and [21]) have considered
variations on a theme of established chaotic systems, in this
paper, we have considered the idea that, in principal, an
unlimited number of systems can be ‘invented’ by a designer
in order to provide a limitless range of multi-algorithmic
encryption engines.

Cloud computing only represents 4% of current IT spend
and is expected to more than double by 2012. Software as a
Service (SaaS) by itself is projected to nearly double from
$9B to $17B (less than 10% of the total market). However,
user-security underpins acceptance of cloud architecture.
The approach consider in this paper is based on each user
having their own encryption engine enabling both protection
and control, e.g.

PC + Crypstic = Cloud Security

The approach to encrypting data discussed in this paper
represents a ‘paradigm shift’ with regard to single algorithm
based ciphers that are in the public domain. The importance
of this paradigm shift with regard to cryptography in general
and, in particular, security on the cloud, may be appreciated
in light of the following text taken from Patrick Mahon’s
secret history of Hut 8 - the naval section at Bletchly Park
from 1941-1945 [22]: The continuity of breaking Enigma
ciphers was undoubtedly an essential factor in our success
and it does appear to be true to say that if a key has been
broken regularly for a long time in the past, it is likely to
continue to be broken in the future, provided that no major
change in the method of encypherment takes place.
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Abstract— We assume that users and their consumptions of 
television programs are vectors in the multidimensional space 
of the categories of the resources. Knowing this space, we 
propose an algorithm based on a Kalman filter to track the 
user's profile and to foresee the best prediction of their future 
position in the recommendation space. The approach is tested 
on data coming from TV consumptions. 
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I.  INTRODUCTION 
In Web-based services of dynamic content, recommender 

systems face the difficulty of identifying new pertinent items 
and providing pertinent and personalized recommendations 
for users. 

Personalized recommendation has become a mandatory 
feature of Web sites to improve customer satisfaction and 
customer retention. Recommendation involves a process of 
gathering information about site visitors, managing the 
content assets, analyzing current and past user interactive 
behavior, and, based on the analysis, delivering the right 
content to each visitor. 

Recommendation methods can be distinguished into two 
main approaches: content based filtering [9] and 
collaborative filtering [10]. Collaborative filtering (CF) is 
one of the most successful and widely used technology to 
design recommender systems. CF analyzes user ratings to 
recognize similarities between users on the basis of their past 
ratings, and then generates new recommendations based on 
like-minded users’ preferences. This approach suffers from 
several drawbacks, such as cold start, latency, sparsity [11], 
even if it gives interesting results. 

The main idea of this paper is to propose an alternative 
way for recommender systems. Our work is based on the 
following assumption: we consider Users and Web resources 
as a dynamic system described in a state space. This dynamic 
system can be modeled by techniques coming from control 
system methods. The obtained state space is defined by state 
variables that are related to the users. We consider that the 
states of the users (by states, we understand « what are the 
resources they want to see in the next step ») are measured 
by the grades given to one resource by the users. 

In this paper, we are going to present the effectiveness of 
Kalman filtering based approach for recommendation. We 
will detail the backgrounds of this approach, i.e., state space 
description and Kalman filter. Then, we expose the applied 
methodology. Our conclusion will give some guidelines for 
future works.  

II. PRINCIPLES 
Kalman filter is an optimal state estimator of a linear 

system. It can estimate the state of the system using a priori 
knowledge of the evolution of the state and the 
measurements. 

A. Target tracking in the cyberspace 
Hypothesis: the user is a target which is moving along an 

a priori unknown trajectory in the multidimensional space of 
the categories. Figure 1 shows the principle of our approach. 

 
 

 
Figure 1.  Trajectory in the recommender space 

B. Kalman filter: equations 
How can we know about a target moving in the 

recommender space?  
Using its position, speed and acceleration, we choose as 

the state vector the following form:  

€ 

Xk =

x
˙ x 
˙ ̇ x 

⎡ 

⎣ 

⎢ 
⎢ 
⎢ 

⎤ 

⎦ 

⎥ 
⎥ 
⎥ 

k

 (1) 
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where : 
   is the vector containing the position vector 
  is the vector containing the speed vector, 
  is the vector containing the acceleration vector. 
 
The estimation of this state vector will give the necessary 

knowledge of the trajectory in the recommender space. We 
use the following state space model: 

€ 

Xk+1 = AXk + wk

Zk = HXk + vk

⎧ 
⎨ 
⎩ 

 (2) 

 
where matrix A includes the relationship between the 

position, speed and acceleration where T represents the time 
period. In our case, we consider T = 1.  

€ 

wk  and 

€ 

vk  are 
random noises which takes into account unexpected 
variations in the trajectories. 

€ 

A =

α T 1
2
T 2

0 α T
0 0 α

⎡ 

⎣ 

⎢ 
⎢ 
⎢ 
⎢ 

⎤ 

⎦ 

⎥ 
⎥ 
⎥ 
⎥ 

 (3) 

 
Matrix H will have the following structure, as shown in 

the Figure 2. 
 
 
 
 
 
 
 
 
 

Figure 2.  Structure of Matrix H 

 
The Kalman filter equations are then given [6]: 

Prediction at time k knowing k+1 (

€ 

ˆ X k / k−1) 

€ 

ˆ X k +1/ k = ˆ X k / k−1 + Kk Zk −H ˆ X k / k−1( )
= A − KkC( ) ˆ X k / k−1 + KkZk

⎧ 
⎨ 
⎪ 

⎩ ⎪ 
 (4) 

 
Kalman gain: 

€ 

Kk = APk / k−1H
T HPk / k−1H

T + R( )−1 (5) 

 
The evolution of the uncertainty on the estimation is then 

given by:  

€ 

Pk+1/ k = APk / k−&A
T − APk / k−1H

T HPk / k−1H
T + R( )−1HPk / k−1AT  (6) 

 
where the initial conditions are given by: 

€ 

ˆ X 0 /−1 = X0 ,

€ 

P0 /−1 = P0  

and the state prediction by: 

€ 

ˆ X k +1/ k  

III. APPLICATION 

A. Description of the experiment 
This experiment is based on TV consumption. The 

dataset is the TV consumption of 6423 English households 
over a period of 6 months (from 1st September 2008 to 1st 
March 2009) (Broadcaster Audience Research Board, [7]), 
[8]. This dataset contains information about the user, the 
household and about television program. Each TV program 
is labelled by one or several categories. In the experiment, a 
user profile build for each person. The user profile is the set 
of categories associated to the value of interest of the user. 
This user profile is elaborated in function of the quality of a 
user’s TV consumption: if a TV program is watched entirely, 
the genre associated to this TV program increases in the user 
profile. Several logical rules are applied to estimate the 
interest of a user for a TV program. 

The methodology of the experimentation is the 
following: 

• Each user profile is computed at different instants 
(35) from the TV viewing data. 

• The Kalman filter is applied iteratively to estimate 
the following positions of the user profile in the 
recommender space. 

The entire consumption is described by 44 types which 
will define the 44 dimensions space where users are 
“moving”. 

 

B. Numerical results 
 
The obtained results can be exposed as follows: 
• Kalman filter predicts the interest of a specific user 

for one gender knowing his past. 
Using this prediction, we can propose a new 

recommendation strategy: 
• If the Quantity of Interest (QoI) of the user is 

predicted to be in one specific region of the space, 
we can recommend something inside this specific 
region: 

• For example, if the specific region is defined by 
dimensions Documentary and Drama, we can 
recommend contents related to these two dimensions 

• If the predicted quantity of interest (QoI) changes to 
another dimension of the space, we can 
automatically recommend content from this new 
region of the space. 

C. Results 
The results can be analyzed as follows: Kalman filter 

predicts the specific interest for a category of contents of one 
user. 

Figures 3 and 4 show Estimation / Prediction computed 
by Kalman filtering. Doted-lines show the evolution of the 
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real values. Continuous lines show the obtained predictions. 
We can see that the prediction curve given by the filter fits 
very well the real data. 

Figure 5 shows the results of the cosine distance which 
has been computed between the true values and the 
prediction by the filter. It shows that the prediction will 
quickly converge with the true values. 

 
Figure 3.  Prediction for Drama 

 
Figure 4.  Prediction for Documentary 

 

 
Figure 5.  Cosine distance 

IV. RECOMMENDATION STRATEGY 
In this approach, we can build a recommendation by 

analyzing the estimation provided by Kalman filter. 
The profile is built from the consumption of TV 

programs. Each TV program is defined by categories such as 
entertainment, science fiction, talk show, etc. The analysis of 
the way different TV programs are watched allows us the 
possibility to estimate the interest of a user for each category. 
Hence, the user profile is calculated from the TV 
consumption and it is represented by a vector of valuated 
concepts. 

The user profile is considered as a point in the 44 
dimensions-space. This point moves at each different time in 
the space along a trajectory. With the Kalman filter, we 
predict the future position of the user profile. The prediction 
shows the evolution of the trajectory in subspaces restricted 
to specific dimensions. 

For our new recommending strategy (see Figure 6), we 
observe the difference between the predicted category and 
the computed one. The rule can be derived as follows: 

• If the computed QoI for one category is superior to 
the estimated QoI (noted negative difference in 
figure 6), then the user's interest for this category is 
decreasing.  

• If the predicted QoI is superior to the computed one 
(noted positive difference in Figure 6), then the 
user's interest for this category is increasing.  

Our strategy will could be : 
• QoI for specific categories with an important 

positive difference will influence the 
recommendation towards these categories 

• QoI with an important negative difference 
discourage the recommendation towards these 
categories. 

 

 
Figure 6.  Analysis of the evolution of the prediction for recommendation 

Conversely to existing methods which recommend 
specific contents for a given user, this method takes into 
account the user's state of mind and will recommend a set of 
categories of movies inside a subspace of the whole 
recommender space. Our method performs on the 
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macroscopic level. We find out the type of content the user 
appreciates and can determine some dimensions that can 
deliberately be closed out. 

The recommendation is based on the two preceding 
arguments. 

• the user's actual state of mind  
• the subset  of identified dimensions. 
 
From the analysis of these “positive” or “negative” 

dimensions and from the TV program, we will define the 
recommendation strategy for a set of TV programs. 
According to what the user watched during the day, we can 
refine our recommendation:  

• if the user is interested in contents of types x, y and z 
and if he has already watched content of type x and 
y, the recommendation would essentially concentrate 
on content of type z. 

The recommender strategy will recommend contents 
belonging to the categories corresponding to the selected 
dimensions of the recommender space. 

V. CONCLUSION 
In this paper, the main idea is to consider that the one 

who chooses films as a target which moves along a trajectory 
in the recommender space. The recommender space is seen 
as a 44 dimensions space based on the main categories 
describing the movies. The position of the target is measured 
by the Quantity of Interest (QoI) for certain categories of 
movies. Then, the Kalman filter applied using a tracking 
state space model predicts the “positions” in the 
recommender space. Knowing the past positions of the user 
in this space along the different axis of the 44 dimensions 
space, our Kalman filter based recommender system will 
suggest: 

• if the user is interested in contents of types x, y and z 
and if he has already watched content of type x and y 
that day, the recommendation would essentially 
concentrate on content of type z 

• knowing the position in the space, the best prediction 
for his future positions in the recommender space, 
i.e., his best index of interest related to the favorite 
contents. 

The strength of our approach is in its capability to make 
recommendations at a higher level which fit users habits, i.e., 
given main directions to follow knowing the trajectory in the 
space and not to suggest specific resources. 

Future works will be focused on tracking groups of users 
and on the definition of the topology of the recommendation 
space as a space including specific mathematical operators. 
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Abstract—The use of game theory in networking problems
is becoming more popular given its potential to model real
commercial situations where different agents try to optimize
their profit. In this context, this paper proposes a novel
cooperative game theory based distributed wavelength assign-
ment method for WDM (Wavelength Division Multiplexing)
networks. Experimental results show a clear improvement of
the proposed method over a well recognized state of the art
distributed wavelength assignment algorithm known as DIR
(Destination Initiated Reservation). Thus, this new approach
inspired in game theory, provides a first baseline for future
work considering cooperation among competing long haul
providers that may benefit from collaboration.

Keywords-Game Theory; Nash Bargaining Problem; dis-
tributed RWA.

I. INTRODUCTION

At the very core of modern telecommunications resides a
very complex: the growing user base requires a solution to
provide everyone with enough transmission capacity. Every
solution provided to accommodate this ever growing user
base, must satisfy contrasting (and in some cases contra-
dictory) objectives: simply supplying bandwidth is not a
desirable solution, one must find a way to use the bandwidth
in an efficient way.

Emerging optical systems are deployed using WDM
(Wavelength Division Multiplexing) [1]. In WDM systems,
connection requests are satisfied by establishing all-optical
channels between source and destination. Given a set of con-
nection requests between two nodes and the paths connect-
ing them, the RWA (Routing and Wavelength Assignment)
problem models, as an ILP (Integer Linear Programming)
[1], the assignment of every connection request between
the two nodes to a free channel in a path joining them.
Every resulting pair is known as a lightpath. The wavelength
continuity constraint imposes a restriction on the lightpaths:
the lightpath must be established using the same wavelength
along the entire path [2]. Wavelength converters could be
placed at the nodes to weaken this restriction; however, this
is a very expensive alternative [1].

The prohibitively high computational cost of an ILP (NP
(Non-Deterministic Polynomial)-complete) [3] discourages
its use in large networks, as well as in networks with bursty
traffic patterns. This non-trivial problem drives, in some
sense, the research in distributed RWA schemes.

These distributed RWA schemes are, usually, based on
message passing, allowing the nodes to establish the needed
wavelengths by themselves, thus rendering the existence
of a central node unnecessary. There are several proposed
distributed RWA schemes: DIR (Destination Initiated Reser-
vation) [4], SIR (Source Initiated Reservation) [4], among
other’s. The following sections present a very brief descrip-
tion of these schemes.

In the DIR method, the source node sends a reservation
request message that will travel to the destination node;
this message gathers information on the availability of
wavelengths along the way. Once this message arrives at the
destination node, an available wavelength will be chosen,
and a reservation message will be sent. This reservation
message traverses the reverse path of the reservation request,
reserving the selected wavelength [4]. One inherent problem
of DIR is that, due to the fact that information gathering and
wavelength reservation are decoupled, outdated information
could result in trying to reserve a wavelength that is no
longer available, thus resulting in a blocked connection
request.

The differences between DIR and SIR are subtle but
important. The SIR method follows a somewhat more ag-
gressive approach. There is no information gathering stage
per se. A reservation message is sent to the destination node
reserving the available wavelengths on the way. Once it
reaches the destination, one of the previously reserved wave-
lengths is selected. This selection is announced to the source
of the connection request in a message, which traverses the
reverse path of the reservation message, announcing the
selection and releasing the unused reserved wavelengths.
The number of wavelengths reserved by the reservation
message varies depending on whether a greedy or moderate
approach is used. In the greedy case, every single available
wavelength is going to be reserved. In the case a more
moderate approach is chosen, a single wavelength is going
to be reserved.

The greedy approach improves the chances for the re-
quested connection to be established, while imposing a
higher blocking risk for competing connection requests.
A more moderate approach, where a single wavelength
is reserved, reduces the effect on competing connection
requests.
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Game Theory constitutes one of the first attempts at for-
malizing Economic Science. Presented as an integral work
for the first time by Von Neumann and Morgenstern [5], it
provides a formal framework for describing the behavior
of rational and intelligent individuals. Cooperative Game
Theory studies voluntary coalitions and negotiations within
the Game Theoretical Framework [6].

Considering Metcalfe’s law [7], one can envision a non-
distant future, where coalitions among competing telecom-
munication companies are the norm. Pushing the idea even
further, one could envision occasional negotiations, resulting
in ad-hoc agreements between different companies to relay
each others traffic. This convergence of once-competitors
is by no means a simple task. Cooperative Game Theory
provides a rich set of tools that could be used to prescribe
the behavior in this ideal environment.

This paper presents a novel distributed wavelength as-
signment scheme based in the Cooperative aspects of Game
Theory, particularly the NBP (Nash Bargaining Problem)
[8].

This work is organized as follows: a brief introduction
to the elements of Game Theory is presented in Section II,
Section III maps the Distributed RWA problem to a coop-
erative game, Section IV presents an illustrative example
and in Section V the experimental results are shown. The
conlusions and further reaserch section can be found at the
end.

II. GAME THEORY

Game Theory can be defined as the study of mathematical
models of conflict and cooperation among intelligent rational
decision-makers [9].

Despite the fact that the NBP belongs to a cooperative
game theory approach, it is built upon a non-cooperative
game. Therefore a distinction between both approaches is
relevant. Non-cooperative game theory explores situations
where players do not take into account the possibility to
coordinate with each other, thus making communication
between players of no benefit at all. On the other hand,
cooperative Game Theory analyzes situations where players
could benefit from communicating and establishing coali-
tions among themselves [9].

We now briefly introduce essential concepts required by
the model, as presented by Myerson in [9]. A game is
defined as a 3-tuple

Γ =
〈
N, (Ci)i∈N , (fi)i∈N

〉
where:

• N is the set of players,
• Ci represents the set of strategies with i ∈ N ,
• fi denotes the utility function with i ∈ N .

In a game (denoted by Γ), each player i ∈ N has a
utility function (denoted by fi) that represents their own
preferences, and a set of strategies (denoted by Ci) from
which to choose.

A general behavioral archetype is assumed by all models
presented by Von Neumann and Morgestern: every player in
a game is going to act in a way as to maximize his utility
function [5]. In this context, a strategy is a complete plan of
action considering every possible situation that might arise
during the course of a game [5].

A. Nash Bargaining Problem

In his work, Nash presents the bargaining solution for a
situation in which all players are: i. rational, ii. intelligent,
iii. free to choose among the various possible agreements,
iv. are not going to repudiate any choice made, and, v. are
perfectly informed, i.e. every player knows everything about
the game in question [8].

Nash defined the bargaining procedure for a two-player
interaction explicitly. He described the negotiation as a two
step game: the TG (Threat Game) and the DG (Demand
Game). The first is a non-cooperative game, while the second
depends on the first games and is played cooperatively as
described next.

The Threat Game (TG):
Each player values all jointly achievable plans of actions,

while expecting a non-cooperative behavior of each other.
From a players perspective, a threat is a strategy he is forced
to choose in case the negotiation is not favorable [8].

Among various possible solution concepts for a non-
cooperative game the NE (Nash Equilibrium) is perhaps the
most widely used [6]. Nash’s Equilibrium captures the stable
state of a situation, considering the actions that the players
take when they act rationally [10].

Formally, according to Osborne and Rubinstein [6]:

fi
(
c∗i , c

∗
−i
)
≥ fi

(
ci, c

∗
−i
)
∀ci ∈ Ci (1)

where: c∗i denotes the equilibrium strategy for player i,
c∗−i denotes the equilibrium strategies for all other players
in the game and ci denotes a unilateral deviation by player
i. These actions are the best, in the sense that there is no
possible unilateral deviation by any of the players involved
[9].

In a two player context, the resulting equilibrium strate-
gies n1 = f1 (c∗1, c

∗
2) and n2 = f2 (c∗1, c

∗
2) obtained with

equation (1) determine the threats for player 1 and 2 re-
spectively (threat point (n1, n2)).

The Demand Game (DG): Given the threat point
(n1, n2), it is possible to form the set of utilities for the
jointly achievable set of strategies for the players in case
they cooperate (set B) [8]. Now among all cases where
both players could benefit mutually (reflected by set B),
each player demands a strategy denoted by di i ∈ {1, 2}
with utility denoted by b1 = f1 (d1, d2) ∈ B for player 1,
with the corresponding definition for player 2.

The rationality assumption forces each player to make a
demand resulting in the highest possible payoff. Formally,
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both players choose their demands according to [8]:

argmax(n1;n2)≤(b1;b2) (b1 − n1) (b2 − n2) (2)

The solution obtained by solving (1), and then (2), is
known as the NBS (Nash Bargaining Solution). It has the
following interesting properties: i. it is unique, ii. it is Pareto
efficient, iii. it is based on Von Neumann and Morgenstern
utilities, iv. it is symmetric, in the sense that it does not
matter which of the players is known as 1 or 2, and, v.
is independent of irrelevant alternatives, that is, it is not
affected by alternatives that would not have been chosen [9],
[8]. For a more detailed exposition, the reader may refer to
[11], [8].

III. RWA AS A COOPERATIVE GAME

The NBP allows different network operators to cooperate
with each other without neglecting their own interest. In
order to produce a “game” the description below is going to
establish analogies between the various elements of Game
Theory and those pertaining the RWA problem. After these
analogies are described, the NBS is going to be determined.

We start the construction of the model by defining the
following elements: i. The set N of players, ii. the set C of
strategies and, iii. the Von Neumann and Morgenstern utility
function f .

In this paper, the set of players is mapped to the set of
optical nodes in the network, considering that each node may
be operated by a different company interested in its own
benefit. Of course, when cooperation is good for a company
it will be willing to cooperate. This is clearly a case suited
for the NBP .

Definition 1 – The set N of players:
Let V be the set of vertices and E the set of links in an
optical network represented by G = (V,E). An enumeration
of the set V is produced: every v ∈ V is assigned an index
i such that 1 ≤ i ≤ |V |, where i represents a player in the
game. z

The bargaining process proposed by Nash in [8] is based
in a barter scheme i.e., in an exchange of goods between
the players. For the purposes of this work, one can derive
the set of objects by closely observing the way an optical
WDM network operates. In the proposed model, the players
are two adjacent nodes in the network which have cross-flow
traffic to be serviced.

Definition 2 – The set C of strategies.:
Let vk, vk′ ∈ V represent two nodes of an optical network
G = (V,E). Let e = 〈vk, vk′〉 be a link between adjacent
nodes, and let λ ∈ Λe be a free wavelength on link e. z

Given a connection request to that involves vk and vk′ ,
the available lightwaves λ ∈ Λe shared by link e constitute
the strategies for player vk and vk′ . This establishes a
correspondence between λ and a barter object. Each player
will accept as his own the objects received, and (possibly)
trade with them in a later instance. Thus, each player must

decide if he is interested in taking an object in exchange.
The chosen utility function must represent, in a reasonable
manner, the interests of the players in the game. Since the
the problem at hand requires the minimization of the used
wavelengths (min-RWA), the behavior of the players should
reflect this objective. In order to achieve this behavior from
the players, a non-negative cost is assigned to every available
wavelength in the network. This non-negative cost, motivates
each user to use the set of wavelengths representing the
lowest possible cost, thus maximizing his utility.

Definition 3 – Cost function:
Given a set Λej of wavelengths for a link ej ∈ E in the
network represented by G, the cost function is defined as:

ηej : Λej 7→ N (3)

This function defines a mapping between every wavelength
and its position in the radioelectric spectrum for the L
window (1565 nm to 1625 nm) defined in ITU-T G.696.1.

z
The link load, represents the common cost incurred by

the players in sharing a particular link. This is similar to the
concept of tolls in public roads: the cost is shared between
the drivers. The link load is defined as the number of paths
that, given a set of pending connection requests, share a
particular link. Formally:

Definition 4 – Link load:
given a set of paths P in the network represented by G, the
load ξej of a link ej ∈ E is defined as the number of paths
pm ∈ P using link ej

ξej = |{pm ∈ P | ej ∈ pm}| (4)

z
The concept of neighborhood, which is defined as the

set of links in a path joining the origin and destination of
the connection request, represents the concept of bounded
rationality [9].

Definition 5 – Neighborhood:
Let pm ∈ P be a path joining nodes vk, vk′ ∈ V . The
neighborhood for node vk is defined as a subset ωpm

⊆ pm.
z

The utility presented below is adapted for our work from
the one presented by Bilò, Moscardelli and Flammini in
[12]:

Definition 6 – Utility function:
The utility function is defined as ft0 : Tvk 7→ N, where:

fto =
∑

ej∈ωpm

ηej (λ)

ξej
(5)

where: to represents a pending connection request, ej repre-
sents a link in the network G, ωpm represents the neighbor-
hood, ηej (λ) represents the cost function for wavelength λ
and ξej denotes the load of link ej z
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The correspondence between the NBP and an optical
network is now complete. However, merely defining the
game between a pair of nodes is not enough. In order to
complete the proposed model, it is necessary to define which
of all possible nodes in G will have the opportunity to barter.
For the purposes of this work, the matching of two players
that conforms a game is based on Dijkstra’s shortest path
algorithm [13].

Definition 7 – Matching technology:
Let the nodes v1, v2, v3, . . . , vq ∈ V be in graph G, and
given a connection request t0 = 〈v1, vq〉 with v1 and vq
as origin and destination nodes respectively. The shortest
path pm = < v1, v2, v3, . . . , vq > ∈ P joining the nodes v1
and vq produces a “game” confronting v1 and v2. After this
game is played, v2 is paired with v3, and so on. Thus, given
a connection request, a sequence of barter games is created.

z

Once a player is matched, the bargaining process follows
the one defined by Nash in [8]. Once the solution for the
TG is calculated, the NBS gives the solution for the DG , and
based upon it, the bartered wavelength are assigned.

In summary, when a node belonging to a company (a
player of the game) has traffic to be serviced, it will look
for a path (using Dijkstra’s shortest path algorithm). Once
the player found a path (and therefore, its neighbor), he will
negotiate the needed wavelengths.

IV. ILLUSTRATIVE EXAMPLE

The following example was extracted from a particular
simulation run, which was chosen with the specific intent to
reveal some details of the proposed model. In particular, the
initial instance corresponds to a simulation of the network
represented in Figure 1, with 120 Erlangs of uniformly-
distributed traffic, under the assumption that the traffic does
not end during the entire simulation run. In order to simplify
the following example, the capacity of the fiber links was
increased until 0% blocking probability was reached.

According to the proposed matching technology, two
adjacent nodes in the network can interact if at least one
of them has cross-flow traffic to be serviced, as illustrated
in Figure 2.
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Figure 1. Pacific Internet.

Since nodes 5 and 6 share a link (Figure 1), one needs
to analyze the set of pending lightpaths requests for both
nodes, represented by multisets T5 and T6 respectively, and
the set of paths in the network. Multisets are required, since
multiple connection requests to the same destination may
coexist in the same node; however, the establishment of one
such connections, is of no relevance to the others.

T5 = {6, 9, 13, 4, 9} (6)

T6 = {3, 0, 3, 1, 0, 3, 4, 4, 8, 13, 8} (7)

Each request is represented by the intended destination
node of the pending connection request (see Figure 2).

The set of paths (calculated using Dijkstra’s algorithm as
shown in [13]) for each node (P5 and P6 for nodes 5 and
6, respectively) is a set of ordered n-tuples representing the
nodes a lightpath will have to traverse on its way to its
destination. The paths needed by nodes 5 and 6 to satisfy
their respective outstanding connection requests (T5, T6) are
shown in (8) and (9). The only paths required are those
that connect the source node with the destination of every
pending lightpath request.

P5 = {〈5, 6〉 , 〈5, 4, 9〉 , 〈5, 6, 11, 14, 13〉 , 〈5, 4〉} (8)

P6 = {〈6, 5, 4, 3〉 , 〈6, 5, 4, 3, 0〉 , 〈6, 5, 4, 2, 1〉 , (9)
〈6, 5, 4〉 , 〈6, 5, 4, 3, 8〉 , 〈6, 11, 14, 13〉}

The set of barter objects in the game is defined consider-
ing sets T5, T6, P5, P6. In this case, for example, node 6
has three pending connection requests to node 3 (shown
in T6), each requiring one individual lightwave. According
to the paths in set P6, these pending requests need to go
through node 5. Thus, node 6 requires three lightwaves
passing through node 5 in order to fulfill all three requests
to node 3. Node 5 takes advantage of this need, and uses
the required lightwaves as object of barter. The full set of
barter objects for node 5 and 6 are shown in (10) and (11).

Objects5 = {λ1, λ2, λ3, λ4, λ5, λ6, λ7, λ8} (10)

Objects6 = {λ1, λ2} (11)

The strategies are based in these barter objects, as defined
in the previous section.

The size of the neighborhood was defined as 1 for this
example, which means that for set P5, the neighborhood
includes only the first link of every path used by node 5.
For example, for path p1 = 〈5, 6〉 ∈ P5, ωp1

= {〈5, 6〉},
for path p2 = 〈5, 4, 9〉 ∈ P5, ωp2 = {〈5, 4〉}. The other
neighborhoods, as well as those for node 6, are obtained
following a similar reasoning.

Since the only links that are going to be included when
calculating the utility function are those in the neighborhood
of each path the connection traverses, only the load of the
links in the neighborhood are going to be considered. In this
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particular example (according to set T5), link 〈5, 6〉 has to
carry the traffic destined to nodes 6 and 13 (see Figure 2).
This would result in a link load of 2 (i.e. ξ〈5,6〉 = 2).
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Figure 2. Traffic example.

There is one item left in the model, in order to have the
full data needed to compute the utility function: costs have to
be assigned to every object of barter for every player. As an
example, the costs for both lightwaves needed by node 5 (i.e.
node’s 6 objects of barter) are: η〈5,6〉 (λ1) = 1, η(5,6〉 (λ2) =
2, according to the definition of η previously introduced in
(3).

The utility function for a connection request of node 5,
t1 = 6 ∈ T5, is:

ft1 =
∑
〈5,6〉

η〈5,6〉

ξ〈5,6〉
=
η〈5,6〉

ξ〈5,6〉
=

1

2

The corresponding utilities for the pending connection re-
quests for node 6 are calculated in a similar way. It is
important to notice, that a player may choose to barter one or
more items simultaneously; therefore, if player 5 exchanges
the lightwaves needed for two connection requests (i.e. to
nodes 6 and 13) in one encounter, the resulting utility is the
sum of the individual utilities.
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Figure 4. Comparison between DIR and the proposed model - PACnet.

Figure 3 shows the feasible set B, obtained by calculating
all pairs of utilities for every pending connection request
of both players in the Game. The green and blue points
represent the threat point and the achieved agreement, re-
spectively.

V. EXPERIMENTAL RESULTS

Given that we could not find in the literature, any work
presenting a scenario where networks from different oper-
ators coexist, the comparisons were made using a single
network. This does not introduce any bias in the possible
extension of the presented model. The following simulation
results where obtained by simulating lightpath establishment
using the PACnet (Pacific Internet) network. This network
is shown in Figure 1 and was extracted from [14].

The following simulation results where obtained by sim-
ulating lightpath establishment using the PACnet network.
Connection request pairs (origin and destination nodes)
where chosen using a uniform probability distribution.

The problem solved corresponds to the well-known static-
RWA problem, where all requests are known in advance
and they are assumed to exist for the whole duration of
a particular simulation. Traffic sets range from 0 to 120
Erlangs in 20 Erlangs step increment. For every step, 10
uniformly distributed traffic sets where generated, i.e 10 sets
of 20 Erlangs, 10 sets of 40, and so on. Figure 4 shows the
average of the blocking probability obtained by simulating
the network with each of the 10 sets of connection requests
for every traffic increment in the network.

Comparison with DIR Figure 4 presents a comparison
between the proposed method and state of the art algorithm
DIR, as presented by Lu, Xiao and Chlamtac in [4] and
According to the results presented in [15], DIR outperforms
SIR, making it necessary only to compare the performance
of the proposed model with DIR.

The parameters used for the comparison presented in
Figure 4 are the same as those used by Lu, Xiao and
Chlamtac in [4], i.e.: i. each link is composed of two opposed
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Figure 5. Comparison between DIR and the proposed model. Wavelength
conversion - PACnet.

unidirectional fibers, with 8 lightwaves per fiber, ii. static
traffic, and, iii. fixed shortest path routing.

As shown in Figure 4, the proposed model presents a clear
improvement, in terms of blocking probability, over SIR and
DIR for non-bursty traffic. As an informal model validation,
one can observe in Figure 5, the improvement when using
wavelength conversion, under the same simulation instance
as that of Figure 4.

VI. CONCLUSION

A novel model, which is based upon the principles of
Cooperative Game Theory, has been presented for the first
time to our knowledge.

By comparing simulation results with the performance
obtained from DIR, a non-trivial improvement was found.
However, the most important contribution obtained from
this work does not necessarily lie on quantitative blocking
probability improvement, but rather on the model itself.
The distributed RWA problem, where nodes from competing
companies can benefit from cooperation, can clearly be
modeled as a cooperative game, particulary a NBP .

Most state of the art Distributed Wavelength Assignment
algorithms account for some sort of good faith from other
nodes in the network for assigning lightpaths. It is the case of
both DIR and DRCLS (Distributed Relative Capacity Loss),
proposed by Zang, Jue and Mukherjee in [16]. In a strictly
interconnected scenario, this assumption would delay, and
in some cases even impede, the detection of ill-intentioned
nodes in the network.

One has to keep in mind that this work is a first attempt
at introducing Game Theory concepts, not only to solve
the current problem of Wavelength Assignment, but also
to account for the inevitable evolution of the deployed
networks. A plethora of work lies ahead to obtain a fully
tested procedure, to cite a few:
• Exploring utility functions using genetic algorithms.

• Extending simulations with nodes using different utility
functions.

• Exploring non-symmetric solutions.
• Considering topologies formed by interconnected long

haul providers.
• Analyzing the dynamics and complexity of the pro-

posed method and comparing it to state of the art
distributed wavelength assignment methods.
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Abstract—The term routing is usually associated with the
fully automated routing in computer networks. Various routing
techniques, protocols, and strategies have been established in
LANs, WANs, Internet, and PSTN networks. However, all these
routing approaches rely on a pre-installed, pre-configured,
and well-maintained network infrastructure. The process of
planning the network infrastructure remains the stronghold
of manual planning. Whereas the planning within a single
provider domain is a very common task for all network service
providers (SPs), the planning of multi-domain backbone con-
nections introduces several additional challenges, such as the
coordination of connection options among multiple SPs’ plan-
ning teams. In this paper we present the I-SHARe (Information
Sharing across Heterogeneous Administrative Regions) tool,
which has been developed in the pan-European collaboration
Géant in order to foster inter-provider collaboration during the
planning and operation of multi-domain backbone connections.

Keywords-manual routing; backbone connections; manage-
ment processes; tool-support

I. INTRODUCTION

Géant is a collaboration of over 30 European National
Research and Education Networks (NRENs). Whereas the
purpose of every NREN is to provide network connections
for national research and education institutions, the purpose
of Géant is to interconnect NRENs and consequently to
foster international research projects where participating or-
ganizations are connected to different NRENs. The portfolio
of Géant includes various services among other conven-
tional IP connections. However, such services cannot always
fulfil all the challenging requirements of modern research
collaborations. The Large Hadron Collider (LHC) project
provides a very good example. Experiments performed in
the CERN center near Geneva produce over 15 petabytes
of raw data per year [1]. Mainly to store all this vast
amount of data, it has to be transferred to 11 so called
Tier-1 (T1) supercomputing centres spread across Europa
and North America [2]. The analysis of the data is then
performed in 160 T2 supercomputing centres spread around
the entire world. CERN backups all the data on tape but
has the local high speed storage capacity sufficient only
to save experimental data of few days. Therefore, a bad

network quality or long term outages of network connections
between the T0 centre at CERN and the T1 centres might
lead to an inability to process real time the data taken, with
a negative impact on the analysis results. A bad quality
of connections between T1 and T2 centres is not that
critical, but nevertheless might lead as well to significant
delays of the data analysis. Therefore, LHC needs permanent
high-bandwidth and high availability connections between
involved research organizations. Other good examples are
Grids, e.g., WLCG [3] or EGEE [4], where the involved
supercomputing centres require network connections as a
means for job-transfers between the collaborating partners.

Realizing high-quality high-bandwidth connections in
general purpose IP networks is very difficult, as communica-
tion flows can interfere with each other and therefore lead to
bad connection quality. In order to cope with the challenging
customer requirements, a novel service, End-to-End (E2E)
Links, has been introduced in Géant. E2E Links are dedi-
cated optical point-to-point connections realized at ISO/OSI
levels 1 and 2, with connection segments provided by one
or more NRENs [5]. Regarding their quality requirements,
the used network technologies as well as the geographical
dimensions, E2E Links are nothing else but multi-domain
backbone connections, in which—in opposite to classical
backbones—multiple network providers are involved and
heterogeneous network technologies can be used.

The E2E Links service has been first introduced mid 2005.
The speciality of the service is that a new connection can
be ordered regardless of whether the required infrastructure
is already installed or not. If new infrastructure is needed
to fulfil the customer’s request, it can be procured, installed,
and configured according to the requirements to the new E2E
Link. Consequently, all route planning procedures can only
be done manually and require intensive interactions between
the involved NRENs.

The experience made in the first years of the E2E Links
service has revealed that information exchange and infor-
mation management are key factors determining the time
needed for manual connection planning and installation.
Information exchange via email and planning via Excel
sheets has proven to be error prone with a high probability
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of losing necessary information or missing various events,
e.g., the delivery of the procured infrastructure by neighbour
NRENs. This results in a high fluctuation of the time needed
to plan and install new connections. In order to improve
the outlined situation, a tool supporting the information
exchange among participating NRENs should be introduced
for the E2E Links service.

The design and development of the I-SHARe (Information
Sharing across Heterogeneous Administrative Regions) tool
has been performed by an international team of researchers
working for different NRENs. The I-SHARe tool covers
information exchange for the whole life cycle of an E2E
Link service instance, from its planning through installation
and operation till decommissioning. In this paper, we focus
on the tool support for the planning of a new E2E Link.
We outline the most important challenges of such planning
procedures in Section II. The manual routing procedure with
I-SHARe is presented in Section III. In Section IV, we pro-
vide a brief history of the tool’s design and development. In
Section V we present our future plans. The presented paper
aims to promote the gained knowledge about the I-SHARe
tool, so that network operators facing similar challenges can
use it as well.

II. SPECIFIC CHALLENGES

Manual route planning has to overcome a combination
of technical and organizational challenges. Both types are
caused by the organizational independence of the involved
NRENs.

Due to various domain-internal reasons, it is typical for
organizations to have very restrictive information policies.
This means that the amount of information, which is allowed
to be shared with other project partners, is very limited.
For instance, it is typically prohibited to share detailed
information about the physical network topology or total
capacity available on the already installed infrastructure.
On the other hand, as NRENs have to collaborate with
each other on service instance planning and realization,
it is broadly acceptable to share service-instance-bound
information.

Further, independent organizations tend to have differ-
ent procurement policies and various preferences regarding
hardware vendors and technologies. This is often caused
by legal issues like procurement rules, by past experience,
and contractual conditions with various hardware vendors
as well as by the competence of organizational members
with particular technology. Consequently, this results in a
high level of heterogeneity of hardware and networking
technologies used by different NRENs. The interconnection
of different technologies is not an easy but very well under-
stood task. This, however, requires the consideration of the
compatibility of the used hardware, e.g., network interfaces,
and network parameters like the maximal supported frame

size. Sharing such information is essential in order to prevent
problems caused by incompatibility or misconfiguration.

The planning of the network infrastructure is done manu-
ally in each NREN. It is inevitable that some infrastructure
might have to be procured and information about both
financial conditions and hardware properties should be first
requested from the hardware vendor(s). This introduces
unpredictable delays and an uncertainty of properties that
NRENs will be able to provide, as for instance some
hardware used in the past might become obsolete and
is not supplied anymore. As all NRENs are independent
organizations, changes of the planning conditions, e.g., the
ordered infrastructure should be delivered at a certain time,
are not automatically known to other involved partners. This
raises the necessity to notify other involved partners about
the completion of the own planning part and about the
properties available for the connection.

In conjunction with the information exchange, a reduction
of the information flood is also needed. This is especially
important as the tool has to support manual processes.
The reduction of information means, for instance, that only
relevant partners should be involved and not all NRENs
involved in the collaboration and the necessary information
do not need to be resent many times. Furthermore, especially
for the planning of interconnecting interfaces it is important
to know the plans of the neighbour NREN for the particular
connection instance, in opposite to all interfaces planned for
all instances.

Last but not least, the coordination aspect has to be
mentioned. As network planning teams of all involved
NRENs operate independently, some sort of coordination is
needed in order to achieve the common goal—planning of
a new E2E Link. The lack of such information can result
in unresolved deadlocks, if, for example, two neighbour
NRENs have simultaneously planned incompatible infras-
tructure. Finally, the outlined information exchange has to
be embedded in multi-domain operational procedures.

III. PLANNING A NEW ROUTE WITH I-SHARE

If a project like LHC requires a new E2E Link, for exam-
ple, between CERN and Brookhaven National Laboratory
(BNL) in USA, a corresponding request can be submitted
to one of the NRENs to which end-points are connected.
The project has to specify two end-points and the required
properties of a new connection. If the contacted NREN
approves the request, network planning team(s) start to work
on the planning of a new connection and consequently on its
installation. The I-SHARe tool is dedicated to support this
work.

In this section we first briefly describe the system archi-
tecture of I-SHARe. After that, we outline the support of
the service instance life cycle. Finally, we present the usage
functionality of I-SHARe by planning and setting up a new
connection.
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A. Data separation in I-SHARe’s system architecture

The handling of single-domain and multi-domain in-
formation is clearly distinguished in the I-SHARe system
architecture (see Figure 1). Information such as operational
groups and group members, their responsibility areas and
contact data are handled in the domain part. This informa-
tion can be maintained in the I-SHARe domain part, or in
an NREN’s domestic management tool. In both cases the
single-domain information is propagated to I-SHARe via the
I-SHARe Domain Interface. The I-SHARe Central Server
stores the copy of the provided information, so that it can
be incorporated in the supported processes.

Figure 1. System architecture of I-SHARe [6]

Multi-domain information like the route of an E2E Link
through NRENs, interfaces of the adjacent connection parts
provided by neighbor NRENs, and states of various opera-
tions are stored directly in the I-SHARe Central Server. This
information can be accessed and edited via a web-based GUI
(see Sections III-C and III-D for the detailed description).

All information stored in the I-SHARe Central Server can
be accessed from other applications through the I-SHARe
Multi-Domain Interface. This north-bound interface provides
the means for integrating I-SHARe with other tools, e.g., with
workflow management or analysis tools.

B. Life cycle coverage in I-SHARe

I-SHARe is designed to support the multi-domain manual
management processes during the whole life cycle of E2E
Links. According to the specifics of the E2E Links service,
one has to distinguish between four phases: (i) Ordering
of a new E2E Link, (ii) Setting up of the ordered E2E
Link, (iii) Operation of E2E Links in-service, and (iv) De-
commissioning of no longer needed E2E Links. E2E Links
in different phases can be accessed through different views
(top-level tabs in the GUI) of the I-SHARe Central Server.
The distinguishing between views is needed, as the tasks in
the corresponding phases require different knowledge, skills,

and competences, which generally are provided by different
teams. Furthermore, also the information needed in various
phases overlaps only partially.

The GUI views and the corresponding tasks are defined
as follows:

• The Ordered view contains all links that have been
requested. During the first phase the general feasi-
bility of the requested E2E Link with the specified
quality parameters is investigated. Among other tasks,
this includes the selection of NRENs, which should
participate in the realization of E2E Link segments.

• The Set Up view incorporates information about all
ordered E2E Links, whose general feasibility has been
approved. The purpose of this phase is to oversee and
coordinate all steps needed for the establishing of the
planned connection, i.e., the installation and configura-
tion of the needed equipment, the interconnection of all
adjacent connection segments, and the accomplishment
of all integration tests needed for the allowance for
service.

• The Operational view provides access to information
about all E2E Links, which are delivered as a service to
the end-customers. This view incorporates all plans and
details elaborated in the previous phases. The changes
in this phase can be used, e.g., in order to plan an
upgrade of used infrastructure.

• The Decommissioned view provides access to all for-
merly operational, now obsolete connections. This view
can be used, e.g., in order to reuse solutions elaborated
for E2E Links, which are not in service anymore.

In the remainder of this section we will present, how the
I-SHARe tool can support the manual work performed in the
first two phases of the service instance life cycle.

C. The ordering process

After the contacted domain approved the request for a
new E2E Link, one of the domain’s experts needs to login
to I-SHARe and open a new link request. First, he specifies
the end points given by the request and both connecting
domains (see Figure 2). The rectangles in the figure represent
organizational domains. If domains connecting the end-
points are not neighbors, one or more transit-domains can
be inserted by clicking the ”+”-button on the right hand of
the vertically arranged route. The acronyms of the domains
can be selected from a drop-down box in the middle of
the rectangle. Furthermore, for each domain the Point of
Presence (PoP) can be specified, at which it should be
connected to the neighbor domain. The connection at the
end-point site is not specified, as it is the end-customer’s
responsibility. In the GUI, the domain-specific PoP list is
represented as a drop-down box at the top or bottom edge
of the rectangle. The list is provided to the I-SHARe Central
Server by each domain via the I-SHARe Domain Interface
(see Section III-A).
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Figure 2. Define end points and connecting domains [7]

At this stage, the I-SHARe tool also asks for further
relevant information, such as the assigned project’s name and
the customer requirements, e.g., the guaranteed bandwidth.
Other relevant entries, like the request date, are added
automatically. Besides the information already published by
the domain part, more contact details may be specified then
as well. Furthermore, already at this stage it is possible
to assign an Ordering Coordinator (OC)—a special role
responsible for coordinating the actual ordering process
among different steps, persons, and institutions. The OC
makes sure everyone takes the right actions and keeps
track of the overall progress. The OC is selected from
the list of all network specialists (reported via the domain
interface), whose domain designated him as qualified to take
the responsibility for this role. Usually, the OC is selected
from members of the connecting domain.

After a new link request is saved, it will appear in the
Ordered view (top-level tab in the GUI). This view is divided
into two parts—a link list showing the pending link requests
and a check list indicating the progress (see Figure 3).

By clicking at an ordered link, its detailed—alike
divided—view can be accessed (see Figure 4). The route part
shows all involved end sites and domains, whose detailed
(contact) information people can access by clicking at them.

The check list contains the state of all steps that the
experts have to take before the link may be ”promoted”
to the next life cycle phase. It covers the selection of an
ordering coordinator, route finding, UNI negotiation, NNI
negotiation, offer to the end site, acceptance, and selection of
set up coordinator. First, all involved domains need to agree
on an OC, which is the first action. After that, they have to
work together to find a feasible route from the requesting
customer to the destination. The OC and the experts are
supposed to set the individual states so that other people can
easily keep track of the link negotiation’s progress. During
both, UNI and NNI negotiation, the experts provide general
and technical information about their interfaces, such as its

Figure 3. I-SHARe’s list of ordered links [7]

Figure 4. Detailed view of an ordered link [7]

capacity, hardware, and interface type, where it is located,
transceiver and media types or even fine grained parameters
such as the MTU size or the used wavelength. Figure 5
outlines a typical view during NNI negotiation. In this view,
a member of one domain can edit various parameters and at
the same time see the corresponding parameters its neighbor
specified.

In order to notify neighboring domains about different
events, I-SHARe provides user friendly email functionalities,
too. The tool supports the selection of recipients relevant
for the particular connection. Further, at any time notes and
documents can be stored in the system, for example, plans
for patch panel interconnection.
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Figure 5. NNI negotiation page [7]

After all planning steps have been completed successfully
and the customer accepted the particular offer, the link may
be put to the next life cycle phase, the set-up phase. Prior
to that a Setup Coordinator (SC) has to be selected— a role
similar to OC, but responsible for the coordination of all
activities related to the link set up. If the domains could not
find a feasible route for a particular link request, they will
reject it and inform the customer.

D. The set up process

Similar to the ordering phase, I-SHARe provides a sep-
arated list for each link that is currently in the process
of being established. By clicking at a link, the experts
can access a more detailed view that is alike divided. On
the one hand, there is a more detailed description of the
selected route—now not only containing sites, but also
interconnecting links. It is itself divided into two parts—
one with detailed check boxes, where the actual states can
be set depending on the type of the entry and a global section
that computes the overall states automatically, based on the
segments’ states (as indicated in Figure 6). The top part
presents a check list (containing E2E link ID assigned, set up
request sent, infrastructure ready, connection tested, ready
for monitoring, set up completed—see Figure 6). The first
thing I-SHARe will ask for is a unique name for the link
(until now, the identifier was just a number). After that, the
SC asks all involved domains to start the actual hardware
installation and configuration (apply connectors, fibres, etc.)
and indicate that by setting infrastructure ready properly

Figure 6. Install and configure the network infrastructure [7]

(done, work in progress or delayed, see Figure 6). This step
can be done by various domains simultaneously to save time.
As soon as all involved NRENs have completed that step
successfully, they need to test the new connection. This may
not only include local test, but also tests in cooperation with
some or all of the other partners to guarantee the whole link
is working. Last but not least, the experts have to include
that new link in their local monitoring systems and export
information about it to the Géant multi-domain monitoring
tool. This allows the experts to keep track of the link’s
current status. After all previous steps have been completed,
the SC marks the last step, set up completed, as done, and
then declares the link operational. That means the whole
process was successful and the customer’s request lead to a
new E2E link, which can be then used by the end users.

IV. SHORT HISTORY OF I-SHARE

As the I-SHARe tool had to be developed within and pro-
vided to an international collaboration of different NRENs,
the whole I-SHARe team has also been assembled from
members of the participating NRENs. In order to separate
responsibilities for key aspects and hereby avoid conflict of
interests, the I-SHARe team consisted of a designer and a
development team from the beginning.

The design of the I-SHARe tool has been led by the Italian
and the German NRENs (GARR and DFN respectively) with
a strong participation of the Swiss NREN (SWITCH). Dur-
ing different phases members of RENATER (French NREN)
and DANTE (operator of the Géant network) have also
participated in the efforts of the designer team. Only NREN
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members with experience in requirements analysis, system
design and other key project management tasks have been
assigned to the designer team. The I-SHARe development
team consists of members of the Polish supercomputing
centre PSNC (working for the Polish NREN PIONIER), who
have proven to be experienced in the development of web-
based applications.

The major difficulty of I-SHARe’s design was to gather
and analyse the operations’ requirements. The interviews
with network planning and operational teams have begun
in the mid of 2008 and revealed different and sometimes
even controversial needs of these teams. The de-facto multi-
domain process was defined by the I-SHARe designer team
in the Géant deliverable DS3.16 [8]. After the NRENs
had approved it, this deliverable has been used to identify
necessary information that have to be exchanged during
the different steps planning, setting up, and operation of
E2E links. In order to evaluate gathered requirements, an
I-SHARe prototype with reduced functionality has been
designed. Implemented by the I-SHARe development team,
this prototype has been evaluated by the NRENs’ operational
teams. The received feedback has been used to improve
the I-SHARe system specification, which has been finished
in summer 2009. The implementation of the first fully
functional version of I-SHARe tool has been finished in
summer 2010.

After the quality assurance performed by the designer
team, I-SHARe v 1.0 was approved for the 6 month long pilot
phase. During this phase, the operations of selected NRENs
evaluate the suitability of the developed tool for their daily
work regarding the planning and the management of E2E
Links. For the pilot phase the I-SHARe installation is hosted
at Leibniz Supercomputing Centre (LRZ), a tight partner of
DFN. The pilot phase started at the end of 2010. NRENs
participating in the pilot phase are (in alphabetical order)
DANTE, DFN, GARR, PIONIER, REDIRIS and SWITCH.
In order to introduce I-SHARe, an online training course
has been delivered to the network operation teams of these
NRENs.

V. FIRST EXPERIENCES AND FURTHER STEPS

During the requirement analysis, system design, develop-
ment, and quality assurance stages only one team (either
designers or developers) was in charge of a particular task
at a time. Interactions with potential users and among
these teams took place with clear responsibilities and were
of rather simple nature. The start of the pilot phase has
introduced the necessity of communication not only among
these two teams, but also with end-users and the hosting
provider. In order to overcome possible misunderstandings
and deadlocks, the designer team is now in charge for
developing a proposal for operational procedures covering
the whole life cycle of I-SHARe. Among other, procedures
are about to be defined for the treatment of user-feedback,

planning new releases, rollout by the hosting provider,
and Incident & Problem management during the I-SHARe
operation. These procedures will define roles, their rights and
responsibilities as well as the way of interaction in different
situations.

Another development is planned after the I-SHARe oper-
ation is settled and broadly used by NRENs. The main goal
of I-SHARe is to support the information exchange between
manually performed operational processes. In case these
processes become settled and may be even standardized, the
development of another tool for workflow management is
planned. This tool should reuse I-SHARe as an information
exchange platform and access it via the “north bound”
interface already implemented in the tool.
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Abstract—Companies nowadays are subscribing links to sev-
eral Internet Service Providers (ISPs) for reliability, redundancy
and better revenues underlying the service extension, while
providing good Quality of Service (QoS). A dynamic decision-
making framework is presented for SOCKS based data services
over a multihomed platform that is primarily architectured
for multimedia services. The decision engine takes multiple
criteria (attributes from context of the request, platform’s latest
conditional parameters, business objectives of the company, etc.)
into account while computing the routing decision. Two Multi-
Criteria Decision Making (MCDM) methods, namely Analytical
Hierarchy Process (AHP) and Technique for Order Preference
by Similarity to Ideal Solution (TOPSIS) are used for weightcal-
culation and decision-making respectively. The system supports
outsourcing and provisioning decision enforcement modes.The
proposed solution gives higher throughput and lower connection
dropping probability with an add-on susceptible delay while
fulfilling the desired goals, taking into account the multiple
attributes for choosing the best alternative.

Index Terms—Decision Engine, Multi-Criteria Decision Mak-
ing (MCDM), Connection Dropping Probability, Throughput

I. I NTRODUCTION

Legacy network infrastructures and technologies cannot
guarantee the Quality of Service (QoS), Quality of Experience
(QoE) and performance requirements of voice/video and data
services (FTP, Web, Mail) all together as they need diverse
resources with varying set of QoS parameters. Companies
use Internet to deliver these services with desired QoS. Tra-
ditionally, companies purchase multiple links to the Internet
from different service providers (termed as multihoming) to
address the versatile QoS requirement issue. Companies with
mulihoming support also require the ability to ensure that con-
nections in their networks are routed according to the optimal
route to maximize their income and to ensure the required
level of service performance. Although the primary purposeof
multihoming is to enhance reliability of the network, it is also
desirable to use multihoming for Load Balancing (LB) and
latency reduction. However, intelligent route control/selection
allows companies to take advantage of the path diversity that
multihoming provides, to improve network performance while
using the resources effectively and efficiently. Policy-based
Border Gateway Protocol (BGP) [1] deployment is used to
address the intelligent route control issue in multihomed en-
vironments. However, BGP deployment is costly and requires
lots of administration effort and hence does not suit small-
to-medium business. Decision-making in the intelligent route
control/selection plays a crucial role in mulihomed systems.
The system must take into account context of the request,

platform’s environmental conditions/parameters, state of the
links, predefined routing rules and business objectives of the
company. Multimedia sessions/connections (voice/video and
other quadruple services) carry enough information about the
context of the request during the signaling phase (e.g., Session
Initiation Protocol (SIP) [2]) as opposed to data (FTP, Web,
Email) connections. This information is exploited in decision-
making for routing the request to an appropriate link in
mulithomed network. The information availability with certain
limitation can have an impact on dynamic decision-making for
request routing in mulithomed environment.

The objective of this work is to provide a dynamic
policy controlled decision-making framework (decision com-
putation and its enforcement) for Transmission Control Proto-
col (TCP) based SOCKetS (SOCKS) [3] connections/session
routing in consent with ongoing multimedia services over
the same platform. There are mechanisms for controlling the
traffic at private-public network border (e.g., Connection/Call
Admission Control (CAC), Least Cost Routing (LCR), etc.).
However, the decision-making mechanisms involved in these
systems are usually static and/or semi-dynamic. Moreover,
these systems take into account few attributes among the set
of available parameters over the platform, while calculating
the decision (service profile, reliability information, time of
the day, business objectives of the company, latest state of
the links, user profiles and Service Level Agreement (SLA)
etc.). It is important to mention here that the scope of an SLA
is limited to exploit the relevant Service Level Specification
(SLS) information extracted from the direct and/or reciprocal
agreement between the company and service provider within
Policy Server (PS) for decision computation.

The underlying information stated above (which has
to be taken into account for request routing) comes from
different sources with different dimensions, hence formulating
a multi-criterion problem. The first challenge is to utilizethe
available information over the platform maximally, so that
the final decision for link selection reflects dynamic control
and effective resource utilization with good QoS. Another
objective is to enforce the calculated decision using existing
technologies (e.g., Network Address Translation (NAT)ing,
Domain Name Service (DNS) Cycling, Hashing, Proxying
etc.) without introducing overheads in the protocol stack.
Multi Criteria Decision Making (MCDM) theory has been
applied in order to use this multidimensional info for routing
decision computation. Internet Engineering Task Force (IETF)
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conventional Policy-Based Network Management (PBNM) [4]
framework involving Policy Decision Point (PDP), Policy En-
forcement Point (PEP) and Local PDP (LPDP) is followed for
decision enforcement in outsourcing and provisioning modes.

The architecture shown in Fig. 1 is proposed in Com-
panym@ges [5] project which provides a platform where
companies are linked to the rest of the world via two or more
network accesses offering data and multimedia services. PEP
functionality for multimedia and data services is splittedand
is being performed at two distinct locations (i-e., SBC and
SOCKS server respectively). Data connections are routed to
the external links by PEP, i-e., SOCKS server while taking
into account business intelligence of the company, dynamics
about the resources, network issues etc. Admission Control
(AC) function has LCR objective and is split into profile and
resource based AC and is distributed among PEP and PDP
i-e., PS respectively. Communication between PDP and PEP
is carried out over IMS ’Gq’ [6] interface using Diameter [7]
protocol. The private-public traffic management issues at the
border-line regarding multimedia services are addressed in our
previous work [8], [9]. The present paper is an extension to
this work for data traffic. The proposed framework proposes an
efficient solution by enhancing and extending the existing stan-
dards. Dynamic decision engine computes decisions by taking
multiple criteria into account. In this context, tweaking of
SOCKS server to act as PEP, support for decision enforcement
in outsourcing (on-the-fly) and provisioning modes (off-line)
respectively and the introduction of MCDM theory to solve
the multi-criterion network problem are the main contributions
from our side. It is an ultra lightweight solution for dynamic
LCR implementation in SOCKS communication framework
under the control of policy decisions.

The remainder of this paper is organized as follows. In
the following Section, we describe the proposed architecture.
Section III elaborates the decision theory and the application
of MCDM methods. Section IV presents realization of the
framework, its functionality, tools tweaked and the decision
enforcement modes. In Section V, the test bed for the validity
of the proposed solution is presented. Section VI outlines
related work. Finally, in Section VII, concluding remarks are
made while outlining the future work.

II. SYSTEM ARCHITECTURE

QoS-centered architecture integrates devices and modules
from different vendors over a single platform while offering
multimedia and data services for public and private (local)
networks. One of the objectives of the proposed architec-

ture shown in Fig. 1 is the accommodation of dynamic
modifications/variations into the decision-making criteria for
request routing to different links by using enhanced general
methods/techniques. Service, control and transfer planesissues
posing a multi-criteria problem are handled together without
affecting the standard mechanisms and classical layered ap-
proach. The platform supports the enhanced standard protocols
(e.g SIP) [2], SOCKS [3], Diameter [7], etc.) without employ-
ing overheads while the dynamics over those three planes are
taken into account in decision-making.

A SOCKS based framework for the control and man-
agement in multihoming scenario is presented in order to
provide better than Best Effort (BE) QoS for data services.
The underlying Companym@ges [5] project stems from com-
petitivity cluster for handling traffic management issues at the
private-public network border. Components of this platform
(Fig. 1) are provided by partners: the platform’s service and
application plane is realized by modules from Alcatel-Lucent
whereas SBC, PS and SOCKS server are/will be developed and
tweaked by two different teams at TELECOM Bretagne Brest.
Moreover, these modules can be integrated in a single box;
however, there are different teams/partners involved in this
project with their dedicated solutions/packages (stand-alone
boxes).

Policy Server (PS) is the main controller in the proposed
architecture. It acts as a PDP. It computes all the decisions
by taking into account the static configurations and dynamics
taking place over the platform, in addition to the policy
enforcement supervision. Decision engine proposed here while
using MCDM theory partly constitutes the core of PS. It is
worthwhile to mention here that functional decision engineis
embedded within the architecture but PS is in development
phase, so the rules are entered manually via web-based front
end. Session Border Controller (SBC) in the offered frame-
work is primarily dedicated to multimedia communication. It
provides a number of vendor specific functionalities depending
on the requirements and its deployment. More details are
available in [8], [9].

SOCKS server is implemented in the application layer
while the client is a shim-layer between application and
transport layer (TCP/IP Layer Model). It allows hosts located
on one side of a SOCKS server to gain controlled access
to hosts located on the other side with configured rules and
policies. It acts as a TCP forwarder on demand. The control,
management and rule administration/application is staticbut
we introduce dynamicity in decision-making for link selection
by taking into account various parameters and attributes (user
profile, QoS profile, latest state of the links/SLAs associated
with these links, predefined configuration over the platform).
TCP based SOCKS data connections are targeted here in this
work (User Datagram Protocol (UDP) support is available in
SOCKS5).

SOCKS is an application independent transport-level for-
warder offering Authentication, Authorization (AA). It works
in client-server mode and provides NAT/Port Address Trans-
lation (PAT) traversal and firewall services. SOCKS native AA

105

INTERNET 2011 : The Third International Conference on Evolving Internet

Copyright (c) IARIA, 2011.     ISBN: 978-1-61208-141-0

                         113 / 119



Request to the Remote Server

Client Request

State of the Remote Server

OK

Connection Request

Sending UserName/Password

AA Supported Methods

AA Method UserName/Password

SOCKS5 Server

(PEP)
Client Machine Application Server

Connection with 

the Remote Server

Data Flow

Fig. 2. SOCKS (Client, Server) Communication with Application Server.

functionality and its bi-directional proxy characteristics facili-
tates CAC but with static implementation. Its firewall traversal
capability complements the routing at higher layers (Open
System Interconnection (OSI) Application, Session layers) but
with static rules and configurations. Typical communication
between SOCKS (Client-Server) and the application server is
shown in Fig. 2. After the AA mechanism, the connection
established from client to SOCKS server carries client data to
be forwarded by the SOCKS server to the application server
through a simple TCP connection.

SOCKS is chosen for the introduction of dynamic
decision-making framework due to the fact as network appli-
cation stacks may integrate SOCKS capabilities for managing
TCP connections (e.g., web browser, but some of the most
popular ones lacks AA mechanism). If they don’t facilitate
SOCKS client then we may use a wrapper to insert SOCKS

request at the top of TCP connection between the application
and transport layer (TCP/IP layer model). For each socksified
client request, there will be a decision to be enforced at
SOCKS Server while routing the request to an appropriate
link. The aforementioned data connection routing mechanism
at network layer can be made workable by configuring the
routers manually (access-list, route-map, static routing, etc.).
However, this is not an elegant and efficient way due to
its static nature and performance issues. Conventional proxy
(Web) working above network layer is performing almost the
similar functionality but the rules and policy enforcementare
the same for all the traffic (unless a manual change is carried
out), and are dedicated to web applications. There are some
SOCKS proxy solutions available (e.g., Dante [10], one of
the most sophisticated) but they do not take into account the
latest dynamics of the platform from application, control and
network point of view.

The protocol chosen to communicate the informa-
tion/decisions between PDP and PEP is Diameter with newly
defined and developed Attribute Value Pairs (AVPs). Diameter
is natively an Authentication Authorization Accounting (AAA)
protocol. Due to its AAA characteristics, its enhancement
orientations are becoming natural for decision-based network
management. It has large AVP space and supports large
number of pending requests. Common Open Policy Service

(COPS) [11], a strong candidate for PBNM has not been
chosen for decision (policy) provisioning and dissemination,
as it is specifically designed for device-level configuration and
management. However, dynamic session/call/data-connection
management is required while taking into account the varia-
tions and latest dynamics. SNMP has sometimes been pro-
posed in the literature to be a candidate for PBNM [12].
SNMP-based information in our system is exploited to gauge
the QoS parameters of access router interfaces. In case of
communication failure between PDP and PEP, pre computed
default rules are enforced depending on the context of the
request offering ordinary QoS.

This paper addresses the private-public border traffic
management issues for request routing decisions at the applica-
tion layer (OSI). It supports dynamicity by using Multi-Criteria
Decision Making (MCDM) theory. The calculated decisions
are enforced in outsourcing and provisioning modes by using
existing mechanisms mentioned subsequently.

III. M ULTI -CRITERIA DECISION MAKING THEORY AND

ITS APPLICATION IN DYNAMIC ROUTING
MCDM involves choosing the best alternative, given a

set of alternatives (available links here in the architecture) and
a set of criteria (context of the request and predefined configu-
rations/settings over the proposed platform). These alternatives
are ranked on the basis of multiple criteria using some specific
MCDM method. MCDM methods have been used to help
solve a wide variety of problems in many different applications
such as telecommunications, manufacturing, transportation and
software engineering [13], [14]. There is not a single MCDM
technique to deal with all multi-criteria problems. Indeed
each situation requires a specific MCDM technique. The
choice of technique and its impact on the decision-making
is not within the scope of this work and reader is referred
to [15] for an overview of this particular domain. However
the abnormal behavior shown by certain MCDM methods
for particular scenarios and the complexity involved in those
methods complements our choice of the presented method for
the posed problem. The targeted objectives in the multi-criteria
decision-making problems might sometimes be conflicting
and/or overlapping. In the underlying problem, SLA includes
Delay (one-way delay is computed by dividing the round-trip
delay by 2), Jitter (computed by polling the trapped values in
SNMP MIB tables) and Packet Loss (calculated by counting
the number of retransmissions in a particular session) (DJPL)
which falls under the business objectives of the company when
they sign the direct or reciprocal agreements with partners
or companies. However, the same sets of parameters (DJPL)
are used to grade the QoS of the available links (a link
has to be chosen). The triplet (DJPL) can be used to gauge
the authorization and authentication of a particular user class
(e.g., Gold user must have the best QoS profile, while Silver
can be assigned either a good or a satisfactory QoS profile)
while executing the context of the request. There are various
approaches to deal with such sort of problems each having its
pros and cons but we will not address this issue due to space
limitations.
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Each MCDM problem is associated with multiple at-
tributes. These attributes are linked to the goals and are
referred to as decision criteria. Since different criteriarepresent
different dimensions of alternatives, they may conflict with
each other (e.g., Cumulative Bandwidth may be confused with
Total Bandwidth, traffic measurements, granularity (connec-
tion/session/packet level) obsession, cost, etc). The criteria
are assigned different weights according to context of the
request and the rules defined over the platform. Conventional
algorithms used for link selection in multihomed networks
are either user-centric or motivated for efficient resource
utilization over the platform and/or they are centered towards
application optimization for desired QoS. However, to cope
with all these multi-criteria goals and objectives, MCDM is
chosen. Two MCDM methods have been chosen to address
the problem. Analytical Hierarchy Process (AHP) [16] is used
to calculate the corresponding weights of the attributes (termed
as criteria in terms of MCDM) involved decision-making.
The calculated weight values illustrate the relative importance
of each attribute and they are used in the Technique for
Order Preference by Similarity to Ideal Solution (TOPSIS)
to rank the links (alternatives). These ranked links will be
used to route the SOCKS connections in consent with the
business objectives of the company, user profile and platform’s
configurations/conditions.
A. Problem Formulation and Technique for Order Preference
by Similarity to Ideal Solution (TOPSIS) MCDM Method

TOPSIS was developed by Yoon and Hwang [17]. It
is an alternative to ELECTRE [18] and is considered to be
one of its variants. It is known as a double standard method
that evaluates alternatives through two basic criteria. First, the
chosen alternative should have the shortest distance from the
positive ideal solution and secondly it must be farthest from the
negative-ideal solution for a MCDM problem. The perceived
positive and negative ideal solutions are based on the rangeof
attribute values available for the alternatives. The distances are
measured in Euclidean terms. The Euclidean distance approach
is proposed to evaluate the relative closeness of the alternatives
to the ideal solution. The reason for choosing TOPSIS is that
it will rank/grade the available alternatives (links) whenever
applied by taking all the variations/dynamics and static con-
figurations of the platform into account. Moreover, TOPSIS
is extended to be applied on interval data (i.e. lower and
upper values of an attribute) over the proposed architecture.
Moreover, TOPSIS is extended to be applied in the scenario
when the exact value of an attribute is not known, then these
bounds (upper and lower) are used. The best link among the
available alternative links (ranked by the application of an
extended TOPSIS) is assigned to request by following the
predefined set of criteria. Due to space limitations and to
avoid the complexity, TOPSIS is applied using the standard
approach.

The system is capable of accommodating large number
of links (n) with enormous set of attributes associated to
those alternatives (links). But, for brevity and to avoid the
complexity of stringent mathematics,5 attributes are chosen

C
rite

ria
A

lte
rn

a
tiv

e
s

To Select The Best Link for SOCKS Based Data Connec!ons or to Rank

The  Available Links to be U!lized According to The Context of The Requests

G
o

a
l

Link 

U!liza!on

QoS 

Profile of 

the Link

Cost
Total 

Bandwidth

Available 

Bandwidth

Nth 

A#ribute

Nth LinkLink 2Link 1 Link 3

Fig. 3. Candidate Links, Attributes and Objectives Hierarchy.
for the application of MCDM methods on4 alternative links.
Figure 3 illustrates the hierarchy of the desired goal, the
criteria and the available alternative links. There are four links
L1, L2, L3 andL4 and for the sake of simplicity, Decision
Matrix (DM) contains5 attributes (link Utilization (U ), QoS
Profile of the Link (QPL), Cost (C), Total Bandwidth (TB)
and Allowed Bandwidth (AB)).

DM =




U1 QPL1 C1 TB1 AB1

U2 QPL2 C2 TB2 AB2

U3 QPL3 C3 TB3 AB3

U4 QPL4 C4 TB4 AB4




L1

L2

L3

L4

(1)

The values of these attributes are obtained from the SNMP
traps and the SLAs of the corresponding links over the
platform. Moreover the QoS Profile of the link is dependent
on DJPL and it is computed by following a predefined crite-
rion embedded by the administrator of the platform. As the
parameters involved in the DM come from different sources,
the units representing the values are different. We need to
normalize these parameters in order to make them unit-less.
The attributes having bigger values (e.g.,TB is in Mega)
are divided by the largest value in the corresponding column
vector while the smaller range attribute (e.g., U represented in
%age ) is divided by the smallest value in the corresponding
column vector. The normalized Decision Matrix is given by

D̃M =




Ũ1 Q̃PL1 C̃1 T̃B1 ÃB1

Ũ2 Q̃PL2 C̃2 T̃B2 ÃB2

Ũ3 Q̃PL3 C̃2 T̃B3 ÃB3

Ũ4 Q̃PL4 C̃4 T̃B4 ÃB4




L1

L2

L3

L4

(2)

Next step is to construct the weighted normalized DM: it
cannot be assumed that each evaluation criterion is of equal
importance because the evaluation criteria have various mean-
ings. AHP is used to calculate the weight of the corresponding
column vector (laying out the criteria) representing an attribute
column in the DM. AHP is a MCDM methodology in itself.
But its ability to elicit accurate ratio scale measurementsand
combine them across multiple criteria has led us to use it in
conjunction with TOPSIS for ranking the links (alternatives)
dynamically. The integration of AHP and TOPSIS is illustrated
in Fig. 4. The weighted normalized entities in the DM are
represented by subscriptwn (e.g., for U will be Uwn)

TOPSIS

AHP

User Profile Info

QoS Profile Info

Link Profile Info

Pairwise comparison 

of QoS factors

Priori"es of QoS 

factors

Global priori"es of 

QoS factors

Global weights

Normaliza"on of 

Decision Matrix(DM)

Weighted 

Normalized DM

+ive and -ive ideal 

solu"on calcula"on

Ranking of 

alterna"ves (Links)

Fig. 4. TOPSIS and AHP Integration for Ranking of Candidate Links.
Now positive and negative ideal solutions for each attribute
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are computed: the positive ideal solution indicates the most
preferable alternative, and the negative ideal solution indicates
the least preferable alternative as follows (e.g., link Utilization,
U )

U
+

=
(
Max

(
Uw−norm

)
i

)
‖
(
Min

(
Uw−norm

)
i

)
, i = 1, 2, 3, 4 (3)

and
U

−
=
(
Min

(
Uw−norm

)
i

)
‖
(
Max

(
Uw−norm

)
i

)
, i = 1, 2, 3, 4 (4)

The Euclidean distance method is applied to measure
the separation from the positive and negative ideal for each
alternative

S
+

i
=

√ (
(Uwn)

i
− U+

)
2
+
(
(QPLwn)

i
− QPL+

)
2
+
(
(Cwn)

i
− C+

)
2
+(

(TBwn)
i
− TB+

)
2
+
(
(ABwn)

i
− AB+

)
2

(5)

and

S
−

i
=

√ (
(Uwn)i − U−

)2
+
(
(QPLwn)

i
− QPL−

)2
+
(
(Cwn)

i
− C−

)2
+

+
(
(TBwn)

i
− TB−

)2
+
(
(ABwn)

i
− AB−

)2

(6)

Finally, the candidate links are ranked by measuring the
relative closeness of an alternative (candidate linksL1, L2,
L3 andL4 under consideration represented by a row vector in
the Decision Matrix) to the ideal solutionS+ as follows

Ri =
S
+

i

S
+

i
+ S

−

i

(7)

The linksL1, L2, L3 andL4 characterized by attributes
U QPL C TB AB

% 1-10 Cost per byte(Cents) Megabits per second(Mbps) Mbps

L1 66.65 5 0.50 100 65
L2 53.84 7 0.25 100 71
L3 81.81 6 0.30 100 81
L4 25.00 9 0.15 100 46

TABLE I
L INKS WITH CORRESPONDINGPARAMETRIC VALUES

link Utilization U , QoS Profile of the Link (QPL), Cost
(C), Total Bandwidth (TB) and Available Bandwidth (AB)
respectively are represented by the values shown in table I.
For the application of TOPSIS on the links represented by the
corresponding row vectors in table I, all the steps mentioned
subsequently in this section are gone through in order. The
links are ranked withR values as mentioned in table II.

L1 L2 L3 L4

R Value 0.4025 0.5835 0.4605 0.6344
Rank 4 2 3 1

TABLE II
R VALUES AND THE CORRESPONDINGGRADING OF L INKS

IV. COMMUNICATION FRAMEWORK AND ITS

FUNCTIONINGA. Realization

An open source SOCKS proxy server is tweaked and
enhanced to route data requests according to the context
of external links, user information, and resource conditions
under the control of decision engine. This article presents
an add-on feature within the ongoing Companym@ges [5]
project outlining the implementation of well known and ex-
isting mechanisms but with novel methodology framing the
competitivity and dynamicity of the platform. Jsocks [19]

is chosen as the base SOCKS package for modification and
addition accordingly. It supports Internet Engineering Task
Force’s (IETF) SOCKS5 standard and in turn allows more
adaptability, flexibility and compatibility. Moreover it requires
small enough code analysis and modifications to meet the
proof of concept requirements within the framework. Traffix
OpenBlox [20] Diameter stack has been adapted to act as IMS
Gq interface. It is an implementation of the IETF’s Request
For Comments (RFC) 3588. It is used for the communication
between PS (Decision Engine) and SOCKS server. Diame-
ter Attribute Value Pairs (AVPs) have been developed and
used for the required mechanism following the standardized
header format. However, the AVP numbers adopted here
are non-registered, i-e., these AVPs are understandable onto
the platform and within the partners environment only. This
methodology has been adopted to avoid the delayed and
long AVP registration and approval process however, in the
near future, the administrative requirements will be followed.
The communication between the Diameter client at SOCKS

server and Diameter server within the PS is initiated by
Capability Exchange Request (CER) and Capability Exchange
Answer (CEA) messages. Negotiation for secured connection
(TCL or IPSec) is then performed. The communication starts
immediately after the negotiation using Diameter protocol
over the Gq interface. WatchDog request/answer messages
are often sent to check the keep-alive status of the Diameter
client and server. The peers must disconnect formally by send-
ing/receiving the Disconnect Peer Request/Answer (DPR/A).
The communication flow graph is shown in Fig. 5. Non-
standard AVP identifiers 2221, 2222 and 2223 are chosen
for service IP, service port and username respectively. The
triplet service IP, service port and username is the reference
information for choosing the ranked links (graded by MCDM
theory) at PS. The underlying decision is going to be enforced
at SOCKS server while routing the request to external link.

Capabilities Exchange Requst (CER)

Capabilities Exchange Answer (CEA)

AARequest

AAAnswer

Device WatchDogRequest

...

...

Device WatchDogAnswer

...

Disconnect-Peer Request (DPR)

Disconnect -Peer Answer (DPA)

Connection: CER, CEA

Changing information between the two end 
points: host, relam, application venderid

AA-Request
AVP n° 2221 Destination Service IP

AVP n° 2222 Destination Service Port
AVP n° 2223 UserName making request

AA-Answer
AVP n° 2226 Interface to route the request

Keepalive verfication between the SOCKS 
Server and Policy Server

Connection Termination Request by any of 

the peer

SOCKS5 Server (PEP) Policy Server/Decision Engine(PDP)

Fig. 5. Communication Between Diameter Server and Client atSOCKS
Server and PS Respectively.

When a user wishes to access the service over the SOCKS
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communication platform, a query is sent to the SOCKS server
inquiring about the supported methods (Authentication and
Authorization (AA) methods. After getting the response, the
user then uses an appropriate method for sending the user
name and password for AA process to take place at the SOCKS

server. A response (an OK) is sent back to the client. The client
is now eligible to send the data connection request with the
triplet (service type, service IP and service port) info. This
info is extracted by the Diameter client at the SOCKS server
and is then sent to the PS (Diameter server). In response, the
PS sends the decision (one of the ranked links is picked) in
consent with the user info and the platform’s configurational
parameters. Enforcement of the decision takes place to be at
SOCKS server. The data connection request is routed to the
remote server using that particular interface number (link). The
information communication and message exchange between
different entities is shown Fig. 6. The remote server answers
to the SOCKS server. SOCKS server informs the client about
the status of the remote machine. In case it is an OK message,
the client then initiates the connection request, which is being
routed over the same interface sent previously by the PS in
response to the former request.

B. Policy Enforcement Modes
The framework supports two decision enforcement modes

namely provisioning and outsourcing. The System however
functions in outsourcing mode by default. Whenever a request
arrives at the SOCKS server, it extracts the required information
and sends this information to Local Policy Decision Point
(LPDP) situated at SOCKS server. An appropriate rule from
the rule base is mapped and one of ranked links (already
available at PEP) is chosen for routing the request in pro-
visioning enforcement mode. It is up to the administrator
of the platform to choose either provisioning or outsourcing
enforcement mode. However, the policy enforcement irrespec-
tive of the two modes is ultimately done at SOCKS server
(PEP). In provisioning mode, the pre-computed rules and the

Status of the connection with 

remote server

Answer from the remote Server

Request to Remote Server

Answer (Interface Number to 
route)

Request for interface to route the 

connection

Connection Request: Type, IP and 

port

OK

Sending UserName/Password

AA Method Password

AA Supported Methods

SOCKS5 Server

(PEP) Policy Server/Decision Engine

(PDP)

Client Machine Remote Server

Client’s Request

Cliect Request to the remote Server

Data Flow

Fig. 6. SOCKS Communication Framework Flow Graph.

ranked links are available at SOCKS server. In outsourcing
mode, the extracted information from the pending request is
fetched to the PS (PDP) using Diameter Gq interface. PS,
in outsourcing mode is delegated to compute/use online/off-
line policy/decision depending on the request and the system
configuration and conditions (system state). List of ranked
links in the provisioning mode are fetched at SOCKS server,
a-priori irrespective of online or off-line policy computation.
The two enforcement mechanisms are in contrast with each
other but they are not mutually exclusive. The policy-based
management system is capable of handling both data and mul-
timedia services. However, we are explaining the two policy
enforcement modes while considering TCP based SOCKS data
connections. The self-explanatory flow graphs give an illusion
of the two enforcement modes in Figs. 7 and 8 representing
provisioning and outsourcing mode respectively.

Policy/Decision Push(PS Pushing 
New Set of Policies/Decisions

Client Request

Policy/Decision 

Selection and 
its Enforcement

Policy/Decision Enforcement and Request Routing

SOCKS5 Server

(PEP)
Policy Server/Decision Engine

(PDP)

Client Machine Remote Server

Data Flow

Fig. 7. Policy Decision and Enforcement in Provisioning Mode.

C. Provisioning and Outsourcing Mode Comparison

Data traffic is more immune to delay as compared to
delay sensitive real time multimedia traffic. So susceptible
delay in the two enforcement modes might not make any
difference. More resources and computational power are re-
quired in outsourcing mode as opposed to provisioning mode.
The former mode introduces higher delay than the latter
one. Outsourcing mode takes latest platform conditions and
network information into account. Provisioning mode, on the
other hand, may have conflicts with the platform conditions
and/or resource info due to the fluent dynamics onto the
platform. Outsourcing mode supports both online and off-line
policy/decision computation while provisioning mode has to
rely on pre-ranked links.

Policy/Decision Enforcement and Request Routing

Client Request

Policy/Decision Responce

Policy/Decision Request

SOCKS5 Server

(PEP) Policy Server/Decision Engine

(PDP)

Client Machine Remote Server

Policy/Decision 

Enforcement

Data Flow

Fig. 8. Policy Decision and Enforcement in Outsourcing Mode.
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V. TEST AND SOLUTION VALIDITY

The test environment for validating the proposed frame-
work is shown in Fig. 9. The SOCKS server has four in-
terfaces ranging from 1 to 4 for connection to the public
network (external links). It has one internal interface forinter-
communication within the platform. The proxy server (SOCKS

server which is connected to four external interfaces marked as
1, 2, 3 and 4 as shown in Fig. 9) has four different IP subnets.
Web Client on the left hand side of the Fig. 9 is connected
having IP addresses from those mentioned four subnets. Bit-
Twist [21], an open source traffic generator is used to generate
extensive Ethernet-based traffic for stress testing and analysis.
It is designed to compliment tcpdump or wireshark packet
captures supporting captured file replay. PS is configured to
listen to all the requests from SOCKS server on an interface as
we are emulating the outsourcing enforcement mode. The links
(4 interfaces) are ranked by using the combination of TOPSIS
and AHP as explained earlier and the appropriate ranked link
(interface) is chosen by following a predefined set of criteria
and is ultimately disseminated to the SOCKS server. The
remote web server, which is configured to listen on all those
interfaces, (linked with SOCKS), displays a webpage showing
the IP address of the chosen link. We then calculated the delay

1

2

3

4

SOCKS Server(PEP) WebServer

Policy Server/Decision Engine(PDP)

A B

C

D

E

Links41 2 3

A B C D Steps involvedE

Fig. 9. SOCKS Communication Framework Test Environment.

introduced by the system with and without decision engine.
The graph shown in Fig. 10 indicates that addition of decision
engine in the system introduces a minor overhead (delay). This
calculation is performed in outsourcing enforcement mode
due to more dynamics involved in that particular mode. The
delay increases almost linearly as the number of connections
increases and the delay is small enough having very little
impact on services due to delay-prone and sustainable nature
of data traffic. The factors involved in this minor delay are:
firstly decision engine is not populated with complete data sets,
so the decision computation introduces negligibly small delay,
secondly the TCP also contributes to this delay due to its native
connection oriented approach. Thirdly, the test is performed
using Personal Computers (PCs) with 100 Megabits per second
(Mbps) Ethernet interfaces, so the carrier grade hardware
with giga speed inter-communication interfaces/channelscan
make a difference. Finally, the information extraction from
the request at SOCKS server which is going to be sent
to the PS for decision-making and the policy enforcement
mechanism also contributes to this delay. The testing of the
same platform while using UDP may be an interesting future
work. Throughput of each link is plotted with and without
decision engine as shown in Fig. 11 It is observed that there is
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Fig. 10. Delay (Millisecond) Introduced by the System with and without
Decision Engine.

1 2 3 4
0

1

2

3

4

5

6

7

8

9

10
x 10

7

Links

B
its

/s

 

 

Total Capacity of the Link
Throughput without Decision Engine
Throughput with Decision Engine

Fig. 11. Throughput of each Link with and without Decision Engine.

a significant improvement in the throughput for each link with
decision engine. This improvement illustrates the effective and
efficient utilization of resources by decision system by taking
all the dynamics and variations along with business rules ofthe
platform. Decision system supports connection level granular-
ity so the connection dropping probability is also plotted with
and without the underlying Decision Engine. It is observed that
the aggregated connection dropping probability with decision
engine of the four links has lower value than without it as
shown in Fig. 12. The presented decision engine is relatively
simple and easy to realize the computer programming so can
be easily embedded into systems with little complexity.

VI. RELATED WORK

Currently there are growing number of research and pro-
prietary efforts related to Multimedia Load Balancing focusing
SIP [22], [23]. The core design and lower-level functionality
are hidden because of commercial implications. Some vendors
offer partial dynamicity with limited controls, while others are
enforcing static decisions/rules [24]. A dynamic framework
for load balancing in multi-homing scenario is presented by
taking into account multiple criteria involving the service,
control and network issues all together. MCDM theory is used
to address the issue of dynamic variations and configuration
from different planes with different set of objectives. This
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Fig. 12. Connection Dropping Probability with and without Decision Engine.

theory is used for access network technology (UMTS, GSM,
WLAN etc) selection during the handoff based on user prefer-
ences [25]. A user priority scheme for admission control using
Analytic Hierarchy Process (AHP) is proposed in [26]. Two
MCDM methods namely AHP and TOPSIS are used in this
framework for weight calculation and ranking of candidate
link in multihomed network.

VII. C ONCLUSION

QoS profile of the links, user authentication and autho-
rization profiles, business objectives of the company and fluent
dynamics over the multihomed platform constitutes a multi-
disciplinary problem. The information coming from different
sources with different dimensions reflects the complexity of
the underlying problem when a single decision has to be taken
on the basis of multidimensional and multidisciplinary in-
formation. Conventional algorithms used for dynamic routing
at higher layers in multihoming setups are either application
oriented or are service dependent. Performance optimization
is the ultimate goal in some cases while the others are
technology specific. To address all these multi-facet goalsin
addition to the dynamics and fluctuations over the platform,
MCDM methodology is required. A dynamic decision engine
for SOCKS-based routing is presented. The system is capable
of accommodating the fluent dynamics while handling a large
set of attributes representing the underlying criteria in MCDM.
Analytical Hierarchy Process (AHP) is used to calculate the
weight of the corresponding attributes. These weight values
are exploited in Technique for Order Preference by Similarity
to Ideal Solution (TOPSIS) to rank the alternatives (links). The
system supports two decision enforcement modes. Decisions
are computed on-the-fly in outsourcing mode while one of the
pre-ranked links is chosen to route the request in provision-
ing mode (off-line). Existing standards and mechanisms are
followed without involving overheads in the protocol stack.
A test bed is developed to validate the solution. Throughput
of the individual links improved significantly mentioning that
the resources are being used efficiently and effectively at the
cost of susceptible delay. Aggregated connection dropping
probability has lower values than without the Decision Engine.
Future work includes the interconnection of MCDM and

conventional Policy-Based Network Management through the
development of an automated linguistics in order to specify
goals, criteria and alternatives.
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