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Foreword

The Eleventh International Conference on Evolving Internet (INTERNET 2019), held
between June 30 – July 4, 2019 - Rome, Italy, dealt with challenges raised by evolving Internet
making use of the progress in different advanced mechanisms and theoretical foundations. The
gap analysis aimed at mechanisms and features concerning the Internet itself, as well as special
applications for software defined radio networks, wireless networks, sensor networks, or
Internet data streaming and mining.

Originally designed in the spirit of interchange between scientists, the Internet reached
a status where large-scale technical limitations impose rethinking its fundamentals. This refers
to design aspects (flexibility, scalability, etc.), technical aspects (networking, routing, traffic,
address limitation, etc), as well as economics (new business models, cost sharing, ownership,
etc.). Evolving Internet poses architectural, design, and deployment challenges in terms of
performance prediction, monitoring and control, admission control, extendibility, stability,
resilience, delay-tolerance, and interworking with the existing infrastructures or with
specialized networks.

We take here the opportunity to warmly thank all the members of the INTERNET 2019
Technical Program Committee, as well as the numerous reviewers. The creation of such a high
quality conference program would not have been possible without their involvement. We also
kindly thank all the authors who dedicated much of their time and efforts to contribute to
INTERNET 2019. We truly believe that, thanks to all these efforts, the final conference program
consisted of top quality contributions.

Also, this event could not have been a reality without the support of many individuals,
organizations, and sponsors. We are grateful to the members of the INTERNET 2019 organizing
committee for their help in handling the logistics and for their work to make this professional
meeting a success.

We hope that INTERNET 2019 was a successful international forum for the exchange of
ideas and results between academia and industry and for the promotion of progress in the field
of the evolving internet.

We are convinced that the participants found the event useful and communications very
open. We also hope that Rome provided a pleasant environment during the conference and
everyone saved some time for exploring this beautiful city.
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Abstract— Network slicing is a major concept in 5G 

networking technology, offering multi-tenant, multi-domain, 

multi-operator and end-to-end (E2E) capabilities.  5G slicing 

allows tenants to share resources while customizing their own 

services via slice isolation. Integrated management and control 

based on ETSI Management and Orchestration (MANO) is 

applied, but enriched, in order to cope with multi-domain 

slicing. Several architectures have been proposed in the 

literature, with different views on the complex orchestration 

functions. This paper is oriented to some open architectural 

issues. It presents a short analysis of the orchestration 

interactions, focusing to some aspects of initial slice design and 

preparation, in a multi-domain and multi-operator 

environment. A specific paper contribution is on inter-domain 

topology discovery and collection of information by a multi-

domain capable slice orchestrator, especially on specifying the 

design and preparation phase of a slice construction. 

Keywords-5G slicing; Multi-domain; Multi-tenant; 

Management and orchestration;  Software Defined Networking; 

Network Function Virtualization 

I.  INTRODUCTION  

The emergent 5G mobile network technologies aim to 
answer the increasing demand and challenges addressed to 
communication systems and Internet [1]. 5G can support 
dedicated use-cases and provide specific types of services to 
satisfy simultaneously various customer/tenant demands in a 
multi-tenant fashion [2]-[4].  

The 5G network slicing concept (based on virtualization 
and softwarization) enables programmability and modularity 
for network resources provisioning, adapted to different 
vertical service requirements (in terms of bandwidth, latency, 
etc.) [2]-[9]. A Network Slice (NSL) is a managed logical 
group of subsets of resources, Physical/Virtual network 
functions (PNFs/VNFs) in the architectural Data Plane 
(DPl), Control Plane (CPl) and Management Plane (MPl). 
The slice is programmable and has the ability to expose its 
capabilities to the users.   

The NSL behavior is realized via Network Slice 
Instance(s) (NSLI), which are created (based on NSL 
templates) at request of a tenant or at Slice Provider initiative 
(the word “tenant” defines a user or group of users with 
specific access rights and privileges over a shared set of 
resources). A blueprint/template is a logical representation of 
network function(s) and the associated resource 
requirements. It describes the structure, configuration and 
work flows for instantiating and controlling an NSLI; it 

includes certain network characteristics (e.g., bandwidth, 
latency, reliability) and refers to the required physical and 
logical resources, and the sub-networks. An NSLI may be 
dedicated or shared across multiple Service Instances.  

The verticals may use a common infrastructure, with   
appropriate levels of isolation and Quality of Services (QoS)   
provisioning. The slicing allows 5G to create an eco-system, 
multi-tenant, multi-domain, multi-operator and end-to-end 
(E2E) - capable. 

Software Defined Networks (SDN) and Network 
Function Virtualization (NFV) technologies, combined with 
cloud/edge computing are used in 5G slicing architectures 
and implementations [10]-[13].  

In a multi-domain, multi-tenant, multi-operator, and E2E 
context, the slice construction includes a design and 
preparation phase. This phase requires a lot of 
orchestration/inter-domain interactions in order to construct 
the network services (NS) and NSL catalogues to be used 
later for actual slice creation in the subsequent phases. 
Information on available resources (network, compute, 
storage) in several domains should be collected by an 
orchestration entity charged with the task of creation of a 
multi-domain slice. 

The specific contribution of this paper is to propose a 
mechanism for multi-domain interconnection topology 
information collection, by the highest-level orchestration 
entity. The mechanism is essentially usable in the design and 
preparation phase of an NSLI. This work is still preliminary, 
limited for the time being, to architectural and high level 
interactions solutions. 

The structure of the paper is described here. Section II 
recalls some major features of the 5G management and 
orchestration framework. Section III provides few relevant 
examples of related architectural work on orchestration. 
Then, based on a generic relevant architecture, Section IV 
details the design and preparation phase interactions, 
providing inputs to the Section V. The latter is  focused on 
collection of topological information in a multi-domain 
context. Section VI presents conclusions and a future work 
outline. 

II. NETWORK SLICE MANAGEMENT AND 

ORCHESTRATION 

The objective of this section is to shortly introduce the 
slice management and orchestration framework, in order to 
help the identification of the work area for Section V  

The 5G networks need efficient services and resource 
orchestration and programmable management systems. It is 
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necessary to model the E2E services and to abstract and 
automate the control of physical and virtual resources. 
Orchestration extends the traditional management: it consists 
in a coordinated set of activities to automatically select and 
control multiple resources, services and systems, aiming to 
meet certain objectives (e.g., serve a tenant requesting a 
specific network service) [14].  

At services level, the term Network Service 
Orchestration (NSO) can be defined, [15]-[17], as an 
automated management and control (M&C) process for 
services deployment and operations, performed mainly by 
telecommunication operators and service providers. The 
NSO involves different types of resources and potentially 
multiple providers; it can decouple the high-level service 
layer from the underlying management and resources layers 
(e.g., NFV functional components like Virtualized 
Infrastructure Manager (VIM), Element Management 
Systems (EMS), SDN controllers, etc.). The NSO defines the 
interaction with (chains of) network functions (NFs) of the 
underlying technologies and infrastructures through adequate 
abstractions. In a multi-domain (technological or 
administrative) context, the NSO should have an overall 
high-level view of all domains, including topology 
information, in order to be able to orchestrate E2E slices and 
associated services, independently of geographical location. 
The NSO cooperates with NFV MANO functional blocks. 

The orchestration activities can appear at several 
architectural levels (e.g., slice, resources and NFV MANO -
levels). An orchestration entity interacts, vertically and 
horizontally, with other M&C entities in the same or peer 
domains. Currently, there is not yet a standard for 
information exchange process in multi-domain 
technological/administrative environments. There are many 
multi-domain orchestration architecture variants and 
candidates, proposed (see [2]-[6] for examples). This paper is 
working in the information exchange area. 

The life-cycle management (LCM) of an NSLI comprises 
several phases performed by the Slice Provider: (1) 
instantiation, configuration, and activation, (2) run-time and 
(3) decommissioning [6].  The phase (1) is split into the 
instantiation/ configuration sub-phase (the necessary 
shared/dedicated resources, including NFs, are configured 
and instantiated, but not yet used) and the activation sub-
phase (the NSLI becomes active for handling network 
traffic). The run-time phase focuses on data traffic transport, 
reporting the network service performance and possible 
NSLI re-configurations or scaling, if dynamic conditions 
impose that. The phase (3) includes the deactivation and 
termination of the NSLI and release of the allocated 
resources. 

The LCM is preceded by a design and preparation phase 
(0) for the future instantiation and support of an NSLI. The 
functional architecture, steps and interactions within this 
preliminary phase are still open research issues. The paper is 
focused on design and preparation phase, treated in Section 
V. 

III. EXAMPLES  OF RELEVANT ARCHITECTURES 

This section presents few examples of relevant 5G slicing 
architectures in order to emphasize the orchestration entities 
roles. 

A. ETSI slicing architecture (high level) 

 

 

Figure 1.  Network slice management in an NFV framework (ETSI GR 

NFV-EVE 012 V3.1.1, [6]) 

NFV -Network Function Virtualization; EM - Element Manager; 
MANO - Management and Orchestration (NFVO – NFV Orchestration; 
VNFM – VNF  Manager; VIM Virtual Infrastructure Manager); VNF/PNF –
Virtual/Physical Network Function; NFVI -NFV Infrastructure; NS-
Network Service; OSS-Operations Support System. 

 
Figure 1 shows the ETSI NFV architecture [10], to which 

several new functional blocks are added in order to support 
the network slicing (ETSI-NFV EVE 012 [6]). 

The 3GPP TR 28.801 document [7] identifies three new 
management functions: Communication Service 
Management Function (CSMF) – it translates the 
communication service requirements to NSL requirements; 
Network Slice Management Function (NSMF) - responsible 
for the management (including lifecycle) of NSLIs (it derives 
network slice subnet requirements from the network slice 
related requirements); orchestration system. 

Network Slice Subnet Management Function (NSSMF) - 
responsible for the management (including lifecycle) of 
Network Slice Subnet Instances (NSSIs). The Os-Ma-NFVO 
Reference Point (RP) is the interface with ETSI NFV-
MANO. To interface properly with NFV-MANO, the NSMF 
and/or NSSMF need to determine the type of NS or set of 
NSs, VNF and PNF that can support the resource 
requirements for a NSLI or NSSI, and whether new instances 
of these NSs, VNFs, and the connectivity to the PNFs, need 
to be created, or existing instances can be re-used. 

B. 5GPPP slicing architecture 

The 5GPPP Working Group proposes in [1] a slicing 
architecture having four planes: Service, Management and 
Orchestration, Control and Data plane. The Service plane 
comprises the Business Support Systems (BSSs) and 
business-level Policy and Decision functions, as well as 
applications and services operated by the tenant. Note that 
this plane includes an end-to-end orchestration system. 
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The Management and Orchestration plane includes 
several functional blocks: Service Management, Software-
Defined Mobile Network Orchestrator (SDMO), and NFV 
managers like VIM and VNFM.   

The SDMO is composed of a domain specific application 
management, an Inter-slice Resource Broker, and NFV-
NFVO. The SDMO performs the E2E management of 
network services; it can set up slices by using the network 
slice templates and merge them properly at the described 
multiplexing point. The Service Management intermediates 
between the service layer and the Inter-slice Broker; it 
transforms consumer-facing service descriptions into 
resource-facing service descriptions and vice versa. The 
Inter-slice Broker handles cross-slice resource allocation. 
The domain-specific application management functions 
could be, e.g., for 3GPP: Element Managers (EM) and 
Network Management (NM) functions, including Network 
(Sub-) Slice Management Function.   

The Control plane includes two types of SDN –type 
controllers: Software-Defined Mobile Network Coordinator 
(SDM-X) and Software-Defined Mobile Network Controller 
(SDM-C), as well as other control applications. The SDM-C 

and SDM-X take care of dedicated and shared NFs 
respectively. Following the SDN principles, they translate 
decisions of the control applications into commands to VNFs 
and PNFs. Note that SDM-X and SDM-C, as well as other 
control applications, can be implemented as VNFs or PNFs.  

The Data plane comprises the VNFs and PNFs needed to 
carry and process the user data traffic.  

The architecture also includes a Multi-Domain Network 
Operating System containing different adaptors and network 
abstractions above the networks and clouds heterogeneous 
fabrics. It is responsible for allocation of (virtual) network 
resources and maintains network state to ensure network 
reliability in a multi domain environment. 

C. ETSI Multi-domain Multi-tenant slicing architecture – 

example 1 

Figure 2 shows (adapted from ETSI GR NFV-EVE 012 
[6] and J.Ordonez-Lucena et. al. [3][18]) a multi-domain 
slicing architecture, viewed at run-time phase. A given slice 
instance can span several Infrastructure Providers (InP) 
and/or administrative domains.  

 

 
 

NSL Instance 1 

Tenant SDN 
controller 

 
 

NSL Orchestrator 
 

Catalogs 

NS, VNF 

VNF 
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config 
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 Tenant 

1 
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VNF 
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VM 
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Figure 2.  Run-time image of a multi-domain slicing architecture - example 1 (adapted from ETSI GR NFV-EVE 012 [6]  and Ordonez-Lucena [3][18]) 

NS – Network Service; NSL - Network Slice; VNF – Virtualized Network Function; VNFM – VNF Manager; SDN Software Defined Networking; LCM –Life 
Cycle Management; VIM – Virtual Infrastructure Manager; WIM – WAN Infrastructure Manager; IC- Infrastructure SDN controller; HW- Hardware; WAN – 
Wide Area Network 

3Copyright (c) IARIA, 2019.     ISBN:  978-1-61208-721-4

INTERNET 2019 : The Eleventh International Conference on Evolving Internet

                            11 / 73



The architecture is still high–level depicted, e.g., the NSL 
orchestrator and Resource Orchestrator are multi-domain 
capable, but not detailed. Note also that (for simplicity sake), 
this architectural picture focuses on the transport and core 
network domains, omitting the RAN (Radio Access 
Network) domain.  

The NSL provider can simultaneously operate multiple 
NSLIs, which run on top of a common infrastructure, 
spanning across multiple administrative domains and each 
belonging to a different infrastructure provider. The NSL 
provider, taking the role of an infrastructure tenant, rents the 
infrastructure resources owned by the underlying InPs and 
uses them to provision the NSLIs.  

The NSL provider has a Resource Orchestration (RO) 
functional block. The (RO) uses the finite set of resources 
that are at its disposal (the resources are supplied by the 
underlying VIMs/WIMs) and dispatches them to the NSLIs 
in an optimal way. All the NSLIs receive the resources 
needed to satisfy their (potentially different) requirements, 
while preserving their performance isolation. Note that RO 
should have information on resource availability in each 
domain, and this supposes a set of inter-domain interactions. 
The work [18] does not specify the implementation of the 
RO (distributed or centralized). 

Each NSLI has its own management plane, (to assure 
isolation across NSLIs), consisting of four functional blocks: 
NSL Manager, NS Orchestrator (NSO), Tenant SDN 
Controller, and VNF Manager (VNFM). The VNFM(s) and 
the NSO perform the required life cycle operations (e.g., 
instantiation, scaling, termination, etc.) over the instances of 
the VNFs and NS(s), respectively. Interactions between these 
functional blocks and the RO are necessary.  

The NSL Manager coordinates the operations and 
management data from Tenant SDN Controller and the NS 
Orchestrator, performing the fault, configuration, accounting, 
performance, and security management within the NSLI. 
Each tenant consumes its NSLI and operates it at its 
convenience (within the limits agreed with the NSL 
provider)  through the NSL Manager.  

The NSL Orchestrator (NSLO) is the highest layer of the 
architecture, having a key role in the creation phase and in 
the run-time phase. In the creation phase, NSLO receives the 
order to deploy an NSL instance for a tenant (or the Slice 
Provider decides to construct a slice). The NSLO has enough 
information (including on multi-domain) as to check the 
order feasibility and, if feasible, then triggers the 
instantiation of the NSL. To accomplish this, it interacts with 
RO, and accesses the VNF and NS Catalogues. These 
catalogues contain VNF and NS descriptors, exposing the 
capabilities of all the VNFs and services that an NSL 
provider can select for the NSLs.  

At run-time, the NSLO performs policy-based inter-slice 
operations, e.g., it analyses the performance and fault 
management data, received from the operative NSL 
instances, to manage their Service Level Agreements 
(SLAs). In case of SLA violations, the NSLO decides which 
NSL instances need to be modified, and sends corrective 

management actions (e.g., scaling, healing, etc.) to their NSL 
Managers. 

D. Multi-domain Multi-tenant Architecture -example 2 

Creation of slices across a federated environment is a 
complex task, in terms of slice decomposition (per-domain), 
both in the construction phase and (to assure the performance 
maintenance) in running phase. T.Taleb, I.Afolabi et.al., 
recently proposed in [17] a hierarchical multi-domain 
orchestration architecture (see adapted Figure 3). They 
introduced a Multi-domain Service Conductor (MSC) 
stratum, to perform service management across federated 
domains. The MSC analyses and maps the service 
requirements of incoming slice requests onto appropriate 
administrative domains and maintains the desired service 
performance during service lifecycle. Below MSC, a Cross-
domain Slice Coordinator is defined for each slice, which 
aligns cloud and networking resources across federated 
domains and carries out the (LCM) operations of a multi-
domain slice. It also establishes and controls inter-domain 
transport layer connectivity, assuring the desired 
performance. 

In [17], a multi-domain NSLI can combine several Fully-
Fledged NSIs that belong to distinct administrative domains, 
to get an E2E multi-domain (i.e., federated) NSLI. The 
constituent Fully-Fledged NSIs, instantiated in different 
administrative domains, can be called NSSI of the multi-
domain NSLI. 

When a slice request is received from a 3rd party, a 
sequence of actions will be performed [17]: 1) mapping of 
the service requirements onto capability requirements; 2) 
translating the capability requirements into: a. NSLI resource 
requirements (compute, storage, networking); b. NSLI 
topology and connectivity type, policy, isolation and security 
requirements; 3) identifying the infrastructure-domains with 
the required resources, able to assure the E2E NSLI 
functional and operational requirements; 4) instantiating 
NSSIs in each infrastructure domain and then “stitching” 
them to create the federated NSLI; 5) run-time coordination 
management operations across different domains for 
maintaining the E2E NSLI service integrity. 

The architecture introduces (at top level) a novel plane - 
Service Broker (SB) to handle incoming slice requests from 
verticals, Mobile Virtual Network Operators (MVNO), and 
application providers. 

The main SB operation are: NS admission control and 
negotiation, considering service aspects; management of 
slice user/owner relationship enabling a direct tenant 
interface with the MSC plane; billing and charging; NSLI 
scheduling, i.e., start and termination time related with slice 
composition and decommission.  

The SB collects abstracted service capability information 
regarding different administrative domains, creating a global 
service support repository. The SB interacts with the 
Operating/Business Support System (OSS/BSS) in order to 
collect business, policy, and administrative information, 
when handling slice requests. Each domain will have a 
dedicated Orchestration plane, involving the NFV style 
architecture for the management and control. 
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Figure 3.  Multi-domain Multi-tenant slicing architecture example 2 (adapted from [17]) 

 

IV. NETWORK SLICING DESIGN AND PREPARATION 

The design and preparation activities are very important 
in slicing technology. Among others, catalogues of available 
services and resources must be constructed in advance to 
slice instantiation, usable by the tenants in order to select a 
slice model fitted to their needs. 

The general steps performed by the management and 
orchestration (i.e., higher layers in the architecture examples 
1 and 2: NSLO and RO in Example 1; Service Broker and 
Service Conductor in Example 2) for a slice instance creation 
are [18]: a. Service ordering; b. Network slice resource 
description; c. Admission control; d. Optimization and 
Resource Reservation; e. Network slice preparation. 

Service ordering: the NSL provider should construct a 
Service Catalogue (business-driven), containing for each 
service a service template, i.e., a framework to specify the 
service offering. The Catalogue contains NSLs specifications 
optimized for different usage scenarios: general 5G services 
like enhanced Mobile Broadband (eMBB), massive Machine 

Type Communications (mMTC), and ultra Reliable Low 
Latency Communications (uRLLC), or vertical-specific 
applications. A service template includes all information 
required to drive the deployment of an NSL, e.g.: the NSL 
(technology-agnostic) topology, NSL network requirements 
(functional, performance, security), temporal, geolocation 
and other operational requirements [18]. The NSL provider 
offers APIs to tenants, to express their needs and giving them 
access to the Service Catalogue, where the tenant can select 
the service template that best matches its requirements. Some 
parameters and attributes can be customized by the tenant. 
The result of this dialogue is a catalogue driven NSL service 
order containing information to be mapped on RAN, 
transport, and core network domains). The Slice Orchestrator 
entity of the system should process such information. 

Network Slice Resource Description: this step creates a 
resource-centric view of the ordered NSL. Different levels of 
implementations (NSL-IL) can be defined (for a higher 
flexibility and better adaptation to the tenant needs) [18].  
The NSLO extracts the relevant content from a resource 
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viewpoint (e.g., the NSL topology, NSL network 
requirements) and constructs an NSL-IL for the NSL 
instance, i.e.: the NSL topology serves to identify which 
NS(s) need to be deployed for the NSL, retrieving the 
corresponding NS descriptor(s) from the NS Catalogue;  the 
deployment option is selected for each descriptor (NS 
descriptor ID, NS FlavorID, NS-IL ID), that best matches the 
features and the performance level required for the NSL;  a  
NSL-IL is  constructed by referencing the selected triplet(s).  

 Admission Control: the target NSL-IL specifies the 
resources needed for the tenant’s demands. Now, an 
admission control (AC) will be enforced on the ordered 
NSL-IL, from a resource viewpoint, to decide acceptance 
/rejection for deployment. Several types of information are 
needed [18] in this process: (1) the NSL instance resource 
requirements (resources to be allocated for each VNF 
instance and virtual link, affinity/anti-affinity rules 
applicable between VNF instances, reliability requirements 
for each VNF instance and virtual link; (2) the geographical 
region(s) where each VNF is needed; (3) the time intervals 
for activation of the NSL instance; (4) information of the 
PoPs (Points of Presence) (and the WAN network(s) 
connecting them) to which the NSL provider is subscribed. 
Such information is available partially at the NSL 
orchestrator and partially at RO; therefore, these two 
functional blocks need to cooperate within the AC acting. 

Optimization and Resource Reservation: if several 
variants of NSL-ILs are found feasible by the AC, then RO 
can run an algorithm to select an optimal solution (note that 
this is a multi-criteria optimization problem). Afterwards, 
RO may proceed with resource reservation; it sends resource 
reservation requests to the underlying VIM(s)/WIM(s). The 
hard and soft nature of this reservation depends on the use 
case and NSL provider’s policies. 

Network Slice Preparation: this is the last step prior to 
get an operational NSL. It consists of setting up all that is 
required to manage the NSLI throughout its life cycle, i.e., 
from commissioning (instantiation, configuration, and 
activation) to decommissioning (de-activation and 
termination) (see 3GPP TS 28.801 V.15.1.0 [7]). It 
comprises preparation of the network environment; 
designing and on-boarding the NSL descriptor. 

For the preparation of the network environment, the NSL 
Orchestrator performs (see Figure 2) the following tasks: 

• negotiation with RO a priority level for the NSLI 
this allows the RO to manage the cases when the 
NSL instances compete for the same resources, or 
the case of lack of enough resources. 

• instantiation of the management plane of the NSLI 
(NSL Manager, Tenant SDN Controller, NS 
Orchestrator, VNFM(s)); it configures these 
functional blocks, making them ready for the run-
time phase.  

In parallel to the network environment preparation, the 
NSL Orchestrator builds up the NSL descriptor, which is a 
deployment template used by the NSL Manager to operate 
the NSLI during its life cycle. This descriptor includes the 
following parts: a set of policy-based workflows; the set of 
NSL-ILs available for use, constructed in the Network Slice 

Resource Description phase; VNF configuration primitives 
at application level and VNF chaining management 
instructions; information about management data, used for 
performance management. 

V. COLLECTING TOPOLOGY INFORMATION IN A MULTI-

DOMAIN ENVIRONMENT 

The focus and contribution of this section is on inter-
domain topology discovery and collection of information by 
a  multi-domain capable slice orchestrator (MDSO), in the 
design and preparation phase of a slice. Given the large 
number of variants of multi-domain slicing architecture, we 
consider, in this section, a generic MDSO; it could be 
equivalent to the NSL Orchestrator in Figure 2 or Multi-
domain Service Conductor in Figure 3. The MDSO could 
belong to a separate third-party business entity (call it Slice 
Provider), or each administrative domain can be a slice-
provider capable (i.e., each domain owns a MDSO). In the 
last case, peering relationships may exist between the 
different orchestrators. 

The (MDSO) needs to obtain (among others) topological 
inter-domain information, in order to be able to perform all 
steps of the design and preparation phase, including the 
admission control and split of the multi-domain NSL among 
the respective participating domains.  

Usually, the administrative independent domains are not 
willing to disclose their detailed topology and resource 
information to third parties. Therefore, a solution based on 
an abstract summary overlay network topology (ONT) [19] 
could solve the problem. Inside MDSO, a functional Inter-
domain Peering block can be defined, to provide an ONT-
service (ONTS), i.e., deliver information on inter-domain 
topology graph, inter-domain link capacities, etc.  

It is supposed here that a given MDSO is the initiator, 
which plans a new target NSL template (at a specific tenant 
request or following the Slice Provider initiative). The 
initiator MDSO obtains (from ONTS) the ONT information. 
The ONT should be sufficiently rich to span the geographical 
area of the required NSL. 

The objectives of the MDSO, with respect to network 
topology, are: to get ONT; determine the domains candidates 
to participate to the required NSL; get information on inter-
domain (links) resources; possibly - apply a constrained 
inter-domain routing algorithm (upon the ONT acquired 
from ONTS), with an appropriate metric depending on the 
target NSL characteristics.  Using this information, the 
MDSO can split the multi-domain NSL among the domains. 

Figure 4 shows a generic example of a tentative multi-
domain NSL (for simplicity the NSL covers only the core 
network and not the access networks (AN). The required 
NSL-0 should contain some domains, e.g., D1, D2, D7, D8. 
The identities of these domains result from the edge 
specification of the NSL wanted. However, to get a 
contiguous topology, possible some other transit domains 
should be involved (e.g., D4, D5), so the final slice will be 
NSL-1.  
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Figure 4.  Multi-domain topology of a tentative slice  

Depending on the characteristics of the tentative NSL, 
appropriate routes can be computed (with a specific metric 
on inter-domain links). For instance, between AN1and AN4, 
one may have the paths D1, D2, D4, D8 or D1, D5, D7, D8. 

If some QoS requirements are imposed in this slice, then 
resource reservation (see section III) can be done on the 
inter-domain links. 

The sequence of MDSO actions related to collection of 
information on topology is shortly described below. 

The tenant/Slice Provider issues to an initiator MDSO an 
NSL_request (this could be mapped onto a given QoS class) 
for a target NSL-0. 

 The initiator MDSO:  
1. obtains from ONTS the inter-domain level ONT 

(topology graph, inter-domain link capacities, etc.). 
The ONT is sufficiently rich to cover the required 
NSL. 

2. Determines the involved domains in NSL-0 by 
using the border ingress-egress points knowledge 
(actually border routers addresses) indicated in the 
NSL_request.  

3. Determines a contiguous inter-domain connectivity 
graph (each domain is abstracted as a node) 
resulting in an extended NSL-1 (represented by 
dotted line in Figure 4). In NSL-1 graph, some 
additional transit core network domains need to be 
included, e.g., D4, D5. Therefore, a contiguous new 
NSL-1 is defined. Optimization techniques can be 
applied in this phase. 

4. Can run a constrained routing algorithm to 
determine inter-domain best paths. 

5. Can make the first split of the initial NSL among 
core network domains. This means to produce a set 
of NSL parameters valid to be requested to each 
individual domain. 

6. Negotiates with each MSDO of a domain, 
concerning the availability for that part of slice. 

7. Run admission control for the overall multi-domain 
slice. 

8. Prepare the networking environment and on–boards 
the slice template in the catalogue. 

VI. CONCLUSIONS AND FUTURE WORK 

This paper analyzed several relevant 5G slicing 
architectures, from the point of view of the management and 
orchestration functions. It is observed that no unique vision 
about the scope of orchestration and its hierarchical spilt 
onto architectural layer exist today.  

The second part of the paper has been dedicated to the 
design and preparation phase of slices. A solution is 
proposed by this paper related to the problem of inter-
domain topology information acquisition and associated 
actions in a multi-domain context. Note that the solution 
discussed here only cover a part of information needed by 
the MDSO initiator in order to split the multi-domain NSL. 
More complete set of information should be considered (see 
Section II and III) in order to construct the NSL catalogues. 
A negotiation dialogue between the initiator MDSO and 
other MDSOs of peering domain must be performed to 
provide more information on resources of each domain 
involved. This will be for future study. 
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Abstract—The Internet of Things environment poses many prob-
lems of technological, socio-technical and legal nature. Many
efforts have been made to solve the several technical challenges
and issues arising from the peculiar characteristics of IoT devices,
but none of them seems to be decisive at present. Moreover, the
user’s behaviour is almost always excluded from the premises
of these approaches, causing them to be systematically weak
towards non-proactive attitudes of end users. In particular, the
relationship between risk awareness and the attitude towards
privacy preserving behaviours seems to be undervalued. Outside
of that, the centralized system on which common Internet
devices work is not suitable in the IoT environment, asking
for decentralized methods. Referring to the principles of the
General Data Protection Regulation UE/679/2016 may be the key
to a global approach to both the technical and non-technical
challenges that the IoT environment presents. The objective of
the paper is to delimit the problem’s contours, as they emerge
from the analysed technical, legal and sociological contributions,
and therefore to propose an optimization of the management
strategies for the protection of personal data in the Internet of
Things ecosystem.

Keywords–IoT; GDPR; Privacy by Design; Data Protection by
Design and by Default; Privacy Risk Awareness

I. INTRODUCTION

Under the acronym IoT -standing for Internet of Things- are
grouped several technologies from a vast variety of contexts
and an ultimate definition of the ecosystem going under this
term is not easy. An effective logical synthesis is given in
[1]: “an IoT system can be depicted as a collection of smart
devices that interact on a collaborative basis to fulfil a common
goal.”. These devices are smart in the sense that they have (at
least) one sensor and are capable of interacting with other
devices, IoT or not IoT, connected to them via a network. IoT
technologies have already started flooding our daily life, but
their endemic diffusion is yet to come; should there be as much
as 20 billions or 47 billions [2] connected devices in 2020, it
will make no difference: the set of problems to be faced will be
the same. This new kind of technology has distinct peculiarities
translating into completely new sets of problems, related to
their huge multiplicity, their pervasiveness and ubiquity and
their primary function, i.e., gathering (personal) data from the
physical environment. Consequently, the potential harm that
the spreading of IoT devices can cause in terms of privacy and
data protection is really high. Many efforts have been made
to solve the several technical challenges and issues arising
from the peculiar characteristics of IoT devices, but none of
them seems to be decisive at present (see, for instance, [1]).

Moreover, approaching these issues only from a technical point
of view may be not effective, both because these problems
are not only technical problems, and because the intrinsic
dynamism of these technologies requires a structured strategy
covering socio-technical and legal aspects alongside the techni-
cal ones. In particular, the relationship between risk awareness
and the attitude towards privacy preserving behaviours should
be taken into account. The paper is structured as follows: in
section II the technical issues proper of the IoT environment
are enumerated and legal requirements for data protection are
analysed. In section III the focus is on the interaction between
these new technologies and user’s behaviour. In section IV a
synthesis of the various aspects of the problem is presented and
a proposal of management strategy compliant to the principles
of the European Union General Data Protection Regulation
EU/679/2016 (GDPR) is suggested, as the key to a global
approach to both the technical and non-technical challenges
that the IoT environment poses. Finally, in section V, the
critical points of the suggested strategy are underlined and the
path to the future needed work is indicated.

II. TECHNICAL AND LEGAL ASPECTS

The peculiarities of IoT devices result in specific arguments
to be addressed in order to keep this technological blossoming
under control, in terms of practical usability, security and
privacy protection; even if an exhaustive catalogue cannot be
determined, due to the intrinsic dynamical and very varied
nature of devices falling under the IoT category, the following
can reasonably be the list of principal topics (see [3]-[5] for
detailed analysis):

A. Physical and resource restraints
Particular types of IoT technologies, such as wearable

devices or equipment designed to carry out tasks in contexts
of high mobility and lack of sources of supply, are char-
acterized by very limited physical resources [3][4]; reduced
form factors implying small or no user interface and limited
processing and/or supply power are very common features to
many IoT products [6][7]. These limitations have immediate
repercussions on the security aspects, since many consolidated
strategies and techniques prove to be inapplicable due to lack
of resources.

B. Heterogeneity and scale
IoT products are extremely various, in terms of field of

application, conditions of use, physical and technical properties
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[3], and their number will be unprecedented [6]. These pecu-
liarities mean big challenges to be faced, such as an adequate
network infrastructure able to manage an enormous number of
connections and a robust frame to permit the correct interaction
between very different IoT devices and between these devices
and the infrastructure itself [4][5][8].

C. Authentication and confidentiality
The IoT ecosystem will be an overpopulated world blurring

physical and virtual reality. In such a context the usual tech-
niques of authentication lose any effectiveness and, in relation
to the heterogeneity aspect, multiple solutions have been and
will be implemented; thus, authentication and consequently
confidentiality become a much bigger problem to manage
compared to the usual Internet context [3][4][9].

D. Updating and accountability
Even though these two points can appear as fringe issues,

their impact can be devastating, considering the huge number
of devices and, hence, of manufacturers [10]. In the daily
usage of the “common” connected devices, like desktop
and laptop computers, tablets and smartphones, we take for
granted the surveying of basic and application software and
the consequent releases of patches and updates [11]. This is
going to be even more true in the IoT environment, exactly
because of the big heterogeneity of manufacturers and of
products. In this scenario, accountability conflicts are an
obvious side effect [3][12].

In various percentages, all these aspects contribute to give
rise to threats for the personal data processed in the IoT envi-
ronment; hence, one of the main goals to be achieved in the IoT
ecosystem is to provide adequate trust strategies and practical
solutions. As everything else in the IoT world, this question
is very complex, too. For sake of simplicity, we will detect
two macro-areas of relationships occurring in the IoT world:
the trust of the end user towards the IoT system itself and the
trust between different devices collaborating and exchanging
data in the network. Both areas have been thoroughly examined
in several researches, and many solutions have been proposed
(see surveys [1][3]-[5][13]); the central point is that many of
these works start from existing technologies and try their best
to adapt them to the context of IoT.

The negative side effect of this approach is dual: first,
many solutions developed for the “traditional” Internet security
scenario, such as encryption protocols [3][4] or IP (Internet
Protocol) standard addressing [8] are literally not suitable in
the IoT context; second, and even more important, adapting
some existing technique or paradigm in an effort to manage
unprecedented challenges, as those posed by the IoT environ-
ment are, is in conflict with the principles of Data Protection
by Design and by Default, prescribed in the General Data
Protection Regulation EU/679/2016 (GDPR, [14]) – Article
25.

As explained in [15], these principles are slightly different
from the Privacy by Design (PbD) principle [16], since the
approach adopted in the GDPR focuses on the data protection
rather than on privacy. Nevertheless, without any prejudice
towards this important distinction, the two concepts are strictly
related; so to say, the prescriptions in Article 25 of the GDPR
are in a child-parent relationship with the PbD, and, in this

context, it’s much more useful to focus on the common idea
that connects them. In other words, any technical or organisa-
tional measure to be undertaken must have as a cornerstone the
privacy protection itself. To be even more clear, and referring
to the last of the 7 foundational principles of PbD [16], the
mantra is keep it user-centric.

GDPR compliant solutions should consequently consider,
for instance, data preprocessing, i.e., data minimisation, data
anonymisation and data pseudonymisation, as told in Recital n.
26, 28 and in Articles 25 and 32 of the Regulation, to reduce
the risks at source. In any case, the cited countermeasures
are not the only possible ones, since the Regulation describes
them simply as some amongst many remedies. An important
suggestion about further countermeasures to be undertaken
comes from the European Data Protection Supervisor (EDPS)
opinion on online manipulation [17], in which one of the
biggest current problems in the context of cybersecurity is
identified in the centralisation of personal data in few private
hands: “[...] Big data analytics and artificial intelligence
systems have made it possible to gather, combine, analyse
and indefinitely store massive volumes of data. Over the past
two decades, a dominant business model for most web-based
services has emerged which relies on tracking people online
and gathering data on their character, health, relationships
and thoughts and opinions with a view to generating digi-
tal advertising revenue. These digital markets have become
concentrated around a few companies that act as effective
gatekeepers to the internet and command higher inflation-
adjusted market capitalisation values than any companies in
recorded history.”. The endemic diffusion of IoT products is
an obvious aggravating circumstance to these worries; hence,
in a proactive approach [16], the decentralisation of databases
is a fundamental criterion for data protection, in addition to the
aforementioned countermeasures. Moreover, strictly related to
the issues emerging from this EDPS opinion, there is another
very important and challenging novelty introduced with the
GDPR, i.e., the right to be forgotten, as per article 17 of the
Regulation. The practical implementation of this new right of
the data subject, i.e., the right to ask for (and to obtain) a
complete and definitive cancellation of her/his data held by a
specific data controller, would be largely facilitated and better
granted by the use of decentralised databases in addition with
anonymisation techniques, since a large part of personal data
would be, in this scheme, stored locally rather than in a remote
server managed by the data controller.

Nevertheless, it is very important to underline that the
ex ante approach required by the PbD and embedded in
the GDPR, is of crucial importance also when the trust
problem in IoT is addressed in innovative ways, and thus
the proposed solution is the effect of a fresh start. Start-
ing from scratch does not lead, by itself, to achieve the
goal: for instance an authentication system relying on the
blockchain is per se compliant with the decentralization idea,
being the blockchain an intrinsically decentralized technology;
furthermore the example of the blockchain sounds particularly
striking to address the trust management, given the capability
of blockchains to ensure trust between participants without
relying on a supervising authority. Nevertheless, a blockchain
solution could reveal itself to be non-compliant with the PbD
principles. For instance, in [18] a very interesting trust system
for IoT is developed exploiting the blockchain technology; the
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system hinges on “promises to be honored” between a service
provider and a service consumer, and the “reputation” of each
participant to the chain is brilliantly built up not only from the
previous history already stored in the chain, but it is also linked
to other trust indicators coming from external environment, so
that a new participant to the chain is not obliged to start from
“zero trust”, but can inherit his (good) reputation from other
contexts. All the transactions are encrypted “[...] to provide
confidentiality between the parties [...]”, but the side effect of
this ex post privacy countermeasure is that the encryption could
also be exploited by malicious consumers to keep their bad
reputation hidden; the problem is solved “[...] publishing the
obligations that were not fulfilled in an unencrypted form [...]
and linking them to the previous encrypted ones.". The result is
that "[...] all the non-fulfilled obligations are public.”, and this
solution, since the non-fulfilled obligations have immediate
negative impact on the reputation of the participant, is hardly
acceptable, being the blockchain records immutable and not
subject to any impartial trust agency, making it impossible to
erase a potential perp walk effect caused by the disclosure of
non-fulfilled obligations to all other participants.

Moreover, as explained again in [15], not all blockchain
systems are compatible with the GDPR (only private, i.e.
permissioned, blockchains and combined blockchains can be
GDPR compatible) and this means that any measure developed
without accounting these legal constraints will be almost
useless in a global interconnected virtual market in which the
GDPR becomes day by day the main normative reference.
This one is far from being a secondary detail: there have been
several works addressing the trust issue in IoT through the
blockchain technology [19] but, unfortunately, those adopting
public, i.e., permissionless blockchains are intrinsically non-
compliant with the GDPR. The risk can be that some techni-
cally effective solutions may be implemented and spread, and
possibly become established as reference solutions, while they
cause in the approach itself a compliance problem.

III. SOCIO-TECHNICAL ASPECTS

As we have seen, the security and trust challenges pre-
sented by the growing IoT ecosystem are really arduous; but
there are even more problems to be taken into account. Let us
refer to another concept expressed in [15], i.e., the fundamental
relation:

security 6= privacy.

This inequality summarizes the real possibility of scenarios
in which, despite the computer security countermeasures, no
effective privacy protection has been achieved. From this point
of view, the aforementioned examples are perfectly suitable.

Another remarkable and extremely concrete example of
this kind is the so called privacy paradox; this expression
refers to a recurring finding of several researchers: very often
individuals who claim to be really concerned about their
privacy, actually behave in strong contradiction with their
statements [3][6][20][21].

As it is clearly understandable, such a phenomenon cannot
be easily limited by standard security countermeasures of any
kind, being it a disrupting attitude, capable of undermining the
system from the inside. An end user who would correctly fulfil

all the established security and trust criteria though behaving
according to the privacy paradox, could however put her/his
personal data under threat, considering that she/he acts with
full privileges and authorizations: a perfect example of security
without privacy. Furthermore, as stated in [6], the limited
resources typical of many IoT devices, in combination with
the huge scale of data exchange that we expect with the
further diffusion of these technologies, can only worsen this
gap between intentions and actual behaviour [22].

These socio-technical aspects seem to be at least as im-
portant as the strictly technical ones; in any case, it must be
pointed out once more that the consideration of the behaviour
of individuals when facing these new technologies is far from
being totally clear. In [20], the complexity of these problems
is well documented, and the intrinsic difficulty to identify the
cause of the phenomenon is underlined. Some studies even
question the actual existence of the privacy paradox [23],
however, further and more recent evidence, and more strongly
related to the IoT blossoming, suggests the contrary [22].

In any case, notwithstanding the fact that the privacy
paradox phenomenon must always be estimated while taking
into account all the biasing parameters, such as age [22], digital
literacy and skills [6], convenience and context [20][24][25],
a robust privacy protection strategy cannot afford to ignore it.

Moreover, these behavioural issues interact and intertwine
themselves with other aspects of individual’s behaviour in
articulated technological environments, such as the herding
effect [26][27], where, in a nutshell, individual’s decisions are
strongly biased by decisions previously taken by other subjects
in a closed social group or category. As underlined in [6],
the interaction between these two attitudes of the end users
represents a serious threat to any security frame, being these
weaknesses outside the security system.

As already said, in order to understand the nature of
these phenomena, several works have addressed the prob-
lem; amongst various interesting aspects emerging from these
works, three of them seem particularly relevant in the IoT
context: the correlation between individual’s digital skills and
risk awareness [6][28], the correlation between individual’s
risk awareness and how coherent are her/his attitude and
behaviour in terms of privacy [28] and the “privacy for
convenience” mechanism [20][25]. In short, in the sociological
literature a direct proportionality relation is detected between
digital skills and privacy risks awareness [6]; furthermore, in
[29]-[31] the relation between risk awareness and choices in
terms of privacy is outlined. Even if no definitive results come
out of these researches, the aforementioned aspects are very
interesting clues to try to understand which the parameters
favouring proactive user’s behaviours are.

In addition, in [28], a further interesting assumption is
made, i.e., that the incoherence of some behaviours can be
explained with the concept of privacy cynicism: “[...] an
attitude of uncertainty, powerlessness and mistrust towards
the handling of personal data by online services, rendering
privacy protection behavior subjectively futile.”. The results
of the study seem to confirm the hypothesis, and this sheds
even more worries in view of the definitive diffusion of the
IoT technologies. This research is also directly linked to other
works, like [32][33], in which the tendency to ignore terms and
condition of online services is underlined, and it results to be
the standard behaviour; moreover the common experience of
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the average user do aims to a substantial feeling of impotence,
being the so called EULA (End User License Agreement)
perceived as pretty mocking for their length and complexity
[34]-[37]. On the Internet, it is even possible to listen for
hours and hours to a guy reading some appliance’s terms and
conditions [38].

Last but not least, the trading of privacy for convenience
must be considered in relation to the two previously remarked
aspects. This mechanism, analysed in [39], is summarized by
the authors stating: “[...] small incentives, costs or misdirection
can lead people to safeguard their data less [...]. Moreover,
whenever privacy requires additional effort or comes at the
cost of a less smooth user experience, participants are quick to
abandon technology that would offer them greater protection.
This suggests that privacy policy and regulation has to be
careful about regulations that inadvertently lead consumers
to be faced with additional effort or a less smooth experience
in order to make a privacy-protective choice.".

IV. DISCUSSION

The scenario described in the previous sections is really
complex and challenging, as well as worrying. The unprece-
dented number of devices that will more and more permeate
our daily experience, their multiplicity and the consequent
variety of ways of interaction pose very big issues to be solved,
in order to have concrete benefits from the IoT ecosystem,
rather than achieving an ungovernable myriad of devices
collecting, transmitting, comparing and processing personal
data without control.

In many cases, the problems are mostly technical [40], and
it comes out that much better could have been done by simply
applying basic security countermeasures, such as, for instance,
data encryption. Nevertheless, the complex relations between
new hyper-connected technologies and human behaviour pose
even bigger problems. Many researches reveal disconcerting
attitude towards the possible use and misuse of personal data
widespread on the Internet, to the point where individual’s
behaviours become really difficult to understand and explain
[41][42], but these events cannot be regarded as totally con-
scious and aware behaviours.

Once again, it is appropriate to refer to the GDPR princi-
ples and prescriptions in order to correctly address the whole
set of problems. Besides the already mentioned principles
of Data Protection by Design and by Default, we should
consider another fundamental prescription of the GDPR, i.e.,
the necessity of a risk assessment for any potential harmful
data processing in order to support the central concept of
accountability of the data controller, on which the whole
regulation hinges.

Indeed, the Data Protection Impact Assessment (DPIA) is
a legal obligation under Article 35 of the regulation. This
obligation, together with the Data Protection by Design and
by Default principle, can be taken as a jumping-off point to
imagine a solution, which may be seen as a natural application
of the GDPR prescriptions.
• Data management model in relation to privacy risks

intrinsic to IoT technologies and compliance criteria
to the privacy by design and privacy by default prin-
ciples
Article 35, paragraph 1 of the GDPR prescribes:
“Where a type of processing in particular using new

technologies, and taking into account the nature,
scope, context and purposes of the processing, is likely
to result in a high risk to the rights and freedoms of
natural persons, the controller shall, prior to the pro-
cessing, carry out an assessment of the impact of the
envisaged processing operations on the protection of
personal data. A single assessment may address a set
of similar processing operations that present similar
high risks.”. It looks pretty clear that this prescription
does apply to IoT technologies; this means that any
data controller dealing with IoT devices is obliged to
undergo a DPIA process and to evaluate its results
in order to comply with the EU/679/2016 Regulation.
Moreover, in article 35, paragraph 7, is told that: “The
assessment shall contain at least:
(a) a systematic description of the envisaged process-

ing operations and the purposes of the processing,
including, where applicable, the legitimate interest
pursued by the controller;

(b) an assessment of the necessity and proportionality
of the processing operations in relation to the
purposes;

(c) an assessment of the risks to the rights and free-
doms of data subjects referred to in paragraph 1;
and

(d) the measures envisaged to address the risks, in-
cluding safeguards, security measures and mecha-
nisms to ensure the protection of personal data and
to demonstrate compliance with this Regulation tak-
ing into account the rights and legitimate interests
of data subjects and other persons concerned.”.

In other words, an evaluation of the risk inherent in
personal data processing intrinsic to the usage of an
IoT device is necessarily included into any compliance
process to the GDPR; the evaluation must detail and
specify the techniques adopted in order to ensure
personal data protection during the operation of the
device. In this sense, amongst the DPIA results, the
countermeasures put in place to respond to the basic
principles of privacy by design and by default must
also appear. All these DPIA outcomes can be stored
in a database managed by a third party Authority (it
could be, for instance, the EDPS, or a further Author-
ity related to the EDPS). In this way, any (new) IoT
device would be automatically classified and archived
in this public database, and, alongside the device,
the database would register the details of the risk
level for each processing and of the countermeasures
implemented to mitigate those risks; the crucial task of
the managing Authority would be the harmonisation
of each device’s DPIA results, so to have an evaluation
scale as homogeneous as possible. Something similar
already happens with many privacy-friendly services,
such as, for instance, the DuckDuckGo browsing ser-
vice [43]; however, in order to ensure real impartiality,
the involvement of a supervisory Authority appears
necessary, as was the case, for example, with the
Privacy Flag project [44]. The harmonization process
is for sure a critical point of the whole management
strategy; nevertheless, in accordance with Articles 40
et seq. of the GDPR, the diffusion of common codes
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of conduct could be the shared background on which
to build a widely supported reference frame for the
comparison of different services and devices in terms
of privacy risk. Indeed, respecting determined codes
of conduct approved by the EDPS, would mean, by
itself, ensuring the compliance to well known, shared
and detailed data protection criteria.
For how much it concerns, instead, possible cases
of unreliable or untruthful DPIAs, they come under
the more general casuistry of infringements of the
GDPR, and they must be treated as breaches of the
accountability principle; in the same way, here is not
considered the extreme case in which the use of a prior
consultation is needed (article 36 of the GDPR).

• Basic risk mitigation criteria
Given that a detailed description of each specific
situation would be unachievable, precisely because of
the already examined extreme heterogeneity of the IoT
ecosystem, it is, in any case, possible to identify two
macro-categories: indoor devices and outdoor devices.
For devices belonging to the first category, they will,
in almost all cases, be connected to a trusted Local
Area Network (LAN); thus, for these equipments,
the basic criterion for risk reduction must include
the implementation of strict anonymisation and/or
pseudonymisation procedures which, together with the
use of a local database for data storage, must lead to a
standard for the transmission of data outside the LAN
on the basis of which only data rendered appropriately
anonymous must be able to reach the central manage-
ment server of the device. In other words, inside of the
trusted LAN the user’s personal data are normally pro-
cessed in order to safeguard the quality of the service
provided through the device and its customization by
means of the progressive learning of user’s tastes and
preferences, so that the appeal and the convenience
of the specific IoT device are not compromised. On
the other hand, only data made anonymous according
to the techniques indicated above will be sent to the
main external server of the considered equipment, thus
safeguarding the possibility, for the manufacturer, to
carry out statistical processing on the data processed
by his own devices, but in anonymous form. For
the second category, namely that of outdoor devices,
the problems are greater, as they cannot rely on the
support of a trusted LAN. However, there is nothing
to prevent from reproducing the previous scheme by
sending user’s personal data to a private server, that is
to say inside of the user’s trusted LAN; at this point an
application related to the device and operating locally
in the trusted LAN, provides for the anonymization
and/or pseudonymisation of the data and the subse-
quent sending of the data made anonymous to the
central server of the device. Alternatively, a second
personal device could play the role of the trusted LAN
and of the local storage space, for instance taking
advantage of a smartphone generated Personal Area
Network (PAN) or through some other sort of short
range connection between the IoT device and the
user’s smartphone. In addition, for such equipment,
the default setting should provide for the deletion

of all data whose sharing with the central server of
the device is indispensable for the use of the service
itself (e.g., geolocation data in the navigation devices)
at the end of every single usage. This kind of data
processing policy would be of great help also to fulfil
the obligations in terms of right to be forgotten. These
countermeasures obviously have nothing to do with
the security issues of data transmission, which must
be addressed and resolved beforehand, so that this
granular privacy management system can be based
on a solid foundation of computer security, avoid-
ing incurring cases like that illustrated in [40]. For
instance, symmetric cryptography could be the right
choice due to cost and power restraints [7], and an
OTP (One Time Password) second security level may
be the solution to improve security by pairing the
IoT device with the user’s smartphone. However, this
aspect has no trivial solution, given that, as already
mentioned, IoT devices are almost never suitable for
the application of standardized security methods due
to their limited resources; therefore this aspect must
certainly be deepened, although this deepening goes
beyond the scope of this contribution.

• Real time signalling of the risk level based on the
settings in terms of protection of personal data of the
device
As already seen, to obtain adequate levels of protec-
tion of personal data it is absolutely essential to take
into due account the behavioural aspects of the end
user. From what we have seen in section III, it appears
necessary to implement a mechanism that, with imme-
diacy and without interfering with the functions of the
device, is able to signal in real time to the user the
level of risk to which the user is exposed. Furthermore,
this indicator must take into account all the possible
modifications to the device settings that impact on
data protection, so that the signalling changes instan-
taneously and consistently according to the specific
settings chosen, so to allow the user an effective, rapid
and conscious balancing between practicality of use
and risk for personal data. In consideration of the
scheme illustrated in the previous two points, this can
be achieved through a chromatic signalling system on
board the device, or shown through an application
specifically related to the device, by correlating to
each different setting of the personal data management
parameters (which is normally a possibility already
included in almost all network devices or applications)
a different colour signal. For example, imagining a
scale on five levels, you would have:
(1) Bright green: high personal data protection level

and privacy safeguarding.
(2) Yellow-green: medium-high personal data protec-

tion level. Good privacy safeguarding.
(3) Yellow: medium personal data protection level.

Privacy safeguarding acceptable: some risks.
(4) Orange: medium-low personal data protection

level. Privacy safeguarding weak: significant risk.
(5) Red: low personal data protection level. Bad pri-

vacy safeguarding: high risk.
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The scale can obviously be deepened by adding more
levels and the corresponding colour nuances beyond
these five sample levels. This dynamic signalling
system would allow the user to choose the balance
point between practicality of use and data protection
that best suits her/his needs. In other words, with
reference to the previous point, the level of protection
chosen may or may not include anonymisation as well
as automatic deletion of navigation data, but these
choices, accompanied by the corresponding signal
indicating the level of risk, would certainly be more
aware, even in the case of "unscrupulous" users who,
knowingly, choose the most dangerous settings for the
protection of their personal data.

In this way, associating in real time with each change in
the settings a signal of the corresponding level of protection
of personal data, it is possible to actively oppose the tendency
of users to yield to the dynamics of privacy for convenience,
which, as the literature on this topic shows, are often not
very conscious dynamics because of the lack of perception of
the risks to which the users are exposing themselves. Such a
privacy risk management frame, explicitly thought to maximize
the protection of user’s data, could nevertheless be of great
convenience for the manufacturers too, since any choice made
in a context of maximum understandability of the privacy risk
could hardly leave room for litigations seizing on the lack of
awareness. In other words, an increase in user’s privacy risk
awareness can be the most effective strategy not only to let
individuals make their choices in the most conscious way, but
also to build up a proactive environment involving users and
manufacturers, in order to reduce the sense of impotence in
front of personal data violations and misuses that, in the long
term, could ultimately bring to a "lose-lose" situation, into
which, obviously, no one would be glad to get.

Nevertheless, the obvious premise to all these considera-
tions is the compliance to the GDPR and the fair play of all
manufacturers and players in the cyber-market.

V. CONCLUSION AND FUTURE WORK

The IoT technologies are expected to become a pervasive
aspect of the life of us all in the very near future. Its special
characteristics, such as the unprecedented number of devices,
their ubiquitous nature and the capability of making virtual and
physical world blur together, outline an intrinsic duplicity in
this incoming revolution: it promises to drastically transform
our way of living, but it also poses threats to the privacy of
us all end users as never before. The profound interaction,
almost a symbiosis, between IoT devices and the surrounding
world, including human beings, forces a multiple approach in
order to frame the problem and then have chances of solving
it; in this regard, the principles stated in the GDPR appear
even more as the correct guidance to lead the way. Waiting for
ambitious, visionary and fascinating projects of self-protecting
personal data to come true [45], we need to develop right now
an effective strategy to manage this paradigm shift.

This contribution proposes a general strategy of approach
to these problems which puts the respect of norms on the
protection of personal data, first of all the GDPR, above the
identification of technical solutions. Moreover, the strict inter-
action between IoT technologies and human beings also means
a strict interaction between user’s behaviour and personal data

protection, this reflecting itself in the need of integrating, into
the technical solution, practical and effective signalling of the
risks to which the user is exposed when using a specific IoT
device or equipment. The proposed strategy tries to solve these
problems by means of rearrangement and optimisation of al-
ready existing technologies and solutions. The legal obligation
to undergo a DPIA is a very important starting point, since,
at least in markets in which the data protection regulation is
the GDPR or a GDPR like regulation, it can be the starting
point on which to build the crucial component of the strategy
proposed, i.e., the existence of a common standard for the
evaluation of risk levels between different IoT devices. As
already underlined, this task should include the involvement
of a supervisory Authority to ensure the necessary level of
impartiality for all parties involved; nevertheless, the current
panorama already offers systems that compare various services
in terms of privacy protection, and these examples can act as a
reference point for a comparison platform as broad and shared
as possible. Hence, amongst many possible and needed next
steps to be made, two appear more urgent: the development
of a prototype application which implements the signalling
system taking into account any possible configuration of the
data parameters of a significant selection of IoT device, and
the testing of this prototype application in therms of usability
and risk awareness increase on a sample of users.
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Abstract—Existing positioning techniques can mostly overcome
problems caused by path loss, background noise and Doppler
effects, but multiple paths in complex indoor or outdoor environ-
ments present additional challenges. In this paper, we propose
BeamMaP that can instantaneously locate users after training
input data and steer the beams efficiently in a distributed massive
Multiple-Input Multiple-Output (MIMO) system. To simulate
a realistic environment, we evaluate the positioning accuracy
with channel fingerprints collected from uplink Received Signal
Strength (RSS) data, including Line-of-Sight (LoS) and Non-Line-
of-Sight (NLoS), in the training data sets. Based on the adaptive
beamforming, we employ the Rice distribution to sample the cur-
rent mobile users locations in the testing data sets. Our simulation
results achieve Reduced Root-Mean-Squared Estimation Error
(RMSE) performance with increasing volume of training data.
We prove our proposed model is more efficiency and steady in
the positioning system compared with kNN and SVM. The results
also demonstrate the effectiveness of the adaptive beamforming
model in the testing process.

Keywords–outdoor localization; machine learning; data train-
ing; beamforming.

I. INTRODUCTION

The future developing technologies, such as autonomous
vehicles, Virtual Reality (VR) and the Internet of Things
(IoT), are relying on more efficient bandwidth distribution
and higher speed transmission [1] [2] [3] [4]. The next
generation of wireless networks 5G should provide more
accurate localization of the connected mobile devices and
distribute the limited bandwidth in a more efficient way.
Some new technologies employed in localization, especially
including the massive Multiple-Input Multiple-Output (MIMO)
and beamforming technologies, are explored in the 5G system
[5]. The innovative design of massive MIMO disclosed in
some publications utilizes a large number of upgraded array
antennas (more than one hundred) to multiplex messages for
several devices simultaneously. This component, implemented
in future Base Stations (BSs), has been shown to play an
essential role in positioning of Mobile Users (MUs) in cellular
networks, including increased spectral efficiency, improved
spatial diversity, and low complexity [6]. More importantly, a
distributed design for massive MIMO is beneficial for position-
ing due to the better spatial diversity, which will be employed
in this paper. Some proposed solutions applying the MIMO
positioning techniques are mainly focused on the received
signal information from the users, such as the Angle-of-Arrival
(AoA), Time-of-Arrival (ToA), and Received Signal Strength
(RSS) [7] [8] [9]. These features, singly or in combination,
can be used in the localization of mobile users in indoor or
outdoor environments.

Even though positioning in cellular networks widely uses
the Global Positioning System (GPS) in urban or rural areas,
the method becomes unreliable when the Line-of-Sight (LoS)
and Non-Line-of-Sight (NLoS) are difficult to distinguish,
such as in highly cluttered multipath scenarios (tens meters
error) [10]. In some conventional method using the two-step
localization techniques, the received LoS signals are processed
at different base stations and AoA and/or ToA of each user can
be obtained. Then the position of the user can be found by
triangulation calculation [8]. However, the LoS path may be
damped or obstructed, leading to large positioning errors, as
is often the case in complex scenarios. Also, [8] is exploiting
channel properties to distinguish LoS from NLoS signal paths,
resulting in an improvement of performance. However, a large
data gain with a combination of LoS and NLoS signal paths
will require high computational complexity.

A. Related work

Big data collections combined with machine learning meth-
ods have been mentioned in solving the MUs localization in
some of the literature [9] [11] [12]. For example, through
collecting RSS, AoA and/or ToA, we typically provide efficient
supervised or unsupervised techniques to estimate the coordi-
nates of MUs. Some unsupervised methods, such as k-Nearest
Neighbors (kNN), assume that there are many reference users
at which vectors of RSS are obtained, and the target MU can be
located as a weighted average of the closest k reference posi-
tions [11]. Although kNN is able to provide good performance
in uniformly distributed references, we have to choose a better
regression under the different k dimension, which will generate
the large number of input training data and cause higher
computational complexity. Additionally, supported machine
learning methods, such as Support Vector Machines (SVM)
[12] and deep learning methods [9], are explored to predict the
coordinates of MUs after collecting amounts of RSSs and/or
AoAs through different base stations. However, the method in
[9] [12] will cause the estimation to be degraded when the
number of MUs increases and interference between cells in
the cellular networks becomes dramatically higher.

Based on the features of raw data sets, such as RSS
mentioned below in the system, we employ a Gaussian Process
Regression (GPR) model to estimate the locations of MUs,
discussed in [7]. GPR is a generic supervised learning method
designed to solve regression and probabilistic classification
problems. Under this method, an unknown nonlinear function
is assumed to be random, and to follow a Gaussian Process
(GP). In contrast to kNN and SVM, GPR is able to provide
probabilistic output, for example, the posterior distribution of
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the MU position, after given an online measurement and a
set of fingerprints with RSS vectors. Besides, without LoS
and NLoS identification, this machine learning approximation
method can efficiently identify MUs positions after training
with limited reference users, and it significantly decreases the
computational complexity as well.

B. Our Approach and Contributions

In this paper, we propose a novel positioning technique,
called Beamforming-based Machine Learning for Positioning
(BeamMaP) to meet the above challenges. BeamMaP employs
a machine learning regression technique based on the efficient
beamforming transmission patterns in order to estimate the
location of MUs. BeamMaP can instantaneously predict the
locations of MUs after generating the Machine Learning
(ML) regression network model and help the base stations to
distribute beams in an efficient way. Moreover, BeamMaP can
implement the real-time detection to update the input data sets
including LoS and NLoS multipath channels.

Data
base

Cellular Network

Edge Servers
Cloud Servers

MIMO

Figure 1. BeamMap positioning system in cellular networks.

The BeamMaP design is illustrated in Figure 1. The
beamforming system in each BS installed massive MIMO
antennas serves more than one MU. When a MU transmits
on the uplink, we can obtain a vector of RSS (or a fingerprint)
comprising LoS and NLoS multipaths measured by the massive
antennas array in the BS. The detected uplink signals or RSS
information are collected and submitted to the edge servers or
cloud servers for calculation. Then the adaptive array systems
can formulate a single or more beams with different weights
to different directions according to the demands of MUs.
Furthermore, MUs can process signals from a single MIMO
base station, provided the BS and users were synchronized,
which can be easily implemented by a two-way protocol by
adding some additional overheads [13]. Besides, in order to
avoid the pilot contamination occurred in massive MIMO
system between cells, some reuse pilot schemes and partic-
ular modulation technology, such as Orthogonal Frequency-
Division Multiplexing (OFDM) or Code-Division Multiple
Access (CDMA) should be applied in our system [14]. Further-
more, massive MIMO systems combined with beamforming
antenna technologies are considered to play a key role in the
next generation wireless communication systems [15]. Optimal

beamforming techniques, such as adaptive beamforming, are
mentioned to be employed in localization and provide energy
saving of the MIMO systems. BeamMaP employs adaptive
beamforming as a candidate in building the testing process.
Compared with switched beamforming, adaptive beamforming
can cover a larger area of MUs when the number of beams
and bandwidths range shared are the same, and it also offers
more comprehensive interference rejection [15]. Therefore,
BeamMaP not only can improve the efficiency of coverage
for users, but can also result in significant reduction in energy
consumption of base stations.

The following contributions are made in this paper:

• We employ a supervised machine learning regression
approach to accurately locate the MUs in a single
cellular system.

• We present extensive performance results from simu-
lations exploring the effects of various componential
parameters.

• We prove our proposed machine learning method is
more efficiency and steady in the positioning system
compared with kNN and SVM.

• We use an adaptive beamforming method to build the
testing users model to increase the efficiency of the
ML model.

The rest of this paper is organized as follows: Section II
presents the BeamMaP positioning system design, including
the input data sets collected for training, the machine learning
model and testing process. In Section III, we present perfor-
mance evaluation results to analyze the impact factors. Section
IV presents our conclusions.

II. BEAMMAP POSITIONING SYSTEM DESIGN

Driven by the above motivations, the BeamMaP framework
is illustrated in Figure 2.

We firstly need to collect the fingerprints (RSS vectors)
to generate the training data sets. Due to the unknown direc-
tions of MUs, we assume the beams weights in a uniform
distribution trying to cover more MUs in comparison with the
random distribution in the beginning status. Then, BeamMaP
starts to explore the GPR method to train the collected raw
data arrays, which include the RSSs of LoS and NLoS in the
scenario. Some parameters set up in the ML regression model
are able to be estimated in the training process. Furthermore,
in order to avoid the overfitting in the training process, we
follow the K∗-fold cross-validation to partition a sample of
input data sets into complementary subsets, performing one
subset as the training set (the orange blocks in the figure), and
validating the analysis on the other subset as the testing set (the
blue blocks in the figure). Multiple rounds of cross-validation
are performed using different partitions, and the validation
results are combined (e.g., averaged) over the rounds to give
an estimate of the model’s predictive performance. Moreover,
we choose the Root-Mean-Square Estimation Error (RMSE) as
the metric, which will be introduced in the experiment section.
We set up a threshold σ to analyze the training process of the
ML model. If the RMSE in the model is larger than σ, it will
back up to the beginning of the ML process, requiring that
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Figure 2. BeamMap’s positioning system framework (adaptive σ chosen)

the ML process continue the training process. If the RMSE
is less than or equal to σ, the parameters in the model have
been generated successfully in the estimation, and we should
adjust the system to set up beams to cover the mobile users
under their requirements. The detailed model is designed in
the following part.

A. Input Data Sets for Training – Uplink Transmission in 5G
MIMO Model

In this section, we build a wireless network model to locate
Mobile Users (MUs) in a single cellular 5G network system.
We assume one Base Station (BS) with K (K >M ) antennas
to serve M single-antenna MUs in the cell. We consider MUs
simultaneously transmit M symbols, s = (s1, ..., sM )T , the
massive MIMO antennas array in the base station can receive
the sum signal strength vectors r = (r1, ..., rK)T :

r =
√
ρHs + n (1)

Here ρ is a constant denoting the transmission power of
each mobile user; H is the K × M channel matrix, with
hk,m = αk,m

√
qk,m,∀k = 1, ...,K and m = 1, ...,M as the

transmission channel element for mth mobile user uplink to the
kth antenna in the base station. αk,m and qk,m are respectively
the small-scale and large-scale fading coefficients. The large-
scale fading qk,m (related to shadowing noise variance) is
assumed to be a constant in the urban or suburban environ-
ment, and the small-scale fading αk,m is considered to be
an independent and identically distributed complex Gaussian
distribution (Rayleigh distribution), with αk,m ∼ CN (0, 1).
In addition, n = (n1, ..., nK)T represents the additive white
Gaussian noise vector given by nk ∼ N (0, 1). We list the
basic notations in Table I.

From (1), we are considering the sum signal strength
vectors from all users to antennas. In order to separate the

TABLE I. BASIC NOTATIONS REPRESENTATIVE.

Notation Corresponding meaning
K, k the number of antennas in BS, antenna index
M,m the number of MUs, MU index
ρ the transmission power of each mobile user
S the number of training reference MUs
sm
s

the symbol vector transmitted by the mth mobile user,
the sum symbol vectors transmitted by all MUs

rk
r

the received symbol vector at the kth antenna in BS,
the sum signal strength vectors in BS

hk,m

H
fading uplink channel between mth MU and kth antenna ,

the uplink channel matrix between all MUs and BS antennas
αk,m

qk,m

small-scale fading coefficient between mth MU and kth antenna ,
large-scale fading coefficient between mth MU and kth antenna

nk

n
the additive white Gaussian noise vector received in the antenna k

the sum additive white Gaussian noise vectors in the BS
pk,m

pm

RSS of mth MU at kth antenna in BS
uplink RSS vectors of MU in all antennas of BS

n the Path Loss Exponent (PLE) for LoS or NLoS channel
σs the shadow fading in dB
p̃a

P̃

the uplink RSS vector for the ath training MU

the training data matrix for S coordinates of MUs chosen
p̂m the uplink RSS vector of the mth testing MU
(̂xm, ŷm)

(x̃m, ỹm )

the coordinate of the mth testing user in vector (̂x, ŷ)

the coordinate of the mth training user in vector (x̃, ỹ)
[µx]m

[σx]m

the estimation value of the mth testing user x̂m-coordinate

the variance for errors of user x̂m-coordinate

multiple users RSS in r, we have different schemes to extract
the kth user RSS rk. In order to capture the effective signals,
the pilot signal vector sk should be modulated as mutually
orthogonal during transmission so that it can satisfy sHi ·sj = 0
(i 6= j) [14]. Particular modulation techniques, such as OFDM
or orthogonal CDMA employed as the coded schemes in the
transmission systems. Minimum Mean Square Error (MMSE)
being an appropriate solution, we can simply extract each user
signal strength from the combination signals of all MUs and
then distinguish the signals and noise by setting a threshold in
the receiving part.

sHr =
√
ρH + sHn (2)

Taken all assumptions into account, we can acquire the single
user’s RSS as pk,m in:

pk,m =
∥∥sHmrk∥∥2

= ρ |hk,m|2 = ρα2
k,m |qk,m| (3)

Also, we accumulate all MU uplink power vectors from
all antennas in BS: pm = [pdB

1,m, p
dB
2,m, ..., p

dB
K,m]. Established

on the received power model, we can acquire the power data
sets by converting (3) to the log distance path-loss model but
they are limited in the lower frequency and small cellular
environment [16]. Additionally, through our experiment, we
observe the COST Hata model (COST is a radio propagation
model that extends the urban Hata model to cover a more
elaborate range of frequencies, which is developed by a
European Union Forum for cooperative scientific research)
also cannot adapt the different higher frequency 5G network
system, even though it is popularly employed in the urban
cellular network [17]. Also, the path loss models currently
employed in the 3GPP 3D model is the ABG model form
but without a frequency dependent parameter and additional
dependencies on base station or terminal height, and only used
in LoS scenario [18]. Therefore, we are considering to employ
the Close-in (CI) free space reference distance Path Loss (PL)
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model, which is noted multi-frequency and covers the 0.5-100
GHz band [18]. The CI-PL model is also transferred from (3)
to adapt LoS and NLoS realistic scenarios through adding the
free space path loss and optimizing the parameters:

Ploss(fc, d)[dB] = FS(fc, 1m) + 10nlog10(
d

1m
) + σs (4)

Here fc is the carrier frequency in Hz, n is the Path Loss
Exponent (PLE) describing the attenuation of a signal passing
through a channel, d is the distance between MU and each
antenna in BS and σs is the shadow fading in dB. The Free
Space Path Loss (FS) in (4) is standardized to a reference
distance of 1 m. FS with frequency fc is given by:

FS(fc, 1m) = 20log10(
4πfc
ν

) (5)

In (5), ν denotes the speed of light. The CI-PL model is
represented as the relationship between propagation path loss
and TX-RX distance based on a straight line drawn on a two-
Dimensional (2D) map, passing through obstructions, and used
in both LoS and NLoS environment. While we are considering
CI-PL in the urban cellular network of 5G system model, the
parameters are measured as n = 2.0, σs = 4.1dB in LoS and
n = 3.0, σs = 6.8dB in NLoS using omnidirectional antennas
[18]. Due to the same transmission power assumed for each
MU, we can use the CI-PL model as the RSS parameters to
acquire the training data sets.

Additionally, for each MU’s uplink transmission, multi-
paths signals can be received by multiple antennas, some of
them are LoS and the others are NLoS responses. So we
consider the LoS probability model in the current 3GPP/ITU
model in the MIMO receiving part when setting up the training
data. It means the uplink response array of MIMO antenna
includes LoS and NLoS components for each MU. From [18],
in terms of Mean Squared Error (MSE) between the LoS
probability from the data and the models, we choose the d1/d2

model as follows:

p(d) = min(
d1

d2
, 1)(1− e−

d
d2 ) + e−

d
d2 (6)

where d is the 2D distance between MU and antennas in meters
and d1, d2 can be optimized to fit a scenario of parameters (we
choose d1 = 20, d2 = 39 because it acquires minimum MSE
in adapting the urban scenario).

B. Machine Learning Model

Given the RSS vector pm = [pdB
1,m, p

dB
2,m, ..., p

dB
K,m], our

goal is to find the position of the mth MU in the two di-
mensional plane, denoted by (xm, ym). We build the functions
fx(.) and fy(.) which take the uplink RSS vector pm of a given
user m as input and provide the user’s location coordinates
(xm, ym) as output, and try to learn as follows:

xm = fx(pm) and ym = fy(pm),∀xm, ym (7)

Derived from CI-PL model for the input training model, the
learning functions can be classified as a nonlinear regression
problem. We follow GPR as a supervised machine learning
approach, with a training phase and a test phase, to learn

fx(pm) and fy(pm). In the training level, we consider RSS
vector pm derived from the CI-PL model in both LoS and
NLoS conditions. Prior to it, we need to acquire the antennas
coordinates, the training users coordinates, and some other
parameters. In the testing phase, the RSS vectors of the testing
users will be chosen distributed according to a Rice distribution
to satisfy the adaptive beamforming pattern, whose location
coordinates are unknown.

C. Training and Beamforming-based Prediction Phase

GPR uses the kernel function to define the covariance
over the objective functions and uses the observed training
data to define a likelihood function. Gaussian processes are
parameterized by a mean function µx and covariance function
K(pi,pj), which means fx(.), fy(.) ∼ N (µ, σ2). Usually
the mean matrix function is equal to 0, and the covariance
matrix function, also known as kernel matrix function, is
used to model the correlation between output samples as a
function of the input samples. The kernel matrix function
K(., .) contains k(pi,pj),∀i, j = 1, ...,M as the entries to
define the relationship between the RSS of the users. We
usually use a weighted-sum of squared exponential and linear
functions, which servers the stationary component and non-
stationary component respectively, to generate the regression
function:

k(pi,pj) = υ0e
− 1

2 A‖pi−pj‖2 + ν1p
T
i pj (8)

Here A = diag(ηk),∀k = 1, ...K. It will cover the LoS
and NLoS matching with each MU. So the parameters vector
Λ = [υ0,A, υ1] = [υ0, η1..., ηK , υ1] can be estimated from the
training data. In order to learn the target vector Λ, we choose
S coordinates of MUs as the training data matrix P̃ denoted
P̃ = [p̃1, p̃2...p̃S ] and use the maximum-likelihood method
to predict the (x̃, ỹ)-coordinates. According to the property
of a Gaussian process, we can acquire the learned vector Λ
by employing the maximum-likelihood of the S × 1 training
x̃-coordinate vector:

Λ = argmax
Λ

log(p(x̃|P̃,Λ)) ∼ N(x̃; 0, K̃) (9)

The parameter vector follows as GP, which is a non-convex
function as shown in the [7], and can not be solved well in
the training process. Several methods introduced in [19], such
as stochastic gradient descent, mini-batching or momentum,
can help to solve the non-convex problem. Established on the
ML method in the training problem, we decided to employ
stochastic gradient descent method [19] to obtain the optimum
vector Λ in convergence to a local maximum.

In the prediction phase, the predictive distribution
p(x̂m|P̃, x̃, p̂m) in terms of posteriori density function, is
applied as estimation of the testing user x̂m-coordinate, which
also follows the Gaussian distribution with mean [µx]m and
variance [σx]m, x̂m|P̃, x̃, p̂m ∼ N ([µx]m, [σ

x]m):

[µx]m =

S∑
a=1

k(p̂m, p̃a)[K̃
−1

x̃]a,

[σx]m = k(p̂m, p̂m)−
S∑
a=1

S∑
b=1

k(p̂m, p̃a)[K̃
−1

]ab · k(p̃b, p̂m)

(10)
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where the mean [µx]m indicates the estimation value of test
user x̂m-coordinate and the variance [σx]m represents the
variance for errors of user x̂m-coordinate. p̂m denotes the
received power vector of the mth testing MU, and p̃a denotes
the ath power vector in the received training power matrix P̃.
For the computational complexity of GPR, we observe from
(10), [µx]m needs to sum up S operations for K̃

−1
x̃, which

requires O(S2). In total, [µx]m incurs a time complexity of
O(S3).

Subsequently, we choose the locations of test MUs based
on the beamforming pattern. Beams can be optimized to
distribute and spread with the demand users. In the real
scenarios, some hot spot areas need large bandwidth and some
other areas only need small bandwidth to satisfy with few
mobile users. The locations of MUs always follow a Rice dis-
tribution. Therefore, the coordinates of test users in positions
prediction can be chosen from input fingerprints following a
Rice distribution, which will satisfy with the beams distribution
in an adaptive way. BeamMaP being as a prediction assistant, it
will cooperate with a better beamforming scheme to distribute
the bandwidths in efficiency. During the experiments, we will
compare with switched beamforming patterns which beams are
distributed uniformly in the system. Furthermore, we employ
the same proposed regression method to estimate the ŷm-
coordinate of test user. Also, we can acquire the mean [µy]m
and variance [σy]m as the predictive parameters.

III. PERFORMANCE EVALUATION

In this section, we conduct simulations to evaluate the
performance of BeamMaP as the machine learning method in
estimating the locations of testing MUs. In order to simulate
a realistic environment, we set up the parameters of path loss
model based on the 5G 3GPP/ITU Micro-Urban model [18].

TABLE II. PARAMETERS FOR SIMULATION.

Description Value

Path loss parameters
(5G 3GPP/ITU Micro-Urban model [18])

n = 2.0, σs = 4.1dB for LoS,
n = 3.0, σs = 6.8dB for NLoS,

d1 = 20, d2 = 39
Modulation Scheme OFDM (Orthogonal CDMA)
MU transmit power 23 dBm (200 mW)
Minimum SNR for
channel estimation 1 dBm

Number of antennas in BS 64(8×8),100(10×10),144 (12×12)
Maximum number of training fingerprints 90000

Number of testing MUs 100
The space between antennas 0.12, 0.3, 0.48 m

The space between training MUs 1 m
Threshold to control the training process (σ) [5, 35] m

A. Parameters Set Up

The parameters used in the simulation are shown in Table
II. According to the analysis of different environment in
Section II-A, the path loss parameters n and σs are chosen
for adapting the crowded urban area. The MU transmit power
is chosen as per LTE standards to be 23 dBm [20]. In
practice testing, the minimum SNR required is determined by
the normalized mean squared error of the channel estimates
[18]. For our simulations, we set the minimum required SNR
to 1 dB. Considering that currently the number of MIMO
antennas of the BS can be designed from 64 to 156, we

assume K = 64, 100, 144 antennas uniformly distributed as
a 8 × 8, 10 × 10 and 12 × 12 squares. We assume that
the MIMO antennas are installed at the center of a cellular
network which can distribute the beams in each direction with
the same maximum reach. Figure 3 shows an example of the
deployment of the base station antennas and the surrounding
reference MUs consisting of a squared antennas array with 16
antennas covering x ∈ [5, 30] and y ∈ [10, 70] area (meters
in unit). The fingerprints for MUs are distributed in a grid
covering dimensions x ∈ [50, 130] and y ∈ [20, 140]. We split
the fingerprints into a training part and a testing part, then
follow the K∗-fold cross-validation method (i.e., K∗ = 10) to
do the regression and average the result over several runs.
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Figure 3. The deployment example of MIMO antennas (BS antennas) and
reference MUs (Fingerprint)

The coordinates of MUs and antennas are selected as posi-
tive values in the simulation. In order to reduce the interference
between the uplink received signals in the massive MIMO,
the spacing between antennas can be selected from 0.12 to
0.5 m, which is based on the function of the OFDM signal
wavelength [21]. If without considering the influence of the
other parameters, we assume the space between antennas be
0.5 m to better differentiate the RSS vectors in the simulation.
In addition, we choose S = 90000 as the maximum number
of fingerprints with 1 meter spacing between MUs in a grid
covering about 300 m × 300 m, which covers 95% of LoS
components in the single cellular system. In practice, for
example, we can install a cellular BS with a 12 × 12 square
antennas on the top roof of our engineering building located
in Washington DC of United States. Each antenna equipped
with one transceiver can receive and/or send the signals from
and/or to each MU. The coordinates of references MUs will
be chosen in a grid around the building, the spaces between
MUs are set up as 1 meter. We can use a moving MU in each
chosen locations to send the signals to all the receivers in BS
each time. The computers as a RSS reader in BS will calculate
each RSS vector from the signals of the reference MUs and
accumulate all the uplink RSSs as the training data sets. Due
to lack of hardware support, the RSS vector pm for each MU
in antennas is generated from the CI-PL model in (4) and (5),
which is proved in the Aalborg, Denmark environment [18].

Meanwhile, each antenna in MIMO can receive LoS or
NLoS from the different direction. In order to model the
real-life scenario including LoS and NLoS, the RSS matrix
P̃ as the fingerprints collected from all antennas follows the
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LoS and NLoS distribution in (6). We calculate them through
generating a probability function in the simulation. During the
training phase, while we are learning the parameter vector
Λ, we run the training locations on randomly choosing the
start points, so as to avoid the convergence to a bad optimal
solution. We assume the threshold σ ∈ [5, 35] m, which needs
to be feasibly chosen depending on the different training data
sets to fit in the experiment. In the testing phase, we choose
the Rice distribution of 100 testing users from RSS vectors
in fingerprints to efficiently steer beams in a flexible way.
The Rice distribution is selected as R ∼ Rice(50, 1) through
experiments because of the maximum coverage of a single cell
network and variance of spacing in 1 m.

B. Performance on Metrics

After RMSE is reaching less than σ, we test the accuracy of
the simulation model in using the linear sampling coordinates,
which are convenient to observe. For example, we use a 12
× 12 antenna array located in x ∈ [40, 46] and y ∈ [100, 106]
area as reference locations. In order to observe the tracking
locations in a ’linear’ status, we initialize to employ a linear
log-function (y = 50logx) to sample the positions of 100
testing mobile users from fingerprints. We can then track
the MUs and compare with their true positions, as shown
in Figure 4. It is simple to find the estimated position of
testing users not far from the linear true positions ’line’, where
the interval between them can not exceed 8.5 m. Due to the
limitation of test users and sampling, we are not able to decide
other impact factors for the accuracy of estimation.
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Figure 4. Position estimation in a linear distribution of Testing MUs

Furthermore, we use the Root-Mean-Squared Estimation
Error (RMSE) as the metric to analyze the performance of the
estimation methods. RMSE is formulated as:

RMSE =

√∑M̂
m=1(x̂m − [µx]m)2 + (ŷm − [µy]m)2

M̂
(11)

where [µx]m and [µy]m are the estimation of test user’s
coordinates x̂m and ŷm, respectively. M̂ is the number of
testing MUs. We limit the analysis to the RMSE metric.

In Figure 5, we are trying to determine the influence of
training samples for different number of antennas in the base

station. As the antennas are installed in a fixed space, some of
them will receive the LoS signals and others will receive the
NLoS signals. The distribution between LoS and NLoS follows
the probability function of LoS in (6), as assumed previously.
We show 95% confidence intervals from 30 trials for each data
point. As observed from Figure 5, we know when the sampling
in training locations increases, the RMSE keeps decreasing
with fixed antennas size, which means acquiring the higher the
accuracy of estimation. When the sampling is the same, more
LoS signals will be received in the large size antenna array,
which will help to decrease the interference, while fewer NLoS
signals will be identified as LoS in the receiver. For example,
RMSE in 12×12 antennas is almost half of 8 × 8 in the same
sampling condition. Also, the higher dimension of fingerprints
for training will acquire more accuracy estimation in the terms
of the increase number of antennas.
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Figure 5. RMSE vs. number of training samples for different size of
antennas array

In order to know the effect of antenna size in a MIMO
system, we change the spacing between antennas as in Fig-
ure 6. The RMSE for different spacing but the same number
of antennas shows no significant change. When the space is
changed from 0.12 m to 0.30 m, the differential in RMSE
for 8 × 8, 10 × 10 and 12 × 12 antennas is 5 m on
average. However, comparing the spacing in 0.12 m and 0.48
m, the RMSE is dramatically decreased, caused by the ability
of identification between LoS and NLoS, and the size of
sampling.

We compare the running time performance and RMSE
metric of different machine learning approaches (BeamMaP,
kNN and SVM) in the dynamic environments. The shadowing
noises for LoS and NLoS are set up to change from 1 dB
to 4 dB, which can be regarded as different scenarios in
practice. The same training data sets are generated through CI-
PI model. We run the simulations simultaneously on the three
same workstations (Ubuntu 16.04 LTS system on 3.6GHZ Intel
Core i7-4790 CPU with eight cores). The results are shown in
Table III. In general, with the increase of shadowing noise,
the RMSE (in meters) for all approaches gradually becomes
larger. Compared with kNN and SVM, RMSE for the proposed
BeamMaP is obviously smaller. Although the training time for
kNN is much less than BeamMaP and SVM, the testing time
for our proposed is averaged as 0.35 s which is far less than the
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Figure 6. RMSE vs. different spacing between antennas for different size of
antennas array

others. The testing time is calculated from 100 testing samples
in average.

TABLE III. COMPARISON BETWEEN DIFFERENT APPROACHES.

Shadowing
Noise

BeamMap kNN SVM
RMSE[m]

1 dB 3.5 8.5 10.2
2 dB 8.4 13.2 15.5
3 dB 15.6 20.2 20.4
4 dB 22.3 27.4 30.8
Phase Running time

Training 20.30 hours 8 hours 21 hours
Testing 0.35 s 1.20 s 0.874 s

kNN being as a unsupervised method, is served as posi-
tioning the target MU through collecting and analyzing the
closest k reference neighbors. The time complexity known as
O(KS + kS) is depended on the S cardinality of the training
data set and the K (the number of antennas) dimension of
each sample [11]. Despite SVM is mostly used in the linear
condition, our nonlinear problem needs to be transferred into
the quadratic problem directly, which involves inverting the
kernel matrix. It has complexity on the order of O(S3) same
with our proposed model. The estimation of this method is
based on a subset of the training samples (known as support
vectors). However, these two models can only choose LoS
signals in the RSS vector of training data sets, the NLoS
elements have to be removed and become 0. The imbalance
of the training data sets (no distinguishment between LoS and
NLoS in the vectors) will degrade the performance of kNN and
SVM. The original data sets can influence the RMSE which
reaches two times larger than recent simulation. For example,
while the shadowing noise is 2 dB, the RMSE for kNN and
SVM will become 25 and 30 m. Therefore, the shortest testing
time spent and smallest RMSE in the simulation will prove
that our proposed model is steadier and better optimized in
the much noisy or highly cluttered multipath scenarios; also
the gap of the training time between them can be shortened in
the future advanced hardware.

Furthermore, even though we choose the testing users from
fingerprints in Rice distribution for the estimation process,
the adaptive beamforming pattern in BS appears not to be

necessary in the machine learning localization. In order to
compare adaptive beamforming with switched beamforming,
we assume the number of antennas as 12 × 12 to maximize
the sampling ratio. During the testing phase, we model the
switched beamforming as a uniform distribution with the same
mean and variance as the Rice distribution in adaptive beam-
forming. In Figure 7, we conclude that adaptive beamforming
or Rice distribution in the regression system plays a better role,
it only can reach the half of RMSE compared with uniform
distribution with the same sampling training index.
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Figure 7. RMSE vs. number of samples for different beamforming patterns

More efficiency for adaptive beamforming is achieved by
randomly selecting the testing users similar to Monte-Carlo
sampling. The reason is that more testing users are gathered
together in one direction for the adaptive pattern, but testing
users in uniform distribution (switched pattern) are separately
localized, which will accumulate the estimation errors and
lead to the increase of RMSE. In addition, the slow offline
machine learning process can help to speed up the distribution
of bandwidth in adaptive beamforming after employing the
faster online testing system. The testing process only needs
less than 0.35 s.

IV. CONCLUSION AND FUTURE WORKS

In this paper, we present a BeamMaP positioning method,
combined with a supervised machine learning approach and
an online adaptive beamforming testing process, to estimate
the position of mobile users. BeamMaP can estimate the
location of the MUs within 5 meters deviation, which is
much better than some conventional methods like GPS and
also is sufficient for beam signals to cover the channels
between MU and BS. Numerical results show the accuracy
of positioning, as determined by the size of sampling, the
dimension of antennas, their quantity and distance, and the
number of received LoS and NLoS signals. In comparison
with kNN and SVM, our proposed machine learning method
is proved more efficiency and steadier for positioning in highly
cluttered multipath system. Furthermore, we conclude that the
adaptive beamforming pattern can increase the accuracy and
efficiency of position estimation in comparison with switched
beamforming. However, the RSS fingerprinting methods may
fail in changeable environments (e.g., rainy or windy weather)
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due to the long online training time, and more training data
sets in different dimensions should be collected to increase the
adaption of positioning system. Moreover, some deep learning
or hybrid machine learning methods can be explored and make
some improvements in the future research.
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Abstract—There are several effective spoofed e-mail countermea-
sures, such as Sender Policy Framework (SPF), DomainKeys
Identified Mail (DKIM), and Domain-based Message Authenti-
cation, Reporting and Conformance (DMARC). However, these
verification methods have an issue of erroneously determining
many forwarded e-mails as malicious spoofing e-mails. When an
e-mail is forwarded, the sender’s IP address is changed to the
forwarder’s, thus the receiver cannot verify whether the e-mail
is legitimate or not. On the other hand, DMARC has a function,
which e-mail senders can receive DMARC aggregate reports that
include information about e-mails, such as the authentication
results of SPF and DKIM. In this paper, we propose a method
to classify legitimate forwarding servers by X-means clustering
analysis using a large number of summarized DMARC aggregate
reports data. In addition, we apply our method to 5,366 e-mail
sending servers that send 207,193,987 e-mails in total. As a result
of the clustering, our method detects 451 servers as legitimate
forwarders’ server. As a result of verification of these servers by
utilizing the IP blacklists and the spam filter results, we confirmed
that 451 servers are legitimate e-mail sending server. On the other
hand, 50.17% in median of the e-mails delivered from these
451 servers are erroneously failed in DMARC authentication.
Thus, our method can significantly reduce DMARC verification’s
False Positives, and e-mail server administrators can detect many
legitimate forwarded messages.

Keywords–Spoofed e-mail; SPF; DKIM; DMARC; Clustering.

I. INTRODUCTION

E-mail is one of the most convenient communication
services all over the world. However, especially in business, e-
mail has a serious problem that spoofed e-mails are increasing
rapidly. According to the statistics report of FBI, the total
financial damage is 12.5 billion US dollar from October 2013
to May 2018 [1]. Spoofing e-mails are abused by spammers to
steal sensitive information or send malicious programs, such
as computer virus.

Sender domain authentication has been proposed as an
effective method to measure the spoofed e-mails. SPF [2] and
DKIM [3] are widely used in the world. In SPF mechanism, the
receivers check the sender’s SPF record include IP addresses
which the senders use to send e-mails, and confirm whether
the e-mails senders are legitimate or not. However, SPF cannot
verify forwarded messages correctly, because the sender’s IP
address is changed to the forwarder’s IP address which is
not included in the sender’s SPF record when the e-mails are
forwarded. In DKIM, the receivers verify the digital signatures
generated from e-mails header and body and confirm whether
the e-mail has not been rewritten by spammers. DKIM allows
third parties to sign e-mails, thus DKIM has a problem that
spoofed e-mails signed by a spammer’s own malicious domain
pass the verification incorrectly.

DMARC [4] is one of the most effective frameworks which
has reporting and policy controlling mechanism in sender
domain authentication. DMARC utilizes SPF and DKIM au-
thentication mechanisms. In addition, DMARC has a concept
called “alignment” which does not allowed third party’s signa-
ture. Thus, DMARC is effective method to measure spoofed e-
mail, however, DMARC cannot solve the issue that SPF cannot
properly verify forwarded messages. For example, when an e-
mail which is forwarded and signed by third party’s domain,
SPF verification is failed and DKIM verification is also failed
with DMARC alignment.

DMARC has reporting function that allows a sender to
receive “DMARC aggregate report” (hereinafter, this is called
DMARC report). This report indicates information, such as
e-mails header and the authentication results. In general,
DMARC reports are utilized to confirm the effectiveness of
sender domain authentications by the e-mail senders. On the
other hand, we can observe the transmission behaviors for
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each e-mail sending servers by analyzing the information
of DMARC reports. Moreover, we consider that forwarding
servers have similarity in trends of e-mail transmission behav-
iors.

In this paper, we propose a method to detect legitimate
forwarding servers by X-means clustering analysis utilizing
massive DMARC reports data. Our approach divides the
sender’s IP addresses into some clusters. In addition, we
identify the forwarder’s cluster based on several already-known
forwarders’ IP addresses. We compare our clustering results
and Spamhaus blocklist and results of Internet Service Provider
(ISP)’s spam filter in order to evaluate our approach. As a
result, our approach detects 451 legitimate forwarding servers
that may verified as malicious servers by the conventional
verification methods. Thus, e-mail administrators can detect
many legitimate forwarding servers by utilizing our method
when they know a few forwarding servers, such as ther own
organization’s servers beforehand.

This paper organized as follows. In Section II, we explain
some anti-spam methods as related works. In Section III, we
describe the design of our mechanism. Then we show the
dataset which we utilize the experiment in Section IV. Section
V shows results of our method applying and evaluate the
validity of the servers classified as forwarding servers by our
method. Finally, we present the concluding remarks in Section
VI.

II. RELATED WORK

A large number of anti-spam methods have been proposed
over the years. Contents filtering is an effective and widely
used anti-spam method. For example, Bayesian Filter [5] [6]
is a famous contents filtering method utilizing Bayes theorem.
In addition, Natural Language Processing [7], support vector
machines [8] [9], and machine learning [10] [11] are widely
utilized. In actual operation, therefore contents filtering is high
calculation cost, it is used after reducing the number of e-mails
to be inspected by other anti-spam methods in advance.

SpamAssassin [12] [13] scores e-mails based on keyword,
public database, and Bayesian Filter, etc., in order to detect
spam e-mails. This method utilizes several anti-spam methods,
such as Blacklist [14] [15] and sender domain authentication
methods when the e-mails are received before Bayesian Filter.

Blacklist detects spammers utilizing a list including attack-
ers’ IP addresses and domains. Sender domain authentication
methods can verify whether the e-mails are spoofed or not
based on the information of e-mail senders.

SPF, DKIM, and DMARC are popular methods among
sender domain authentication. We explain these three methods
in the following subsections, II-A and II-B.

A. SPF & DKIM
SPF and DKIM are widely utilized methods as sender

domain authentication.
SPF uses a SPF record to check whether IP address of

sender’s SMTP server is legitimate or not. SPF record indicates
a list of server’s IP addresses that the senders may use to send
e-mails. The sender domain’s administrator should publish an
SPF record on their own authoritative DNS server beforehand.
The receiver asks the SPF record of the sender’s DNS server
using sender’s Envelope-From domain, then verifies whether

Sender’s server

Authoritative DNS server
Publish
1. SPF record
2. Public Key (for DKIM)
3. DMARC record

Receiver’s server

SPF / DKIM verification

DMARC verification

Inquire / Response
SPF record or Public Key 

Inquire / Response
DMARC record

Publish DMARC report

DMARC report
Sender

Receiver

Figure 1. Flow of DMARC verification.

the IP address of the sender’s SMTP sever is included in the
SPF record. However, SPF has a problem that SPF verification
cannot authenticate forwarded messages properly, because the
IP address of the original SMTP server changes to the IP
address of the forwarding server, which is not included in the
SPF record.

DKIM is an authentication method using digital signature
(hereinafter, this is called “DKIM signature”) generated from
e-mail header and body. In order to use DKIM mechanism, the
sender domain should prepare a pair of a private key and public
key in advance and publish the public key on their authoritative
DNS server. The sender domain generates a DKIM signature
from the e-mail body and header using private key, and attaches
it to “b=” tag of the e-mail header as the DKIM signature.
Next, the receiver inquires the public key to the authoritative
DNS server of sender’s domain that is obtained in “d=” tag
of the e-mail header. The receiver compares the hash value
obtained from DKIM signature using the public key with the
value of “bh=” tag. When these values are the same, the e-mail
is passed the DKIM verification. With this mechanism, DKIM
can verify forwarded messages correctly unlike SPF. Although
DKIM allows third party domains to sign e-mails, it has an
issue which the spoofed e-mails signed with spammers’ own
malicious domain will be passed the verification.

B. DMARC

DMARC is a reporting and policy controlling framework
utilizing SPF and DKIM mechanism to authenticate e-mails.

Figure 1 shows the flow of DMARC verification. In order
to use DMARC, the sender domain administrator must publish
SPF record for SPF verification and public key for DKIM
verification on the authoritative DNS server beforehand to uti-
lize SPF and DKIM mechanism. Moreover, the sender domain
needs to publish the DMARC record on their DNS server. For
example, when the sender domain is “example.com”, DMARC
record is published as TXT record of “ dmarc.example.com”
in the following rules.

v=DMARC1; p=reject; rua=mailto:rua@example.com
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In policy controlling function, DMARC provides a mech-
anism for the sender domain’s administrator to declare the
policy how the receiver handles the e-mail, which fails sender
domain authentication in the “p=” tag of the DMARC record.
The value of “p=” tag has three variations, “none (do not
anything even if authentication failure)”, “quarantine (quaran-
tine the authentication failure e-mail)”, and “reject (reject the
authentication failure e-mail)”.

In reporting function, an e-mail receiver sends DMARC
reports to e-mail address of sender domain’s administrator
shown in “rua=” tag of DMARC record.

DMARC report provides information, such as e-mail do-
mains, authentication results, and effectiveness of DMARC
policy. The examples of information included in DMARC
reports are as follows.

• DMARC reporter’s name
• Strictness of DMARC alignment
• Handling policy published by sender for failure e-

mails (shown in “p=” tag of DMARC record)
• The IP address of the sender’s server
• Disposition of e-mails based on DMARC policy
• DKIM authentication result when DMARC alignment

is applied
• SPF authentication result when DMARC alignment is

applied
• Header-From domain
• Envelope-From domain
• DKIM signature domain
• DKIM authentication result
• SPF authentication result

Thus, the sender domain’s administrator can obtain the
performance of DMARC authentication from DMARC reports,
and they can take measures to prevent spoofed e-mails abusing
their domain.

With the concept of “alignment”, DMARC verification will
be failed when domains for SPF and DKIM verification are
different from the sender’s Header-From domain. The sender’s
Header-From domain need not be the same as the Envelope-
From domain or the DKIM signature domain. On the other
hand, spammers can fraud the Header-From domain easily. As
a countermeasure against this issue, by utilizing alignment, the
receiver can check whether the Header-From domain is correct
or not. The sender domain can choose from two strictness
of alignment, “strict” and “relaxed”, using DMARC record.
When the sender domain’s administrator uses “strict” mode,
DMARC verification passes only when Header-From address
and domain for SPF or DKIM verification match completely.
On the other hand, when the alignment mode is “relaxed”,
DMARC verification will success if subdomains of Header-
From address and subdomains of domain for SPF or DKIM
verification match.

DMARC is one of the effective countermeasure to spoofed
e-mail. However, DMARC cannot solve the issues that SPF
cannot properly verify forwarded messages. As mentioned
above, DMARC utilizes SPF and DKIM mechanism to au-
thenticate e-mail. SPF cannot authenticate forwarded messages
because the sender’s IP address changes to forwarder’s IP

address when the e-mails are forwarded. Moreover, although
DKIM allows third party’s signature, which utilized widely
over the world, the e-mails signed by third party’s signer will
be failed the DMARC verification due to alignment. Therefore,
there are cases that legitimate forwarded messages will be
failed the DMARC authentication, for example, when the e-
mails utilize third party’s signature or the e-mail’s domains are
not compatible with DKIM.

III. DESIGN OF OUR METHOD

As described in subsection II-B, DMARC cannot solve
the problem of SPF about forwarded messages. To overcome
this issue, we propose a method adopting X-means clustering
analysis to massive DMARC report data.

X-means clustering is K-means extended algorithm pro-
posed by D.Pelleg and A. Moore [16]. K-means has been
utilized as one of the most popular clustering methods. How-
ever, K-means has shortcoming which the number of clusters
K has to be provided by users in advance. On the other
hand, X-means can determine the number of clusters X by
iterations of k-means and splitting decision based on Bayesian
Information Criterion (BIC). Our method utilizes X-means
clustering analysis in order to classify the sender’s IP address.

Figure 2 shows the flow of our method. At first, in order
to adapt X-means clustering analysis to DMARC reports, our
approach summarizes the DMARC reports focus on the sender
domain authentication results and the e-mail domains.

As the summarization of sender domain authentication
results, we calculate the acceptance rate of SPF, DKIM, and
DMARC for each sender’s IP addresses. SPF, DKIM, and
DMARC have several types of results as shown in Figure 2.
Thus, our approach calculates not only the percentage of the
authentications pass e-mails but also the percentage of other
authentication results e-mails, such as “fail”, “none”, and so
on.

In summarization the domain agreement rate part in in
Figure 2, our approach calculates the percentage of e-mails
which combinations of domains 1), 2), and 3) in Figure 2 are
same or different for each combinaitons.

As described in subsection II-B, DMARC mechanism com-
pares the combinations of Envelope-From domain and Header-
From domain (combination 1) in Figure 2) for SPF alignment
of DMARC. In addition, the combinations of Header-From
domain and DKIM signature domain (combination 2) in Figure
2) are compared for DKIM alignment of DMARC. Although
Envelope-From domain, Header-From domain, and DKIM
signature domain are not necessarily the same because SPF
and DKIM allows using third party domains to verify the e-
mails, the domains combinations 1) and 2) have relations in
DMARC authentication mechanism.

On the other hand, there is no need to compare the
combinations of Envelope-From domain and DKIM signature
domain (combination 3) in Figure 2) in SPF, DKIM, and
DMARC verification processes. However, since the combina-
tions 1) and 2) has relationships in sender domain authenti-
cations, we can considered that the combination 3) also has a
relationship, such as rules of domain naming. Thus, we utilize
domains combination 3) in order to improve accuracy of our
method.
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Figure 2. Design of our method.

Then, we classify the sender’s IP addresses by X-means
clustering analysis utilizing summarized DMARC reports in-
formation. As the result of X-means clustering analysis, the
sender’s IP addresses are divided into some clusters according
to their e-mail transmission behavior trends, such as simi-
larities of sender domain authentication results and e-mail
domains’ naming rules.

Finally, we specify clusters which are considered as for-
warding servers’ clusters. We already know several white
forwarders’ IP addresses (hereinafter, they are called “known
forwarders”). When the cluster has known forwarders, the
servers included in this cluster have similarly transmission sit-
uation with legitimate known forwarders. Thus, we determine
these servers of the cluster as forwarding servers.

IV. DATASET

In this section, we explain the dataset that applies to
our method. We utilize DMARC reports that received 31st
December 2018 in one of the most famous ISPs’ domains in
Japan. The number of DMARC reports is 22,305,844, and the
number of e-mails including DMARC reports is 232,492,822.
In addition, the number of sender’s IP address is 536,657.

Figure 3 shows the number of e-mails for each sender’s IP
address. As shown in Figure 3, top 1% of senders (5,366 IP
addresses) based on the total number of e-mails cover about
89.1% of total e-mails in our DMARC reports, which is enough
large data to analyze. On the other hand, 99% of senders
(531,291 IP addresses) send only a few e-mails in our DMARC
reports. In this experiment, we use the DMARC reports from
5,366 (top 1%) servers, excluding the reports from servers with
low deliveries. Additionally, these 5,366 servers contain five
known forwarders. Thus, we summarize these 5,366 senders’

Top 1% IPs (5,366 IPs) 
send 89.1% of all e-mails

99% IPs (531,291 IPs)
send only 1.9% of all e-mails

…
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Figure 3. The number of E-mails for each sender’s IP address.

DMARC reports and adapt X-means clustering analysis in our
approach.

TABLE I shows the number of spammer’s IP addresses
included in our dataset by checking famous IP blacklists
(“spamhaus blocklists” [17]) and spam filter results. Spamhaus
blocklists are provided by the Spamhaus Project, which is
international nonprofit organization tracking spam and related
cyber threats. Spam filter results are provided by Japanese
famous ISP which is different from DMARC reports provider.

As shown in TABLE I, some spammer’s servers are in-
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TABLE I. SPAMHAUS AND SPAM FILTER RESULTS OF THE 5,366 IP
ADDRESSES.

Listed Not Listed

Spamhaus 293
(5.46%)

5,073
(94.5%)

Spam filter Spam 630
(11.74%)

4,736
(88.26%)

Ham 1810
(33.73%)

3,566
(66.46%)

TABLE II. THE RESULTS OF APPLYING OUR METHOD TO THE 5,366 IP
ADDRESSES.

Clustering Results #

Clusters 20
Known forwarders 5
Forwarder cluster 1
IP addresses in Forwarder cluster 451

TABLE III. EVALUATION OF FORWARDER CLUSTER IP ADDRESSES
UTILIZING SPAMHAUS AND SPAM FILTER RESULTS

Spamhaus
Blocklisted

Spam Filter # of IPs
Listed as Spam Listed as Ham

1) True True True 0
2) True True False 0
3) True False True 0
4) True False False 0
5) False True True 159
6) False True False 1
7) False False True 196
8) False False False 95

cluded in our dataset applying our method.

V. RESULTS AND EVALUATIONS

In this section, we describe the results of applying our
method to our dataset in subsection V-A, and evaluate our
approach in subsection V-B.

A. Results of applying our method to DMARC reports
TABLE II shows the results of the clustering. As shown

in TABLE II, our method divides 5,366 IP addresses into 20
clusters by X-means clustering analysis. We confirmed that
five known forwarders are classified into the same cluster of
20 clusters. Forwarder cluster contains 451 servers, five known
forwarders and 446 forwarding server candidates detected by
the clustering. Our method determines these 451 servers as
e-mail forwarding servers.

B. Evaluation of the clustering results focusing on the for-
warder cluster

We evaluate the validity of our approach by analyzing 451
IP addresses. First of all, in order to check whether 451 IP
addresses included in forwarder cluster are spammers or not,
we compare 451 IP addresses with the spamhaus blocklists
and the spam filter results.

As the comparison, we check whether 451 IP addresses
are listed in the spamhaus blocklists or not. In addition, we
confirm whether 451 IP addresses are listed as spam e-mails
sender or ham e-mails sender by using the spam filter results.

TABLE III shows all combinations of the evaluation re-
sults. For example, the combination 1) in TABLE III shows
that no IP address is listed in spamhaus blocklists, listed as
spam e-mail, and listed as ham e-mail.

As shown in results 1), 2), 3), and 4) in TABLE III, all
451 IP addresses are not listed in the spamhaus blocklists. This
result means that 100% of forwarder cluster’s IP addresses are
not included in the blocklists.

Then, we describe the comparison results 5), 6), 7), and
8) in TABLE III. 159 IP addresses of 5) in TABLE III send
both ham e-mails and spam e-mails in the observation. We can
consider that there are two types of transmission behaviors.

The first assumed behavior is that owners of IP addresses
are famous E-mail Service Providers (ESPs), ISPs and famous
free e-mail services. The spammers often abuse these kinds of
IP addresses in order to send malicious e-mails. Therefore,
it is obvious that the IP addresses of these providers and
services are not spammers’ IP addresses. The e-mail accounts
hacking is also considered as IP addresses of 5). When the
spammers compromise e-mail accounts, the spammers can
send spam e-mails utilizing legitimate sender’s IP addresses.
From these reasons, 159 IP addresses are not spammers’
IP addresses although spam e-mails sent from these 159 IP
addresses are observed. In addition, 159 IP addresses of 5) are
not listed in spamhaus blocklists, therefore these IP addresses
are considered as white IP address.

The IP address of 6) sends spam e-mails. This is Japanese
application service provider’s IP address. This IP address is
not spammer’s IP address according to spamhaus blocklists,
therefore we considered that this IP address is abused by
spammers.

196 IP addresses of 7) does not send any spam e-mails.
In addition, these IP addresses are not listed in spamhaus
blocklists. Thus, we can determine these IP addresses as
legitimate senders obviously.

95 IP addresses of 8) does not send both ham e-mails and
spam e-mails. In other words, ISP providing spam filter results
cannot observe any e-mails from 95 IP addresses of 8). Thus,
we cannot determine whether 95 IP addresses are spammers
or not by using spam filter results. However, we can consider
that these 95 IP addresses are not spammers according to the
results of spmahaus blocklists.

To summarize, according to the confirmation results of
spam filter results, our approach detected legitimate forwarding
server with the accuracy of (451−95)−1

451−95 ∗ 100 ≈ 99.72% in the
observation of the ISP providing spam filter results.

Next, we show the False Positives that can be reduced
by our method. Figure 4 shows the DMARC authentication
failure rate of 451 servers classified as legitimate forwarding
servers by our method. As shown in Figure 4, amoung the e-
mails delivered from each 451 IP addresses, the e-mails with
a minimum of 7.9%, a maximum of 74.94%, and a median
of 50.17% are failed DMARC authentication. On the other
hand, as mentioned above in this section, none of these 451 IP
addresses were included in the spamhaus blocklist. Also, from
the comparison with the spam filtering result, we confirmed
that our method can classify the legitimate forwarding servers
with 99.72% accuracy.

From these results, by utilizing the proposed method, e-
mail receiving servers can detect 7.9% to 74.94% (median
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Figure 4. Distribution of DMARC authentication failure rate of 451 IP
addresses.

of 50.17%) of legitimate e-mails from each 451 servers that
have become False Positives in the conventional DMARC
authentication without using heavy loaded spam filter.

VI. CONCLUSION

In this paper, we proposed a method to detect legitimate
forwarding servers by X-means clustering analysis utilizing a
large number of DMARC reports data.

In order to classify the legitimate forwarded messages
correctly, our approach summarizes DMARC reports focus-
ing on the sender domain authentication results and the e-
mail domains at first. In addition, our method classifies the
senders’ IP addresses by X-means clustering analysis. As a
result, we confirmed that the proposed method can classify
transfer servers with high accuracy. Thus, when e-mail server
administrators know a few forwarding servers, such as the
servers in their own organization beforehand, they can detect
many other legitimate forwarders by utilizing our method.

In our approach, the sender’s IP addresses are classified
based on their transmission behavior. Although we focus on
one forwarding IP addresses cluster, we consider that other
clusters have similarity of transmission behavior each other.
Thus, in order to detect forwarding server or spammer’s server
in higher accuracy, analyzing other clusters’ e-mail sending
behavior is future subject.

In addition, we consider that our clustering results can
utilize the model of forwarding servers’ transmission behav-
ior. By modeling forwarders’ transmission behaviors, we can
improve the accuracy to detect legitimate forwarding servers.
Therefore, modeling our clustering results is also future sub-
ject.
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Abstract—The literature has suggested the appearance of self-
evolving botnets, which autonomously discover vulnerabilities
by performing machine learning with computing resources of
zombie computers and evolve accordingly. The infectablity of the
self-evolving botnets is too strong compared with conventional
botnets. This paper introduces a countermeasure model against
the self-evolving botnets. This model aims at preventing the self-
evolving botnets from spreading by discovering vulnerabilities
with computing resources of volunteer hosts before the self-
evolving botnets discover them. Through simulation experiments
based on a continuous-time Markov chain, we evaluate the
performance of the countermeasure model.

Keywords–Botnet; machine learning; epidemic model;
continuous-time Markov chain; countermeasure.

I. INTRODUCTION

Recently, machine learning techniques, such as deep learn-
ing [1][2], have been widely used and achieved significant
results in various research areas. In addition, some researchers
have been proposed vulnerability discovery methods that dis-
cover bugs and vulnerabilities with static code analysis and
machine learning techniques [7][8]. Of course, the main pur-
pose of these methods is to protect software. However, these
methods can be used for discovering unknown security holes
and exploited for illegal attacks by malicious attackers.

To perform illegal attacks, malicious attackers often infect
hosts with malware. A botnet is a set of hosts infected by the
botnet malware [6]. The zombie computers are controlled by a
malicious attacker and perform illegal attacks. In the past, there
have been some botnets that consist of more than a million
zombie computers. The authors in [4][5] have introduced a
new concept named self-evolving botnets, based on these facts.
The self-evolving botnets discover vulnerabilities by perform-
ing distributed machine learning with computing resources
of zombie computers and evolves autonomously exploiting
the discovered vulnerabilities. Accordingly, they infect other
hosts and make themselves bigger. The authors in [4][5] have
provided an epidemic model of the self-evolving botnets,
which formulates the infection dynamics of the self-evolving
botnets as a continuous-time Markov chain. The authors have
shown that the infectivity of self-evolving botnets is very
high, compared with conventional botnets, through numerical
experiments. In response, in [3], the authors have proposed
basic ideas of countermeasures against self-evolving botnets
and shown their effectiveness.

In this paper, we propose a countermeasure model against
self-evolving botnets, which extends the basic ideas discussed
in [3]. This model aims to counter the self-evolving botnets
by discovering and repairing unknown vulnerabilities by uti-
lizing computing resources of volunteer hosts before the self-
evolving botnets discover them. Therefore, we call this model

Figure 1. SIRS model.

volunteer model hereafter. We represent the infection dynam-
ics of self-evolving botnets with a continuous-time Markov
chain under the situation where the volunteer model works.
Through simulation experiments, we examine the behavior of
the volunteer model.

The rest of this paper is organized as follows. Section II
discusses the epidemic model for self-evolving botnets. In
Section III, we explain the volunteer model. In Section IV, we
discuss the behavior of the volunteer model with the results of
simulation experiments. We state the conclusion of this paper
in Section V.

II. BASIC EPIDEMIC MODEL FOR SELF-EVOLVING
BOTNETS

In [4][5], in order to reveal threats of self-evolving botnets,
the authors assumed situations where there is a self-evolving
botnet in a network and proposed an epidemic model repre-
senting the infection dynamics of the self-evolving botnet. In
this epidemic model, the state of each host in the network is
represented by a Susceptible-Infected-Recovered-Susceptible
(SIRS) model shown in Figure 1. In the SIRS model, “S”
indicates that the host has vulnerabilities, “I” indicates that
the host is infected, and “R” indicates that the host has no
known vulnerabilities. Each host belongs to one of the states.
We assume that hosts belonging to the recovered state R can
get infected by unknown vulnerabilities which are discovered
by the self-evolving botnet.

Hosts belonging to the susceptible state S transition to
the infected state I when they get infected by attacks of the
self-evolving botnet. Then the hosts are embedded in the self-
evolving botnet. Hosts belonging to the susceptible state S and
the infected state I transition to the recovered state R when
known vulnerabilities and the botnet malware, respectively,
removed from the hosts by, e.g., OS updates and anti-virus
software. Note that we assume that all known vulnerabilities
are simultaneously removed in these cases. When the self-
evolving botnet discovers a new vulnerability by means of
distributed machine learning using known vulnerabilities, all
hosts belonging to the recovered state R transition to the
susceptible state S because the botnet can infect the hosts by
using the discovered vulnerability. The summary of the events
in the SIRS model is as follows.
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1) When a new vulnerability is discovered by the self-
evolving botnet, all hosts belonging to the recovered
state R transition to the susceptible state S.

2) When a host belonging to the susceptible state S
removes its known vulnerabilities, it transitions to the
recovered state R.

3) When a host belonging to the infected state I infects a
host belonging to the susceptible state S and embeds
it in the self-evolving botnet, the host getting infected
transitions to the infected state I.

4) When a host belonging to the infected state I removes
the botnet malware from itself, it transitions to the
recovered state R.

In [5], the authors have formulated the infection process
of a self-evolving botnet as a continuous-time Markov chain
and evaluated its characteristic. In the Markov chain, the
occurrence of each event 1)-4) described above, which is based
on the SIRS model, follows a Poisson process.

III. VOLUNTEER MODEL

A. Modeling
Self-evolving botnets discover unknown vulnerabilities by

utilizing the computing resources of zombie computers and
attack susceptible hosts based on the discovered vulnerabilities.
It is very difficult for each host to individually protect itself
from such attacks. To overcome this difficulty, the volunteer
model counters the self-evolving botnets by repairing vulner-
abilities that are found with use of the computing resources
of volunteer hosts before the self-evolving botnets discover
them. In this paper, we represent the infection dynamics of
the volunteer model under the following assumptions.

1) There is one volunteer group, to which all volunteer
hosts belong, in a given network.

2) Each host in the susceptible state S or the recovered
state R can become a volunteer host (i.e., join the
volunteer group). The probability that a host becomes
a volunteer host is proportional to the number of
volunteer hosts. This assumption indicates that the
effect of vulnerability discovery and protection in-
creases with the number of volunteer hosts, so that
the participation of new hosts to the volunteer group
is encouraged.

3) Volunteer hosts share the information on vulnerability
discovery each other and can repair the vulnerability.
This is an incentive reward for participating the
volunteer group. Therefore, the information is not
shared with non-volunteer hosts.

4) Volunteer hosts can leave the volunteer group freely.

Figure 2 represents the state transition diagram of each
host in the volunteer model, which follows these assumptions
and is based on the SIRS model shown in Figure 1. In the
volunteer model, the susceptible state S and the recovered state
R are divided into two states “S1”, “S2”, “R1”, and “R2”,
respectively. S1 (resp. R1) indicates that the host belongs to
the susceptible state (resp. the recovered state) but does not
belong to the volunteer group. On the other hand, S2 (resp.
R2) indicates the host belongs to both the susceptible state
(resp. the recovered state) and the volunteer group. In the
volunteer model, the state of each host transitions according
to the following event.

Figure 2. Volunteer model.

a) The host gets infected by an attack of an infected
host ( 1⃝, 5⃝).

b) The host removes the botnet malware from itself ( 2⃝).
c) The host removes known vulnerabilities from itself

( 4⃝, 10⃝).
d) The host leaves the volunteer group ( 6⃝, 8⃝).
e) The host join the volunteer group ( 7⃝, 9⃝).
f) The self-evolving botnet discovers a new vulnerabil-

ity ( 3⃝, 11⃝).

In the event e), susceptible hosts transition to the recovered
state R2 immediately after they join the volunteer group
because we assume that hosts belonging to the volunteer group
share the information on vulnerabilities discovered by the
volunteer group. We also assume that the volunteer group
can discover unknown vulnerabilities with use of distributed
machine learning, so that the probability that the transition 11⃝
occurs is smaller than the probability that the transition 3⃝
occurs in event f).

B. Continuous Markov chain
In this paper, we consider a continuous time Markov chain

that represents the infection dynamics of the volunteer model,
where each event occurs according to a Poisson process. Let
U1(t), U2(t), V (t), W1(t), and W2(t) denote the numbers
of hosts belonging to the states S1, S2, I, R1, and R2,
respectively at time t. The system state is represented by
(U1(t), U2(t), V (t),W1(t),W2(t)). When the system state is
(U1(t), U2(t), V (t),W1(t),W2(t)) = (u1, u2, v, w1, w2) = τ ,
the occurrence rate of each event is defined as follows.

a) When a host belonging to the state S1 (resp. S2)
gets infected, the system state τ transitions to (u1 −
1, u2, v+1, w1, w2) (resp. (u1, u2−1, v+1, w1, w2))
( 1⃝, 5⃝). The occurrence rates λ[1]τ and λ

[2]
τ of the

respective events are given by

λ[1]τ = αu1v, (1)

λ[2]τ = αu2v, (2)

where α denotes the infection rate per host.
b) When a host belonging to the state I removes the bot-

net malware from itself, the system state τ transitions
to (u1, u2, v−1, w1+1, w2) ( 2⃝). The occurrence rate
of this event is given by

µτ = δiv, (3)

where δi denote the removal rate per host.
c) When a host belonging to the state S1 (resp. S2)

repairs its own vulnerabilities, the system state τ tran-
sitions to (u1 − 1, u2, v, w1 +1, w2) (resp. (u1, u2 −
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1, v, w1, w2 +1)) ( 4⃝, 10⃝). The occurrence rates ψ[1]
τ

and ψ[2]
τ of the respective events are given by

ψ[1]
τ = δsu1, (4)

ψ[2]
τ = δsu2, (5)

where δs denote the repair rate per host.
d) When a host belonging to the state S2 (resp.

R2) leaves the volunteer group, the system state
τ transitions to (u1 + 1, u2 − 1, v, w1, w2) (resp.
(u1, u2, v, w1 + 1, w2 − 1)) ( 6⃝, 8⃝). The occurrence
rates ζ [s]τ and ζ

[r]
τ of the respective events are given

by

ζ [s]τ = ϕu2, (6)

ζ [r]τ = ϕw2, (7)

where ϕ denotes the leave rate per host.
e) When a host belonging to the state S1 (resp. R1) joins

the volunteer group, the system state τ transitions
to (u1 − 1, u2, v, w1, w2 + 1) (resp. (u1, u2, v, w1 −
1, w2+1)) ( 7⃝, 9⃝). The occurrence rates ϵ[s]τ and ϵ[s]τ

of the respective events are given by

ϵ[s]τ = θ(u2 + w2 + 1)u1, (8)

ϵ[r]τ = θ(u2 + w2 + 1)w1, (9)

where θ denotes the join rate per host. We assume
that the probability that hosts join the volunteer group
increases with the current size of the volunteer group.

f) When the self-evolving botnet discovers a new vul-
nerability, one of the following two event occurs.
If the discovered vulnerability has been already re-
paired by the volunteer group, hosts belonging to the
volunteer group do not transitions to the susceptible
state. In this case, the system state τ transitions to
(u1 +w1, u2, v, 0, w2) ( 3⃝). The occurrence rate γ[1]τ

of this event is given by

γ[1]τ = ηv
σ(u2 + w2)

σ(u2 + w2) + ηv
, (10)

where η and σ denote the vulnerability discovery rate
per infected host and per volunteer host, respectively.
If the discovered vulnerability has not been repaired
by the volunteer group yet, hosts belonging to the
volunteer group also transitions to the susceptible
state. Therefore, the system state τ transitions to
(u1 + w1, u2 + w2, v, 0, 0) ( 3⃝, 11⃝). The occurrence
rate γ[2]τ of this event is given by

γ[2]τ = ηv
ηv

σ(u2 + w2) + ηv
. (11)

We assume that the discovery capability of vulnera-
bilities of the self-evolving botnet (i.e., γ[1]τ + γ

[2]
τ =

ηv) is weakened according to the discovery capability
of the volunteer group.
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Figure 3. Botnet survival probability (η = σ = 0.01).
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Figure 4. Botnet survival probability (η = σ = 0.05).

IV. EVALUATION

A. Model

In this paper, we examine the infection dynamics
of the volunteer model through simulation experiments.
The total number of hosts in a network is equal to
1,000. The initial state of the system is assumed to be
(U1(t), U2(t), V (t),W1(t),W2(t)) = (999, 0, 1, 0, 0). Specif-
ically, there is one infected host and the other hosts have
vulnerabilities, which do not belong to the volunteer group.
The system parameters in (1)-(11) are set to be α = 0.001,
δi = 0.1, δs = 1, and ϕ = 0.1. For each experiment, we collect
200 independent samples.

B. Results

We examine the infectivity of the self-evolving botnets
under infection control environments. Figures 3 and 4 show
the botnet survival probability as a function of the elapsed
time t, where η = σ = 0.01 and 0.05, respectively. The botnet
survival probability means the ratio of the number of samples
where one or more infected hosts still exist at time t to the
total number of samples. For the sake of comparison, we plot
the results for the self-evolving botnet without the volunteer
model in these figures. As shown in these figures, the botnet
survival probability is very large when the volunteer model
is not applied to the self-evolving botnet. We also observe
that when the join rate θ to the volunteer group is low (i.e.,
θ = 1 × 10−4), the botnet survival probability is almost the
same as the self-evolving botnet without the volunteer model.
On the other hand, the botnet survival probability decreases
with the increase in the value of θ.
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Figure 5. Average number of infected hosts (η = σ = 0.01).
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Figure 6. Average number of infected hosts (η = σ = 0.05).

Figures 5 and 6 show the average number of infected hosts
of samples in which infected hosts still exist at time t as a
function of the elapsed time t, where η = σ = 0.01 and 0.05,
respectively. From these figures, we observe that the average
number of infected hosts rapidly increases when the volunteer
model is not used or θ is low. Meanwhile, the volunteer model
with large θ efficiently reduces the average number of infected
host.

Figures 7 and 8 show the botnet survival probability and the
average number of infected hosts, respectively, as a function
of the value of θ, where t = 40 and η = σ. As we can
see from these figures, the botnet survival probability and the
average number of infected hosts decrease with the increase in
the value of θ. These results mean that the volunteer model is
effective for suppressing the spread of the self-evolving botnet.

V. CONCLUSION

This paper introduced a volunteer model to countermeasure
self-evolving botnets. Through simulation experiments, we
showed that the volunteer model efficiently reduces botnet
survival probability and the average number of infected hosts.
As future work, we will consider how hosts are encouraged
to join the volunteer model. In this paper, we assume that the
probability that a host becomes a volunteer host is proportional
to the number of volunteer hosts. This is because the effect
of vulnerability discovery and protection increases with the
number of volunteer hosts. Volunteer hosts share the informa-
tion on vulnerability discovery each other and can repair the
vulnerability, which is an incentive reward for participating the
volunteer group. However, the volunteer hosts should provide
a certain amount of their computing resources, which degrade
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Figure 7. Botnet survival probability (η = σ).
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Figure 8. Average number of infected hosts (η = σ).

their performance. Therefore, we should consider this trade-
off, using concepts such as the game theory.
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Abstract—These days, many people use a Social Networking
Service (SNS). When we use SNSs, we carefully protect the
privacy of personal information: name, age, gender, address,
telephone number, birthday, etc. However, we sometimes submit
online messages that can threaten our privacy and security when
combined with other information. In this study, we investigated
tweets that can disclose senders’ affiliations, especially, high
schools to other people, including unwanted audiences, when
combined with other public information. We collected 1,000
tweets including word “school foundation day” and found 46%
of the collected tweets were ones disclosing foundation days of
senders’ schools. Furthermore, we found tweets including word
“school foundation day” can be used to distinguish senders’
schools when combined with event calendars in school web sites.
Finally, we obtained 74% accuracy when we applied Support
Vector Machine (SVM) to classify tweets including word “school
foundation day” into ones disclosing the foundation days of
senders’ schools.

Keywords–school foundation day; personal information; Twit-
ter; SNS; privacy risk.

I. INTRODUCTION

These days, many people use a Social Networking Service
(SNS) to communicate with each other and try to enlarge their
circle of friends. SNS users are generally concerned about
potential privacy risks. To be specific, they are afraid that
unwanted audiences will obtain information about them or
their families, such as where they live, work, and play. As
a result, SNS users are generally careful in disclosing their
personal information. They disclose their personal information
only when they think the benefits of doing it is greater than
the potential privacy risks. For example, students are generally
careful in disclosing which schools they go to. They are con-
cerned that once unwanted audiences know which schools they
go to, the unwanted audiences can obtain several kinds of their
personal information: how old they are, where they live and
study, who their friends and families are, and when they are
at home or away. However, they often submit online messages
that threaten their privacy and security when combined with
other information. In this paper, we focus on school event
messages submitted to Twitter. Student often submit tweets
concerning school events, such as sports festival, culture festi-
val, entrance ceremony, graduation ceremony, and foundation
day. School event tweets often give students opportunities
to start new communications on Twitter. However, they also
give anyone, including unwanted audiences, opportunities to
distinguish which schools they go to. Take a tweet concerning
a school foundation day for example. Figure 1 shows a school
foundation day tweet submitted by a high school student,
momone. We retouched her photos in Figure 1 for protecting

Figure 1. A school foundation day tweet submitted by
a high school student, momone, on 6th October 2018.

students’ privacy. (exp 1) is the text of her tweet.

(exp 1) Souritsu kinenbi ha 6 nin. Nodo ga itaku naru
kurai shabette waratta –
(Six of us on foundation day. We talked so much
and our throats were raspy –)

This tweet does not show which school momone went to.
It only shows when she enjoyed the foundation day of her
school. Momone might think that this tweet was not enough
to distinguish which school she went to. In other words,
there were too many schools and it was difficult to find
schools whose foundation days were the day or just before
she submitted this tweet. However, this tweet can threaten her
privacy and security more than she expected. In this paper, we
show that this tweet gave a chance to other people, including
unwanted audiences, to distinguish which school she went
to. In order to discuss the privacy risks caused by school
event tweets, we show how school event tweets are used to
distinguish which schools students go to. Furthermore, we
discuss whether unwanted audiences can collect school event
tweets by using machine learning techniques.

The rest of this paper is organized as follows: In Section
II, we survey the related works. In Section III, we report
school events and how school event tweets, especially school
foundation day tweets, are used to distinguish which schools
students go to. In Section IV, we discuss whether unwanted
audiences can collect school foundation day tweets by using
machine learning techniques. Finally, in Section V, we present
our conclusions.
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II. RELATED WORK

Personally identifiable information is defined as informa-
tion which can be used to distinguish or trace an individual’s
identity such as social security number, biometric records,
etc. alone, or when combined with other information that
is linkable to a specific individual, such as date and place
of birth, mother’s maiden name, etc. [1] [2]. Internet users
are generally concerned about unwanted audiences obtaining
personal information. Fox et al. reported that 86% of Internet
users are concerned that unwanted audiences will obtain in-
formation about them or their families [3]. Also, Acquisti and
Gross reported that students expressed high levels of concern
for general privacy issues on Facebook, such as a stranger
finding out where they live and the location and schedule of
their classes, and a stranger learning their sexual orientation,
name of their current partner, and their political affiliations
[4]. However, Internet users, especially young users, tend to
disclose personal information on their profiles, for example,
real full name, gender, hometown and full date of birth, which
can potentially be used to identify details of their real life,
such as their social security numbers. As a result, many
researchers discussed the reasons why young users willingly
disclose personal information on their SNS profiles. Dwyer
concluded in her research that privacy is often not expected
or undefined in SNSs [5]. Barnes argues that Internet users,
especially teenagers, are not aware of the nature of the Internet
and SNSs [6]. Hirai reported that many users had troubles in
SNSs because they did not mind that strangers observed their
communication with their friends [7]. Viseu et al. reported that
many online users believe the benefits of disclosing personal
information in order to use an Internet site is greater than the
potential privacy risks [8]. On the other hand, Acquisti and
Gross explain this phenomenon as a disconnection between the
users’ desire to protect their privacy and their actual behavior
[4]. Also, Livingstone points out that teenagers’ conception of
privacy does not match the privacy settings of most SNSs [9].
Joinson et al. reported that trust and perceived privacy had a
strong affect on individuals’ willingness to disclose personal
information to a website [10]. Also, Tufekci found that concern
about unwanted audiences had an impact on whether or not
students revealed their real names and religious affiliation on
MySpace and Facebook [11]. The authors also think that most
of students are seriously concerned about their privacy and
security. However, they often underestimate the risk of their
online messages and submit them. For example, many stu-
dents submit online messages concerning school events. Most
students do not mind that these messages can threaten their
privacy and security. To be specific, these messages may give
a chance to other people, including unwanted audiences, to
distinguish which schools students go to. However, no studies
have been made on the risk of online messages concerning
school events.

III. RISK OF SCHOOL EVENT TWEETS

SNS users want to start new communication and enjoy it.
As a result, they want good topics for starting new communi-
cation in SNS. For example, school events are good topics for
starting new communication in SNS. Actually, many students
submit tweets concerning school events. However, school event
tweets may threaten students’ privacy and security because
most of them are submitted during or just after school events.
Specifically, unwanted audiences can

• imagine when students in the target school submit
school event tweets and

• use the dates of school event tweets as clues to
distinguish which schools students go to.

Furthermore, it is easy to obtain school event calendars because
many schools show their school event calendars in their web
sites. In order to clarify the risks caused by school event tweets,
in this paper, we discuss

• school events that are held every year and good topics
for tweets, and

• how to distinguish which schools senders go to by
using school event tweets and event calendars.

A. Annual school events frequently reported in tweets

Several kinds of events are held in schools. In this section,
we discuss

• school festivals,

• school ceremonies, and

• school memorial days.

This is because these events are held every year in most
schools in Japan and frequently reported in tweets by students.
Furthermore, many schools show the dates of these school
events in their web sites.

1) School festivals: We first discuss two major school
festivals in Japan: sports festivals and culture festivals. In
Japan, school sports festivals are mainly held in spring (May
and June) or autumn (September and October). Many students
submit tweets concerning sports festivals in their schools.
Figure 2 shows a tweet concerning a sports festival submitted
by a high school student, ayane, on 29th September 2018.
On the other hand, in Japan, culture festivals are mainly held
from September to December. Culture festivals are chances
for students to show what they have learned in the year and
create a performance for their parents, teachers, and in some
cases, the public. As a result, many students submit tweets
concerning culture festivals in their schools. Figure 3 shows a
culture festival tweet. It was also submitted by ayane on 22nd
September 2018.

Students often attach pictures to their tweets concerning
sports festivals and culture festivals. As shown in Figure 2 and
Figure 3, ayane attached many pictures to her sports festival
tweet and culture festival tweet. Figure 4 shows pictures
attached to ayane’s sports festival tweet. In the pictures, there
were many students and we found a clue to distinguish which
school these students and ayane went to: a girl student in the
lower left picture wore an athletic uniform with the name of
their school. The web site of their school showed that the
sports festival and culture festival were held on 28th and 21st
October 2018, respectively. As a result, ayane submitted her
sports festival tweet and culture festival tweet on the next day
of the sports festival and culture festival, respectively.

Sports festivals and culture festivals are held every year,
however, the dates of them may change every year. For
example, culture festival in ayane’s school was held on 21st
October 2018 while it was held on 22nd October 2017.
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Figure 2. A sports festival tweet submitted by a high
school student, ayane, on 29th September 2018.

Figure 3. A culture festival tweet submitted by a high
school student, ayane, on 22nd September 2018.

2) School ceremonies: We discuss two major school cere-
monies in Japan: entrance ceremony and graduation ceremony.
In Japan, entrance ceremonies are generally held in the first
half of April. For example, in 2018, all public high schools
in Kyoto held the entrance ceremonies on 9th or 10th April.
On the other hand, graduation ceremonies are generally held in
March. For example, in 2018, all public high schools in Kyoto
held the graduation ceremonies on 1st March. The dates of
entrance ceremonies and graduation ceremonies may change

Figure 4. Pictures attached to ayane’s sports festival tweet (Figure 2).

Figure 5. A graduation ceremony tweet submitted by a high
school student, nanae, on 7th March 2019.

every year.

Many students and their family members submit tweets
with pictures concerning these ceremonies. Pictures attached
to school ceremony tweets, just like those attached to school
festival tweets, often give chances for readers to obtain several
kinds of senders’ personal information. Figure 5 shows a
graduation ceremony tweet submitted by a high school student,
nanae, on 7th March 2019. Nanae took pictures concerning her
graduation ceremony and attached them to her tweet. In the
pictures, we found a clue to distinguish which schools nanae
went to: students were holding a signboard with the name of
her school. It shows nanae went to the same school as ayane.

Entrance ceremonies and graduation ceremonies are held
in short periods. Many schools hold these ceremonies on the
same day. For example, in 2018, all public high schools in
Kyoto held the graduation ceremonies on the same day. As a
result, it is difficult to distinguish which schools senders go
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Figure 6. A foundation day tweet submitted by a high
school student, ayane, on 6th October 2018.

to by using the submission date of tweets concerning entrance
ceremonies and graduation ceremonies.

3) School memorial days: We discuss one major school
memorial day in Japan, school foundation day. School foun-
dation days are held all year around. Furthermore, school
foundation days are fixed while the dates of school festivals
and ceremonies may change every year. The important point
is that many schools are closed on their foundation days. As
a result, many students submit school foundation day tweets
in order to show where they go, what they do, and who they
are with in the special day. Figure 6 shows a foundation day
tweet submitted by ayane on 6th October 2018. (exp 2) is a
text message in her school foundation day tweet.

(exp 2) Souritsu kinenbi ha suggoi shiawase na ichinichi
yatta. chotto hayame no tanjyoubi oiwai shite
kurete konna kawaii purezento moracchatta (; ;)
daiji ni tsukawasete itadaki masu.
(The foundation day was a very happy day. Thank
you for an early birthday party and beautiful
presents. I’ll treasure them.)

B. How to use school event tweets for distinguishing which
schools students go to

Many students submit their school event tweets. However,
most of them may think that their school event tweets are not
enough to distinguish which schools they go to. The reasons
are as follows:

• There are many similar online messages. Their mes-
sages are not special. No one pays attention to them.

• There are many schools. It is difficult to find schools
whose school events were held on the day or just
before they submitted their school event tweets.

Take the tweet shown in Figure 3 for example. This culture
festival tweet was submitted by ayane on 22nd September
2018. Most of students may think that it is hard to visit many
school web sites and check whether the culture festival was

Figure 7. It is easy to detect school event tweets submitted by students in
the target school on the day or just after the event was held.

held on 22nd September or just before. However, it is not
difficult to detect school event tweets submitted by students
in a particular school. To be specific, it is easy to obtain the
event calendar from the web site of the target school and collect
school event tweets that were submitted on the day or just after
the target school held it. Figure 7 shows the overview of it.

In order to evaluate this method, take a high school in Kobe
for example. We visited the web site of the target school and
obtained the event calendar. According to the event calendar,
in 2018, this school held

• the foundation day on 5th October,
• the sports festival on 28th September, and
• the culture festival on 21st September.

We think, the date of foundation day is more useful than those
of sports festival and culture festival to collect tweets submitted
by students of the target school. This is because the number
of schools that have the same foundation day is less than
those that have the same sport festival day or the same culture
festival day. School foundation days are held all year round
while sport festivals and culture festivals are not. As a result,
we planned to collect foundation day tweets submitted on 5th
October 2018, the foundation day of the target school, or just
after it. In this paper, we used Twitter search and obtained 45
tweets that were submitted on 5th October or 6th October 2018
and included kaiko kinenbi (school foundation day) or souritsu
kinenbi (foundation day). 15 tweets of them had pictures and
two of them had pictures of young persons. We focused on
these two tweets with pictures of young persons. One was
shown in Figure 1 and submitted by momone on 6th October.
The other was shown in Figure 6 and submitted by ayane on
6th October. Furthermore, momone submitted

• her sports festival tweet on 29th September (one day
after the sports festival was held in the target school)

• her culture festival tweet on 21st September (the day
when the culture festival was held in the target school)

Also, ayane submitted

37Copyright (c) IARIA, 2019.     ISBN:  978-1-61208-721-4

INTERNET 2019 : The Eleventh International Conference on Evolving Internet

                            45 / 73



• her sports festival tweet (Figure 2) on 29th September
(one day after the sports festival was held in the target
school)

• her culture festival tweet (Figure 3) on 22nd Septem-
ber (one day after the culture festival was held in the
target school)

We think that it is not coincidence that the event dates of
the target school were matched with the submission dates of
these tweets. As a result, we concluded that ayane and momone
went to the target school. Furthermore, we found a girl student
wearing an athletic uniform with the name of the target school
in the pictures attached to ayane’s sports festival tweet (Figure
2), submitted on 29th September.

We found that ayane sent birthday tweets to momone on her
birthday. Ayane was momone’s friend. Furthermore, in 2018,
not only ayane but three other users sent birthday tweets to
momone. We could not detect these three users because they
did not submit foundation day tweets. However, they submitted
school festival tweets the dates of which were matched with
those of the school festivals in the target school. As a result, we
also concluded that they went to the same school as momone
and ayane. Actually, one of them was nanae. The pictures
attended to nanae’s graduation ceremony tweet (Figure 5) and
ayane’s sports festival tweet (Figure 2) show that nanae and
ayane went to the same school.

IV. DETECTION OF FOUNDATION DAY TWEETS

In order to collect school event tweets efficiently, it is
important to detect them automatically. If school event tweets,
especially foundation day tweets, are detected automatically,
the detected tweets can be used for the following conflicting
purposes.

• We can give warnings to users before they submit
their school event tweets that threaten their privacy
and security.

• Unwanted audiences can collect school event tweets
and obtain several kinds of senders’ personal informa-
tion.

In this section, we discuss whether we can automatically detect
foundation day tweets by using machine learning techniques.

In this study, we used the Support Vector Machine (SVM)
for data training and classifying. Table I shows feature s1 ∼
s16 used in machine learning on experimental data. s1 ∼ s7
were obtained by using the results of morphological analysis
on experimental data. In the experiments, we used a Japanese
morphological analyzer, JUMAN, for word segmentation of
Japanese tweets [12]. s8 ∼ s10 and s12 ∼ s14 were obtained
by extracting character N-gram from experimental data. Odaka
et al. reported that character 3-gram is good for Japanese
processing [13]. s4 ∼ s7 and s12 ∼ s15 were obtained from
first sentences of tweets. This is because, we thought, clue
expressions of school events are often found at first sentences
of tweets.

In this study, we used 1,000 Japanese tweets including
“kaiko kinenbi (school foundation day)” for the experimental
data. We collected these tweets by Twitter search from July
to November 2018. These 1,000 tweets can be classified into
two types:

TABLE I. FEATURES USED IN SVM METHOD FOR DATA TRAINING AND
CLASSIFYING JAPANESE TWEETS INCLUDING WORD “kaiko kinenbi

(SCHOOL FOUNDATION DAY)”

s1 word unigrams of the tweet
s2 word bigrams of the tweet
s3 the number of words in the tweet
s4 word unigrams of the first sentence of the tweet
s5 word bigrams of the first sentence of the tweet
s6 the number of words in the first sentence of the tweet
s7 the last word of the first sentence of the tweet
s8 character unigrams of the tweet
s9 character bigrams of the tweet
s10 character 3-grams of the tweet
s11 the length of the tweet
s12 character unigrams of the first sentence of the tweet
s13 character bigrams of the first sentence of the tweet
s14 character 3-grams of the first sentence of the tweet
s15 the length of the first sentence of the tweet
s16 whether the tweet is a reply

TABLE II. THE DETAILS OF THE 1,000 JAPANESE TWEETS INCLUDING
“kaiko kinenbi (SCHOOL FOUNDATION DAY)” (FROM JULY TO NOVEMBER

2018).

FD tweet others total
normal tweet 393 309 702

reply 66 232 298
retweet 0 0 0

total 459 541 1,000

• foundation day tweet
foundation day tweets show when the foundation days
of senders’ schools are.

• others
others do not show when the foundation days of
senders’ schools are although they include word
“kaiko kinenbi (school foundation day)”.

Furthermore, tweets can be classified into three types [14]:

• reply
A reply is submitted to a particular person. It contains
“@username” in the body of the tweet.

• retweet
A retweet is a reply to a tweet that includes the original
tweet.

• normal tweet
A normal tweet is neither reply nor retweet. Normal
tweets are generally submitted to general public.

Table II shows the numbers of normal tweets, replies, and
retweets in the 1,000 tweets. Also, it shows the numbers of
foundation day (FD) tweets and others in the 1,000 tweets.
As shown in Figure II, there were no retweets in the 1,000
tweets. We conducted this experiment using TinySVM [15].
Table III shows the experimental result of the 1,000 Japanese
tweets. The experimental result was obtained with 10-fold
cross-validation. In order to discuss our method in more detail,
we divided the experimental result of the 1,000 Japanese tweets
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TABLE III. THE SVM CLASSIFICATION RESULT OF THE 1,000 JAPANESE
TWEETS INCLUDING WORD “kaiko kinenbi (SCHOOL FOUNDATION DAY)”.

human expert SVM result
result FD tweet others recall

FD tweet 332 127 0.72
others 132 409 0.76

precision 0.72 0.76

TABLE IV. THE SVM CLASSIFICATION RESULT OF THE 702 JAPANESE
NORMAL TWEETS INCLUDING WORD “kaiko kinenbi (SCHOOL FOUNDATION

DAY)”.

human expert SVM result
result FD tweet others recall

FD tweet 308 85 0.78
others 123 186 0.60

precision 0.71 0.69

TABLE V. THE SVM CLASSIFICATION RESULT OF THE 298 JAPANESE
REPLIES INCLUDING WORD “kaiko kinenbi (SCHOOL FOUNDATION DAY)”.

human expert SVM result
result FD tweet others recall

FD tweet 24 42 0.36
others 9 223 0.96

precision 0.73 0.84

(Table III) into those of 702 normal tweets (Table IV) and 298
replies (Table V).

As shown in Table III, 741 Japanese tweets were classified
correctly and 259 tweets incorrectly in this experiment. 332
tweets out of the 741 correctly classified tweets were ones
where the foundation days of senders’ schools were disclosed.
As shown in Table III, both the recall and precision of tweets
disclosing the foundation days of senders’ schools were 72%.
Furthermore, as shown in Table IV and Table V, the precision
of normal tweets and replies disclosing the foundation days of
senders’ schools were 71% and 73%, respectively. Our method
is useful for collecting foundation day tweets precisely. As
a result, it is easy for unwanted audiences to collect tweets
disclosing the foundation days of senders’ schools by using
our method. On the other hand, the recall of replies disclosing
the foundation days of senders’ schools was 36%. Our method
could not detect many replies disclosing the foundation days of
senders’ schools. As a result, in order to give warnings to users
before they submit their school event tweets that threaten their
privacy and security, it is necessary to improve our method.

V. CONCLUSION

In this paper, we investigated school event tweets, espe-
cially foundation day tweets and showed that they should
be treated carefully. This is because school event tweets can
threaten students’ privacy and security when combined with
event calendars. We showed that foundation day tweets can
be collected precisely by using machine learning techniques.
On the other hand, anyone, including unwanted audiences, can
obtain event calendars easily because they are often available
on schools’ web sites. In order to discuss how easy is it
to obtain school event calendars, we are investigating the

percentage of schools that let anyone obtain event calendars
through their web sites. Finally, we should note that we
retouched all the photos in this paper for protecting students’
privacy.
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Abstract—In this paper, we study a performance analysis of a 
surveillance camera system with image recognition server based 
on frame discard rate and server utilization. The states of 
surveillance cameras are divided into recognition and silence 
states to analyze the parameters, such as the optimal number of 
image frames and cameras based on processing capacity of the 
recognition server. The result of the analysis will be useful for 
effective operation of the evolving surveillance camera systems. 

Keywords-surveillance camera; image recognition; network 

I.  INTRODUCTION 
The image recognition server located in the central 

surveillance system can perform well when receiving as many 
image frames as possible from the surveillance cameras. 
However, the surveillance system operator may not allow 
frames to be transmitted continuously because it must pay a 
lot to the network depending on the number of transmitted 
image frames. Therefore, in this paper, we consider a system 
where the image recognition server analyzes the received 
image frames from surveillance cameras and determine 
whether there is an object of interest, and accordingly sets the 
state of each surveillance camera to a recognition state for 
transmitting a large number of frames and a silence state for 
transmitting a small number of frames. In such a surveillance 
camera network system, the system operator also needs to 
optimize the number of cameras arranged in accordance with 
the processing capacity of the image recognition server. 

Many researches have been conducted on the number of 
transmission frames, network bandwidth and security method 
in surveillance camera systems. In [1], an optimal scheduling 
has been studied for storing the camera image data based on 
the network bandwidth and limited processing resources in the 
CCTV(Closed-Circuit TeleVision) system. In [2], the authors 
proposed a method to provide streaming service over HTTP 
(HyperText Transfer Protocol) by interworking with user and 
server. In this method, the user can predict the next segment 
resolution by providing current channel resource information. 

In this paper, we perform a numerical analysis and discuss 
results in Section 2 and make a conclusion in Section 3. 

II. ANALYTICAL MODEL AND NUMERICAL RESULTS 
In the analysis, we assume that N surveillance cameras are 

connected to the image recognition server through the 
surveillance network. The image recognition server analyzes 
the arrived image frame and sets the camera to a recognition 
state with frame rate 𝑅𝑅𝑟𝑟𝑟𝑟𝑟𝑟  when the object of interest is 

recognized, otherwise sets it to a silence state with frame rate 
𝑅𝑅𝑠𝑠𝑠𝑠𝑠𝑠 ( 𝑅𝑅𝑟𝑟𝑟𝑟𝑟𝑟> 𝑅𝑅𝑠𝑠𝑠𝑠𝑠𝑠). Figure 1 shows the transition between the 
two states in surveillance cameras where the recognition and 
silence states of each camera alternate, and we assume that 
this transition process is independent of other cameras. This 
assumption is not appropriate when the surveillance cameras 
are concentrated at a short distance. However, in this study, 
we assume that the surveillance cameras are scattered in a 
large area. Also, for the sake of analysis, it is assumed that the 
state characteristics of all cameras are the same. 

 

 

Figure 1.  Transitions between recognition and silence states of 
surveillance cameras. 

In Figure 1, we represent the recognition state interval 
length as a r.v. (random variable) 𝑡𝑡𝑟𝑟𝑟𝑟𝑟𝑟  and the silence state 
interval length as a r.v. 𝑡𝑡𝑠𝑠𝑠𝑠𝑠𝑠. We assume that the number of 
frames processed per second in the image recognition server 
(processing capacity) is C. Generally, the surveillance system 
is effective in real-time monitoring, therefore we assume that 
the image recognition server has a small waiting queue to 
guarantee real-time performance and we also assume that for 
the sake of analysis, any frames received beyond the server 
capacity C in seconds are discarded. 

Based on the above assumptions, the probability of a 
surveillance camera being in the recognition state and in the 
silence state are given as 𝑃𝑃𝑟𝑟𝑟𝑟𝑟𝑟 = 𝐸𝐸(𝑡𝑡𝑟𝑟𝑟𝑟𝑟𝑟)

𝐸𝐸(𝑡𝑡𝑟𝑟𝑟𝑟𝑟𝑟)+𝐸𝐸(𝑡𝑡𝑠𝑠𝑠𝑠𝑠𝑠)
 and 𝑃𝑃𝑠𝑠𝑠𝑠𝑠𝑠 = 1 −

𝑃𝑃𝑟𝑟𝑟𝑟𝑟𝑟 , where E(⋅) is the expected value. Also, the probability 
that k cameras are in the recognition state can be calculated as 
𝑃𝑃𝑘𝑘 = �𝑁𝑁𝑘𝑘�(𝑃𝑃𝑟𝑟𝑟𝑟𝑟𝑟)𝑘𝑘(1 − 𝑃𝑃𝑟𝑟𝑟𝑟𝑟𝑟)𝑁𝑁−𝑘𝑘 , (0≤k≤N). In terms of 
reasonable operation, the minimum total number of 
transmitted frames per second should be equal to or less than 
the processing capacity C. Also, processing capacity C should 
be equal to or less than the maximum total number of 
transmitted frames per second. That is 𝑁𝑁⋅𝑅𝑅𝑠𝑠𝑠𝑠𝑠𝑠 ≤ 𝐶𝐶 ≤ 𝑁𝑁⋅𝑅𝑅𝑟𝑟𝑟𝑟𝑟𝑟. 
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The average total number of frames transmitted per second is 
𝑁𝑁⋅𝑃𝑃𝑟𝑟𝑟𝑟𝑟𝑟 ⋅𝑅𝑅𝑟𝑟𝑟𝑟𝑟𝑟  + 𝑁𝑁⋅(1 − 𝑃𝑃𝑟𝑟𝑟𝑟𝑟𝑟)⋅𝑅𝑅𝑠𝑠𝑠𝑠𝑠𝑠 . If the server processing 
capacity C is designed to be equal to 𝑁𝑁⋅𝑅𝑅𝑟𝑟𝑟𝑟𝑟𝑟, there will be no 
frames that are not processed by the server and discarded. 
However, in this case, the waste of processing capacity of the 
server is on average C −𝑁𝑁⋅𝑃𝑃𝑟𝑟𝑟𝑟𝑟𝑟⋅𝑅𝑅𝑟𝑟𝑟𝑟𝑟𝑟 − 𝑁𝑁⋅(1 − 𝑃𝑃𝑟𝑟𝑟𝑟𝑟𝑟)⋅𝑅𝑅𝑠𝑠𝑠𝑠𝑠𝑠 
frames per second. Therefore, it is necessary to increase the 
utilization of the server by allowing some frames to be 
discarded. Thus, we analyze the relationship between the 
processing capacity of the server, the number of discarded 
frames, and the number of cameras. Given the server capacity 
C, the corresponding number of cameras m can be calculated 
using C=𝑚𝑚⋅𝑅𝑅𝑟𝑟𝑟𝑟𝑟𝑟+(𝑁𝑁 −𝑚𝑚)⋅𝑅𝑅𝑠𝑠𝑠𝑠𝑠𝑠 where m is an integer that is 
equal to m = � 𝐶𝐶−𝑁𝑁⋅𝑅𝑅𝑠𝑠𝑠𝑠𝑠𝑠

𝑅𝑅𝑟𝑟𝑟𝑟𝑟𝑟−𝑅𝑅𝑠𝑠𝑠𝑠𝑠𝑠
�. Now the expected average number of 

frames that are discarded without processing at the server is: 
 
𝐹𝐹𝑑𝑑𝑠𝑠𝑠𝑠𝑟𝑟𝑑𝑑𝑟𝑟𝑑𝑑𝑟𝑟𝑑𝑑 = ∑ 𝑃𝑃𝑘𝑘⋅[𝑘𝑘⋅𝑅𝑅𝑟𝑟𝑟𝑟𝑟𝑟 + (𝑁𝑁 − 𝑘𝑘)⋅𝑅𝑅𝑠𝑠𝑠𝑠𝑠𝑠 − 𝐶𝐶]𝑁𝑁

𝑘𝑘=𝑚𝑚+1       (1) 
 
In this study, two performance measures are considered. 

The first is the ratio of the number of frames that are discarded 
at the server to the server's processing capacity that we call 
Discarded Ratio (DR). The discarded frames consume 
network resources without being processed at the server. So 
the larger the number, the greater the inefficiency. The second 
is the utilization of the server, ρ, which is expressed as a ratio 
of the number of frames actually processed by the server to 
the capacity of the server. High utilization means the high 
operation efficiency of the server. 

DR is calculated as  𝐹𝐹𝑑𝑑𝑠𝑠𝑠𝑠𝑟𝑟𝑑𝑑𝑟𝑟𝑑𝑑𝑟𝑟𝑑𝑑
𝐶𝐶

, and we have 
DR  =  1

𝐶𝐶
⋅∑ 𝑃𝑃𝑘𝑘⋅[𝑘𝑘⋅𝑅𝑅𝑟𝑟𝑟𝑟𝑟𝑟 + (𝑁𝑁 − 𝑘𝑘)⋅𝑅𝑅𝑠𝑠𝑠𝑠𝑠𝑠 − 𝐶𝐶]𝑁𝑁

𝑘𝑘=𝑚𝑚+1        (2) 

= ∑ �𝑁𝑁𝑘𝑘�(𝑃𝑃𝑟𝑟𝑟𝑟𝑟𝑟)𝑘𝑘(1 − 𝑃𝑃𝑟𝑟𝑟𝑟𝑟𝑟)𝑁𝑁−𝑘𝑘𝑁𝑁
𝑘𝑘=𝑚𝑚+1 �𝑘𝑘⋅𝑅𝑅𝑟𝑟𝑟𝑟𝑟𝑟+(𝑁𝑁−𝑘𝑘)⋅𝑅𝑅𝑠𝑠𝑠𝑠𝑠𝑠

𝐶𝐶
− 1�. 

 
Then ρ can be calculated as 
 

ρ = 1
𝐶𝐶
⋅[∑ 𝑃𝑃𝑘𝑘⋅[𝑘𝑘⋅𝑅𝑅𝑟𝑟𝑟𝑟𝑟𝑟 + (𝑁𝑁 − 𝑘𝑘)⋅𝑅𝑅𝑠𝑠𝑠𝑠𝑠𝑠]𝑚𝑚

𝑘𝑘=0 + ∑ 𝑃𝑃𝑘𝑘⋅𝐶𝐶𝑁𝑁
𝑘𝑘=𝑚𝑚+1 ] 

= 1 − ∑ �𝑁𝑁𝑘𝑘�(𝑃𝑃𝑟𝑟𝑟𝑟𝑟𝑟)𝑘𝑘(1 − 𝑃𝑃𝑟𝑟𝑟𝑟𝑟𝑟)𝑁𝑁−𝑘𝑘𝑚𝑚
𝑘𝑘=0 �1 − 𝑘𝑘⋅𝑅𝑅𝑟𝑟𝑟𝑟𝑟𝑟+(𝑁𝑁−𝑘𝑘)⋅𝑅𝑅𝑠𝑠𝑠𝑠𝑠𝑠

𝐶𝐶
�.  (3) 

 
Figures 2 and 3 are numerical results of the analysis when 

C=100, 𝑅𝑅𝑟𝑟𝑟𝑟𝑟𝑟 =5, 𝑅𝑅𝑠𝑠𝑠𝑠𝑠𝑠 = 1 and 𝑃𝑃𝑟𝑟𝑟𝑟𝑟𝑟  = 0.1, 0.2, 0.3, 0.4, 0.5. 
 

 
Figure 2.  Relation between N and DR when C=100, Rrec =5, Rsil = 1, Prec = 

0.1, 0.2, 0.3, 0.4, 0.5. 

 
Figure 3.  Relation between N and ρ when C=100, Rrec =5, Rsil = 1, Prec = 

0.1, 0.2, 0.3, 0.4, 0.5. 

 Figure 2 shows the relationship between DR and N, and 
Figure 3 shows the relationship between ρ and N. As shown 
in Figures 2 and 3, when designing DR = 0 which means no 
frames to be discarded at the server, the number of 
surveillance cameras is limited to N = 20. However, in this 
case, the utilization, ρ, is 28%, 36%, 44% 52%, 60% for 𝑃𝑃𝑟𝑟𝑟𝑟𝑟𝑟  
= 0.1, 0.2, 0.3, 0.4, 0.5 respectively, which means the server 
efficiency is not high as one expects. To increase the server 
efficiency, we need to allow some value of DR. For example, 
when DR=0.01 (1%), and 𝑃𝑃𝑟𝑟𝑟𝑟𝑟𝑟= 0.1, 0.2, 0.3, 0.4, 0.5, the 
number of cameras can be increased to N= 64, 49, 40, 34, 29, 
respectively. In this case, the server utilization is 88.8%, 
87.3%, 87.1%, 87.4%, 86.4% respectively. Hence, as we 
allow the number of unprocessed and thus discarded frames at 
the server to be 1% of the server processing capacity, the 
utilization of the server rapidly increases to 86% through 89%. 

III. CONCLUSION 
In this study, we analyzed two performance factors that are 

required for an efficient surveillance camera system with 
image recognition server, i.e., server utilization and frame 
discard rate. We believe the results obtained in this study will 
be useful for the efficient design and operation of surveillance 
camera system, which has been widely used recently.  
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Abstract—Video streaming has become the major source

of Internet traffic nowadays. Considering that content deliv-

ery network providers utilize Video over Hypertext Transfer

Protocol/Transmission Control Protocol (HTTP/TCP) as the

preferred protocol stack for video streaming, understanding

TCP performance in transporting video streams has become

paramount. Recently, multipath transport protocols have allowed

video streaming over multiple paths to become a reality. In this

paper, we analyze the impact of path switching on multipath

video streaming and network performance, and propose new

schedulers which minimize the number of path switching. We

utilize network performance measures, as well as video quality

metrics, to characterize the performance and interaction between

network and application layers of video streams for various

network scenarios.

Keywords—Video streaming; high speed networks; TCP conges-
tion control; TCP socket state; Multipath TCP; Packet retransmis-
sions; Packet loss.

I. INTRODUCTION

Transmission Control Protocol (TCP) is the dominant trans-

port protocol of the Internet, providing reliable data transmis-

sion for the large majority of applications. For data applica-

tions, the perceived quality of service is the total transport

time of a given file. For real time (streaming) applications,

the perceived quality of experience involves not only the total

transport time, but also the amount of data discarded at the

client due to excessive transport delays, as well as rendering

stalls due to the lack of timely data. Transport delays and data

starvation depend on how TCP handles flow control and packet

retransmissions. Therefore, video streaming user experience

depends heavily on TCP performance.

Recently, multipath transport has allowed video streams

over multiple IP interfaces and network paths. Multipath

streaming not only augments aggregated bandwidth, but also

increases reliability at the transport level session even when a

specific radio link coverage gets compromised. An important

issue in multipath transport is the path (sub-flow) selection;

a path scheduler is needed to split traffic to be injected on

a packet by packet basis onto available paths. For video

streaming applications, head of line blocking may cause in-

complete or late frames to be discarded at the receiver, as

well as stream stalling. In this work, we analyze the effect

of path switching on the quality of video stream delivery.

In addition, we propose path switch aware schedulers, which

strive to minimize the number of path switches during a video

stream delivery session while improving video performance.

We show that, by selectively controlling path switching, video

streaming performance improvements can be obtained for

widely deployed TCP variants and network scenarios.

The material is organized as follows. Related work dis-

cussion is provided on Section II. Section III describes

video streaming over TCP system. Section IV introduces the

TCP variants addressed in this paper. Section V analyzes

path switching effects on video performance, and introduces

our new path scheduling proposals, generically called sticky

schedulers. Section VI addresses multiple path video delivery

performance evaluation using default path scheduler vis a vis

several sticky schedulers, for each TCP variant and multi-

ple packet schedulers. Our empirical results show that most

TCP variants deliver better video performance when sticky

scheduling is utilized. Section VII addresses directions we are

pursuing as follow up to this work.

II. RELATED WORK

Although multipath transport studies are plenty in the lit-

erature, there has been limited prior work on video perfor-

mance over multiple paths [4] [14] [19]. Regarding multipath

schedulers, there has been recent research activity, propelled

by the availability of Multipath Transmission Control Protocol

(MPTCP) transport stack. Most of them focus on specific

sub-flow characterization to support smart path selection. For

instance, Yan et al. [21] propose a path selection mechanism

based on estimated sub-flow capacity. Their evaluation is

centered on throughput performance, as well as reducing

packet retransmissions. Hwang et al. [9] propose a blocking

scheme of a slow path when delay difference between paths is

large, in order to improve data transport completion time on

short lived flows. Ferlin et al. [6] introduce a path selection

scheme based on a predictor of the head-of-line blocking

of a given path. They carry out emulation experiments with

their scheduler against the minimum Round Trip Time (RTT)

default scheduler, in transporting bulk data, Web transactions

and Constant Bit Rate (CBR) traffic, with figure of merits

of goodput, completion time and packet delays, respectively.

More recently, Kimura et al. [11] have shown throughput

performance improvements on schedulers driven by path send-

ing rate and window space, focusing on bulk data transfer

applications. Also, Dong et al. [5] have proposed a path loss

estimation approach to select paths subject to high and bulk

loss rates. Although they have presented some video streaming

experiments, they do not measure streaming performance from

an application perspective. Xue et al. [20] has proposed a

path scheduler based on prediction of the amount of data

a path is able to transmit and evaluated it on simulated
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Figure 1: Video Streaming over TCP/MPTCP

network scenarios with respect to throughput performance. A

different approach, at which different sub-flows are used for

segregating prioritized packets of Augmented Reality/Virtual

Reality streams has been proposed by Silva et al. [18]. Finally,

Frommgen et al. [8] have shown that stale round trip time

(rtt) information interferes with path selection of small streams

such as HTTP traffic. The authors then propose an rtt probing

and one way delay based path selection to improve latency

and throughput performance of thin streams.

In contrast, our current work seeks multipath path schedul-

ing principles that can be applied to different path schedulers

to specifically improve the quality of video streams. Previously

[12], we have proposed new Multipath TCP path schedulers

based on dynamic path characteristics, such as congestion

window space and estimated path throughput, and evaluated

multipath video streaming using these proposed schedulers.

Recently [13], we have also proposed to enhance path sched-

ulers with TCP state information, such as whether a path is in

fast retransmit and fast recovery state, to improve video quality

in lossy network scenarios. In this work, we propose one more

principle to path selection, the minimization of path switching.

We evaluate new path schedulers, called sticky schedulers, on

video stream applications using widely deployed TCP variants

on open source network experiments over WiFi an wired

access links.

III. VIDEO STREAMING OVER TCP

Video streaming over HTTP/TCP involves an HTTP server,

where video files are made available for streaming upon HTTP

requests, and a video client, which places HTTP requests to

the server over the Internet, for video streaming. Figure 1 (a)

illustrates video streaming components.

An HTTP server stores encoded video files, available upon

HTTP requests. Once a request is placed, a TCP sender is

instantiated to transmit packetized data to the client machine.

At TCP transport layer, a congestion window is used for flow

controlling the amount of data injected into the network. The

size of the congestion window, cwnd, is adjusted dynamically,

according to the level of congestion in the network, as well

as the space available for data storage, awnd, at the TCP

client receiver buffer. Congestion window space is freed only

when data packets are acknowledged by the receiver, so that

lost packets are retransmitted by the TCP layer. At the client

side, in addition to acknowledging arriving packets, TCP

receiver sends back its current available space awnd, so that

at the sender side, cwnd ≤ awnd at all times. At the client

application layer, a video player extracts data from a playout

buffer, filled with packets delivered by TCP receiver from its

buffer. The playout buffer is used to smooth out variable data

arrival rate.

A. Interaction between Video streaming and TCP

At the server side, the HTTP server retrieves data into

the TCP sender buffer according to cwnd size. Hence, the

injection rate of video data into the TCP buffer is different than

the video variable encoding rate. In addition, TCP throughput

performance is affected by the round trip time of the TCP

session. This is a direct consequence of the congestion window

mechanism of TCP, where only up to a cwnd worth of bytes

can be delivered without acknowledgements. Hence, for a fixed

cwnd size, from the sending of the first packet until the first

acknowledgement arrives, a TCP session throughput is capped

at cwnd/RTT . For each TCP congestion avoidance scheme,

the size of the congestion window is computed by a specific

algorithm at time of packet acknowledgement reception by

the TCP source. However, for all schemes, the size of the

congestion window is capped by the available TCP receiver

space awnd sent back from the TCP client.

At the client side, the video data is retrieved by the video

player into a playout buffer and delivered to the video renderer.

Playout buffer may underflow, if TCP receiver window empties

out. On the other hand, playout buffer overflow does not occur,

since the player will not pull more data into the playout buffer

than it can handle.

In summary, video data packets are injected into the network

only if space is available at the TCP congestion window.

Arriving packets at the client are stored at the TCP receiver

buffer and extracted by the video playout client at the video

nominal playout rate.

IV. TRANSMISSION CONTROL PROTOCOL VARIANTS

TCP protocols fall into two categories, delay and loss based.

Advanced loss based TCP protocols use packet loss as primary

congestion indication signal, performing window regulation as

cwndk = f(cwndk−1), being ack reception paced. Most f
functions follow an Additive Increase Multiplicative Decrease

(AIMD) strategy, with various increase and decrease parame-

ters. TCP NewReno [1] and Cubic [16] are examples of AIMD

strategies. Delay based TCP protocols, on the other hand, use

queue delay information as the congestion indication signal,

increasing/decreasing the window if the delay is small/large,

respectively. Compound [17] and Capacity and Congestion

Probing (CCP) [3] are examples of delay based protocols.

Most TCP variants follow TCP Reno phase framework: slow

start, congestion avoidance, fast retransmit and fast recovery.

For TCP variants widely used today, congestion avoidance

phase is sharply different. We will be introducing specific TCP

variants’ congestion avoidance phase shortly.

A. Cubic TCP Congestion Avoidance

TCP Cubic is a loss based TCP that has achieved

widespread usage as the default TCP of the Linux operating

system. During congestion avoidance, its congestion window

adjustment scheme is:
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AckRec : cwndk+1 = C(t−K)3 +Wmax

K = (Wmax
β

C
)1/3 (1)

PktLoss : cwndk+1 = βcwndk

Wmax = cwndk

where C is a scaling factor, Wmax is the cwnd value at time

of packet loss detection and t is the elapsed time since the last

packet loss detection (cwnd reduction). Parameters K drives

the cubic increase away from Wmax, whereas β tunes how

quickly cwnd reduction happens on packet loss. This process

ensures that its cwnd quickly recovers after a loss event.

B. Compound TCP Congestion Avoidance

Compound TCP is the TCP of choice for most deployed

Wintel machines. It implements a hybrid loss/delay based

congestion avoidance scheme, by adding a delay congestion

window dwnd to the congestion window of NewReno [17].

Compound TCP cwnd adjustment is as per (2):

AckRec : cwndk+1 = cwndk +
1

cwndk + dwndk
(2)

PktLoss : cwndk+1 =
cwndk

2

where the delay component is computed as:

AckRec : dwndk+1=dwndk+ αdwndKk − 1, if diff < γ

dwndk − ηdiff, if diff ≥ γ

PktLoss : dwndk+1 =dwndk(1− β)−
cwndk

2
(3)

where diff is an estimated number of backlogged packets,

γ is a threshold parameter which drives congestion detection

sensitivity and α, β, η and K are parameters chosen as a

tradeoff between responsiveness, smoothness and scalability.

Compound TCP dynamics is dominated by its loss based

component, presenting a slow responsiveness to network avail-

able bandwidth variations, which may cause playout buffer

underflows.

C. Multipath TCP

MPTCP is a transport layer protocol, currently being eval-

uated by IETF, which makes possible data transport over

multiple TCP sessions [7]. The key idea is to make multipath

transport transparent to upper layers, hence presenting a single

TCP socket to applications. Under the hood, MPTCP works

with TCP variants, which are unaware of the multipath nature

of the overall transport session. To accomplish that, MPTCP

supports a packet scheduler that extracts packets from the

MPTCP socket exposed to applications and injects them into

TCP sockets belonging to a “sub-flow” defined by a single path

TCP session. MPTCP transport architecture is represented in

Figure 1 (b).

MPTCP packet scheduler works in two different configura-

tion modes: uncoupled and coupled. In uncoupled mode, each

sub-flow congestion window cwnd is adjusted independently.

In coupled mode, MPTCP couples the congestion control of

the sub-flows, by adjusting the congestion window cwndk

of a sub-flow k according with parameters of all sub-flows.

Although there are several coupled mechanisms, we focus

on Linked Increase Algorithm (LIA) [15] and Opportunistic

Linked Increase Algorithm (OLIA) [10]. In both cases, a

MPTCP scheduler selects a sub-flow for packet injection

according to some criteria among all sub-flows with large

enough cwnd to allow packet injection.

D. Linked Increase Congestion Control

LIA [15] couples the congestion control algorithms of

different sub-flows by linking their congestion window in-

creasing functions, while adopting the standard halving of

cwnd window upon packet loss detection. More specifically,

LIA cwnd adjustment scheme is as per (4):

AckRec :cwndik+1= cwndik +min(αBackMssi∑
n

0
cwndp

, BackMssi

cwndi )

PktLoss :cwndik+1=
cwndi

k

2 (4)

where α is a parameter regulating the aggressiveness of the

protocol, Back is the number of acknowledged bytes, Mssi is

the maximum segment size of sub-flow i and n is the number

of sub-flows. Equation (4) adopts cwnd in bytes, rather than

in packets (Maximum Segment Size - MSS), in contrast with

TCP variants equations to be described shortly, because here

we have the possibility of diverse MSSs on different sub-flows.

However, the general idea is to increase cwnd in increments

that depend on cwnd size of all sub-flows, for fairness, but

no more than a single TCP Reno flow. The min operator

in the increase adjustment guarantees that the increase is at

most the same as if MPTCP was running on a single TCP

Reno sub-flow. Therefore, in practical terms, each LIA sub-

flow increases cwnd at a slower pace than TCP Reno, still

cutting cwnd in half at each packet loss.

E. Opportunistic Linked Increase Congestion Control

OLIA [10] also couples the congestion control algorithms of

different sub-flows, but with the increase based on the quality

of paths. OLIA cwnd adjustment scheme is as per (5):

AckRec : cwndik+1 = cwndik +
cwndi

(RTTi)2

(
∑

n

0

cwndp

RTTp )2
+ αi

cwndi ,

PktLoss : cwndik+1 =
cwndi

k

2 (5)

where α is a positive parameter for all paths. The general idea

is to tune cwnd to an optimal congestion balancing point (in

the Pareto optimal sense). In practical terms, each OLIA sub-

flow increases cwnd at a pace related to the ratio of its RTT

and RTT of other subflows, still cutting cwnd in half at each

packet loss.

V. PATH SWITCHING AWARE MPTCP PACKET

SCHEDULERS

MPTCP scheduler selects which sub-flow to inject packets

into the network on a packet by packet basis. The default

strategy is to select the path with shortest average packet delay.

However, this greedy shortest delay strategy may increase the

number of path switches on a streaming session. Lets first

analyze the impact of path switching on application streaming

performance.
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Let λi, λj be the packet injection rates of a video stream

session into path i and path j, respectively, as in Figure 2. Let

also rtti, rttj be their respective round trip times. In addition,

let λr be the playout buffer draining rate. Then:

• Buffer underflow: At the moment of path i to j switch,

there are roughly λirtti packets in transit. As these

packets get serviced at λr rate, for buffer underflow to

occur, all these packets need to be serviced before the

first packet injected at path j arrives. Assuming it takes

rttj amount of time for this first packet to arrive, the

condition for buffer underflow upon switching from path

i to path j is: rttiλi < rttjλr. That is, buffer underflow

probability is proportional to the ratio rttj/rtti. Hence,

buffer underflow is more likely on path switches from

smaller path rtt to larger path rtt.

• Picture discard: Assume F packets are needed to re-

assemble a frame. Let F i and F − F i be the number of

packets transmitted on path i and path j, respectively.

Then, in a transition from path i to path j, it takes

F i/λi to deliver these packets to playout buffer. By this

time, the rest of the frame must have arrived at playout

buffer, or some packets will be missing and the frame

will not be able to be reassembled. It takes (F −F i)/λj

to inject these packets, and another rttj delay for them

to arrive at the playout buffer. So, the condition for

frame discard is: F i/λi < (F − F i)/λj + rttj , or

F i < (F − F i)λi/λj + rttjλi. That is, picture discard

probability is proportional to the ratio λi/λj .

We study three path schedulers, seeking to minimize the

number of path switches, as follows. On the onset of a video

streaming session, the path with smallest rtt is chosen, as

with the default path scheduler. However, once a new path is

selected (due to congestion of previous path), three strategies

for path switch minimization are studied: i) the scheduler

stays on a new path for as long as it can, until the new path

experiences congestion. We call this path scheduler greedy

sticky scheduler - GR-STY; ii) the scheduler checks whether

λi/λj < 1 before committing to stick to a new path. We

call this version throughput sticky scheduler - TP-STY; iii) In

addition to previous condition, the scheduler checks whether

rtti < rttj . We call this version throughput RTT sticky

scheduler - TR-STY. We evaluate these path schedulers against

the minimum rtt default scheduler - DFT. Notice that our

ultimate goal is to minimize buffer underflow and picture

Emulator

AP : IEEE 802.11a

Emulator

Emulator

AP : IEEE 802.11g

: IIIIIIIIIIIIIIEEEEEEEEEEEEE 8

IEEEEEEEEEEEE 888888

Figure 3: Video Streaming Emulation Network

TABLE I: EXPERIMENTAL NETWORK SETTINGS

Element Value

Video size 409 MBytes

Video rate 5.24 Mbps

Playout time 10 mins 24 secs

Video Codec H.264 MPEG-4 AVC

MPTCP variants Cubic, Compound, LIA, OLIA

MPTCP schedulers DFT, GR-STY, TP-STY, TR-STY

TABLE II: EXPERIMENTAL NETWORK SCENARIO

Scenario Emulator configuration

(RTT, Bandwidth, Random loss rate)

3 path Equal Loss Rate Flow1) RTT 50 ms, BW 2 Mb/s, Loss 0 %

(Base Line Scenario) Flow2) RTT 100 ms, BW 2 Mb/s, Loss 0 %

Flow3) RTT 100 ms, BW 2 Mb/s, Loss 0 %

3 path Differential Loss Rate Flow1) RTT 50 ms, BW 2 Mb/s, Loss 2.0 %

(3p-50) Flow2) RTT 100 ms, BW 2 Mb/s, Loss 0 %

Flow3) RTT 100 ms, BW 2 Mb/s, Loss 0 %

3 path Differential Loss Rate Flow1) RTT 150 ms, BW 2 Mb/s, Loss 2.0 %

(3p-150) Flow2) RTT 200 ms, BW 2 Mb/s, Loss 0 %

Flow3) RTT 200 ms, BW 2 Mb/s, Loss 0 %

discards at the video receiver.

VI. VIDEO STREAMING PERFORMANCE OF STICKY

MULTIPATH SCHEDULERS

In Figure 3, we describe the network testbed used for

emulating a network path with wireless and wired access links.

An HTTP Apache video server is connected to three access

switches, which are connected to link emulators, used to adjust

path delay and inject controlled random packet loss. A VLC

client machine is connected to two Access Points, a 802.11a

and 802.11g, on different bands (5GHz and 2.4GHz, respec-

tively), as well as a wired link. All wired links are 1Gbps.

No cross traffic is considered, as this would make it difficult

to isolate the impact of TCP congestion avoidance schemes

on video streaming performance. This simple topology and

isolated traffic allows us to better understand the impact of

differential delays and packet loss on streaming performance.

We list network settings and scenarios generated by network

emulator in Tables I and II, respectively. Video settings are

typical of a video stream. Its size is short enough to enable

multiple streaming trials within a reasonable amount of time.

For each scenario, path bandwidth capacity is tuned so as to

force the use of all three paths to stream a video playout rate of

5.24Mbps. We also inject 2.0 % of packet loss on the shortest

path of each scenario except the baseline scenario, so as to

contrast default packet scheduler (shortest RTT) with other

schedulers. TCP variants used are: Compound, Cubic, LIA

and OLIA.

Performance measures adopted are:

• Picture discards: number of frames discarded by the

video decoder. This measure defines the number of

frames skipped by the video rendered at the client side.
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Figure 4: Scheduler Streaming Perf.; Base Line Scenario

• Buffer underflow: number of buffer underflow events

at video client buffer. This measure defines the number

of “catch up” events, where the video freezes and then

resumes at a faster rate until all late frames have been

played out.

• Sub-flow throughput: the value of TCP Throughput

on each sub-flow. This measure captures how MPTCP

operates its scheduling packet injection and whether it is

able to maintain a high enough throughput for the video

playout rate.

• Number of path switches: number of path switches

executed during a video streaming session. A path switch

is counted every time two consecutive packets are injected

into the network via two different subflows.

We organize our video streaming experimental results in

three network scenarios: i) A baseline scenario, with no in-

jected packet loss and differential delay; ii) Three path MPTCP

under medium round trip delay; iii) Three path MPTCP under

long round trip delay. Results are reported as average and

min/max deviation bars.

A. Baseline Scenario

In Figures 4, a and b report on video streaming and TCP

performance of baseline scenario, where 50, 100, and 100

msec delays are small, with only random packet loss from

the wireless links. For Cubic variant, there is clearly a buffer

underflow and picture discard performance improvement when

GR-STY and TP-STY schedulers are used. TR-STY deliv-

ers similar performance to default scheduler, which can be

explained by too low stickiness of TR-STY. On the other

hand, LIA, OLIA and Compound TCP variants deliver best

performance under default and TR-STY schedulers. We note

that these three TCP variants are less aggressive in adjusting

cwnd than Cubic, as per respective equations of Section IV.

Hence, it takes longer for these variants to grab newly available

bandwidth of a new path.

In Figure 5, we report on the number of path switches

executed for each scheduler, under various TCP variants.

Firstly notice that GR-STY, TP-STY, and TR-STY schedulers

have different levels of stickiness, GR-STY being the least

restrictive. Hence, GR-STY delivers the lowest number of path

switches, and TR-STY delivers the highest, closely following

the number of path switches of the default scheduler. Notice

also that the scheduler that delivers the lowest number of path

switches is not necessarily the one that delivers best video

performance in Figure 4. This shows the performance tradeoff
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Figure 6: Throughput.; Base Line Scenario

between sticking to a given path, versus changing back to

another path of perhaps better quality.

In Figures 6 a, b, c, and d we report on throughput

results of the various TCP variants operating under the several

schedulers. For this analysis, it is important to call to attention

that flow 3 is the best quality flow, as it is a wired path with

no wireless random packet loss; flow 1 and flow 2 present

random packet losses due to wireless link interference. So,

from a throughput efficiency point of view, flow 3 should be

preferred in detriment of the other ones. Notice that the default

scheduler in Figure 6 a favors flow 1, due to its smaller rtt,

whereas the other sticky schedulers divert more traffic away

from flow 1 into flow 3, especially for slow to react LIA and

OLIA TCP variants (in Figures 6 b, c, and d). This causes less

overall retransmission (graphs omitted), resulting in a better

transport efficiency.

B. Small delay with packet loss scenario

In Figures 7, a and b reports on video streaming perfor-

mance under network scenario 3p-50, with short path delays

of 50, 100, and 100 msecs, where 2.0 % random packet

loss is injected into the shortest delay path. First notice how

a relatively small packet loss rate causes significant buffer

underflow and picture discard degradation as compared to the

baseline scenario. About TCP variants, Cubic and Compound

TCP improve their buffer underflow and picture discard per-

formances under TR-STY schedulers, whereas LIA and OLIA

variants present similar performance across all schedulers.
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Figure 7: Scheduler Streaming Perf.; Scenario 3p-50
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Figure 8: Scheduler Streaming Perf.; Scenario 3p-150

C. Large delay with packet loss scenario

In Figures 8, a and b reports on video streaming and TCP

performance under scenario 3p-150, a three path scenario

with large delays of 150, 200, and 200 msecs, respectively,

with a 2.0 % random loss on shortest path. We can see that,

when compared with previous scenarios, Cubic and Compound

TCP variants have smaller buffer underflow and picture dis-

card improvements between using different versions of Sticky

scheduler and the default scheduler. LIA and OLIA present

similar performance accross all schedulers. We conjecture

that the larger the path delays are, the less performance

improvement gains.

Overall, the above results show that video streaming per-

formance improvement can be obtained by reducing path

switching among available paths while avoiding path switches

with high probability of causing buffer underflow and picture

discards at the video receiver side. In addition, there seems

to be a point of diminishing returns when paths have very

long round trip times. Although these results were obtained

for specific testbed topology and network scenarios, we believe

similar improvements can be attained on more generic network

scenarios.

VII. CONCLUSION AND FUTURE WORK

In this paper, we have proposed packet schedulers that

reduce path switching among available paths to improve the

quality of streaming video over MPTCP. We have evaluated

MPTCP performance with default and packet schedulers which

avoid path switching when the probability of buffer underflow

and picture discard is high. Our results have shown that a

clever path switch reduction may improve video streaming

for Cubic and Compound Linux and Windows TCP variants,

respectively, while not impacting performance of coupled LIA

and OLIA variants. We believe that avoiding path switching

may be applicable across a wide variety of network scenarios.

We are currently investigating the integration of path switch-

ing management with other path scheduling mechanisms to

improve video streaming performance.
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Abstract—The contribution starts from the European Regulation
2016/679 to analyse the terms ’accountability’, ’responsibility’
and ’liability’ and their meaning. Accountability is the key to
verify that there is an ethical implication in the GDPR through the
evaluation of the related human actions. Every action can qualify
the behaviour as ’accountability’ and hence confer an ethical
connotation. We consider the differences among the meaning of
the mentioned terms as a starting point to define an ontology of
the GDPR.
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I. INTRODUCTION

The present contribution aims to investigate on some terms
laid down by the European Regulation 2016/679 (General Data
Protection Regulation - GDPR) [1], highlighting how their
meaning is not the same in all the official languages of the
European Union. We think that the deepening on the sense of
the terms ’accountability’, ’responsibility’ and ’liability’ is a
relevant focus both to clarify what each term should explain
in the data protection context and a good starting point for
working on an ontology of the GDPR. We demonstrate that
the meaning of the terms above is not the same in all the
official languages (especially in Italian), where the true sense
belongs to the English languages. Once demonstrating the
correct meaning, it is possible to address the ontology that
is a complex process anyway. Here, we do not explain the
ontology, but we would introduce this topic for the following
works.

II. THE EUROPEAN REGULATION N. 2016/679
The European Regulation 2016/679 (General Data Protec-

tion Regulation - GDPR) "on the protection of natural persons
with regard to the processing of personal data and on the
free movement of such data, and repealing Directive 95/46/EC
(General Data Protection Regulation)" has been published on
4 May 2016 in the Official Journal of the European Union
and entered into force on 25 May 2016, but it applies from 25
May 2018. According to the Article 94, this Regulation repeals
the Directive 95/46/EC [18] with effects from 25 May 2018.
The GDPR mentions the Charter of Fundamental Rights of
the European Union [2] in the first Whereas (The protection
of natural persons in relation to the processing of personal
data is a fundamental right. Article 8(1) of the Charter of
Fundamental Rights of the European Union (the ’Charter’)
and Article 16(1) of the Treaty on the Functioning of the
European Union (TFEU) provide that everyone has the right
to the protection of personal data concerning him or her).

One of the primary goals of the European regulator was to
harmonise the legislation of each Member State: the GDPR is
directly applicable in each European State, to avoid possible
confusion among each domestic law. The aim of the Euro-
pean regulator, conscious of the high value of the personal
information, was to protect the natural person with regard
to the processing of personal data; the GDPR recognises
several rights to the ’data subject’ (Article 4.1 says: "an
identified or identifiable natural person (’data subject’); an
identifiable natural person is one who can be identified, directly
or indirectly, in particular by reference to an identifier such
as a name, an identification number, location data, an online
identifier or to one or more factors specific to the physical,
physiological, genetic, mental, economic, cultural or social
identity of that natural person").

The main rights of the ’data subject’ laid down by the
GDPR are:

(a) right to request from the controller access to and rectifi-
cation or erasure of personal data;

(b) right to withdraw consent at any time;
(c) right to lodge a complaint with a supervisory authority;
(d) right of access;
(e) right to rectification;
(f) right to erasure (âĂŸright to be forgottenâĂŹ);
(g) right to restriction of processing;
(h) right to data portability;

The listed rights show how relevant is the role of the ’data
subject’ and hence the high value of the personal data.

Regarding the processing of personal data the GDPR
lays down specific obligations for the controller (Article 4(1)
number (7) says: ’controller’ means the natural or legal per-
son, public authority, agency or other body which, alone or
jointly with others, determines the purposes and means of the
processing of personal data; where the purposes and means
of such processing are determined by Union or Member State
law, the controller or the specific criteria for its nomination
may be provided for by Union or Member State law), and the
processor (Article 4(1) number (8) says: ’processor’ means a
natural or legal person, public authority, agency or other body
which processes personal data on behalf of the controller),
mainly observing the principles according to the articles 5 and
6 and implementing "appropriate technical and organisational
measures to ensure a level of security appropriate to the risk"
(Article 32).

The GDPR is a milestone because it brings a new approach
to the protection of natural persons with regard to the pro-
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cessing of personal data, introducing numerous changes, such
as, inter alia, the accountability principle, the Data Protection
Impact Assessment (DPIA), the Data Protection by Design and
by Default principle, the data breach notification, the Data
Protection Officer (DPO), the very high administrative fines
in respect of infringements of the Regulation, and so on.

It is clear that technology and law are not at the same
level because the first one (technology) is always ahead than
the second one (law). The actions on the part of the legislator
always followed the technological solutions, and so the rules
have to be able to consider the technology evolution.

Apart from the law, there is also the "soft-law" that consists
of opinions issued by Data Protection Supervisory Authorities
and the European Data Protection Board (former Article 29
Working Party). The opinions are not binding but provides
clarification contributing to interpret the data protection law.

III. THE TERMS ’ACCOUNTABILITY’, ’RESPONSIBILITY’
AND ’LIABILITY’ IN THE OFFICIAL LANGUAGES OF THE

EUROPEAN UNION

According to the Treaty on the functioning of the European
Union [3] and the Treaty on European Union, the official Euro-
pean languages are those mentioned in the Treaties and hence
all those of the States member of the Union. Unfortunately, due
to the language localisation, in some versions of the GDPR,
we cannot see the same terms mentioned above.

In the English version of the GDPR we find three terms:

1) ’Accountability’ (Article 5);
2) ’Responsibility’;
3) ’Liability’.

In the Italian version of the GDPR, for example, we see
only the term ’responsibility’. In fact, the before mentioned
words are typical only of the common law systems, and each
one of them has different meanings from the other. In civil
law systems, the only used word is ’responsibility’, and hence
it is quite difficult to translate in other languages, different
from English, the words ’accountability’, ’responsibility’ and
’liability’ each one with its specific meaning. Hence, the
meaning of the terms above might depend on the context, the
legislation, the jurisdiction and also from the geographic area.

On the one hand, applying the GDPR in Europe, and
especially in civil law systems, it is hard due to the iden-
tification of the correct word to adapt in a specific case of
responsibility. On the other hand, the GDPR applies in Europe
but also all over the world according to the territorial scope laid
down by Article 3, under the conditions set out in paragraph
2. Therefore, to understand the meaning of the three terms
’accountability’, ’responsibility’ and ’liability’ it is necessary
to consider, also in the national context, only the English
version of the EU Regulation 2016/679.

This approach could be the first step for the best qualifi-
cation of an ontology of the GDPR.

What does the term ’accountability’ mean? The GDPR
uses the term ’accountability’ referring to the controller and
especially to the principle laid down by the Article 5, paragraph
2, where we read The controller shall be responsible for,
and be able to demonstrate compliance with, paragraph 1
(âĂŸaccountabilityâĂŹ). The topic is complex. The first ref-
erence we used to understand the correct meaning of the term

’accountability’ in Europe is the Interactive Terminology for
Europe (IATE) that is the EU’s terminology database [4]. The
IATE contains several definitions for specific domains or area,
and we chose the meanings closer to the data protection field.
Checking the word ’accountability’ into the IATE database,
we found some results, among which the European Data
Protection Supervisor (EDPS) vocabulary, with the following
definitions that seem more relevant, even if they are taken from
different fields:
Data protection: principle intended to ensure that controllers
are more generally in control and in the position to ensure
and demonstrate compliance with data protection principles in
practice. Accountability requires that controllers put in place
internal mechanisms and control systems that ensure compli-
ance and provide evidence âĂŞ such as audit reports âĂŞ
to demonstrate compliance to external stakeholders, including
supervisory authorities.
Public sector: the obligations of persons or entities, including
public enterprises and corporations, entrusted with public
resources to be answerable for the fiscal, managerial and
program responsibilities that have been conferred on them, and
to report to those that have conferred these responsibilities on
them [7]. The above definitions show that, depending on the
area, the meaning of the term ’accountability’ might be differ-
ent. Nevertheless, apart from the sector or area, the definitions
have something in common. In fact, among the most important
dictionaries, we found the same definitions or the same concept
of ’accountability’ always derived by the root ’accountable’
(The term ’accountability’ is defined: a) the quality or state of
being accountable, especially: an obligation or willingness to
accept responsibility or to account for one’s actions: Merriam-
Webster Dictionary online [6], or b) the the fact or condition
of being accountable: English Oxford Living Dictionary [7],
or c) the fact of being responsible for what you do and able
to give a satisfactory reason for it, or the degree to which this
happens: Cambridge Dictionary online [8]. Analysing the term
accountable we see that the word ’accountability’ is strictly
related to an action by a person (these are the definitions of
the term accountable: a) subject to giving an account (subject
to giving an account) [9], or b) required or expected to justify
actions or decisions; responsible (ministers are accountable
to Parliament) [10], or c) someone who is accountable is
completely responsible for what they do and must be able to
give a satisfactory reason for it (In settings where responsibility
for policy making is most clear, incumbent politicians are
held accountable for macroeconomic performances) [11], or
d) responsible to someone or for some action; answerable
(The council that represents them is funded by the public to
serve the public - and must be accountable to the public) [12].
In common law systems, the term "accountability" is closely
related to the "responsibility", and the distinction is a thin
line of demarcation. The characteristic of "responsibility" is
autonomy, that is, a person - in his function - can act without
external pressures or interference and therefore be free to make
motivated decisions associated with his / her role while being
bound to duties or obligations. A person "responsible" can
make choices according to his intentions and is not under
the control of others, and he or she is free to decide also
about moral or social choices. The connection between role or
function and the effects of the subject’s actions or omissions
characterise precisely the "responsibility").
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We believe that it is possible to attribute to the term
"responsibility" an ethical connotation on the basis of the
the decisions that a "responsible actor" can freely assume.
Someone [13] describes the "responsible actor" as «[...] one
whose job involves a predetermined set of obligations that must
be met in order for the job to be accomplished. [...] In many
cases, simply discharging this primary obligation (the function
associated with the role) may be sufficient unto itself; however,
responsibility can also include moral obligations that are in
addition and usually related to the functional obligations of the
role. Thus, responsibility assumes that the actor becomes also
a moral agent possessed of a certain level of moral maturity
and an ability to reason».

An "accountable" subject, hence, is obliged to respect
external conditions for which he does not have a power of
self-determination and lacks the autonomy of the "responsible"
subject but he or she is accountable for the consequences of
his work anyway. Thus, an "accountable" subject is obliged
to maintain a behaviour bound by sources external to him-
self, which are beyond his control and the power of self-
determination. An "accountable" subject is also "responsible".
The data controller, therefore, is "accountable" and hence
conditioned by factors external to himself (the regulation to
be respected), although he is capable of self-determination
and has autonomy of action. Similarly, the controller is also
"responsible" as he is free to evaluate the actions to be taken
to comply with the GDPR rules.

Coming back on accountability, according to Thomas
Bivins [13] "The simplest formula is that a person can be
held accountable if (1) the person is functionally and/or
morally responsible for an action, (2) some harm occurred
due to that action, and (3) the responsible person had no
legitimate excuse for the action. Ideally, the assumption would
then be to hold a person who is responsible for an action
also accountable for the results of that action". Bivins [13]
continues with the following statement: "In other words,
accountability is a response to the human acts that one has
performed. If it is a good act, the person deserves praise
and if it is a bad act a person deserves blame. The idea of
responsibility and accountability are closely linked, however
are they slightly different by definition or moral implication".
According to T. Bivins [13] "accountability might be defined as
"blaming or crediting someone for an action" âĂŤ normally
an action associated with a recognized responsibility". The
term ’accountability’, hence, is related to the effects of
an action for which a person is not able to excuse. The
characteristic of accountability is the autonomy, and namely,
a person can act without pressures or interferences hence
being free to make decisions associated with his or her role.
Furthermore, ’accountability’ is linked to a behaviour typified
by a moral or social connotation. Considering the moral and
social connotation of accountability, we think that it is possible
to evaluate implications in the ethical field.

Paragraph 2 of the article 5, in the English version, uses
different terms as compared to the Italian translation, where
we read: "The controller shall be responsible for, and be able
to demonstrate compliance with, paragraph 1 ("accountability
")". We read, instead, in the English version of the GDPR
two ontologically and legally different terms: on the one hand,
the controller shall be: "responsible for ... (paragraph 1)" and
on the other hand "able to demonstrate compliance with ...

(paragraph 1)", qualifying this behaviour as "accountability".
In light of what has been said, the data controller, is

"responsible" (for the power of self-determination to demon-
strate compliance with the regulation) and free to act and take
decisions of moral importance, that is to say, respect or not the
norms. The controller is also "accountable" and bound by the
principle expressed in paragraph 2 of article 5 and responds,
under article 83 for the violation of this principle.

"Accountability" has been translated into Italian with "re-
sponsibility", and the term "responsible" in the first part of
paragraph 2 of article 5, is translated as "competent". The
Italian jurist could remain disoriented and confused, having
to qualify juridically "competence" and "responsibility".

In the Italian juridical system, indeed, there is only a
concept: "responsibility". The important aspect is related to the
identification of the juridical nature of the behaviour, related
to the role of a subject (the data controller), against the law
(mainly action or omission - The controller shall be responsible
for, and be able to demonstrate compliance with, paragraph 1
(’accountability’)). The data controller could act (poorly, and
therefore not respect the principles set out in paragraph 1) or
not act (omit to comply).

The burden of being "able to demonstrate compliance
with" (respect for principles) finds other references in the
GDPR and specifically in article 24, Paragraph 3 where we
read "Adherence to approved codes of conduct as referred
to in Article 40 or approved certification mechanisms as
referred to in Article 42 may be used as an element by
which to demonstrate compliance with the obligations of the
controller". The legislator, in the English version, used the
term "responsibility" precisely to indicate the status of the
’responsible actor’ who is free to decide whether to use the
certification mechanisms to be able to demonstrate compliance
with the obligations laid down by the GDPR. According to the
common law systems approach, here we are not faced with a
hypothesis of "accountability" for the reasons explained above
on the qualification of the two different roles "responsible
actor" and "accountable actor".

Moreover, there are differences between the English ver-
sion and the Italian one of Article 82 of the GDPR titled "Right
to compensation and liability". The European legislator used in
the English version the term "liability" to highlight a situation
where, in case of damages, there are different consequences
instead of the administrative fees. Liability, instead, is a legal
obligation. In the Italian juridical system, instead, we qualify
the "liability" always as responsibility.

According to the article 83 paragraph 5, infringements of
the principles laid down by Article 5 "shall be subject to to
administrative fines up to 20 000 000 EUR or in the case
of an undertaking, up to 4% of the total worldwide annual
turnover of the preceding financial year, whichever is higher".
Therefore, the sanction explains how the GDPR, considers
’accountability’ as a high-value principle, layding down ’re-
sponsibility’ and ’liability’ for its infringement. Responsibility,
thus, is related to a person and it refers to the outcomes of
actions and it is strictly related to accountability.

In light of this, it is clear the choice of the term ’ac-
countability’ adopted by the European legislator in the GDPR
because, despite being typical of the common law systems,
has the aim to highlight and stress exactly the actions (or

50Copyright (c) IARIA, 2019.     ISBN:  978-1-61208-721-4

INTERNET 2019 : The Eleventh International Conference on Evolving Internet

                            58 / 73



omissions) of the controller in respecting of the EU Regulation
2016/679.

IV. ETHICS AND DATA PROTECTION

The European Data Protection Supervisor (EDPS), during
the 40th International Conference [14] said [15]:
"What then is the relationship of ethics and the law?
From my perspective, ethics come before, during and after the
law.
It informs how laws are drafted, interpreted and revised.
It fills the gaps where the law appears to be silent.
Ethics is the basis for challenging laws".

The mentioned statement was perfectly aligned with the
theme of the conference (Debating Ethics: dignity and respect
in data driven life). Ethics is the new challenge in the field of
the protection of personal data, where the primary goal is to
guarantee the data subject’s rights paying attention, particularly
to human dignity.

The attention of the Data Protection and Privacy Com-
missioners, the stakeholders and the civil society, is moving
from purely technical aspects towards more high-level ones,
focusing, hence, on concepts strictly related to human values:
human dignity. The risk is that a natural person becomes
pure data, debasing and losing so the exemplary aspects
belonging to a human. Ethics is the correct path to preserve
the ontological nature of human.

In light of this, the question is: What is ethics? There are
no easy answers because we have several definitions. We want
to refer to a way of thinking that can help us to distinguish,
generally speaking, what is wrong from what is right, finding
the right key to conferring a natural person the exact value
belonging to him or her. Accountability is an element related
to ethics on the basis of the behaviour of a person and his or
her choice to take action or not.

We must investigate ethical specific aspects to allow us
having an efficient approach discovering the correct pathway
towards a balance between Data Protection and Ethics. Robert
Goodin [16] talks about the ’Vulnerability Principle’ which he
thus defined: "Moral agents acquire special responsibilities to
protect the interests of others to the extent that those others are
specially vulnerable or in some way dependent on their choices
and actions". The Goodin’s definition of ’vulnerability princi-
ple’ mentions terms (moral agents, responsibilities, vulnerable,
choices and actions) that are very close to the accountability
definition as explained in the previous paragraph. Hence, in
ethical behaviour, people should pay attention to avoiding to
make choices and action that could be a vulnerability cause
for others. In the data protection field, it is mandatory to avoid
any detriment to the data subject.

The GDPR does not lay down any specific rules on Ethics.
Nevertheless, we think that it is possible to start applying the
GDPR principles thinking ethical: it is a matter of approach
even without any norm.

V. ETHICS AND PRACTICAL APPLICATIONS IN THE DATA
PROTECTION DOMAIN

The main question is "How is it possible in practice to
respect Ethics in the Data Protection?" Also, in this case, the
answer is not simple, but we can indeed refer to the ’Data
protection by design and by default’ principle laid down in

article 25 of the GDPR. In fact, according to the article 25,
paragraph 1, of the GDPR "the controller shall, both at the time
of the determination of the means for processing and at the
time of the processing itself, implement appropriate technical
and organisational measures".

Accountability is the main reference in this case because
any infringement of the mentioned principle entails admin-
istrative fee "up to 10 000 000 EUR, or in the case of an
undertaking, up to 2% of the total worldwide annual turnover
of the preceding financial year, whichever is higher". The
controller have to respect the GDPR accountably. In a case, for
example, where developers work on a project to carry out an
algorithm, they respect the ’data protection by design’ principle
paying attention during the design phase to norms and rules
on the protection of personal data.

Nowadays, we assist in an increase in the technical re-
sources that use Artificial Intelligence (AI). Ethics is much
important especially where - through the AI - software works
getting data, often not either provided directly by the data
subject, processing so massive amount of personal information.
Ethics entails the respect of the principles ’Data protection by
design and by default’ and hence, also here, the controller has
to be accountable.

Each natural person, giving his or her personal data, trust
the ’controller’ who must adopt the appropriate technical and
organisational measures and respect the data protection laws.
The misuse of personal data, due to the inappropriate use
of personal information belonging to a natural person, is a
data breach. Any misuse is a breach of trust, and it entails
an ethical violation and, above all, the infringement of the
data protection laws. The AI Now Report 2018 [17] from AI
Now Institute, New York University shows ten points on the
Artificial Intelligence and in point 5 and point 10 we find
reference to Ethics (AI Now Report 2018, New York, 2018
- Point 5. "Technology companies should provide protections
for conscientious objectors, employee organizing, and ethical
whistleblowers. 10. University AI programs should expand
beyond computer science and engineering disciplines").

VI. CONCLUSION

In conclusion, we demonstrated how the meaning of the
terms ’accountability’, ’responsibility’ and ’liability’ are re-
lated to a common law system and their translation in other
languages does not find useful to explain the appropriate sense.
Thus, our research describes how and why in the GDPR,
we read three different terms related to responsibility, and
this is the reason to refer to the English version to better
understand the sense. We also highlighted the ethical characters
that connotate ’accountability’ in choices taken by a natural
person. Dealing with data protection and privacy should always
suggest to people considering the ethical approach in every
single case, analysing human behaviour - actions (or omission)
- as a part of the ’accountability’. Furthermore, this research,
at the same time, shows how we can consider the terms
mentioned above as a part of the ontology of the GDPR. We
are carrying out a full analysis of the terms laid down by
the EU Regulation 2016/679 hoping to publish soon specific
research on the GDPR ontology.
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Abstract—The use of Artificial Intelligence is increasingly 
pervasive in our lives and this poses technological, legal and 
ethical problems; the definition of the term itself is not unique 
and evokes different contexts. The protection of human dignity 
and the safeguarding of fundamental rights and freedoms pass 
through a correct information on the use both of personal data 
and of algorithms for processing them, which must be 
knowable and their results contestable. The ethical approach 
to these issues is particularly relevant where it does not exclude 
the law but manages to overcome it by ensuring that it can 
keep pace with a tumultuous technological development. A 
proposed solution is that of an assessment that considers the 
ethical and social impact as well as a complete possibility of 
access by the data subject. 

Keywords-artificial intelligence; ethics; personal data; 
GDPR; data protection; automated decision; profiling. 

I. INTRODUCTION

John McCarthy first coined the term “Artificial 
Intelligence” (AI) in 1955 when he invited a group of 
researchers from a variety of disciplines including language 
simulation, neuron nets, complexity theory and more to a 
summer workshop called the “Dartmouth Summer Research 
Project on Artificial Intelligence” to discuss what would 
ultimately become the field of AI [1]. 

Artificial intelligence systems are becoming increasingly 
common in everyday life, strongly influencing the habits and 
behaviour of both individuals and communities. Nowadays, 
we increasingly speak of “datafication” (the trend to turn a 
phenomenon into a quantitative form, i.e., into data) [2], a 
phenomenon that enables us to analyse and store enormous 
amounts of data, thus setting the stage for the Big Data
economy. This notion has been traditionally outlined by D. 
Laney using the so-called 3V-model, i.e., volume, velocity 
and variety [3]. A fourth “V” can be identified in veracity, or 
truthfulness. In turn, these combined features generate a fifth 
one: value, profit. 

Datafication makes it possible to correlate the collected 
data for profiling purposes: on the one hand, this enables the 
profiling controller to tap their informative potential, with 
benefits in terms of streamlining and savings; on the other 
hand, it seriously threatens the rights and freedoms of the 
individual, with potential repercussions not only on their 
behaviour but also on their knowledge, choices and feelings. 
In addition, new “inferred” data are generated from the first 
batch, and they too require protection. 

Major concerns arise involving complex algorithms, 
which can process considerable amounts of data and are 
therefore increasingly used to dig into the personality of the 
individual and lay bare its innermost recesses, thus enabling 
their users to make potentially impactful decisions on the 
data subject. Suffice it to think about the negative legal and 
personal implications that the processing of incorrect or 
outdated data can have for a given individual [4]: this may 
well trigger a garbage in, garbage out mechanism, whereby 
the processing of poor data inevitably leads to misleading 
results. 

Today, modern dictionary definitions focus on AI being a 
sub-field of computer science and how machines can imitate 
human intelligence (being human-like rather than becoming 
human). The English Oxford Living Dictionary gives this 
definition: “The theory and development of computer 
systems able to perform tasks normally requiring human 
intelligence, such as visual perception, speech recognition, 
decision-making, and translation between languages” [5]. 
Merriam-Webster defines artificial intelligence this way: “1. 
A branch of computer science dealing with the simulation of 
intelligent behaviour in computers. 2. The capability of a 
machine to imitate intelligent human behaviour” [6]. The 
Encyclopedia Britannica states, “artificial intelligence (AI), 
the ability of a digital computer or computer-controlled robot 
to perform tasks commonly associated with intelligent 
beings” [7] Intelligent beings are those that can adapt to 
changing circumstances. 

The Council of Europe offers the following definition of 
AI: “A set of sciences, theories and techniques whose 
purpose is to reproduce by a machine the cognitive abilities 
of a human being. Current developments aim, for instance, to 
be able to entrust a machine with complex tasks previously 
delegated to a human” [8]; while the European Commission 
gives this one: “Artificial intelligence (AI) refers to systems 
that display intelligent behaviour by analysing their 
environment and taking actions – with some degree of 
autonomy – to achieve specific goals. AI-based systems can 
be purely software-based, acting in the virtual world (e.g., 
voice assistants, image analysis software, search engines, 
speech and face recognition systems) or AI can be embedded 
in hardware devices (e.g., advanced robots, autonomous cars, 
drones or Internet of Things applications)” [9]. 

Arend Hintze, an assistant professor of integrative 
biology and computer science and engineering at Michigan 
State University, categorizes AI into four types, from the 
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kind of AI systems that exist today to sentient systems, 
which do not yet exist [10]. His categories are as follows: 

Type 1: Reactive machines. An example is Deep Blue, 
the IBM chess program that beat Garry Kasparov in the 
1990s. Deep Blue can identify pieces on the chess board and 
make predictions, but it has no memory and cannot use past 
experiences to inform future ones: it analyses possible moves 
- its own and its opponent - and chooses the most strategic 
move.  

Type 2: Limited memory. These AI systems can use past 
experiences to inform future decisions. Some of the decision-
making functions in self-driving cars are designed this way. 
Observations inform actions happening in the not-so-distant 
future, such as a car changing lanes. These observations are 
not stored permanently. 

Type 3: Theory of mind. This psychology term refers to 
the understanding that others have their own beliefs, desires 
and intentions that impact the decisions they make. This kind 
of AI does not yet exist. 

Type 4: Self-awareness. In this category, AI systems 
have a sense of self, have consciousness. Machines with self-
awareness understand their current state and can use the 
information to infer what others are feeling. This type of AI 
does not yet exist. 

The rest of this paper is organized as follows. Section II 
describes the contribution of the Convention 108+ and the 
Regulation (EU) 2016/679. Section III describes the 
contribution of the High-Level Expert Group on AI. Section 
IV describes the contribution of the Organization for 
Economic Co-operation and Development. Section V 
explores some practical uses of AI. The conclusion closes the 
article. 

II. THE CONTRIBUTION OF THE CONVENTION 108 AND 

THE REGULATION (EU) 2016/679 

Earlier this January, the Consultative Committee of the 
Convention for the Protection of Individuals with regard to 
the Processing of Personal Data (Convention 108 [11]) has 
published its “Guidelines on Artificial Intelligence and Data 
Protection” [12]. In this document the Committee confirms 
that “The protection of human dignity and safeguarding of 
human rights and fundamental freedoms, in particular the 
right to the protection of personal data, are essential when 
developing and adopting AI applications that may have 
consequences on individuals and society”. The Committee 
also acknowledges that the development of AI should be 
based on the principles of the Convention 108, signed in 
Strasbourg on 28 January 1981 and recently modernised as 
Convention 108+ 

While the core principles contained in Convention 108 
have stood the test of time and its technologically-neutral, 
principle-based approach constitutes an undeniable strength, 
the Council of Europe considered necessary to modernize its 
landmark instrument. 

The modernization of Convention 108 pursued two main 
objectives: to deal with challenges resulting from the use of 
new information and communication technologies and to 
strengthen the Convention’s effective implementation [13]. 

A. Information and Access to Personal Data  

The principles enumerated in the Convention are the 
basis of the current legislation on the protection of personal 
data and, in particular, of the “Regulation (EU) 2016/679 of 
the European Parliament and of the Council of 27 April 2016 
on the protection of natural persons with regard to the 
processing of personal data and on the free movement of 
such data, and repealing Directive 95/46/EC” (General Data 
Protection Regulation, GDPR [14]), as it can be seen by a 
quick comparison of Article 5 in both texts (see Table I 
below). 

TABLE I. COMPARISION BETWEEN CONVENTION 108 AND GDPR 

Convention 108+ GDPR 
3. Personal data undergoing 
processing shall be processed 
lawfully. 

1. Personal data shall be: 
(a) processed lawfully, fairly and 
in a transparent manner in relation 
to the data subject (‘lawfulness, 
fairness and transparency’); 

4. Personal data undergoing 
processing shall be:
a. processed fairly and in a 
transparent manner; 
b. collected for explicit, 
specified and legitimate 
purposes and not processed in a 
way incompatible with those 
purposes; further processing for 
archiving purposes in the public 
interest, scientific or historical 
research purposes or statistical 
purposes is, subject to 
appropriate safeguards, 
compatible with those purposes; 

(b) collected for specified, explicit 
and legitimate purposes and not 
further processed in a manner that 
is incompatible with those 
purposes; further processing for 
archiving purposes in the public 
interest, scientific or historical 
research purposes or statistical 
purposes shall, in accordance with 
Article 89(1), not be considered to 
be incompatible with the initial 
purposes (‘purpose limitation’); 

c. adequate, relevant and not 
excessive in relation to the 
purposes for which they are 
processed; 

(c) adequate, relevant and limited 
to what is necessary in relation to 
the purposes for which they are 
processed (‘data minimisation’); 

d. accurate and, where necessary, 
kept up to date; 

(d) accurate and, where necessary, 
kept up to date; every reasonable 
step must be taken to ensure that 
personal data that are inaccurate, 
having regard to the purposes for 
which they are processed, are 
erased or rectified without delay 
(‘accuracy’); 

e. preserved in a form which 
permits identification of data 
subjects for no longer than is 
necessary for the purposes for 
which those data are processed. 

(e) kept in a form which permits 
identification of data subjects for 
no longer than is necessary for the 
purposes for which the personal 
data are processed; personal data 
may be stored for longer periods 
insofar as the personal data will be 
processed solely for archiving 
purposes in the public interest, 
scientific or historical research 
purposes or statistical purposes in 
accordance with Article 89(1) 
subject to implementation of the 
appropriate technical and 
organisational measures required 
by this Regulation in order to 
safeguard the rights and freedoms 
of the data subject (‘storage 
limitation’); 
(f) processed in a manner that 
ensures appropriate security of the 
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personal data, including protection 
against unauthorised or unlawful 
processing and against accidental 
loss, destruction or damage, using 
appropriate technical or 
organisational measures (‘integrity 
and confidentiality’). 

Articles 13(2) and 14(2) of the GDPR say that “the 
controller shall provide the data subject with the following 
information necessary to ensure fair and transparent 
processing in respect of the data subject: (g) the existence of 
automated decision-making, including profiling, referred to 
in Article 22(1) and (4) and, at least in those cases, 
meaningful information about the logic involved, as well as 
the significance and the envisaged consequences of such 
processing for the data subject”. However, it is not entirely 
clear why the safeguards were limited to fully automated 
decision-making processes.  

Further protection is granted by the right of access under 
Article 15(1) GDPR, which provides for the possibility of 
obtaining information about “(h) the existence of automated 
decision-making, including profiling, referred to in Article 
22(1) and (4) and, at least in those cases, meaningful 
information about the logic involved, as well as the 
significance and the envisaged consequences of such 
processing for the data subject”. 

B. Automated Individual Decision-Making, including 
Profiling 

Moreover, Article 9(1) of the Convention 108+ has that 
“Every individual shall have a right: a. not to be subject to a 
decision significantly affecting him or her based solely on an 
automated processing of data without having his or her views 
taken into consideration” while Article 22(1) of the GDPR 
says that “The data subject shall have the right not to be 
subject to a decision based solely on automated processing, 
including profiling, which produces legal effects concerning 
him or her or similarly significantly affects him or her”. 

In my opinion, the expression “right not to be subject” 
must be considered addressed to the data controller, being 
automatically applicable (by default) except in the case of 
exceptions foreseen in paragraph 2. This way, AI 
applications should always allow meaningful control by data 
subjects over the data processing and related effects on 
individuals and on society. 

III. THE CONTRIBUTION OF THE HIGH-LEVEL EXPERT 

GROUP ON AI (AI HLEG) 

The High-Level Expert Group on Artificial Intelligence 
(AI HLEG) is an independent expert group that was set up 
by the European Commission in June 2018. The group has 
been set up in order to support the implementation of the 
European strategy on Artificial Intelligence, including the 
elaboration of recommendations on future-related policy 
development and on ethical, legal and societal issues related 
to AI [15]. Moreover, the AI HLEG will serve as the steering 
group for the European AI Alliance's work, interact with 
other initiatives, help stimulate a multi-stakeholder dialogue, 

gather participants' views and reflect them in its analysis and 
reports. 

The group has given its definition of AI: “Artificial 
intelligence (AI) systems are software (and possibly also 
hardware) systems designed by humans that, given a 
complex goal, act in the physical or digital dimension by 
perceiving their environment through data acquisition, 
interpreting the collected structured or unstructured data, 
reasoning on the knowledge, or processing the information, 
derived from this data and deciding the best action(s) to take 
to achieve the given goal. AI systems can either use 
symbolic rules or learn a numeric model, and they can also 
adapt their behaviour by analysing how the environment is 
affected by their previous actions. 

As a scientific discipline, AI includes several approaches 
and techniques, such as machine learning (of which deep 
learning and reinforcement learning are specific examples), 
machine reasoning (which includes planning, scheduling, 
knowledge representation and reasoning, search, and 
optimization), and robotics (which includes control, 
perception, sensors and actuators, as well as the integration 
of all other techniques into cyber-physical systems)” [16]. 

In its “Ethics guidelines for trustworthy AI” [17], the AI 
HLEG has found that “trustworthy AI has three components, 
which should be met throughout the system's entire life 
cycle: 

1. it should be lawful, complying with all applicable 
laws and regulations; 

2. it should be ethical, ensuring adherence to ethical 
principles and values; and 

3. it should be robust, both from a technical and social 
perspective, since, even with good intentions, AI 
systems can cause unintentional harm”. 

Speaking about ethics, it is necessary to observe that 
“laws are not always up to speed with technological 
developments, can at times be out of step with ethical norms 
or may simply not be well suited to addressing certain issues. 
For AI systems to be trustworthy, they should hence also be 
ethical, ensuring alignment with ethical norms”. 

And what these norms are? The AI HLEG has specified 
four principles, in form of ethical imperatives: 

i.  Respect for human autonomy 
ii.  Prevention of harm 
iii.  Fairness 
iv.  Explicability 
In my opinion, all these explications should be 

considered by design and by default (that is “both at the time 
of the determination of the means for processing and at the 
time of the processing itself”, see Article 25 GDPR), so as to 
establish a real protection for the individual. 

IV. THE CONTRIBUTION OF THE ORGANIZATION FOR 

ECONOMIC CO-OPERATION AND DEVELOPMENT (OECD) 

On 22 May 2019 the Organization for Economic Co-
operation and Development (OECD) and partner countries 
formally adopted the first set of intergovernmental policy 
guidelines on Artificial Intelligence, agreeing to uphold 
international standards that aim to ensure AI systems are 
designed to be robust, safe, fair and trustworthy [18]. 
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The OECD’s 36 member countries, along with 
Argentina, Brazil, Colombia, Costa Rica, Peru and Romania, 
signed up to the OECD Principles on Artificial Intelligence 
at the Organization’s annual Ministerial Council Meeting 
that took place in Paris and was focused on “Harnessing the 
Digital Transition for Sustainable Development”. Elaborated 
with guidance from an expert group formed by more than 50 
members from governments, academia, business, civil 
society, international bodies, the tech community and trade 
unions, the Principles comprise five values-based principles 
for the responsible deployment of trustworthy AI and five 
recommendations for public policy and international co-
operation. They aim to guide governments, organizations and 
individuals in designing and running AI systems in a way 
that puts people’s best interests first and ensuring that 
designers and operators are held accountable for their proper 
functioning. 

In summary, the Principles state that: 
1. AI should benefit people and the planet by driving 

inclusive growth, sustainable development and well-
being; 

2. AI systems should be designed in a way that respects 
the rule of law, human rights, democratic values and 
diversity, and they should include appropriate 
safeguards – for example, enabling human 
intervention where necessary – to ensure a fair and 
just society; 

3. there should be transparency and responsible 
disclosure around AI systems to ensure that people 
understand when they are engaging with them and 
can challenge outcomes; 

4. AI systems must function in a robust, secure and 
safe way throughout their lifetimes, and potential 
risks should be continually assessed and managed; 

5. organisations and individuals developing, deploying 
or operating AI systems should be held accountable 
for their proper functioning in line with the above 
principles. 

The OECD recommends that governments: 
a) facilitate public and private investment in research & 

development to spur innovation in trustworthy AI; 
b) foster accessible AI ecosystems with digital 

infrastructure and technologies, and mechanisms to 
share data and knowledge; 

c) create a policy environment that will open the way to 
deployment of trustworthy AI systems; 

d) equip people with the skills for AI and support 
workers to ensure a fair transition, 

e) co-operate across borders and sectors to share 
information, develop standards and work towards 
responsible stewardship of AI. 

V. PRACTICAL USES

As any human instrument, AI can be used in good as well 
as in bad ways. 

A. Good Applications of AI 

Artificial intelligence is beginning to be applied in the 
medical setting and has potential to improve workflows and 
errors, impacting patients and clinicians alike. 

The European Commission, for instance, has a strong 
history of project involving AI aimed at improving people’s 
quality of life. 

Among others: 
 DE-ENIGMA: using play to help autistic children 

recognize and express emotions. 
A humanoid robot known as Zeno helps to teach 
school-aged autistic children, who have additional 
intellectual disabilities or limited spoken 
communication, to express emotions. It will be able 
to process children’s movements, vocalizations and 
facial expressions in order to adaptively present 
activities linked to emotions, and engage in 
feedback, support and play. 

 Alfred: a virtual assistant helping older people stay 
active. 
The project created a virtual “butler” to which 
people can talk, ask questions or give commands, 
and developed systems to encourage older people to 
socialize by suggesting and managing events, to 
monitor their state of health, and to help them stay 
physically and mentally active via personalized 
games. It produced 25 apps, both for immediate use 
and to inspire developers interested in designing new 
services that target the needs of senior citizens. 

 Bots2Rec (Robots to Re-Construction): using robots 
to clear asbestos and keep workers safe. 
The project is developing robots that can clear 
asbestos – which, when inhaled by humans in the 
form of fibers or dust, can cause serious lung 
diseases – from contaminated buildings. The robots 
act autonomously in a building’s rooms, but an 
operator can also control them to perform specific 
tasks, with the help of a virtual representation of the 
site. 

 MURAB (MRI and Ultrasound Robotic Assisted 
Biopsy): using AI to detect cancer. 
The project is developing technology that will make 
it possible to take more precise and effective 
biopsies (tissue samples) and diagnose cancer and 
other illnesses faster. It is creating a robot that will 
scan a patient’s body using a combination of 
Magnetic Resonance Imaging (MRI) and ultrasound 
technology and select the right location for a biopsy. 
This will be quicker and more comfortable for 
patients and will have the potential to identify early-
stage signs of cancer that conventional ultrasounds 
may not pick up as well as reduce the likelihood of 
false negative results. 

Recent studies show that facial analysis technologies 
measured up to the capabilities of expert clinicians in 
syndrome identification. However, these technologies 
identified only a few disease phenotypes, limiting their role 
in clinical settings, where hundreds of diagnoses must be 
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considered. A group of researchers presented a facial image 
analysis framework that quantifies similarities to hundreds of 
syndromes using computer vision and deep-learning 
algorithms [19]. On the final experiment reflecting a real 
clinical setting problem, this structure achieved 91% top-10 
accuracy in identifying the correct syndrome on 502 different 
images. The model was trained on a dataset of over 17,000 
images representing more than 200 syndromes, curated 
through a community-driven phenotyping platform.  

B. (Possible) Bad Applications of AI 

There is also a dark side in facial recognition. On May 
2019, San Francisco has become the first city in the United 
States to ban the use of facial recognition technology by the 
police and local government agencies. The “Stop Secret 
Surveillance” ordinance [20], set to take effect one month 
later, also requires city agencies to gain the board’s approval 
before buying new surveillance technology and an audit of 
any existing surveillance tech in use by the city. The ban 
does not cover use of the technology by individuals or 
businesses. 

Critics of facial recognition say the technology is not 
reliable enough to be in the hands of law enforcement. The 
American Civil Liberties Union (ACLU) is one of many 
civil-rights groups supporting the ordinance. Matt Cagle, a 
technology and civil liberties attorney at the ACLU of 
Northern California, said that this technology “provides 
government with unprecedented power to track people going 
about their daily lives. That’s incompatible with a healthy 
democracy” [21]. 

Concerns about the technology aren’t unfounded. In a 
study published by the MIT Media Lab earlier this year [22], 
researchers found facial analysis software made mistakes 
when identifying the gender of female or dark-skinned 
individuals. 

All this echoes the “Correctional Offender Management 
Profiling for Alternative Sanctions” (COMPAS) risk 
assessment [23], a presentencing investigation report (PSI) – 
the documents that typically provide background information 
on offenders to sentencing courts – mainly known for the 
“State v. Loomis” case [24] [25]. 

The COMPAS was analyzed by ProPublica, a Non-
Governmental Organization, which found that black 
defendants were far more likely than white defendants to be 
incorrectly judged to be at a higher risk of recidivism, while 
white defendants were more likely than black defendants to 
be incorrectly flagged as low risk [26]. 

VI. CONCLUSION

Following an exploration of the different meanings of AI, 
the present work has described the various contributions 
offered by the Convention 108+, the Regulation (EU) 
2016/679, the High-Level Expert Group on AI and the 
Organization for Economic Co-operation and Development. 
Subsequently it has presented some practical applications of 
AI, both good and (possibly) bad. 

Postulating the absolute value of the human beings and 
the protection of their personal data as a consequent 
fundamental right, it is necessary to observe that the Data 

Protection Impact Assessment (DPIA) introduced by Article 
35 GDPR can evolve into a Privacy, Ethical and Social 
Impact Assessment (PESIA), which takes into account not 
only the aforementioned data protection but also its ethical 
and social impact, i.e., the collective nature of the risk [27]. 

Furthermore, it seems appropriate to establish a full ‘right 
to explanation’, whereby the data subject is not only made 
aware of the rationale behind the algorithm's automated 
decision-making but is also given a full explanation of the 
outcome – and thus the specific decision taken. 

Thus, the compliance with ethical norms, as well with 
positive ones, will have the effect of expanding the 
protection of natural persons with regard to the processing of 
personal data, notably in relation to automated individual 
decision-making processes, with the advantage of not 
necessarily having to wait for a legislative provision which 
may arrive too late to regulate the tumultuous technological 
development. 
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Abstract—The Internet of Things environment poses many prob-
lems of technological, socio-technical and legal nature. Many
efforts have been made to solve the several technical challenges
and issues arising from the peculiar characteristics of IoT devices,
but none of them seems to be decisive at present. Moreover, the
user’s behaviour is almost always excluded from the premises
of these approaches, causing them to be systematically weak
towards non-proactive attitudes of end users. In particular, the
relationship between risk awareness and the attitude towards
privacy preserving behaviours seems to be undervalued. Outside
of that, the centralized system on which common Internet
devices work is not suitable in the IoT environment, asking
for decentralized methods. Referring to the principles of the
General Data Protection Regulation UE/679/2016 may be the key
to a global approach to both the technical and non-technical
challenges that the IoT environment presents. The objective of
the paper is to delimit the problem’s contours, as they emerge
from the analysed technical, legal and sociological contributions,
and therefore to propose an optimization of the management
strategies for the protection of personal data in the Internet of
Things ecosystem.

Keywords–IoT; GDPR; Privacy by Design; Data Protection by
Design and by Default; Privacy Risk Awareness

I. INTRODUCTION

Under the acronym IoT -standing for Internet of Things- are
grouped several technologies from a vast variety of contexts
and an ultimate definition of the ecosystem going under this
term is not easy. An effective logical synthesis is given in
[1]: “an IoT system can be depicted as a collection of smart
devices that interact on a collaborative basis to fulfil a common
goal.”. These devices are smart in the sense that they have (at
least) one sensor and are capable of interacting with other
devices, IoT or not IoT, connected to them via a network. IoT
technologies have already started flooding our daily life, but
their endemic diffusion is yet to come; should there be as much
as 20 billions or 47 billions [2] connected devices in 2020, it
will make no difference: the set of problems to be faced will be
the same. This new kind of technology has distinct peculiarities
translating into completely new sets of problems, related to
their huge multiplicity, their pervasiveness and ubiquity and
their primary function, i.e., gathering (personal) data from the
physical environment. Consequently, the potential harm that
the spreading of IoT devices can cause in terms of privacy and
data protection is really high. Many efforts have been made
to solve the several technical challenges and issues arising
from the peculiar characteristics of IoT devices, but none of
them seems to be decisive at present (see, for instance, [1]).

Moreover, approaching these issues only from a technical point
of view may be not effective, both because these problems
are not only technical problems, and because the intrinsic
dynamism of these technologies requires a structured strategy
covering socio-technical and legal aspects alongside the techni-
cal ones. In particular, the relationship between risk awareness
and the attitude towards privacy preserving behaviours should
be taken into account. The paper is structured as follows: in
section II the technical issues proper of the IoT environment
are enumerated and legal requirements for data protection are
analysed. In section III the focus is on the interaction between
these new technologies and user’s behaviour. In section IV a
synthesis of the various aspects of the problem is presented and
a proposal of management strategy compliant to the principles
of the European Union General Data Protection Regulation
EU/679/2016 (GDPR) is suggested, as the key to a global
approach to both the technical and non-technical challenges
that the IoT environment poses. Finally, in section V, the
critical points of the suggested strategy are underlined and the
path to the future needed work is indicated.

II. TECHNICAL AND LEGAL ASPECTS

The peculiarities of IoT devices result in specific arguments
to be addressed in order to keep this technological blossoming
under control, in terms of practical usability, security and
privacy protection; even if an exhaustive catalogue cannot be
determined, due to the intrinsic dynamical and very varied
nature of devices falling under the IoT category, the following
can reasonably be the list of principal topics (see [3]-[5] for
detailed analysis):

A. Physical and resource restraints
Particular types of IoT technologies, such as wearable

devices or equipment designed to carry out tasks in contexts
of high mobility and lack of sources of supply, are char-
acterized by very limited physical resources [3][4]; reduced
form factors implying small or no user interface and limited
processing and/or supply power are very common features to
many IoT products [6][7]. These limitations have immediate
repercussions on the security aspects, since many consolidated
strategies and techniques prove to be inapplicable due to lack
of resources.

B. Heterogeneity and scale
IoT products are extremely various, in terms of field of

application, conditions of use, physical and technical properties
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[3], and their number will be unprecedented [6]. These pecu-
liarities mean big challenges to be faced, such as an adequate
network infrastructure able to manage an enormous number of
connections and a robust frame to permit the correct interaction
between very different IoT devices and between these devices
and the infrastructure itself [4][5][8].

C. Authentication and confidentiality
The IoT ecosystem will be an overpopulated world blurring

physical and virtual reality. In such a context the usual tech-
niques of authentication lose any effectiveness and, in relation
to the heterogeneity aspect, multiple solutions have been and
will be implemented; thus, authentication and consequently
confidentiality become a much bigger problem to manage
compared to the usual Internet context [3][4][9].

D. Updating and accountability
Even though these two points can appear as fringe issues,

their impact can be devastating, considering the huge number
of devices and, hence, of manufacturers [10]. In the daily
usage of the “common” connected devices, like desktop
and laptop computers, tablets and smartphones, we take for
granted the surveying of basic and application software and
the consequent releases of patches and updates [11]. This is
going to be even more true in the IoT environment, exactly
because of the big heterogeneity of manufacturers and of
products. In this scenario, accountability conflicts are an
obvious side effect [3][12].

In various percentages, all these aspects contribute to give
rise to threats for the personal data processed in the IoT envi-
ronment; hence, one of the main goals to be achieved in the IoT
ecosystem is to provide adequate trust strategies and practical
solutions. As everything else in the IoT world, this question
is very complex, too. For sake of simplicity, we will detect
two macro-areas of relationships occurring in the IoT world:
the trust of the end user towards the IoT system itself and the
trust between different devices collaborating and exchanging
data in the network. Both areas have been thoroughly examined
in several researches, and many solutions have been proposed
(see surveys [1][3]-[5][13]); the central point is that many of
these works start from existing technologies and try their best
to adapt them to the context of IoT.

The negative side effect of this approach is dual: first,
many solutions developed for the “traditional” Internet security
scenario, such as encryption protocols [3][4] or IP (Internet
Protocol) standard addressing [8] are literally not suitable in
the IoT context; second, and even more important, adapting
some existing technique or paradigm in an effort to manage
unprecedented challenges, as those posed by the IoT environ-
ment are, is in conflict with the principles of Data Protection
by Design and by Default, prescribed in the General Data
Protection Regulation EU/679/2016 (GDPR, [14]) – Article
25.

As explained in [15], these principles are slightly different
from the Privacy by Design (PbD) principle [16], since the
approach adopted in the GDPR focuses on the data protection
rather than on privacy. Nevertheless, without any prejudice
towards this important distinction, the two concepts are strictly
related; so to say, the prescriptions in Article 25 of the GDPR
are in a child-parent relationship with the PbD, and, in this

context, it’s much more useful to focus on the common idea
that connects them. In other words, any technical or organisa-
tional measure to be undertaken must have as a cornerstone the
privacy protection itself. To be even more clear, and referring
to the last of the 7 foundational principles of PbD [16], the
mantra is keep it user-centric.

GDPR compliant solutions should consequently consider,
for instance, data preprocessing, i.e., data minimisation, data
anonymisation and data pseudonymisation, as told in Recital n.
26, 28 and in Articles 25 and 32 of the Regulation, to reduce
the risks at source. In any case, the cited countermeasures
are not the only possible ones, since the Regulation describes
them simply as some amongst many remedies. An important
suggestion about further countermeasures to be undertaken
comes from the European Data Protection Supervisor (EDPS)
opinion on online manipulation [17], in which one of the
biggest current problems in the context of cybersecurity is
identified in the centralisation of personal data in few private
hands: “[...] Big data analytics and artificial intelligence
systems have made it possible to gather, combine, analyse
and indefinitely store massive volumes of data. Over the past
two decades, a dominant business model for most web-based
services has emerged which relies on tracking people online
and gathering data on their character, health, relationships
and thoughts and opinions with a view to generating digi-
tal advertising revenue. These digital markets have become
concentrated around a few companies that act as effective
gatekeepers to the internet and command higher inflation-
adjusted market capitalisation values than any companies in
recorded history.”. The endemic diffusion of IoT products is
an obvious aggravating circumstance to these worries; hence,
in a proactive approach [16], the decentralisation of databases
is a fundamental criterion for data protection, in addition to the
aforementioned countermeasures. Moreover, strictly related to
the issues emerging from this EDPS opinion, there is another
very important and challenging novelty introduced with the
GDPR, i.e., the right to be forgotten, as per article 17 of the
Regulation. The practical implementation of this new right of
the data subject, i.e., the right to ask for (and to obtain) a
complete and definitive cancellation of her/his data held by a
specific data controller, would be largely facilitated and better
granted by the use of decentralised databases in addition with
anonymisation techniques, since a large part of personal data
would be, in this scheme, stored locally rather than in a remote
server managed by the data controller.

Nevertheless, it is very important to underline that the
ex ante approach required by the PbD and embedded in
the GDPR, is of crucial importance also when the trust
problem in IoT is addressed in innovative ways, and thus
the proposed solution is the effect of a fresh start. Start-
ing from scratch does not lead, by itself, to achieve the
goal: for instance an authentication system relying on the
blockchain is per se compliant with the decentralization idea,
being the blockchain an intrinsically decentralized technology;
furthermore the example of the blockchain sounds particularly
striking to address the trust management, given the capability
of blockchains to ensure trust between participants without
relying on a supervising authority. Nevertheless, a blockchain
solution could reveal itself to be non-compliant with the PbD
principles. For instance, in [18] a very interesting trust system
for IoT is developed exploiting the blockchain technology; the
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system hinges on “promises to be honored” between a service
provider and a service consumer, and the “reputation” of each
participant to the chain is brilliantly built up not only from the
previous history already stored in the chain, but it is also linked
to other trust indicators coming from external environment, so
that a new participant to the chain is not obliged to start from
“zero trust”, but can inherit his (good) reputation from other
contexts. All the transactions are encrypted “[...] to provide
confidentiality between the parties [...]”, but the side effect of
this ex post privacy countermeasure is that the encryption could
also be exploited by malicious consumers to keep their bad
reputation hidden; the problem is solved “[...] publishing the
obligations that were not fulfilled in an unencrypted form [...]
and linking them to the previous encrypted ones.". The result is
that "[...] all the non-fulfilled obligations are public.”, and this
solution, since the non-fulfilled obligations have immediate
negative impact on the reputation of the participant, is hardly
acceptable, being the blockchain records immutable and not
subject to any impartial trust agency, making it impossible to
erase a potential perp walk effect caused by the disclosure of
non-fulfilled obligations to all other participants.

Moreover, as explained again in [15], not all blockchain
systems are compatible with the GDPR (only private, i.e.
permissioned, blockchains and combined blockchains can be
GDPR compatible) and this means that any measure developed
without accounting these legal constraints will be almost
useless in a global interconnected virtual market in which the
GDPR becomes day by day the main normative reference.
This one is far from being a secondary detail: there have been
several works addressing the trust issue in IoT through the
blockchain technology [19] but, unfortunately, those adopting
public, i.e., permissionless blockchains are intrinsically non-
compliant with the GDPR. The risk can be that some techni-
cally effective solutions may be implemented and spread, and
possibly become established as reference solutions, while they
cause in the approach itself a compliance problem.

III. SOCIO-TECHNICAL ASPECTS

As we have seen, the security and trust challenges pre-
sented by the growing IoT ecosystem are really arduous; but
there are even more problems to be taken into account. Let us
refer to another concept expressed in [15], i.e., the fundamental
relation:

security 6= privacy.

This inequality summarizes the real possibility of scenarios
in which, despite the computer security countermeasures, no
effective privacy protection has been achieved. From this point
of view, the aforementioned examples are perfectly suitable.

Another remarkable and extremely concrete example of
this kind is the so called privacy paradox; this expression
refers to a recurring finding of several researchers: very often
individuals who claim to be really concerned about their
privacy, actually behave in strong contradiction with their
statements [3][6][20][21].

As it is clearly understandable, such a phenomenon cannot
be easily limited by standard security countermeasures of any
kind, being it a disrupting attitude, capable of undermining the
system from the inside. An end user who would correctly fulfil

all the established security and trust criteria though behaving
according to the privacy paradox, could however put her/his
personal data under threat, considering that she/he acts with
full privileges and authorizations: a perfect example of security
without privacy. Furthermore, as stated in [6], the limited
resources typical of many IoT devices, in combination with
the huge scale of data exchange that we expect with the
further diffusion of these technologies, can only worsen this
gap between intentions and actual behaviour [22].

These socio-technical aspects seem to be at least as im-
portant as the strictly technical ones; in any case, it must be
pointed out once more that the consideration of the behaviour
of individuals when facing these new technologies is far from
being totally clear. In [20], the complexity of these problems
is well documented, and the intrinsic difficulty to identify the
cause of the phenomenon is underlined. Some studies even
question the actual existence of the privacy paradox [23],
however, further and more recent evidence, and more strongly
related to the IoT blossoming, suggests the contrary [22].

In any case, notwithstanding the fact that the privacy
paradox phenomenon must always be estimated while taking
into account all the biasing parameters, such as age [22], digital
literacy and skills [6], convenience and context [20][24][25],
a robust privacy protection strategy cannot afford to ignore it.

Moreover, these behavioural issues interact and intertwine
themselves with other aspects of individual’s behaviour in
articulated technological environments, such as the herding
effect [26][27], where, in a nutshell, individual’s decisions are
strongly biased by decisions previously taken by other subjects
in a closed social group or category. As underlined in [6],
the interaction between these two attitudes of the end users
represents a serious threat to any security frame, being these
weaknesses outside the security system.

As already said, in order to understand the nature of
these phenomena, several works have addressed the prob-
lem; amongst various interesting aspects emerging from these
works, three of them seem particularly relevant in the IoT
context: the correlation between individual’s digital skills and
risk awareness [6][28], the correlation between individual’s
risk awareness and how coherent are her/his attitude and
behaviour in terms of privacy [28] and the “privacy for
convenience” mechanism [20][25]. In short, in the sociological
literature a direct proportionality relation is detected between
digital skills and privacy risks awareness [6]; furthermore, in
[29]-[31] the relation between risk awareness and choices in
terms of privacy is outlined. Even if no definitive results come
out of these researches, the aforementioned aspects are very
interesting clues to try to understand which the parameters
favouring proactive user’s behaviours are.

In addition, in [28], a further interesting assumption is
made, i.e., that the incoherence of some behaviours can be
explained with the concept of privacy cynicism: “[...] an
attitude of uncertainty, powerlessness and mistrust towards
the handling of personal data by online services, rendering
privacy protection behavior subjectively futile.”. The results
of the study seem to confirm the hypothesis, and this sheds
even more worries in view of the definitive diffusion of the
IoT technologies. This research is also directly linked to other
works, like [32][33], in which the tendency to ignore terms and
condition of online services is underlined, and it results to be
the standard behaviour; moreover the common experience of
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the average user do aims to a substantial feeling of impotence,
being the so called EULA (End User License Agreement)
perceived as pretty mocking for their length and complexity
[34]-[37]. On the Internet, it is even possible to listen for
hours and hours to a guy reading some appliance’s terms and
conditions [38].

Last but not least, the trading of privacy for convenience
must be considered in relation to the two previously remarked
aspects. This mechanism, analysed in [39], is summarized by
the authors stating: “[...] small incentives, costs or misdirection
can lead people to safeguard their data less [...]. Moreover,
whenever privacy requires additional effort or comes at the
cost of a less smooth user experience, participants are quick to
abandon technology that would offer them greater protection.
This suggests that privacy policy and regulation has to be
careful about regulations that inadvertently lead consumers
to be faced with additional effort or a less smooth experience
in order to make a privacy-protective choice.".

IV. DISCUSSION

The scenario described in the previous sections is really
complex and challenging, as well as worrying. The unprece-
dented number of devices that will more and more permeate
our daily experience, their multiplicity and the consequent
variety of ways of interaction pose very big issues to be solved,
in order to have concrete benefits from the IoT ecosystem,
rather than achieving an ungovernable myriad of devices
collecting, transmitting, comparing and processing personal
data without control.

In many cases, the problems are mostly technical [40], and
it comes out that much better could have been done by simply
applying basic security countermeasures, such as, for instance,
data encryption. Nevertheless, the complex relations between
new hyper-connected technologies and human behaviour pose
even bigger problems. Many researches reveal disconcerting
attitude towards the possible use and misuse of personal data
widespread on the Internet, to the point where individual’s
behaviours become really difficult to understand and explain
[41][42], but these events cannot be regarded as totally con-
scious and aware behaviours.

Once again, it is appropriate to refer to the GDPR princi-
ples and prescriptions in order to correctly address the whole
set of problems. Besides the already mentioned principles
of Data Protection by Design and by Default, we should
consider another fundamental prescription of the GDPR, i.e.,
the necessity of a risk assessment for any potential harmful
data processing in order to support the central concept of
accountability of the data controller, on which the whole
regulation hinges.

Indeed, the Data Protection Impact Assessment (DPIA) is
a legal obligation under Article 35 of the regulation. This
obligation, together with the Data Protection by Design and
by Default principle, can be taken as a jumping-off point to
imagine a solution, which may be seen as a natural application
of the GDPR prescriptions.
• Data management model in relation to privacy risks

intrinsic to IoT technologies and compliance criteria
to the privacy by design and privacy by default prin-
ciples
Article 35, paragraph 1 of the GDPR prescribes:
“Where a type of processing in particular using new

technologies, and taking into account the nature,
scope, context and purposes of the processing, is likely
to result in a high risk to the rights and freedoms of
natural persons, the controller shall, prior to the pro-
cessing, carry out an assessment of the impact of the
envisaged processing operations on the protection of
personal data. A single assessment may address a set
of similar processing operations that present similar
high risks.”. It looks pretty clear that this prescription
does apply to IoT technologies; this means that any
data controller dealing with IoT devices is obliged to
undergo a DPIA process and to evaluate its results
in order to comply with the EU/679/2016 Regulation.
Moreover, in article 35, paragraph 7, is told that: “The
assessment shall contain at least:
(a) a systematic description of the envisaged process-

ing operations and the purposes of the processing,
including, where applicable, the legitimate interest
pursued by the controller;

(b) an assessment of the necessity and proportionality
of the processing operations in relation to the
purposes;

(c) an assessment of the risks to the rights and free-
doms of data subjects referred to in paragraph 1;
and

(d) the measures envisaged to address the risks, in-
cluding safeguards, security measures and mecha-
nisms to ensure the protection of personal data and
to demonstrate compliance with this Regulation tak-
ing into account the rights and legitimate interests
of data subjects and other persons concerned.”.

In other words, an evaluation of the risk inherent in
personal data processing intrinsic to the usage of an
IoT device is necessarily included into any compliance
process to the GDPR; the evaluation must detail and
specify the techniques adopted in order to ensure
personal data protection during the operation of the
device. In this sense, amongst the DPIA results, the
countermeasures put in place to respond to the basic
principles of privacy by design and by default must
also appear. All these DPIA outcomes can be stored
in a database managed by a third party Authority (it
could be, for instance, the EDPS, or a further Author-
ity related to the EDPS). In this way, any (new) IoT
device would be automatically classified and archived
in this public database, and, alongside the device,
the database would register the details of the risk
level for each processing and of the countermeasures
implemented to mitigate those risks; the crucial task of
the managing Authority would be the harmonisation
of each device’s DPIA results, so to have an evaluation
scale as homogeneous as possible. Something similar
already happens with many privacy-friendly services,
such as, for instance, the DuckDuckGo browsing ser-
vice [43]; however, in order to ensure real impartiality,
the involvement of a supervisory Authority appears
necessary, as was the case, for example, with the
Privacy Flag project [44]. The harmonization process
is for sure a critical point of the whole management
strategy; nevertheless, in accordance with Articles 40
et seq. of the GDPR, the diffusion of common codes
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of conduct could be the shared background on which
to build a widely supported reference frame for the
comparison of different services and devices in terms
of privacy risk. Indeed, respecting determined codes
of conduct approved by the EDPS, would mean, by
itself, ensuring the compliance to well known, shared
and detailed data protection criteria.
For how much it concerns, instead, possible cases
of unreliable or untruthful DPIAs, they come under
the more general casuistry of infringements of the
GDPR, and they must be treated as breaches of the
accountability principle; in the same way, here is not
considered the extreme case in which the use of a prior
consultation is needed (article 36 of the GDPR).

• Basic risk mitigation criteria
Given that a detailed description of each specific
situation would be unachievable, precisely because of
the already examined extreme heterogeneity of the IoT
ecosystem, it is, in any case, possible to identify two
macro-categories: indoor devices and outdoor devices.
For devices belonging to the first category, they will,
in almost all cases, be connected to a trusted Local
Area Network (LAN); thus, for these equipments,
the basic criterion for risk reduction must include
the implementation of strict anonymisation and/or
pseudonymisation procedures which, together with the
use of a local database for data storage, must lead to a
standard for the transmission of data outside the LAN
on the basis of which only data rendered appropriately
anonymous must be able to reach the central manage-
ment server of the device. In other words, inside of the
trusted LAN the user’s personal data are normally pro-
cessed in order to safeguard the quality of the service
provided through the device and its customization by
means of the progressive learning of user’s tastes and
preferences, so that the appeal and the convenience
of the specific IoT device are not compromised. On
the other hand, only data made anonymous according
to the techniques indicated above will be sent to the
main external server of the considered equipment, thus
safeguarding the possibility, for the manufacturer, to
carry out statistical processing on the data processed
by his own devices, but in anonymous form. For
the second category, namely that of outdoor devices,
the problems are greater, as they cannot rely on the
support of a trusted LAN. However, there is nothing
to prevent from reproducing the previous scheme by
sending user’s personal data to a private server, that is
to say inside of the user’s trusted LAN; at this point an
application related to the device and operating locally
in the trusted LAN, provides for the anonymization
and/or pseudonymisation of the data and the subse-
quent sending of the data made anonymous to the
central server of the device. Alternatively, a second
personal device could play the role of the trusted LAN
and of the local storage space, for instance taking
advantage of a smartphone generated Personal Area
Network (PAN) or through some other sort of short
range connection between the IoT device and the
user’s smartphone. In addition, for such equipment,
the default setting should provide for the deletion

of all data whose sharing with the central server of
the device is indispensable for the use of the service
itself (e.g., geolocation data in the navigation devices)
at the end of every single usage. This kind of data
processing policy would be of great help also to fulfil
the obligations in terms of right to be forgotten. These
countermeasures obviously have nothing to do with
the security issues of data transmission, which must
be addressed and resolved beforehand, so that this
granular privacy management system can be based
on a solid foundation of computer security, avoid-
ing incurring cases like that illustrated in [40]. For
instance, symmetric cryptography could be the right
choice due to cost and power restraints [7], and an
OTP (One Time Password) second security level may
be the solution to improve security by pairing the
IoT device with the user’s smartphone. However, this
aspect has no trivial solution, given that, as already
mentioned, IoT devices are almost never suitable for
the application of standardized security methods due
to their limited resources; therefore this aspect must
certainly be deepened, although this deepening goes
beyond the scope of this contribution.

• Real time signalling of the risk level based on the
settings in terms of protection of personal data of the
device
As already seen, to obtain adequate levels of protec-
tion of personal data it is absolutely essential to take
into due account the behavioural aspects of the end
user. From what we have seen in section III, it appears
necessary to implement a mechanism that, with imme-
diacy and without interfering with the functions of the
device, is able to signal in real time to the user the
level of risk to which the user is exposed. Furthermore,
this indicator must take into account all the possible
modifications to the device settings that impact on
data protection, so that the signalling changes instan-
taneously and consistently according to the specific
settings chosen, so to allow the user an effective, rapid
and conscious balancing between practicality of use
and risk for personal data. In consideration of the
scheme illustrated in the previous two points, this can
be achieved through a chromatic signalling system on
board the device, or shown through an application
specifically related to the device, by correlating to
each different setting of the personal data management
parameters (which is normally a possibility already
included in almost all network devices or applications)
a different colour signal. For example, imagining a
scale on five levels, you would have:
(1) Bright green: high personal data protection level

and privacy safeguarding.
(2) Yellow-green: medium-high personal data protec-

tion level. Good privacy safeguarding.
(3) Yellow: medium personal data protection level.

Privacy safeguarding acceptable: some risks.
(4) Orange: medium-low personal data protection

level. Privacy safeguarding weak: significant risk.
(5) Red: low personal data protection level. Bad pri-

vacy safeguarding: high risk.
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The scale can obviously be deepened by adding more
levels and the corresponding colour nuances beyond
these five sample levels. This dynamic signalling
system would allow the user to choose the balance
point between practicality of use and data protection
that best suits her/his needs. In other words, with
reference to the previous point, the level of protection
chosen may or may not include anonymisation as well
as automatic deletion of navigation data, but these
choices, accompanied by the corresponding signal
indicating the level of risk, would certainly be more
aware, even in the case of "unscrupulous" users who,
knowingly, choose the most dangerous settings for the
protection of their personal data.

In this way, associating in real time with each change in
the settings a signal of the corresponding level of protection
of personal data, it is possible to actively oppose the tendency
of users to yield to the dynamics of privacy for convenience,
which, as the literature on this topic shows, are often not
very conscious dynamics because of the lack of perception of
the risks to which the users are exposing themselves. Such a
privacy risk management frame, explicitly thought to maximize
the protection of user’s data, could nevertheless be of great
convenience for the manufacturers too, since any choice made
in a context of maximum understandability of the privacy risk
could hardly leave room for litigations seizing on the lack of
awareness. In other words, an increase in user’s privacy risk
awareness can be the most effective strategy not only to let
individuals make their choices in the most conscious way, but
also to build up a proactive environment involving users and
manufacturers, in order to reduce the sense of impotence in
front of personal data violations and misuses that, in the long
term, could ultimately bring to a "lose-lose" situation, into
which, obviously, no one would be glad to get.

Nevertheless, the obvious premise to all these considera-
tions is the compliance to the GDPR and the fair play of all
manufacturers and players in the cyber-market.

V. CONCLUSION AND FUTURE WORK

The IoT technologies are expected to become a pervasive
aspect of the life of us all in the very near future. Its special
characteristics, such as the unprecedented number of devices,
their ubiquitous nature and the capability of making virtual and
physical world blur together, outline an intrinsic duplicity in
this incoming revolution: it promises to drastically transform
our way of living, but it also poses threats to the privacy of
us all end users as never before. The profound interaction,
almost a symbiosis, between IoT devices and the surrounding
world, including human beings, forces a multiple approach in
order to frame the problem and then have chances of solving
it; in this regard, the principles stated in the GDPR appear
even more as the correct guidance to lead the way. Waiting for
ambitious, visionary and fascinating projects of self-protecting
personal data to come true [45], we need to develop right now
an effective strategy to manage this paradigm shift.

This contribution proposes a general strategy of approach
to these problems which puts the respect of norms on the
protection of personal data, first of all the GDPR, above the
identification of technical solutions. Moreover, the strict inter-
action between IoT technologies and human beings also means
a strict interaction between user’s behaviour and personal data

protection, this reflecting itself in the need of integrating, into
the technical solution, practical and effective signalling of the
risks to which the user is exposed when using a specific IoT
device or equipment. The proposed strategy tries to solve these
problems by means of rearrangement and optimisation of al-
ready existing technologies and solutions. The legal obligation
to undergo a DPIA is a very important starting point, since,
at least in markets in which the data protection regulation is
the GDPR or a GDPR like regulation, it can be the starting
point on which to build the crucial component of the strategy
proposed, i.e., the existence of a common standard for the
evaluation of risk levels between different IoT devices. As
already underlined, this task should include the involvement
of a supervisory Authority to ensure the necessary level of
impartiality for all parties involved; nevertheless, the current
panorama already offers systems that compare various services
in terms of privacy protection, and these examples can act as a
reference point for a comparison platform as broad and shared
as possible. Hence, amongst many possible and needed next
steps to be made, two appear more urgent: the development
of a prototype application which implements the signalling
system taking into account any possible configuration of the
data parameters of a significant selection of IoT device, and
the testing of this prototype application in therms of usability
and risk awareness increase on a sample of users.
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