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The Fifteenth International Conference on Evolving Internet (INTERNET 2023), held between March
13th and March 17th, 2023, continued a series of events focusing on the challenges raised by the evolving
Internet, making use of the progress in different advanced mechanisms and theoretical foundations.

Originally designed in the spirit of interchange between scientists, the Internet reached a status
where large-scale technical limitations impose rethinking its fundamentals. This refers to design aspects
(flexibility, scalability, etc.), technical aspects (networking, routing, traffic, address limitation, etc.), as
well as economics (new business models, cost sharing, ownership, etc.). Evolving Internet poses
architectural, design, and deployment challenges in terms of performance prediction, monitoring and
control, admission control, extendibility, stability, resilience, delay-tolerance, and interworking with the
existing infrastructures or with specialized networks.

We take here the opportunity to warmly thank all the members of the INTERNET 2023 technical
program committee, as well as all the reviewers. The creation of such a high-quality conference program
would not have been possible without their involvement. We also kindly thank all the authors who
dedicated much of their time and effort to contribute to INTERNET 2023. We truly believe that, thanks
to all these efforts, the final conference program consisted of top-quality contributions. We also thank
the members of the INTERNET 2023 organizing committee for their help in handling the logistics of this
event.

We hope that INTERNET 2023 was a successful international forum for the exchange of ideas and
results between academia and industry and for the promotion of progress in the field of the evolving
Internet.
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Abstract—Internet and web technologies have evolved over 

the past 50 years to a patchwork of architectures, frameworks, 

applications/services and protocol stacks, with many actors 

contributing solutions as well as novel uses of the technology 

emerging rapidly. A drive from the European Commission 

(EC) called Next Generation Internet (NGI) supports 

developers, researchers and entrepreneurs towards building a 

human-centric Internet, focusing on privacy and trust as 

central themes and building contributions based on Open-

Source Software (OSS). This paper reviews 32 projects 

supported by the EC in terms of their OSS community 

contributions and the planned sustainability of their solutions 

and organisation.  

Keywords — Internet architecture, network, transport, 

applications, services. 

I.  INTRODUCTION 

This article presents work in progress of an analysis of 
Next Generation Internet projects regarding their financial 
sustainability and overall contribution to the evolution of  
Internet Architecture. It includes projects covering all layers 
of the Internet and its core applications and new 
communication paradigms on decentralisation. 

In 2017, a new European initiative called the Next 
Generation Internet was created to support European values 
in the future development of the Internet and related 
technologies. Robert Viola states in his speech [1]: 

”When policy-makers, researchers and society reflect on the 

future evolution of the Internet, we should take a fresh look 

at all these issues. The Internet should offer more to the 

people and to our society, providing better services and 

greater involvement and participation. It should be designed 

for humans, so that it can meet its full potential for society 

and economy and reflect the social and ethical values that 

we enjoy in our societies.” 

      The rest of the paper is structured as follows. Section II 

introduces the background of the data, followed by the 

categorisation of the projects in Section III. The most 

significant cases are described in Section IV. Section V 

proposes future research and conclusion. The article is 

finalised with acknowledgement for the projects which 

allow data collection and research work within open-source 

projects. 

II. BACKGROUND 

Data for this article originates from the NGI Pointer [2] 
project. NGI Pointer supported a total of 36 OSS projects 

with grants ranging from 50,000EUR to 200,000EUR to 
develop topics around Next Generation Internet Architecture. 
A total of 250 applicants were evaluated. An independent 
committee of experts selected the projects based on a set of 
common criteria. The project addressed topics included: 
Privacy-by-design; Internet at the Edge; Network 
Optimisation; Virtualisation and isolation; Limitations in the 
TCP/IP protocol suite; Autonomous Network operations and 
control; Energy efficiency; Industrial Internet Security; Trust 
for New Internet/Web Users. 

32 out of the 36 projects are studied in this research 
article. Three projects were excluded due to the limited 
information the projects provided publicly. One project 
(Nyxt) received two separate grants from NGI Pointer and is 
treated as one project for this research work. 

All data collected in this research is publicly available on 
the various websites of the projects, organisations and code 
repositories (See Tables 1-3). The data was collected over a 
period of three years, starting in January 2020, with the 
project to conclude in December 2022. Several interviews, 
dialogues and a podcast series helped enrich the information 
and clarified ambiguous data. The podcasts are available 
publicly [3]. 

III. CATEGORISATION OF PROJECTS 

The Internet architecture can be broken down into six 
layers [4]. In this article, the six layers are bundled into: 

• Applications and Services: 
o Specific applications and services  
o Application protocols  

• Network and Transport Layers 
o Transport protocols 
o Network protocols  

• Other 
o Data-link protocols 
o Physical layer protocols 

The “other” category also includes projects that do not 
fall strictly into any other layers, such as hardware projects 
related to chip design or chip design tools and 
communication systems spanning several layers. 

IV. REVIEW OF NEXT GENERATION INTERNET CASES 

Tables 1-3 provide a complete list of the studied projects. 
Furthermore, a few of them must be highlighted as 
particularly interesting projects. 

1Copyright (c) IARIA, 2023.     ISBN:  ISBNFILL
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A. Case Examples 

SCION is an initiative that has been ongoing for over a 
decade, with over 50 individuals, mostly from research, 
participating in the development of SCION [5]. The 
contribution from NGI Pointer is a public grant to develop a 
specific mechanism called VerfiedRouting for SCION. 
SCION, as such, is then a publicly funded open research 
project. However, alongside the development as an open 
research project, the founder and founding university created 
a spin-off called Anapaya that also monetises SCION 
through corporate distribution and offers consulting-style 
services around the technology to customers, mostly 
financial institutions and Internet Service Providers. 

WireGuard is a straightforward yet fast and modern VPN 
that utilises state-of-the-art cryptography [6]. It was initially 
released for the Linux kernel but has since been ported to all 
major operating systems. The project is a large open 
community project that has largely been supported by public 
funds, however, the key persons behind the technology also 
operate consultancies offering consulting services in cyber 
security, amongst other topics. In addition, Wireguard is now 
provided via Mozilla as a corporate distribution. Finally, 
WireGuard also accepts donations to the project via its 
website. 

Ltt.rs is a user-friendly and encrypted by default e-Mail 
client for Android based on modern standards like JMAP 
(RFC8621) [7] and Autocrypt [8]. Using JMAP instead of 
IMAP makes the app more maintainable and reliable on 
current mobile operating systems due to the built-in push 
capabilities. Ltt.rs is sponsored via public funding but 
simultaneously offers a small-scale corporate distribution of 
the application as a freemium/premium application. 

Nyxt is a keyboard-driven web browser designed for 
power users. Inspired by Emacs [9] and Vim [10], it has 
familiar key bindings and is infinitely extensible in Lisp. For 
example, users can switch between tabs by topic or URL, 
search all URLs on a page by name or target, search through 
all of the bookmarks with compound queries, etc. Nyxt 
focuses on corporate distribution as a freemium/premium 
application, where the basic version of the browser is free to 
use, and tools, as well as add-ons, become part of a 
subscription-based service at a premium. Additionally, the 
team behind Nyxt is offering consulting services. 

The PANAPI [11] project designs a sophisticated host-
based network-path selection engine on top of the SCION [5] 
network architecture and provides it as an open-source 
implementation of the abstract next-generation transport 
service API, currently being drafted in the IETF TAPS 
Working Group. The project is an OSS-sponsored project 
and predominantly an open research project with 
contributions to standards.  

V. CONCLUSION AND FUTURE WORK 

This article presents a first look at 32 projects under the 
umbrella of the NGI. The aim is to analyse the projects from 
a financial sustainability perspective and gain a more general 
understanding of how to support and grow future Internet 
initiatives through public, private and community support. 

More projects need to be studied to find more evident trends 
and develop a model of modern Business Model Patterns for 
open-source software and hardware projects driven by 
European Values under the NGI. 

A suggested framework for such analysis is based on [4], 
but other theoretical and practical studies should be 
considered. 
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TABLE 1. OTHER PROJECTS 

Name Description Contributors 

Mirage OS [24] MirageOS is a library operating system that constructs unikernels for 

secure, high-performance network applications across various cloud 

computing and mobile platforms. Developers can write code on traditional 

operating systems such as Linux or macOS. They can then compile their 

code into a fully-standalone, specialised unikernel that runs under the Xen 

or KVM hypervisors and lightweight hypervisors like FreeBSD’s BHyve, 

and OpenBSD’s VMM. These unikernels can deploy on public clouds, like 

Amazon’s Elastic Compute Cloud and Google Compute Engine, or private 

deployments. 

Medium 10-100 

https://github.com/mirage/mirage 

 

BANG [25] and 

[26] 

The official 

project title is 

European 

Firmware and App 

Library 

BANG is a framework for processing binary files (like firmware). It 

consists of an unpacker that recursively unpacks and classifies/labels files 

and separate analysis programs that work on the results of the unpacker. 

Small <10 

https://github.com/armijnhemel/binaryanalysis-

ng 

 

Solid Shape - 

Reshaping Linked 

Data on the Fly 

[27] 

The project implemented an open-source registry of linked data shapes and 

forms. A registry of linked data shapes and forms is an essential part of the 

Solid ecosystem, and the execution of this project will accelerate Solid’s 

adoption. 

Small <10 

https://github.com/digita-ai/semcom/ 

 

LKRT 

Linux kernel 

regression 

tracking 

Build and integrate mechanisms into the Linux kernel development 

processes to track all regressions reported by humans or CI systems. 

Together with the existing “no regression” rule, this will help ensure new 

releases with improved security techniques work as well as their 

predecessors. 

Small <10 

https://gitlab.com/knurd42/regzbot 

https://linux-

regtracking.leemhuis.info/post/regzbot-

approach/ 

KORUZA: 

Wireless Optical 

Communication 

System for Urban 

Environments [28] 

KORUZA is a wireless optical communication system based on the FSO 

technology for urban environments, designed for last-mile, 5G and IoT 

applications. It uses an eye-safe collimated beam of IR light for point-to-

point data transmission through the air. The solution avoids digging up 

roads, allowing distances up to 150m with fibre-like speeds of 1-10 Gbps. 

Small <10 

https://github.com/IRNAS/koruza-v2-pro               

 

Libre EDA LibrEDA is a libre software framework for the physical design of silicon 

chips. A strong motivation is democratising silicon technology by making 

ASIC toolchains accessible for research, education and hobbyists. 

Medium 10-100 

https://codeberg.org/LibrEDA 

 

Libre SOC The LibreSOC Project brings an ethically developed privacy respectful, 

power-efficient SoC to the world. Full source to the bedrock. No spying 

backdoor co-processors. No leaked firmware keys. Fully transparently 

developed. 

Small <10 

https://git.libre-soc.org/  
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TABLE 2. APPLICATIONS AND SERVICES PROJECTS 

Name Description Contributors 

Ltt.rs - Open Source E-mail 

client  

Ltt.rs is a user-friendly and encrypted by default e-Mail client for 

Android based on modern standards like JMAP (RFC8621) [7] 

and Autocrypt [8]. Using JMAP instead of IMAP makes the app 

more maintainable and more reliable on current mobile operating 

systems due to the built-in push capabilities. 

Medium 10-100 

https://github.com/iNPUTmice/lttrs-

android 

 

DREAM: Replicable extensible 

agency machine 

The project enables the convergence of distributed peer-to-peer 

(P2P) networks and linked data models within a social solidary 

economy and organisation among trusted groups. 

Small <10 

https://gitlab.com/public.dream 

Nyxt Browser  

 

 

Nyxt is a keyboard-driven web browser designed for power users. 

Inspired by Emacs [9] and Vim [10], it has familiar key bindings 

and is infinitely extensible in Lisp. For example, users can switch 

between tabs by topic or URL, search all URLs on a page by name 

or target, Search through all bookmarks with compound queries, 

etc. 

Large 100-1000 

https://github.com/atlas- 

engineer/nyxt 

Note: The Nyxt Browser project was split 

into two parts during NGI Pointer. 

Lightmeter Lightmeter makes it easy to run e-mail servers by visualising, 

monitoring and notifying users of problems and opportunities for 

improved performance and security. People regain control of 

sensitive communications either directly by running their own 

mail servers or indirectly via the increased diversity and 

trustworthiness of mail hosting services. 

Medium 10-100 

https://gitlab.com/lightmeter/controlcenter 

Note: since the completion of the project, 

Lightmeter has received venture funding 

via Y-Combinator 

Scuttlebutt - The Gossip 

Protocol 

Scuttlebutt (SSB) is an edge computing, peer-to-peer 

communications protocol. 

Medium 10-100 

https://github.com/dominictarr/scuttlebutt 

P2Panda p2panda + Bamboo + OpenMLS p2panda is a user-friendly peer-

to-peer communications protocol with browser support, local 

deletion, fork detection, efficient partial replication, large-scale 

group messaging encryption and future-proof schema migrations 

to build secure and user-friendly applications. p2panda has been in 

development since 2019, focusing on prototyping and research.  

Small <10 

https://github.com/p2panda 

 

Advanced privacy-preserving 

protocols for GNU Taler 

GNU Taler is a project that offers a free software infrastructure 

and protocols for privacy-friendly online payments. The software 

is continuously extended with added features. 

Medium 10-100 

https://git.taler.net/ 

 

Garage: Geo-distributed data 

store compatible with the S3 

API 

Garage is a geo-distributed data store notably compatible with the 

S3 API. 

Garage makes it easy to distribute the storage layer of digital 

services, supporting multi-cloud and on-premise deployments and 

even allowing household computers to join the cluster without 

hassle. 

Small <10 

https://git.deuxfleurs.fr/Deuxfleurs/garage 

 

Peergos [23] Peergos is building the next web - the private web, where end 

users are in control. For example, web apps are secure by default 

and unable to track individuals, and individuals control precisely 

what personal data each web app can see.  

Small <10 

https://github.com/peergos/peergos 

 

DT4DW: Developer Tools for 

Decentralised 

Web 

 

The essential technologies to build a decentralised web are 

available today, but the broader ecosystem and uptake are still in 

its infancy. One reason for this is a lack of developer tooling. 

Moving from traditional client/server architectures to building 

decentralised applications requires developers to replace many 

day-to-day debugging & testing tools with manual logging, 

custom scripts and guesswork. This tooling gap contributes to the 

significant difficulties of decentralised development today. By 

extending HTTP Toolkit and Mockttp to support IPFS, WebRTC 

and Ethereum, this project gives developers the tooling to debug 

and test next-generation decentralised web applications. 

Small <10 

https://github.com/httptoolkit 
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TABLE 3.  NETWORK AND TRANSPORT LAYER PROJECTS 

Name Description Contributors 

SCE - Some Congestion 

Experienced [12] 

SCE is a high-fidelity congestion control signalling protocol 

beyond the edge and into core networks and aggregation points. 

Very large >1000 

https://github.com/chromi/sce 

WireGuard [5] WireGuard is a straightforward yet fast and modern VPN that 

utilises state-of-the-art cryptography. Initially released for the 

Linux kernel, it is cross-platform (Windows, macOS, BSD, iOS, 

Android) and widely deployable. 

Large 100-1000 for the original linux 

version 

https://www.wireguard.com/repositories/ 

https://www.wireguard.com/  

MTCP5G Multipath TCP for 

5G networks [13] 

MPTCP is an ongoing effort of the IETF Multipath TCP working 

group that aims at allowing a TCP connection to use multiple paths 

to maximise resource usage and increase redundancy. In other 

words, MPTCP will allow one TCP session to be conveyed on 

several paths over different access networks. 

Very large >1000  

https://github.com/multipath-tcp/mptcp 

 

IGNNITION Fast prototyping 

of complex GNN for network 

optimisation [14] 

IGNNITION is a framework for the fast prototyping of Graph 

Neural Networks (GNN). This framework allows users to design 

and run their own GNNs without specialised knowledge, such as 

TensorFlow or PyTorch. 

Small <10 

https://github.com/BNN-UPC/ignnition 

 

SCION Scalability, Control, and 

Isolation on Next-generation 

Networks [5] 

SCION is the first clean-slate Internet architecture designed to 

provide route control, failure isolation, and explicit trust 

information for end-to-end communication. 

Medium 10-100  

https://github.com/scionproto/scion 

 

REOWOLF [15] Reowolf replaces sockets with connectors which support high-

level verification, compilation, and optimisation techniques. 

Small <10  

https://gitlab.com/nl-cwi-csy/reowolf 

MPTCP analyser [16] The MPTCP analyser is a tool to help analyse the performance of a 

multipath protocol and the software to auto-configure the system 

depending on the application objective and network conditions. 

Small <10 

https://github.com/ngi-

mptcp/mptcpanalyzer 

DataHop - Incentivised Content 

Dissemination at the Network 

Edge 

DataHop is a mobile content distribution infrastructure based on 

smartphone device-to-device (D2D) communications. Content is 

pushed to source selected mobile users, hops from device to 

device, and spreads in the network to destination nodes.  

Small <10 

https://github.com/datahop 

 

EDGESec Edgesec defines a new architecture and toolset for edge-based 

routers addressing fundamental security weaknesses that impact 

current IP and IoT router implementations. 

Small <10 

https://github.com/nqminds/EDGESec 

 

TCPLS [17] TCPLS is an extension to Transport Layer Security (TLS) 1.3 that 

closely couples TLS with one of the most 

important Internet protocols: TCP. 

This allows greater extensibility for TCP by overcoming the limits 

of TCP Options and limiting middlebox interference. 

Small <10 

https://github.com/p-quic 

 

SPHINX [18] and [19] The Sphinx packet format provides an essential potentially 

standardised component for privacy-enhanced networking. 

Small <10 

https://github.com/nymtech/sphinx 

PANAPI: Path Aware 

Networking Application 

Programming Interface [10] 

The PANAPI project designs a sophisticated host-based network-

path selection engine on top of the SCION [5] network architecture 

and provides it as an open-source implementation of the abstract 

next-generation transport service API currently being drafted in the 

IETF TAPS Working Group. 

Small <10 

https://github.com/netsys-lab/panapi 

 

EDGNSS: Energy Efficiency, 

Edge and Serverless Computing 

[20] 

The project revisits the Internet Architecture by leveraging 

Software Defined Networks (SDN) with Network Function 

Virtualisation (NFV) technologies to allow efficient and on-

demand placement of Virtual Network Functions (VNF) on a 

serverless platform for energy-aware function provisioning in edge 

environments. 

Small <10 

https://github.com/EDGNSS 

 

P4EDGE 

 

 

The project develops an open-source software stack to enable the 

creation of accessible P4-switches based on open hardware (e.g., 

RaspPI, x86/ARM-based router boards) that have low cost and low 

power consumption and are accessible for a wide range of edge 

users, where moderate performance (100Mbps to few Gbps) is 

needed. 

Small <10 

https://github.com/P4EDGE 

 

 

RIM: Receiver-driven 

Incoming-traffic Management 

[21] and [22] 

The project evolves the Internet’s resource management approach 

to enable receivers to execute congestion control functions, taking 

an active role in determining the capacity of incoming traffic. 

Small <10 

https://github.com/net-

research/rledbat_module  
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Abstract—In a Space Information Network (SIN), there will be
frequent handovers of service connections between ground-based
clients and orbiting satellites above. In the case where the state of
the client sessions are represented in the satellite computers, the
handover operation becomes considerably more complicated and
expensive, and several methods for the transfer of client session
state are investigated in this article.

Keywords—LEO satellites; space information networks; session
state; state transfer; mobile computing.

I. INTRODUCTION

The term Space Information Network (SIN) describes a set
of satellites that cooperatively offer services for information
processing and sharing, as well as traditional communication
services. SIN is regarded as a natural evolution of satellite
services, coming from radio mirrors in geostationary orbit
and Low Earth Orbit (LEO) constellation for communication
services (e.g., Iridium) [1], [2].

In a series of previous publications, different aspects of SIN
operation (architecture [3], security [4], cache management [5]
and routing [6]) have been addressed. This article will focus
on the management of session state as a client engages the SIN
in information processing tasks. During handover, the existing
state of the session/dialog needs to be made accessible to the
next satellite. This can be formulated as a process migration
problem, well known in the field of Distributed Computing.

While the general problem of stateful process migration
has no practical solution, a SIN offers properties which,
when taken into account, can reduce the general problem into
something for which a practical solution can be found. The
two most important properties are:

1) The predictability of satellites’ relative position at any
time.

2) The uneven density distribution of the world’s popula-
tion.

The perspective of the presented analysis is that from
Distributed Computing. Technical and physical properties of
satellites, related to energy management, beamforming, mod-
ulation, coding, jamming resistance etc., are not taken into
account.

The remainder of the paper is organized as follows: Section
II provides a discussion on the organization and representation
of session state. Section III discusses how Docker Swarms
and Kubernetes can provide a framework for service code
management. Section IV explains briefly the software sim-
ulation model used for the experiment. Section V analyses
how session state representation can be handled during a
handover operation. Section VI shows the paging arrangement

evaluated in the experiment, while Section VII discusses some
remaining issues in the results. Section VIII sums up the text
and identifies remaining research problems.

II. REPRESENTATION OF SESSION STATE

During a dialog between a service provider and a client,
there always exists a context within which the next transaction
will be interpreted. The representation of this context is
called the session state, which is a collection of several data
elements in the service provider and the client (CPU register
content, user and system space memory values). Together,
these elements allow the dialogue to form a coherent chain
of transactions, without relying on the CPU instruction pointer
(i.e., the transactions can all start at a common execution entry
point).

In the well understood field of Web Services, the state
is most often represented by the content of the Application
Protocol Data Unit (A-PDU) (i.e., the content of the URL,
HTML page and cookies), as well as a session object in
the server storage. Since the HTTP protocol is stateless,
every transaction has the same starting point, which reduces
the problem of state maintenance considerably. Besides the
ability for the web browser to maintain dialog state, many
programming environments offer the server to maintain a
session object which is preserved across service invocations,
sometimes even across server incarnations (“restarts”).

This model can be ported to a SIN environment, where all
satellites of the constellation offer the same service, and the
session object is made accessible to the new service provider
during the handover operation. The session object can be
stored in one dedicated satellite or on the ground to which
there exist a route, distributed across a small set of satellites,
or moved to the new serving satellite in its entirety.

Although these methods seems viable, they should be eval-
uated in terms of their communication requirements. A SIN
will always be under-provisioned with regard to the Earth’s
population, so a close look at scalability properties is essential
to the analysis.

III. REPLICATION OF SERVICE CODE

Following a handover operation, the client expects to find
the same set of services in the newly connected satellite. The
service code must be deployed and maintained in every satel-
lite, which is not expected to consume much communication
resources. The handover operation resembles what would be
called Process Migration in the Distributed Systems literature.

6Copyright (c) IARIA, 2023.     ISBN:  ISBNFILL

INTERNET 2023 : The Fifteenth International Conference on Evolving Internet

                            13 / 30



Figure 1. Screenshot from the satellite constellation model.

The Docker architecture has been studied for this purpose.
Even though Docker was not designed for a SIN environment,
the Docker Swarm [7] platform has appealing properties with
regard to SIN operation.

In a Docker Swarm, every participant is an endpoint for a
given service. All participants cooperate through an overlay
network and distribute incoming service requests for the pur-
pose of load balancing and failure recovery. An arrangement of
a SIN as a Docker Swarm will allow clients all over the world
to compete for the same computing resource pool, regardless
of their location. Idle resources in satellites momentarily
flying over inhabited areas may be employed to offload busy
satellites. The price for this is the traffic volume in the overlay
network, which will compete for the communication capacity
in the constellation. Please observe that a Docker Swarm only
supports stateless services.

IV. THE SOFTWARE MODEL

The results presented in this article are based on a software
simulation of a satellite constellation. A screenshot from the
model is shown in Figure 1. The constellation consists of 150
satellites at 500 km altitude.

The colored backdrop in the figure indicates the population
density inside the satellite footprint at a given location, based
on gridded population data from NASA [8]. This data set has
also been used to calculate the graph in Figure 2, discussed
in Section V-D.

V. STRATEGIES FOR SESSION STATE MAINTENANCE

The maintenance and transport of session state between
satellites during a handover operation can be divided into three
different techniques:

1) Keep the session object separate from the service com-
ponent, e.g. in a computer on the Earth’s surface, while
the service client provides a reference to its existence
through, e.g., a cookie value.

2) Move the entire session object proactively from the
outgoing satellite to the oncoming satellite during the
handover operation.

3) Move elements of the session object from former satel-
lites to current satellite on demand, so that the session
object is effectively distributed across a trail of past
connected satellites.

These alternatives will now be discussed in more detail.

A. Separate and stable session object

Keeping the session object in the same location contradicts
the entire idea of using satellites as units for information
processing and sharing, and reduces the constellation to an
ordinary communication network for information routing in
a multi-hop infrastructure. This alternative is therefore aban-
doned for not meeting the required objectives.

B. Proactively moving entire session object

From a functional perspective, the proactive moving of the
entire session object will meet the requirement to offer access
to the session object elements at any time, with the shortest
possible access latency. From a non-functional perspective,
this alternative will consume unnecessary many resources and
will not scale well. The reason for this is twofold: (1) The
people of the Earth are concentrated in small regions, and a
group of clients are likely to employ a small fraction of the
satellite constellation, which will have to carry a majority of
the session objects while the rest of the satellites are idling. (2)
The links between satellites in these densely populated areas
will be disproportionately loaded with traffic related to session
object traffic, while other links in the constellation will be left
unemployed.

These two observations both cause the SIN to scale poorly,
due to the ineffective workload distribution of both storage
capacity and link capacity. This alternative is taken into
account in the traffic simulation results shown later, mostly
for the sake of being a baseline for comparison.

C. Move session object elements on demand

The third alternative up for discussion is to defer the
movement of session object elements and fetch them from
past satellite connections on demand. Access operations to
the session object elements are not expected to be uniformly
distributed across the elements, but follow a Scale Free Dis-
tribution (SFD) [9], also known as Zipf’s law. According to
SFD, the frequency (f) of accesses to an element is inversely
proportional to the rank (r) of the element. Applied to this
use case, SFD predicts that the most frequently used element
will be accessed twice as often as the second most frequently
used element, three times more often than the third most
frequently access element, and so on. Mathematically, this may
be expressed as

f =
a

r
(1)

where a is given a value so that∑ a

r
= 1 (2)

Assuming SFD, the elements of a session object are then ex-
pected to form a “wake” along the row of past connected satel-
lites, where the least frequently used elements are stored in
the earliest connected satellite. Frequently accessed elements
may be accessed faster because their access path is shorter.
This arrangement is quite similar to the concept of Virtual
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Figure 2. The population number inside the footprint of a satellite during
three subsequent orbits.

Memory in operative system design, where the placement of
a data element in a storage hierarchy is decided by its access
frequency. The implementation of this arrangement is inspired
by the OS design of Virtual Memory.

D. Employment of idle satellites

The distribution of the Earth’s population density is highly
uneven. The graph in Figure 2 shows the population size
inside the satellite footprint over three consecutive orbits.
The population size represents an estimate for the satellite’s
workload at that location. As shown in the figure, the “rush
hour peaks” are so brief that most busy satellites will probably
have an idle neighbor, or at least a much less busy one. This
observation suggests that a distributed representation of the
session object will utilise idle resources better than a session
object kept in only one busy satellite. A simulation based
evaluation of this scheme will be presented later in the article.

VI. SESSION STATE MANAGEMENT BASED ON PAGING

Memory Paging in Distributed Systems, as it is known
from Operating System design, is an on-demand replication
technique. It is well understood under the name Distributed
Virtual Memory [10]. For the purpose of on-demand replica-
tion of session state, the technique will be investigated with
the following requirements in mind:

• Consistency and convergence
• Latency of page fault handling
• Volume of generated traffic
In this proposed solution, each service in a satellite will

maintain their own Page Table (PT) for the storage used to
keep the session state. Each entry in the PT will contain
a reference to a Page stored in a Page Frame (PF) in one
satellite. Once a page is to be retrieved, the PT is inspected
to see if it is stored locally. If it is, the content is returned to
the caller. Otherwise, the page is located in a distant PF and
copied to a local PF (by the data routing service using the
inter-satellite links), then removed from the distant PF. The

TABLE I
DISTRIBUTION OF PAGES ACROSS SATELLITES BEFORE EACH HANDOVER.

satellite 0 1 2 3 4 5
total
336 336
499 172 327
608 118 168 322
704 91 113 157 343
763 67 94 108 164 330
806 54 73 86 110 173 310

PT is then updated and the page content returned to the caller.
The resulting distribution of pages based on this arrangement
is shown in Figure 3.

If the page in question does not exist, it is created in a
local PF and referred to in the PT. During handover, the new
satellite will inherit the PT, but not the content of the PFs.
Subsequent page requests will therefore cause the frequently
used pages to be moved first, while other pages may never be
moved, and will be deleted by the end of the session.

The distribution of pages has been simulated with these
parameters:

• 5 handover operations, involving 6 satellites
• 1000 accesses to the session state object to each satellite
• PT has 1000 entries (for page references)
• Pages are accessed according to SFD

The resulting distribution is shown in Figure 4. The sum
of all numbers (806) shows that far from every page in the
session state object were ever accessed, and existing pages
remaining in PF of previous satellites indicate that they were
never accessed since that satellite’s time of service.

A. Scalability properties

The number of hops for pages being moved through a path
of satellites is chosen as an indicator of the scalability prop-
erties of the chosen session state management arrangement.
Therefore, the number of single hop movements of pages
will be analysed under the scenario described in the previous
section. The resulting number from the proactive and the on-
demand replication will be compared and reported.

The distribution of the session state pages across the current
and past satellites was measured just before a handover oper-
ation, after 1000 access operations. The numbers are shown
in Table I. From these numbers, it is possible to calculate the
total number of page movements across inter-satellite links
during the scenario of 5 handover operations with 1000 access
operation between each.

For the proactive page movement method, the total number
of page movements is 2910 (the sum of the 5 first numbers
in the “total” column). For the on-demand method, the total
number is 1162. This means that the on-demand method
consumes only 40 % of the communication capacity required
by the proactive method. These numbers are also shown in
Figure 5.
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Figure 3. Pages are distributed in PFs along the trail of satellites, and referenced from a single PT.
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Figure 4. The distribution of session state pages after 5 handover operations.
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VII. DISCUSSION

The results from the simulation experiment support the
assumption that an on-demand paging arrangement saves a
lot of communication resources, even though page retrievals
through several hops may increase the access latency.

A. Inclusion of population density

The population density should be taken into account for
our scalability analysis, as pointed out in Section V-D. The
population density data was included in the early stage of
the experiment and showed the expected results. On the other
hand, the results are highly variable depending on the chosen
location on the Earth, so an average value will not provide
useful information, and are not included in the article.

B. Session state as a file/memory system

The data elements of a session state object have varying
sizes and do not fit well with the arrangement of pages with
fixed size. Two possible improvements on this matter are:

• Provide access to the session state pages through a file
API. On a Linux computer, this requires the construction
of a Block Device Driver, which involves kernel module
programming. This option is left for future investigation.

• Provide access as a virtual memory block. This solution
requires modification to the virtual memory management
as well as access to the PT and related structures inside
the CPU, and involves modifications of the OS kernel
itself. This option is therefore considered infeasible.

VIII. CONCLUSION

In the presented article, the problem related to stateful
service components in a cloud of satellite-based services
providers has been analysed. The proposed solution has been
evaluated and found to be sound and effective. Remaining
problems include byte-level access to session state pages, and
solution to possible satellite faults.
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Abstract— The current Internet is based on IPv4 and IPv6. 

It has been in service for many years and is very successful. 
However, it is facing challenges in protocol ossification, security, 
and service quality. Recently, the geographical tension, trading 
confrontation, the regulation for data protection and 
localization have raised decentralization requirements for the 
Internet. This paper analyses the factors for the Internet 
ossification and proposes a new architecture that is distributed 
based on region or country. It can maintain the support of the 
current IPv4/IPv6, and provide more flexibility for the protocol, 
thus mitigating the ossification of the Internet. 

Keywords- Future Internet; Ossification; Decentralization; 
Distributed; Internet Protocol. 

I. INTRODUCTION 

 The Internet has penetrated everywhere in our life and has 
provided tremendous momentum to the development and 
progress in communication, technology, culture, and 
economy. The current Internet is based on IPv4 [1] and IPv6 
[2] protocols, and consists of many other protocols for 
different areas, such as address assignment, domain name 
service, routing and switching, security, transport. All these 
protocols are governed by the Internet Engineering Task 
Force (IETF). In the document thereafter, the name IP 
represents both IPv4 and IPv6. 

However, the Internet’s deficiency and ossification are 
also noticed. This includes slow evolution, protocol 
ossification, resource allocation unfairness, security and 
privacy concerns. 

The paper briefs our research on a new architecture for the 
Internet and associated protocol structures. It can provide 
extra flexibility for the Internet while maintaining the current 
IP based technologies and services. Internet ossification can 
be mitigated by a new architecture including distributed 
Internet resource management and domain name service, free 
choice of address type, and heterogeneous communications. 

The rest of the paper is structured as follows. In Section II, 
we present an overview of the Internet architecture and 
protocols. Section III discusses the Internet ossification and 
analyzes the root causes. The technical factors are analyzed in 
Section IV. Our new network protocol is proposed in Section 
V. Section VI presents the detailed architecture with the new 
network  protocol. The compatibility issues are discussed in 
Section VII. Section VIII summarizes the benefits of the new 
proposal. Section IX concludes the paper and gives further 
research directions.  

II. OVERVIEW OF THE INTERNET 

The Internet is the global system of interconnected 
computer networks that uses the Internet protocol suite to 
communicate between networks and devices [3]. Recently, 

with the growth of 5G [4], Internet of Things (IOT) [5], Non-
Terrestrial-Network (NTN) integration [6], the Internet has 
become the communication infrastructure that almost every 
person, every device and everything can be connected to. The 
Internet scope is very broad and has a couple of key 
fundamental blocks: 

• The definition of IP address, the mechanism to allocate 
and assign the IP addresses. There are two types of IP 
addresses, one in IPv4 and another is IPv6. Currently, IPv4 
is in the process of becoming obsolete from the 
perspective of IETF, and IPv6 is the only supported 
address. The IP address (except the local address and non-
routed address) is globally significant and unique in the 
world. It is allocated by the Internet Assigned Numbers 
Authority (IANA) [7] to each region and country. There 
are five Regional Internet Registries (RIRs). Each RIR has 
a couple of Local Internet Registries (LIRs) or National 
Internet Registries (NIRs). They are responsible for the 
allocation of the IP addresses block on their authorized 
areas. Figure 1 and Figure 2 show the hierarchical 
architecture of IANA. 

 
Figure 1.  The hierachy of IANA architecture. 

 
Figure 2.  Understanding address management hierarchy [25]. 
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• The definition of Asynchronous System Number (ASN) 
[8], and the mechanism to assign ASN. ASN is used for 
Border Gateway Protocol (BGP) [9] to represent 
autonomous systems across the Internet. Similar to the IP 
address, the public ASN is also globally significant. It is 
managed by IANA. ASN is key to BGP, which is the 
critical protocol for the inter-connection and inter-working 
of different networks distributed globally. BGP will 
exchange the global IP address of different networks, thus 
making every global IP address reachable from anywhere 
around the world. 

• The definition of Domain Name, the mechanism to 
manage Domain Name Servers and provide the Domain 
Name System (DNS) [10] Service. Similar to the IP 
address, the Domain Name is also globally significant. 
The DNS root zone management [11] and DNS root 
servers [12] are managed by IANA as well. Domain Name 
and Domain Name Servers are distributed globally. There 
are thirteen DNS root servers located in the U.S.A. 
Different leaf servers belonging to different regions and 
countries are deployed globally. In addition to this, some 
countries may have mirror root servers in their own region 
to back up the root server and speed up the DNS services. 

• The protocols to control the Internet. The fundamental 
protocols are IPv4, IPv6 and many other protocols on top 
of IPv4 and IPv6. Excluding protocols on L2 that are 
controlled by the Institute of Electrical and Electronics 
Engineers (IEEE) and the International 
Telecommunication Union (ITU), the protocols for 
Internet include layers from L3 to L7 that are controlled 
by IETF. There are thousands of protocols related 
standards that are called RFC (Request for Comments) 
documents, e.g., more than 500 RFC for IPv6 has been 
published. Below just lists a very small portion of RFCs 
and very typical protocols: 

1. Host configuration related protocols (ND [13], 
DHCPv6 [14], etc.) 

2. L3 or routing protocols (BGP, IS-IS [15], OSPF 
[16], etc.),  

3. Traffic Engineering (MPLS [17], RSVP-TE [18], 
SRv6 [19], etc.) 

4. L4 or transport protocols (TCP [20], UDP [21], 
etc.),  

5. Upper layer protocols (QUIC [22], TLS [23], 
HTTP [24], etc.),  

III. INTERNET OSSIFICATION 

The Internet was essentially designed with simplicity and 
scalability. [26] has detailed an analysis of how this is 
achieved and lists the important timeline for Internet 
evolution. After the Internet has become available to the 
public in the 1990s, it experienced more than 40 years of 
development of technology. Gradually, the evolution of the 
Internet became slower and slower. There are less and less 
new technologies and services coming up for the Internet, 
especially for the parts of infrastructure and fundamentals. 
The structure of the Internet has become more rigid and 
difficult to change over time, and this sometime is called 
Internet ossification. For example, IPv6 was designed to 

replace IPv4, but this has not been accomplished since the first 
IPv6 standard RFC 2460 [27] was introduced in 1998. Even 
right now, there are still arguments that IPv4 should not be 
obsoleted [28], and the adoption of IPv6 at the level of Service 
Providers is still slow. 

There are some research works that proposed a new or 
enhanced architecture for the Internet, such as RINA [29], 
SCION [30], New IP [31], IPv10 [32], and Extensible Internet 
(EI) [33][34]. Detailed analysis and comparison of the 
proposals of RINA, SCION and New IP can be found in [35]. 
IPv10 is to allow the communication between IPv6 and IPv4. 
EI introduces Layer 3.5 between L3 and L4 to provide 
services that were not available in the current Internet 
architecture. 

Two categories of factors associated with management 
and technical solutions can contribute to Internet ossification: 

• Consensus challenges:  
The Internet is a huge global network. Many technical 
definitions, solutions, and changes are globally significant. 
Any decisions or changes about its development, 
operation and deployment involve a wide range of 
stakeholders, including governments, organizations, 
operators, and individual users. Reaching consensus on 
changes can be very difficult and slow, especially when 
there are competing interests or different priorities. As a 
comparison in the standardization in wireless area, 3GPP 
has finished the 5G (the fifth generations of wireless 
technology) in almost the same period that IETF has not 
completed the IPv4 to IPv6 transition. 

• Technical solutions:  
Due to the vast number of users, devices and applications, 
the Internet has accumulated many technical feedbacks 
and problem reports. Completely fixing those problems or 
enhancing the existing solutions are always slow. Some 
quick fixes are implemented in the short term but may 
need to be addressed or replaced later on. The slow global 
consensus on any problem fixing, new enhancements or 
features, can make it more difficult to change any piece of 
the Internet's infrastructure. The Internet is a complex 
system that involves many different networks, 
technologies, and standards. How to drive the Internet 
moving forward but maintain the previous investment is 
not only a business objective but also a technical 
challenge. Ensuring compatibility between these different 
elements can be difficult, and changes to one part of the 
system may have unintended consequences elsewhere. 
Due to this reason, people are always conservative and 
hesitate to adopt new technologies.  
Overall, Internet ossification has made it more difficult to 

adopt new technologies and hinders the Internet's ability to 
continue evolving and progressing. 

IV. DESIGN FACTORS FOR INTERNET OSSIFICATION 

Even there are many factors, technical or non-technical, 
contributing to the Internet ossification. We think some short-
term design of the Internet has made the Internet less flexible 
at the beginning, thus is one of the most important factors we 
need to consider when thinking about the future architecture. 

11Copyright (c) IARIA, 2023.     ISBN:  ISBNFILL

INTERNET 2023 : The Fifteenth International Conference on Evolving Internet

                            18 / 30



The following are some technical perspectives that contribute 
to the Internet ossification. 
• The Internet resources (IP address, ASN and Domain 

Name) assignment and management are essentially a 
centralized hierarchical architecture. The problem of this 
centralized architecture is that (1) IANA and Regional 
Internet Registries are both non-profit organizations that 
do not have any jurisdiction. (2) The Internet resources are 
hardly allocated fairly, for example, the IPv4 address 
block is not enough in some countries but more than 
required in other countries. (3) Address preference is not 
the same in different regions, countries, operators, users, 
and applications. For example, IPv4 is still preferred by 
many service providers. That is one reason why IPv6 
deployment is so slow. (4) A centralized architecture 
makes the Internet fragile when the geopolitical tensions 
are high. In the recent events of war and trading 
confrontation, some voices to stop the Internet service to a 
specific area have been heard and have put a threat on the 
integration of the Internet. 

• Since IP address is globally significant, it requires that all 
end-user devices and network devices use IP as unique 
format for the data packet header. All L3 devices should 
follow the same principle to process IP packets and 
provide the services to the upper layer. This design is 
called “narrow waist”. Obviously, it has benefits in 
simplicity and scalability, but it becomes one factor 
contributing to the Internet ossification, since any changes 
in the IP header will have a global impact and it will be 
hard to get consensus in IETF. 

• From the IP packet forwarding perspective, the IP based 
Internet is flat. All Internet packets are forwarded based on 
IP address lookup; thus, all globally reachable IP 
addresses must be stored in every network device (even in 
MPLS network, the Provider Edge Routers also must store 
all reachable IP prefixes). This can result in two problems: 
(1) a huge amount of IP addresses or prefixes storage leads 
to huge lookup table size. (2) BGP, the only protocol to 
exchange the global IP reachability between different 
networks in different regions or countries, must process 
huge numbers of global IP prefixes.  

V. CONSIDERATION OF NETWORK LAYER 

From the analysis in Section IV, we can see one of the 
major factors for Internet ossification is the IP design is too 
rigid. Such rigid design was partially because the hardware or 
semiconductor performance was limited in the 80s and 90s in 
the last century. To achieve the line rate of packet processing, 
it is hard to give too many flexibilities in the address and 
functions in the packet header, e.g., the address type and size, 
the extensions, and options. After many years’ development, 
the semiconductor industry has progressed a lot. Recently, 
high-performance chips with programmability have been 
commercialized. It is time to think about what we can do from 
a technical perspective that can mitigate the Internet 
ossification. 

As a global data communication network, the Internet is 
supposed to be only responsible for the inter-connection 
between different networks in the world. The networks could 
be for enterprises, Internet Service Providers (ISPs), a country 
or a region. Let us compare the similar situation in the phone 
network and the mail system. For those two global 

communication systems, there is no restriction on how to 
define a local phone number, and local address format. The 
international community only needs to get consensus on the 
country code for international calls, or the country names for 
global mail delivery. Each country will manage and design its 
own structure of phone numbers, mail addressing system and 
delivery infrastructure. Similarly, we can have a high level of 
design principles for the Internet in the future: 
• The Internet should have more democracy and freedom, 

less restrictions and centralization. 
• The Internet should be distributed globally based on 

region or country. All regions are equal and there is no 
central control. No region can impact other’s decision in 
address selection, peering and service.  

• Small countries can decide to form a region if the countries 
do not want to be independent in Internet resource and 
DNS management due to economic or other constraints.  

• Each region has the freedom and authorization to manage 
the Internet resources used locally, such as address 
selection, address allocation, ASN allocation, domain 
name registration, DNS root server, etc. 

• The Internet should support heterogeneous address types 
and communications. 
By using such a principle, we can design a new network 

protocol packet header for the Internet, as shown in Figure 3.  
The following packet format is preliminary and only for 
illustration. A final design will decide the detailed coding. 
This new packet would be on top of Layer 2, thus, a new 
EtherType assignment from IANA is required.  

 
Figure 3.  New Internet protocol packet header. 

 
Figure 4.  The Region Code Example. 

• Declaration: This field defines the basic information about 
the packet, it may contain the following essential 
information:  

1. HL: Hop limit. This value is decremented by one at 
each forwarding node and the packet is discarded if 
it becomes 0 (except on the last node). 

2. Prot: The protocol number for payload. It could be 
a protocol number defined currently by IANA, e.g., 
IPv4 or IPv6, TCP or UDP, or a new protocol 
number defined in the future.  

3. Len: Total length of the packet including the Pay 
Load. The unit can be defined in standardization. 
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4. Other definitions: other definitions for the packet 
header will be defined later. 

• Regional codes: This field may contain the “Src (Source) 
Region Code” and “Dst (Destination) Region Code” for 
source and destination. The size, code structure and 
detailed coding should be standardized by an international 
organization. It could contain a region or country code that 
was defined by ITU E.164 [36] and has its own hierarchy, 
e.g., region, sub-region, and more granular definitions. See 
Figure 4 as an example. Only the 8-bit “Region Code” 
needs to be standardized by an international organization. 
The “Sub-region code” will be managed locally in the 
region. 

• Service: This field contains information about the service 
and is to be defined. Its length is variable. 

• Payload: This part contains the payload whose type is 
specified by the protocol number defined in Declaration. 
The Payload could be IP type or any other types for L2 to 
L4. 

VI. ARCHITECTURE FOR INTERNET BASED ON NEW 

PROTOCOL 

A. Internet Resource Management 

The Internet resources will include region code, IP address 
space or other type of address space, ASN, and protocol 
number. The management of those resource is based on the 
following rules: 

International organization managed items: 

• The Region code structure and Region code assignment 
are the responsibility of an international organization, ITU 
or IANA. 

• For the protocols that the interconnection between 
different regions or countries are supported, e.g., the new 
protocol defined by this paper (new EtherType), IPv4, 
IPv6, Ethernet, MPLS, etc., the protocol numbers are still 
managed by the international organization IANA. 

Regional authority managed items: 

• Each region or country will be responsible for the sub-
region code assignment and management. 

• Each region or country will be responsible for the 
IPv4/IPv6 address and ASN number allocation and 
management for its own jurisdiction area. Different 
regions or countries may have different policies and 
schemes to manage the resource. 

• Each region or country can use the whole IPv4/IPv6 
address and ASN space. All addresses only have local 
significance in the region or country, thus different regions 
or countries may have the same address.  

• Each region or country can define new protocol numbers 
that are only used locally within the region or country. 

B. Scope of New Protocol 

The new protocol applies to the Internet connection 
between different regions and countries, as shown in Figure 5. 
It does not restrict communication within the region or 
country. The current IPv4 and IPv6 can still work. A region or 
country can define and run a new version of IP without any 
interruption or interference to the whole Internet. For 

example, IPv10 to support communication between IPv4 and 
IPv6 was proposed in IETF, but was not accepted. With the 
new protocol, one region only needs to get consensus on 
IPv10 in its own sovereignty and then use it within the region.  

 

 
 

Figure 5.  Internet based on new network protocol. 

It is important to note that a region can also use the new 
region-based protocol for communication within its own 
territory (see the communications between sub-regions in 
Region 4 in Figure 5). 

C. Domain Name Service 

The Domain Name Service architecture is similar to the 
current DNS hierarchy architecture. Figure 6 illustrates the 
new DNS architecture and Figure 7 demonstrates a DNS 
request and response crossing different regions or countries. 
The major difference with the current architecture is that the 
current centralized DNS root zone and root servers are 
removed, thus is a distributed architecture. Following are the 
details: 
 

 
Figure 6.  Domain Name System architecture. 

• Each region or country will have its own DNS root server 
and different root servers from different regions or 
countries are fully equal and there is no central control, 
thus the current DNS root zone and root servers are not 
needed.  

• All DNS root servers are connected virtually to form a 
DNS network. The network may run a protocol to 
exchange DNS information for all root servers. This 
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network will overlay on top of either existing IP or the new 
network protocol proposed in this paper. 

• The connection between all DNS root servers is fully 
meshed virtually. Any connection between two servers is 
voluntary and only managed by the two servers’ regions 
or countries. When a new root server for a region or 
country joins the network, it should have agreement and 
then connection with existing root servers.  

•  The “.region” or “.country” domain is the only Top Level 
Domain (TLD) for the region or country. All other domain 
names are lower-level domains.  

• The “.region” or “.country” suffix is needed when the 
DNS requester and real domain name are in a different 
region or country. The suffix can only be omitted when the 
DNS requester and the real domain name are in the same 
region or country.  

• A domain name with a “.region” or “.country” suffix is 
always associated with an address physically located 
within the region or country.  

 

 
Figure 7.  DNS service crossing different regions or countries. 

The DNS service will have some corresponding 
implementation changes with the new architecture. Also, there 
are some regulation or legal issues involved, e.g., a company 
name in a “domain name” in a different region must be 
approved by the local authority. 

Here is an example: An international company xyz has the 
headquarter in the country named “ct1”. Then, the domain 
name “www.xyz.com.ct1” always points to an address 
assigned by the DNS authorization in the country ct1. In 
another country ct2, if there is a branch or service from the 
company xyz, the DNS request of “www.xyz.com” from ct2 
will return an address information found in the name server 
“.com” in the country ct2. If there is no registration for the 
company in ct2, the DNS request of “www.xyz.com” from ct2 
will return null. 

Due to the bonding of a name and IP address in every 
region physically, the new DNS mechanism will make the 
Internet service localization more transparent and easier to be 
compliant with the local regulation or laws. 

D. Communication Between Regions or Countries 

To provide interconnection between different regions or 
countries using the new network protocol, proper control 
plane and data plane must be defined. 

1) Control Plane 

• The border devices connecting different regions need to 
support the new control protocol.  

• The new control protocol will exchange information about 
the interconnected border devices, the associated links, the 
region code, the reachable end-user’s address details, etc. 

• The new control protocol could be a link-state routing 
protocol like IGP, or a path-vector protocol like BGP. 

• The new control protocol must also be running within a 
region or a country to populate the information learnt from 
border devices about the outside interconnected networks 
of other regions or countries, e.g., the links that can reach 
other regions or countries, the associated remote reginal 
code, the remote reachable address associated with the 
regional code, etc. 

2) Data Plane 

• For the egress region, where the traffic is originated from, 
the data packet forwarding is based on the lookup of 
“Region/Country code” at all network devices. See the 
country CT1 in Figure 8. 

• For the ingress region, where the traffic is destinated to, 
the data packet forwarding is based on the lookup of “the 
address of payload” at all network devices. See the country 
CT2 in Figure 8. In the example, the “address of payload” 
is IPv6 address. 

• For the transit region, there are two approaches: one is 
Transparent Mode, another is Tunnel Mode. 

1. For Transparent Mode, the data packet forwarding is 
based on the lookup of “Region/Country code” at all 
network devices in a transit region. See the country CT3 
in Figure 8. 

2. For Tunnel Mode, the data packet forwarding is 
based on the lookup of “Region/Country code” at edge 
network devices in a transit region. Proper packet 
encapsulation (at ingress router) or decapsulation (at 
egress router) are needed. See country CT4 in Figure 8. In 
the example, the IPv4 tunnel is used and IPv4 address 
lookup for the tunnel is done on every network device 
within the region. 

 

 
Figure 8.  Homogeneous communication: Transparent Mode and Tunnel 

Mode (only the essential parts of packet header are shown). 

• For all scenarios, a very small table is needed to store all  
“Region/Country codes” for the communication crossing 
regions. The table lookup will use “exact match”. These 
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two behaviors are different than the IP prefix lookup, 
which needs a huge amount of table to store global IP 
prefixes, and the lookup is the Longest Prefix Match using 
TCAM (Ternary Content-Addressable Memory). 
 

3) Heterogeneous Communication between Regions or 

Countries 
The above discussions are about the homogeneous 

communication between regions or countries, or the address 
type are the same for all end users.  

The new network protocol and architecture can support 
heterogeneous communication worldwide. Heterogeneous 
communications are communications with different types of 
addresses. This is very useful to many applications in security, 
privacy, Internet of Things (IoT), etc. Below are some 
supported address combinations for heterogeneous 
communication: 

• Different length of IP for source and destination, e.g., 
IPv10 or other type of IP that the address length is not 32-
bit and 128-bit. 

• Different type of address for source and destination, e.g., 
between Ethernet and IP. 

• No source address, the source address is hidden in the 
application data. 

• Variable length public key as address. 
 

 
Figure 9.  Heterogeneous communication: Transparent Mode and Tunnel 

Mode (only the essential parts of packet header are shown). 

Figure 9 illustrates the data plane for a case where IPv10 
is supported in country CT1 and CT2, and how an IPv4 host 
in CT1 sends data to IPv6 host in CT2. For the IPv10 case, 
both IPv4 and IPv6 addresses are supported, thus the lookup 
of IPv6 in CT2 is obviously supported. We can see that, to 
support IPv10, only communication participants (CT1 and 
CT2) need to have an agreement to support it. This is much 
easier to have a global consensus to support IPv10. 

VII. COMPATIBILITY ISSUES 

The major changes of the Internet based on the proposed 
new network protocol are the Internet resource management, 
the DNS architecture, and the use of the new network 
protocol. 

For the communication or IP service within the same 
region or country, the current IP based Internet service can still 
be used, and there is no compatibility issue. The new Internet 
resource management and new DNS architecture have very 
little impact on the end-user applications and network 
operation, i.e., some provisioning (to the DNS server and 
domain name management) may need to be changed. 

For the communication or IP service crossing different 
regions or countries, the new network protocol needs to be 
used, and it is not compatible with the existing IP, but we can 
maximize the current Internet investment through the detailed 
design of a new network protocol header. 

It is easy to notice that the new network protocol packet 
header is very similar to the IPv4. This is intended to make the 
future design easier to be implemented in IPv4 capable 
hardware. We have two options in the final design of the 
packet header encoding: (1) re-use the IPv4 packet header for 
the new network protocol, or (2) only re-use the 32-bit IPv4 
address space for the region code and redesign other fields in 
the packet header. Since the current IPv4 header has design 
flaws in some areas, such as: (a) The protocol is not extensible 
due to the limited IPv4 option size, (b) The header checksum 
is not required, (c) Fragmentation is not a good design, then, 
we prefer option (2): define the 32-bit source and destination 
region codes and redesign other fields in the packet header. 

With the above design considerations and coupled with the 
redesigned protocol running between regions, by minimal re-
programming, the existing hardware can be easily re-used for 
the future Internet. 

VIII. BENEFITS AND ADVANTAGES OF NEW NETWORK 

PROTOCOL 

A. Benefits 

The proposed new network protocol is only for the 
interconnection between regions and countries. The Internet 
based on the new protocol will have the following benefits: 

• Much less restriction at the protocol for interconnection: 
The new network protocol only defines the regional 
interconnection mechanism that is based on regional codes 
but does not limit the communication address and 
communication mechanism within a region or a country, 
thus reducing the restriction caused by globally uniformed 
IPv6 header for global network. Heterogeneous 
communication support will be easier to achieve between 
interested parties.  

• Minimized changes on the current Internet architecture:  
The current IPv4 and IPv6 protocols and data forwarding 
can still work in a region or country. DNS changes very 
slightly. The architecture of the IP based Internet is kept, 
and the investment is not wasted. 
The control protocol and data forwarding for the 
interconnection between regions and countries can be 
realized based on an extension of existing IP routing 
protocols and IP packet forwarding. It needs minimal 
investment. 
Existing and future IP based applications within a region 
can still run without any feeling that the underlayer 
networking is changed for the interconnection between 
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regions. The application to reach outside of a region just 
needs minor modifications for the address format to 
include the regional codes. 
The routing table size will be dramatically reduced due to 
the fact that routers in a region will only keep the prefix 
defined in the region. All addresses to outside of a region 
can be summarized as regional codes. 

• Independent technology evolution:  
With the new network protocol, the Internet technology 
can evolve in different regions or countries independently. 
It is expected to be much easier and faster than the current 
situation when a global consensus is needed, thus will 
mitigate the Internet ossification a lot. 

• Distributed Internet resource management and DNS:  
The new Internet resource management and DNS are 
distributed and based on sovereignty and jurisdiction, thus 
have no legal obstacles to making the regional Internet 
technologies adaptive to local laws or regulations. It will 
make any security, privacy changes or enforcement much 
easier and faster to implement. 
The new Internet resource management and DNS root 
servers are distributed and fully controlled by a region or 
country. The Internet service of any country will not be 
impacted by other countries. It makes the Internet more 
robust and resilient to any disasters and geopolitical 
interruption. 
The new distributed Internet resource management also 
makes each region or country able to use the whole IP 
address space and ASN space. This will not only eliminate 
the unfairness issues in IP address allocation, but also 
expand the IP address resource for all countries. 
The new architecture and network protocol gives each 
region or country full control and freedom on what type of 
addresses and communications are used for the Internet 
service within the region. This will eliminate the IPv4 to 
IPv6 migration mandates if IPv4 is preferred in a region or 
country. Also, other new types of addresses can be 
invented and adopted locally. 

• Internet integrity is maintained: 
Internet fragmentation [37] is always a concern for new 
technology proposals. From a technical perspective, the 
new proposal does not impede the ability of systems to 
fully interoperate and exchange data packets. The Internet 
functions are consistent as before at all end points. Internet 
interoperability, universal accessibility, the reusability of 
capabilities, and permissionless innovation are all not 
impacted. While the data protection and localization from 
many regional regulations can be naturally satisfied by the 
architecture, more freedom in addressing can provide 
more possibilities for new technologies in security and 
privacy. 

B. Advantages  

 Comparing with the existing proposals, RINA, SCION, 
New IP, IPv10 and EI, the new proposal has the following 
advantages: 

• Unlike RINA and SCION, the new proposal is not a clean 
slate solution. It can keep the current IP based Internet 
service in a region or a country unchanged. It only impacts 

the interconnection between regions and countries. 
Considering most of Internet traffic is local and 
international traffic crossing borders of countries is 
relatively small, the impact to the current Internet service 
is limited. Additionally, for the impacted interconnections 
between regions, a proper migration strategy can be 
developed to upgrade inter-links individually to the new 
protocol and minimize the service interruption. 

• The new protocol is orthogonal to other variations of IP, 
like New IP, IPv10 and EI. It can make those technologies 
easier to be adopted locally without global consensus and 
impacts.  

IX. CONCLUSIONS AND FUTURE WORK 

This paper has proposed a new network protocol and 
architecture that can provide more flexibility and mitigate 
Internet ossification. The new architecture is distributed 
without any central control, thus making the Internet more 
robust and resilient to geopolitical interruption. It can also 
expand the usable Internet resources for each region and 
country. Meanwhile, the new proposal can keep the current IP 
based Internet in regions, thus it can minimize the impact on 
the Internet and maximize the old investments. 

Further work is needed for detailed solutions in every area 
where new technologies or protocol redesigns are required, 
such as a protocol for distributed DNS, the control protocols 
and forwarding engine for interconnection between regions, 
upgrading and migration approaches, etc. 

It must be noted that the purpose of this paper is to analyze 
the Internet ossification and possible solutions for future 
Internet. It is expected that any solution including the proposal 
in this paper will face a lot of questioning, challenges, and 
objections. But it is believed that doing something will be 
better than doing nothing. As the most important invention of 
human beings, the Internet can only be pushed forward after 
all interested parties join the work and contribute the ideas. 
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Abstract—Video streaming makes most of Internet traffic
nowadays, being transported over Hypertext Transfer Proto-
col/Transmission Control Protocol (HTTP/TCP). Being the pre-
dominant transport protocol, TCP stack performance in trans-
porting video streams has become paramount, specially with
regard to MultiPath Transport Control Protocol (MPTCP) inno-
vation and multiple client device interfaces currently available.
An important component of MPTCP is the packet scheduler,
which selects on a packet basis the transport path to inject
each packet. In this paper, we provide an extensive analysis
of the Bottleneck Bandwidth and Round-trip propagation time
(BBR) TCP variant when transporting video streams over Long
Term Evolution (LTE) and Wi-Fi access networks, comparing
its performance to other available congestion control schemes
and various path schedulers. We use network performance level,
as well as video quality level metrics to characterize multiple
path schedulers and the resulting network and application layers.
We show that BBR video streaming performance degrades for
challenging path delay variation scenarios.

Keywords—Video streaming; TCP congestion control; Multipath
TCP; TCP BBR; Packet Scheduler.

I. INTRODUCTION

Reliable data transmission over the Internet relies on trans-
port protocols to regulate data injection so as to control
network congestion and avoid uncontrolled data losses along
the communication path. In particular, TCP has become the
defacto transport protocol of the Internet, supporting reliable
data delivery for most applications. Regarding streaming appli-
cations, the most dominant type of application in data volume
over the Internet, stream quality is related to two factors:
the amount of data discarded at the client end point due to
excessive transport delay/jitter and data rendering stalls due
to lack of timely playout data. Transport delays and data
starvation depend heavily on how TCP handles retransmissions
upon packet losses during flow and congestion control.

Regarding multipath data delivery, the evolution of portable
devices, in particular equipped with multiple high bandwidth
interfaces, has motivated the development of the MultiPath
Transport Control Protocol (MPTCP), allowing video stream-
ing over multiple IP interfaces and diverse network paths
to become reality. Multipath video streaming is attractive
because it not only increases aggregated device download-
ing bandwidth capacity, but also improves transport session
reliability during transient radio link impairments in handoff

situations. An important function of multipath transport is the
selection of a path among various active networking paths
(sub-flows), which can be done on a packet by packet basis.
However, a path packet scheduler should be designed so as to
prevent head-of-line blocking across various networking paths,
potentially with diverse loss and delay characteristics. Head-
of-line blocking occurs when data already delivered at the
receiver has to wait for additional packets that are blocked
at another sub-flow, potentially causing incomplete or late
frames to be discarded at the receiver, as well as stream
rendering stalls. As TCP variants greatly impact streaming
quality, we propose to analyze video performance vis-a-vis
widely deployed TCP variants, with attention to Bottleneck
Bandwidth and Round-trip propagation time (BBR) [1].

The paper is organized as follows. Related work is included
in Section II. Section III describes video streaming transport
over TCP, with focus on BBR and CUBIC TCP variants.
Section VI characterizes video streaming performance over
Wi-Fi and Long Term Evolution (LTE) paths via network
emulation. We compare the application and network perfor-
mance of BBR against CUBIC, using a default (shortest delay)
path scheduler. Our goal is to uncover unfavorable network
scenarios that may lead to the design of new path schedulers.
Section VII summarizes our studies and addresses directions
we are pursuing as follow up to this work.

II. RELATED WORK

Several multipath transport studies have appeared in the
literature, mostly focusing on throughput performance of data
transfers over mobile networks (see [2] and related work).

Meanwhile, the BBR TCP variant [1] has gained popularity,
becoming Linux variant of choice. Only recent research work
has focused on the performance evaluation of BBR in multi-
path transport. Austria et al. [3] carry an analysis of MPTCP in
asymmetric latency subflows, focusing on throughput perfor-
mance of data transfers. They compare favorably BBR against
other TCP variants, such as BIC and CUBIC, on latency
asymmetric subpath network scenarios. Our contribution is
similar to theirs, but focusing on video streaming applications.
In Mahmud et al. [4], a coupling of BBR with MPTCP
packet scheduler is proposed with the goal of maintaining
high throughput performance while achieving fairness among
different subflows. They use emulation of different subflow
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scenarios to compare their coupled MPTCP throughput and
fairness performance against other TCP variants, including
Linked Increase Algorithm (LIA) [5], Opportunistic Linked
Increase Algorithm (OLIA) [6], Balanced Linked Adaptation
algorithm (BALIA) [7]. In contrast, this work evaluates the
video streaming performance of BBR and other TCP variants,
using various schedulers.

Little research work has focused on video streaming perfor-
mance over multiple paths. In Matsufuji et al. [8], we evaluate
the performance of several TCP variants and path schedulers in
transporting video streams over multipath, quantifying frame
discards and play stalls. Morawski et al. [10] conduct Linux
based experiments of multipath video streaming over Digital
Subscriber Line (DSL) path scenarios using LIA, and OLIA,
as well as Reno, CUBIC, and BBR TCP variants. They
show head-of-line blocking as a major concern. Unfortunately,
they do not provide application level performance measures,
to evaluate video quality impact. Similarly, Amend et al.
[11] evaluate throughput of multipath video streaming DSL
multipath scenarios, without providing video level perfor-
mance measures. Although they also propose a cost optimized
scheduler, the lack of video quality performance measures
limits conclusions about impact of such scheduler to video
quality. Along the same lines, Imaduddin et al. [12] provide
a performance evaluation of MPTCP using CUBIC and Vegas
TCP variants, as well as minimum Round Trip Time (RTT),
round-robin and coupled BALIA schedulers. Focusing on
throughput performance, they conclude CUBIC to deliver best
performance, regardless of the scheduler. Finally, Xing et al.
[13] propose a new MPTCP scheduler which they show via
network experiments to lower the number of out-of-order
packets. The scheduler estimates receiver arrival times, and
sends redundant packets to cope with estimation errors. Video
streaming is simulated via iperf3, and no application layer
performance measures are used. Among all these works, our
line of research has focused on application level performance
measures in addition to network layer performance indicators
such as throughput. In our previous works, we have also
introduced multipath path scheduling generic principles, which
can be applied in the design of various path schedulers to
specifically improve video stream quality. Using these princi-
ples, we have introduced in [8] MPTCP path schedulers based
on dynamically varying path characteristics, such as conges-
tion window space and estimated path throughput. In addition,
in Nagayama et al. [14], we have also proposed to enhance
path schedulers with TCP state information, such as whether
a path is in fast retransmit and fast recovery states. Finally, in
Nagayama et al. [9], we have introduced a novel concept of
sticky scheduling, where once a path switch is executed, the
scheduler stays with the new path until the path bandwidth
resources become exhausted. In this work, we evaluate mul-
tipath video streaming using only the default minimum RTT
path scheduler, in combination with popular BBR TCP [1] over
realistic Wi-Fi/Cellular multipath scenarios, focusing on video
quality at the application layer. We seek to determine whether
BBR delivers high performance in combination with the

default path scheduler over challenging variable delay network
scenarios. BBR performance in MPTCP transport is a novelty.
Han et al. [15] have recently introduced one such study,
where BBR is evaluated in combination with a new adaptive
packet scheduling scheme (adaptive redundant + predictive).
Multiple copies of a packet are injected in paths of low quality,
for reliability improvement. The scheme also predicts packet
delivery on paths in order to keep in order delivery, mitigating
head-of-line blocking. Their evaluation, however, is limited to
throughput and download time performance metrics of files.
In our previous evaluation of BBR [16], we have provided an
evaluation of BBR when transporting multipath video streams
over lossy paths, which showed superior performance vis-a-vis
popular TCP variants. In this study, we further evaluate BBR
on various path delay characteristics. We show that perfor-
mance degradation is indeed experienced in some scenarios.

III. VIDEO STREAMING OVER MPTCP

Video streaming over Hypertext Transfer Proto-
col/Transmission Control Protocol (HTTP/TCP) originates
at a HTTP server storing video content, where video files
can be streamed upon HTTP requests over the Internet to
video clients. At the transport layer, a TCP variant provides
reliable transport of video data over IP packets between the
server and client end points (Figure 1). Upon an HTTP video
request, a TCP sender is instantiated to transmit packetized
data to the client machine, connected to the application via
a TCP socket. At the TCP transport layer, a congestion
window is used at the sender to control the amount of
data injected into the network. The size of the congestion
window (cwnd) is adjusted dynamically, according to the
level of congestion experienced at the network path, as well
as space available for data storage (awnd) at the TCP client
receiver buffer. the congestion window space at the sender
is freed only when data packets are acknowledged by the
receiver. Lost packets are retransmitted by the TCP layer to
ensure reliable data delivery. At the client end, in addition
to acknowledging arriving packets, the TCP receiver informs
the TCP sender about its current receiver available space, so
that the cwnd ≤ awnd condition is enforced by the sender
at all times to prevent receiver buffer overflow. At the client
application layer, a video player extracts data from a playout
buffer, which draws packets delivered by the TCP receiver
from receiver TCP socket buffer. The playout buffer hence
serves to smooth out variable network throughput.

A. MPTCP

MPTCP is an Internet Engineering Task Force (IETF) exten-
sion of TCP transport layer protocol to support data transport
over multiple concurrent TCP sessions [17]. The network
multipath transmission of the transport session is hidden from
the application layer by a legacy TCP socket exposed per
application session. At the transport layer, however, MPTCP
coordinates concurrent TCP sessions on various sub-flows,
each of which in itself is unaware of the multipath nature
of the application session. In order to accomplish multipath
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Figure 1. Video Streaming over TCP/MPTCP

transport, a path scheduler connects the application socket with
transport sub-flows, extracting packets from the application
facing MPTCP socket, selecting a sub-flow for transmission,
and injecting packets into the selected sub-flow. the MPTCP
transport architecture is depicted in Figure 1 (b).

The first and most used path scheduler, called default
scheduler, selects the path with the shortest RTT among paths
with currently available congestion window space for new
packets. Other path schedulers have appeared recently. These
path schedulers can operate in two different modes: uncoupled,
and coupled. In uncoupled mode, each sub-flow congestion
window cwnd is adjusted independently of other sub-flows.
On the other hand, in coupled mode, the MPTCP scheduler
couples the congestion control of the sub-flows, by adjusting
the congestion window cwndk of a sub-flow k according to
the current state and parameters of all available sub-flows.
Although many coupling mechanisms exist, we focus on the
performance study of the Bottleneck Bandwidth and round trip
[1] TCP variant over the shortest path RTT scheduler.

Regardless of the path scheduler used, the IETF MPTCP
protocol supports the advertisement of multiple IP interfaces
available between two endpoints via specific TCP option
signalling. IP interfaces may be of diverse nature (e.g., Wi-Fi,
LTE). A common signalling issue is caused by intermediate IP
boxes, such as firewalls, blocking IP options. Paths that cross
service providers with such boxes may require Virtual Private
Network (VPN) protection so as to preserve IP interface
advertising between endpoints. In addition, multipath transport
requires MPTCP stack at both endpoints for the establishment
and usage of multiple paths.

IV. TCP VARIANTS

TCP protocol nowadays has branched into different vari-
ants, implementing different congestion window adjustment
schemes. TCP protocol variants can be classified into delay-
and loss-based congestion control schemes. Loss-based TCP
variants use packet loss as primary congestion indication
signal, typically performing congestion window regulation
as cwndk = f(cwndk−1), which is ack reception paced.
Most f functions follow an Additive Increase Multiplicative
Decrease (AIMD) window adjustment scheme, with various
increase and decrease parameters. AIMD strategy relies on a
cautious window increase (additive) when no congestion is

detected, and fast window decrease (multiplicative) as soon as
congestion is detected. TCP NewReno [18] and CUBIC [19]
are examples of AIMD strategies. In contrast, delay based TCP
variants use queue delay information as the congestion indi-
cation signal, increasing/decreasing the window if the delay
is small/large, respectively. Compound [20] and Capacity and
Congestion Probing (CCP) [21] are examples of delay based
congestion control variants. Delay based congestion control
does not suffer from packet loss undue window reduction due
to random, not congestion, packet losses, as experienced in
wireless links. Regardless of the congestion control scheme,
TCP variants follow a phase framework, with an initial slow
start, followed by congestion avoidance, with occasional fast
retransmit, and fast recovery phases. BBR congestion control
may be considered delay based, since BBR measures the
bandwidth and RTT of the bottleneck which a flow goes
through [1]. Based on such measurements, BBR adjusts the
sending rate to make the best use of the bottleneck bandwidth
without dropping its rate during wireless link random losses.

CUBIC TCP Congestion Avoidance: TCP CUBIC is a
Loss-based TCP that has achieved widespread usage as the
default TCP of the Linux operating system. During congestion
avoidance, its congestion window is adjusted as follows (1):

AckRec : cwndk+1 = C(t−K)3 +Wmax

K = (Wmax
β

C
)1/3 (1)

PktLoss : cwndk+1 = βcwndk

Wmax = cwndk

where C is a scaling factor, Wmax is the cwnd value at time
of packet loss detection, and t is the elapsed time since the last
packet loss detection. K parameter drives the cubic increase
away from Wmax, whereas β tunes how quickly cwnd is
reduced on packet loss. This adjustment strategy ensures that
its cwnd quickly recovers after a loss event.

BBR TCP Congestion Avoidance: BBR is a bandwidth
delay product based TCP that has achieved widespread usage
as one of available TCP variants in the Linux operating system.
BBR uses measurements of a connection delivery rate and
RTT to build a model that controls how fast data may be
sent and the maximum amount of unacknowledged data in
the pipe. Delivery rate is measured by keeping track of the
number of acknowledged packets within a defined time frame.
In addition, BBR uses a probing mechanism to determine the
maximum delivery rate within multiple intervals.

More specifically, BBR regulates the number of in-flight
packets to match the bandwidth delay product of the connec-
tion, or BDP = BtlBw × RTprop, where BtlBw is the
bottleneck bandwidth of the connection, and RTprop its prop-
agation time, estimated as half of the connection RTT. These
quantities are tracked during the lifetime of the connection, as
per equations below (2):
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TABLE I. EXPERIMENTAL NETWORK SETTINGS

Element Value
Video size 113 MBytes
Video rate 5.24 Mb/s
Playout time 3 mins
Video Codec H264 MPEG-4 AVC
MPTCP variants BBR, CUBIC
MPTCP schedulers Low RTT First (Default)

RTTt = RTpropt + ηt
ˆRTprop = RTprop+min(ηt) (2)

= min(RTTt)∀t ∈ [T −WR, T ]
ˆBtlBw = max(deliveryRatet)∀t ∈ [t−WB , T ]

where ηt represents the noise of the queues along the path,
WR a running time window, of tens of seconds, and WB a
larger time window, of tens of RTTs. This adjustment strategy
seeks to tune its cwnd to a number of packets equivalent to
the connection bandwidth delay product.

V. MPTCP WITH TCP BBR

A MPTCP scheduler selects a sub-flow to inject packets into
the network on a packet by packet basis. The default strategy
is to select the path with shortest average round trip packet
delay, hereafter called LRF. If a short and non-congested path
exists between the end points, it becomes the preferred path
for data transport. Non-congested path is defined as a path
for which its congestion window (cwnd) has available space
among packets yet to be acknowledged by the receiver. Hence,
a congested path will have no space for more unacknowledged
packets to be injected.

As BBR sizes its cwnd according to path bandwidth delay
product, paths with large delays and high bandwidth result
in large cwnd. Even though the scheduler may favor a path
with smaller bandwidth delay product, as it looks at the path
RTT only, if such path has low bandwidth availability BBR
will size its cwnd to a small value as compared to high
bandwidth paths, effectively blocking low bandwidth paths
from scheduling selection, and forcing a high bandwidth delay
product path to be used.

VI. VIDEO STREAMING PERFORMANCE OVER WI-FI/LTE

Figure 2 describes the network testbed used for emulating
network paths with Wi-Fi and LTE wireless access links. An
HTTP Apache video server is connected to two L3 switches,
one of which directly connected to an 802.11a router, and
the other connected to an LTE base station via a cellular
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Figure 3. Wi-Fi Delay Dynamic Change Scenario
TABLE II. EXPERIMENTAL NETWORK SCENARIOS

Scenario Emulator
(BW, Packets Loss)

A - Slow Wi-Fi delay cycle LTE: BW 3Mbps, Loss 0%
Scenario A delay pattern Wi-Fi: BW 3Mbps, Loss 0% DCycle 60secs
B - Baseline Wi-Fi delay cycle LTE: BW 3Mbps, Loss 0%
Scenario B delay pattern Wi-Fi: BW 3Mbps, Loss 0% DCycle 20secs
C - Fast Wi-Fi delay cycle LTE: BW 3Mbps, Loss 0%
Scenario C delay pattern Wi-Fi: BW 3Mbps, Loss 0% DCycle 10secs

network card via emulator boxes. Since the bandwidth of IEEE
802.11a is sufficiently large for the bit rate of video, we have
adopted 802.11a as the wireless LAN interface. In this paper,
the emulator boxes are used to vary each path RTT. No packet
loss is injected. The simple topology and isolated traffic allow
us to better understand the impact of differential delays on
TCP variant’s performance.

Network settings and scenarios under study are described
in Tables I and II, respectively. Video settings are typical of a
video stream, with video playout rate of 5.24 Mb/s, and size
short enough to run multiple streaming trials within a short
amount of time. Three Wi-Fi packet delay pattern scenarios are
used (Figure 3). Scenario A represents streaming sessions with
steady Wi-Fi delays, with ON 60 msec cycles of 60 seconds.
Scenario B represents a baseline Wi-Fi delay scenario, where
60 msec delay happen at 20 sec cycles. Scenario C represents
a highly variable delay scenario, where 60 msec delay is
experienced at a faster 10 second cycles. Emulator boxes are
tuned to generate various multiple path network conditions,
and have been selected as per Table II to represent LTE/Wi-Fi
streaming situations at home. TCP variants used are: CUBIC
and BBR. Performance measures are:

• Picture discards: number of frames discarded by the
video decoder.

• Buffer underflow: number of buffer underflow events at
video client buffer.

• Sub-flow throughput: TCP throughput on each sub-flow.
• Sub-flow cwnd: TCP cwnd value on each sub-flow.

We organize our video streaming experimental results in
network scenarios summarized in Table II: A- A Wi-Fi-
Cellular (LTE) scenario A high frequency delay cycle; B-
A Wi-Fi-Cellular scenario B, where a slightly larger Wi-Fi
delay cycles is assumed as baseline; C- A Wi-Fi-Cellular with
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scenario C high cycle delay pattern.

A. Slow delay on Scenario A delay pattern
Scenario A delay represents slow varying path delays, emu-

lating a transition between stable Wi-Fi low load connections.
Figures 4(a) and (b) report on video streaming buffer under-
flow and picture discard performance when Wi-Fi delay is slow
varying about 60 ms. Video performance is excellent for both
BBR and CUBIC TCP variants (single buffer underflow event
and zero picture discards). Figures 5(a) and (b) report of Wi-Fi
cwnd dynamics of BBR and CUBIC TCP variants. We can see
that BBR enforces a much reduced Wi-Fi cwnd than CUBIC,
still delivering excellent video performance. BBR cwnd size
tracks nicely delay cycles, differently from CUBIC, which,
being a loss based variant, is insensitive to delay variations.
Moreover, Figures 5(c) and (d) show similar levels of LTE
(cellular) and Wi-Fi path throughput for both TCP variants,
showing an equal share of the two paths available, despite
Wi-Fi path delay variability.

B. Baseline delay on Scenario B delay pattern

Scenario B delay represents medium varying path delays,
taken as a baseline Wi-Fi scenario. Figures 6(a) and (b)
report on video streaming buffer underflow and picture discard
performance when Wi-Fi delay is varying on 20 seconds
cycles of 60 ms delay. Video performance degrades for both
TCP variants, with BBR delivering less buffer underflows
and more picture discards than CUBIC. Figures 7(a) and (b)
report of Wi-Fi cwnd dynamics of BBR and CUBIC TCP
variants. Again, BBR enforces a much reduced Wi-Fi cwnd
than CUBIC, still tracking delay cycles nicely. Moreover,
Figures 7(c) and (d) show BBR delivering a reduced level
of Wi-Fi throughput than CUBIC, using more LTE bandwidth
than CUBIC.

C. Small delay on Scenario C delay pattern

Scenario C delay represents highly varying path delay Wi-
Fi scenario. Figures 8(a) and (b) report on video streaming
buffer underflow and picture discard performance when Wi-
Fi delay is varying on 10 seconds cycles of 60 ms delay.
Video performance degrades significantly for BBR, whereas
CUBIC delivers video performance comparable with previous
scenario. Figures 9(a) and (b) report of Wi-Fi cwnd dynamics
of BBR and CUBIC TCP variants, and helps explain BBR
performance degradation. BBR is no longer able to track delay
cycles as before, remaining ”stuck” at a small cwnd of 15
packets. Moreover, Figures 9(c) and (d) show BBR delivering a
much reduced level of Wi-Fi throughput than CUBIC, and not
being able to compensate enough with more LTE bandwidth
than CUBIC. The overall video connection, therefore, gets
starved when served by BBR.

Finally, Figure 10 reports on the number of path switches
of both TCP variants on the three scenarios investigated. We
see that the number of path switches when using BBR is
as much as four times larger than CUBIC. This is because
there is a stress between the delay sensitivity of BBR vs the
default scheduler minimum delay path selection. That is, a
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Figure 5. Scenario A - Transmission Performance

delay variation causes BBR to shrink its cwnd, effectively
blocking that path quickly, pushing the scheduler to switch
to LTE path. However, as soon as there is any room in the
Wi-Fi path, the scheduler switches paths back to Wi-Fi. This
indicates that a scheduler that follows BBR bandwidth and
delay estimation may be able to work more harmoniously with
BBR variant.

VII. CONCLUSION

We have studied BBR transport performance of video
streaming on multipath cellular/Wi-Fi mixed scenarios. We
have shown that on rapidly varying path delay scenario, BBR
TCP variant delivers a degraded video streaming performance.
Under this fast delay variation, BBR remains at a shrunk con-
gestion window situation that effectively reduces considerably
the path throughput. These early results seem to point to an
opportunity of designing a path scheduler that is better tuned
to delay and bandwidth delay product based TCP variants
such as BBR. For instance, path scheduler could select the
path with larger bandwidth delay product, rather than lower
delay of default scheduler. We are currently designing one
such scheduler, where BBR estimators are used to drive path
selection.
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