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MMEDIA 2013

Foreword

The Fifth International Conferences on Advances in Multimedia (MMEDIA 2013), held between
April 21st-26th, 2013 in Venice, Italy, was an international forum for researchers, students, and
professionals where to present recent research results on advances in multimedia, and mobile and
ubiquitous multimedia. MMEDIA 2012 brought together experts from both academia and industry for
the exchange of ideas and discussion on future challenges in multimedia fundamentals, mobile and
ubiquitous multimedia, multimedia ontology, multimedia user-centered perception, multimedia services
and applications, and mobile multimedia.

The rapid growth of information on the Web, its ubiquity and pervasiveness, makes the www
the biggest repository. While the volume of information may be useful, it creates new challenges for
information retrieval, identification, understanding, selection, etc. Investigating new forms of platforms,
tools, principles offered by Semantic Web opens another door to enable human programs, or agents, to
understand what records are about, and allows integration between domain-dependent and media-
dependent knowledge. Multimedia information has always been part of the Semantic Web paradigm,
but it requires substantial effort to integrate both.

The new technological achievements in terms of speed and the quality expanded and created a
variety of multimedia services such as voice, email, short messages, Internet access, m-commerce,
mobile video conferencing, streaming video and audio.

Large and specialized databases together with these technological achievements have brought
true mobile multimedia experiences to mobile customers. Multimedia implies adoption of new
technologies and challenges to operators and infrastructure builders in terms of ensuring fast and
reliable services for improving the quality of web information retrieval.

Huge amounts of multimedia data are increasingly available. The knowledge of spatial and/or
temporal phenomena becomes critical for many applications, which requires techniques for the
processing, analysis, search, mining, and management of multimedia data.

We take here the opportunity to warmly thank all the members of the MMEDIA 2013 Technical
Program Committee, as well as the numerous reviewers. The creation of such a high quality conference
program would not have been possible without their involvement. We also kindly thank all the authors
who dedicated much of their time and efforts to contribute to MMEDIA 2013. We truly believe that,
thanks to all these efforts, the final conference program consisted of top quality contributions.

Also, this event could not have been a reality without the support of many individuals,
organizations, and sponsors. We are grateful to the members of the MMEDIA 2013 organizing
committee for their help in handling the logistics and for their work to make this professional meeting a
success.

We hope that MMEDIA 2013 was a successful international forum for the exchange of ideas and
results between academia and industry and for the promotion of progress in the field of multimedia.

We are convinced that the participants found the event useful and communications very open.
We also hope the attendees enjoyed the charm of Venice, Italy.

MMEDIA Advisory Committee:
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Jonathan Loo, Middlesex University - Hendon, UK
Patrice Rondao Alface, Alcatel-Lucent Bell Labs - Antwerp, Belgium
Trista Chen, Fotolugu Inc, USA
Alexander C. Loui, Kodak Research Labs / Eastman Kodak Company-Rochester, USA

                            3 / 150



MMEDIA 2013

Committee

MMEDIA Advisory Committee

Dumitru Dan Burdescu, University of Craiova, Romania
Philip Davies, Bournemouth and Poole College, UK
Jean-Claude Moissinac, TELECOM ParisTech, France
David Newell, Bournemouth University, UK
Francisco J. Garcia, Agilent Technologies - Edinburgh, UK
Noël Crespi, Institut Telecom, France
Jonathan Loo, Middlesex University - Hendon, UK
Patrice Rondao Alface, Alcatel-Lucent Bell Labs - Antwerp, Belgium
Trista Chen, Fotolugu Inc, USA
Alexander C. Loui, Kodak Research Labs / Eastman Kodak Company-Rochester, USA

MMEDIA 2013 Technical Program Committee

Max Agueh, LACSC - ECE Paris, France
Hakiri Akram, Université Paul Sabatier - Toulouse, France
Musab Al-Hadrusi, Wayne State University, USA
Nancy Alonistioti, N.K. University of Athens, Greece
Giuseppe Amato ISTI-CNR, Istituto di Scienza e Tecnologie dell'Informazione "A. Faedo" - Pisa, Italy
Maria Teresa Andrade, University of Porto / INESC Porto, Portugal
Marios C. Angelides, Brunel University - Uxbridge, UK
Stylianos Asteriadis, National Technical University of Athens, Greece
Ramazan S. Aygun, University of Alabama in Huntsville, USA
Andrew D. Bagdanov, Universita Autonoma de Barcelona, Spain
Yannick Benezeth, Université de Bourgogne - Dijon, France
Jenny Benois-Pineau, LaBRI/University of Bordeaux 1, France
Sid-Ahmed Berrani, Orange Labs - France Telecom, France
Steven Boker, University of Virginia - Charlottesville, USA
Fernando Boronat Seguí, Universidad Politecnica de Valencia, Spain
Laszlo Böszörmenyi, University Klagenfurt, Austria
Marius Brezovan, University of Craiova, Romania
Dumitru Burdescu, University of Craiova, Romania
Helmar Burkhart, Universität Basel, Switzerland
Eduardo Cerqueira, Federal University of Para, Brazil
Damon Chandler, Oklahoma State University, USA
Vincent Charvillat, ENSEEIHT/IRIT - Toulouse, France
Bruno Checcucci, Perugia University, Italy
Shu-Ching Chen, Florida International University - Miami, USA
Trista Chen, Fotolugu Inc., USA
Wei-Ta Chu, National Chung Cheng University, Taiwan

                            4 / 150



Antonio d'Acierno, Italian National Council of Research - Avellino, Italy
Philip Davies, Bournemouth and Poole College, UK
Vincenzo De Florio, University of Antwerp & IBBT, Belgium
Manfred del Fabro, Institute for Information Technology, Klagenfurt University, Austria
Vlastislav Dohnal, Masaryk University, Brno, Czech Republic
Jean-Pierre Evain, EBU Technical - Grand Saconnex, Switzerland
Nick Evans, EURECOM - Sophia Antipolis, France
Fabrizio Falchi, ISTI-CNR, Pisa, Italy
Kaori Fujinami, Tokyo University of Agriculture and Technology, Japan
Eugen Ganea, University of Craiova, Romania
Francisco J. Garcia, Agilent Technologies - Edinburgh, UK
Valerie Gouet-Brunet, Conservatoire National des Arts et Métiers - Paris, France
Sasho Gramatikov, Universidad Politécnica de Madrid, Spain
William I. Grosky, University of Michigan-Dearborn, USA
Christos Grecos, University of the West of Scotland, UK
Stefanos Gritzalis, University of the Aegean - Karlovassi, Greece
Angela Guercio, Kent State University, USA
Victor M. Gulias, University of Corunna, Spain
Hermann Hellwagner, Klagenfurt University, Austria
Luigi Iannone, Deutsche Telekom Laboratories, Germany
Razib Iqbal, University of Ottawa, Canada
Dimitris Kanellopoulos, University of Patras, Greece
Eleni Kaplani, TEI of Patra, Greece
Manolya Kavakli-Thorne, Macquarie University - Sydney NSW, Australia
Yasushi 'Yass' Kodama, Hosei University, Japan
Yiannis Kompatsiaris, CERTH-ITI, Greece
Markus Koskela, Aalto University, Finland
Panos Kudumakis, Queen Mary University of London, UK
Mikołaj Leszczuk, AGH University of Science and Technology - Krakow, Poland
Hongyu Li, Tongji University - Shanghai, China
Anthony Y. H. Liao, Asia University, Taiwan
Antonio Liotta, Eindhoven University of Technology, The Netherlands
Alexander C. Loui, Kodak Research Labs, USA
Erik Mannens, Ghent University, Belgium
Sathiamoorthy Manoharan, University of Auckland, New Zealand
Michael Massoth, University of Applied Sciences - Darmstadt, Germany
Mike Matton, VRT research & innovation – Brussel, Belgium
Annett Mitschick, Technical University - Dresden, Germany
Ayman Moghnieh, Universitat Pompeu Fabra - Barcelona, Spain
Jean-Claude Moissinac, TELECOM ParisTech, France
Mario Montagud Climent, Universidad Politecnica de Valencia, Spain
Mireia Montañola, Université catholique de Louvain, Belgium
Michele Nappi, Universita` di Salerno – Fisciano, Italy
David Newell, Bournemouth University, UK
Petros Nicopolitidis, Aristotle University of Thessaloniki, Greece
Vincent Oria, New Jersey Institute of Technology, USA
Jordi Ortiz Murillo, University of Murcia, Spain
Marco Paleari, Italian Institute of Technology / Center for Space Human Robotics - Torino, Italy

                            5 / 150



Eleni Patouni, University of Athens, Greece
Tom Pfeifer, Waterford Institute of Technology, Ireland
Wei Qu, Graduate University of Chinese Academy of Sciences, China
Piotr Romaniak, AGH University of Science and Technology - Krakow, Poland
Patrice Rondao Alface, Alcatel-Lucent Bell Labs - Antwerp, Belgium
Reza Sahandi, Bournemouth University - Dorset, UK
Susana Sargento, University of Aveiro/Institute of Telecommunications, Portugal
Klaus Schöffmann, Klagenfurt University, Austria
Oliver Schreer, Fraunhofer Heinrich-Hertz-Institute, Germany
Alexei Sourin, NTU, Singapore
Peter L. Stanchev, Kettering University - Flint, USA
Liana Stanescu, University of Craiova, Romania
Cosmin Stoica, University of Craiova, Romania
Yu Sun, University of Central Arkansas, USA
Anel Tanovic, BH Telecom d.d. Sarajevo, Bosnia and Herzegovina
Georg Thallinger, Joanneum Research - Graz, Austria
Daniel Thalmann, EPFL, Switzerland
Christian Timmerer, Alpen-Adria-Universität Klagenfurt, Austria
Chien-Cheng Tseng, National Kaohsiung First University of Science and Technology, Taiwan
Kuniaki Uehara, Kobe University, Japan
Andreas Uhl, Salzburg University, Austria
Binod Vaidya, Instituto de Telecomunicações / University of Beira Interior, Portugal
Andreas Veglis, Aristotle University of Thessaloniki, Greece
Janne Vehkaperä, VTT Technical Research Centre of Finland - Oulu, Finland
Dimitrios D. Vergados, University of Piraeus, Greece
Anne Verroust-Blondet, INRIA Paris-Rocquencourt, France
Giuliana Vitiello, University of Salerno – Fisciano, Italy
Lei Ye, University of Wollongong, Australia
Shigang Yue, University of Lincoln, UK
Sherali Zeadally, University of the District of Columbia, USA
Tong Zhang, Hewlett-Packard Labs, USA
Yang Zhenyu, Florida International University, USA

                            6 / 150



Copyright Information

For your reference, this is the text governing the copyright release for material published by IARIA.

The copyright release is a transfer of publication rights, which allows IARIA and its partners to drive the

dissemination of the published material. This allows IARIA to give articles increased visibility via

distribution, inclusion in libraries, and arrangements for submission to indexes.

I, the undersigned, declare that the article is original, and that I represent the authors of this article in

the copyright release matters. If this work has been done as work-for-hire, I have obtained all necessary

clearances to execute a copyright release. I hereby irrevocably transfer exclusive copyright for this

material to IARIA. I give IARIA permission or reproduce the work in any media format such as, but not

limited to, print, digital, or electronic. I give IARIA permission to distribute the materials without

restriction to any institutions or individuals. I give IARIA permission to submit the work for inclusion in

article repositories as IARIA sees fit.

I, the undersigned, declare that to the best of my knowledge, the article is does not contain libelous or

otherwise unlawful contents or invading the right of privacy or infringing on a proprietary right.

Following the copyright release, any circulated version of the article must bear the copyright notice and

any header and footer information that IARIA applies to the published article.

IARIA grants royalty-free permission to the authors to disseminate the work, under the above

provisions, for any academic, commercial, or industrial use. IARIA grants royalty-free permission to any

individuals or institutions to make the article available electronically, online, or in print.

IARIA acknowledges that rights to any algorithm, process, procedure, apparatus, or articles of

manufacture remain with the authors and their employers.

I, the undersigned, understand that IARIA will not be liable, in contract, tort (including, without

limitation, negligence), pre-contract or other representations (other than fraudulent

misrepresentations) or otherwise in connection with the publication of my work.

Exception to the above is made for work-for-hire performed while employed by the government. In that

case, copyright to the material remains with the said government. The rightful owners (authors and

government entity) grant unlimited and unrestricted permission to IARIA, IARIA's contractors, and

IARIA's partners to further distribute the work.

                            7 / 150



Table of Contents

Performance Evaluation of Object Representations in Mean Shift Tracking
Peter Hosten, Andreas Steiger, Christian Feldmann, and Christopher Bulla

1

Quantistic approach for classification of images
Federico F. Barresi, Giuseppe Battista, Jacopo Pellegrino, and Walter Allasia

7

Efficient and Accurate Label Propagation on Large Graphs and Label Sets
Michele Covell and Shumeet Baluja

12

Video Retrieval by Learning Uncertainties in Concept Detection from Imbalanced Annotation Data
Kenji Kumabuchi, Kimiaki Shirahama, and Kuniaki Uehara

19

A Statistical Approach for the Automatic Recognition of Traffic Sign Deterioration
Sara Lorio, Mario Ferraro, Walter Allasia, and Francesco Gallo

25

A Real-time Video Summarizing Service for Community-contributed Contents of Real-life Events
Samantha Vu, Owen Noel Newton Fernando, Mikko Rissanen, Natalie Pang, and Schubert Foo

29

TV6: A Revisit to System Design, User Socialization and Content Recommendation in Social TV
Chong Yuan, Zhi Wang, and Lifeng Sun

34

Local Histogram Modification Based Contrast Enhancement with GPU Acceleration
Jiang Duan, Min Li, Haiyue Wen, and Yingjie Peng

40

Collaborative Multimedia Platform for Computational Philology - CoPhi Architecture
Angelo Mario Del Grosso and Federico Boschetti

46

Efficient, Compact, and Dominant Color Correlogram Descriptors for Content-based Image Retrieval
Ahmed Talib, Massudi Mahmuddin, Husniza Husni, and Loay E. George

52

Automatic Aerial Image Alignment for GeoMemories
Giuseppe Amato, Fabrizio Falchi, Fausto Rabitti, Andrea Marchetti, and Maurizio Tesconi

62

Impact of Packet Loss on H.264 Scalable Video Coding
Siyu Tang and Patrice Rondao Alface

67

News Video Semantic Topic Mining Based on Multi-wing Harmoniums Model
Xin Wen Xu, Yu Bo Shen, and Guo Hui Li

74

Video Object Detection by Classification Using String Kernels 82

                               1 / 2                            8 / 150



Wan-Hsuan Yu, Chi-Han Chuang, and Shyi-Chyi Cheng

Robust TV Stream Labelling with Conditional Random Fields
Abir Ncibi, Emmanuelle Martienne, Vincent Claveau, Guillaume Gravier, and Patrick Gros

88

Determinants of Behavioral Intention to Mobile Banking Case From Yemen
Abdullah Rashed, Henrique Santos, and Arwa AlEryani

96

Mobistream: Live Multimedia Streaming in Mobile Devices
Chrysa Papadaki and Vana Kalogeraki

100

H.264 Parallel Optimization on Graphics Processors
Elias Baaklini, Hassan Sbeity, and Smail Niar

109

Development of Context-Aware Real-Sense Services for Multi-Media and Multi-Device Environment
Hyunjeong Lee, Jaedoo Huh, Il-Woo Lee, and Sang Ho Lee

115

Region of Interest Encoding in Video Conference Systems
Christopher Bulla, Christian Feldmann, and Martin Schink

119

Depth Map Compression with Diffusion Modes in 3D-HEVC
Yun Li, Marten Sjostrom, Ulf Jennehag, and Roger Olsson

125

Efficient Stream-Reassembling for Video Conferencing Applications using Tiles in HEVC
Christian Feldmann, Christopher Bulla, and Bastian Cellarius

130

Disocclusion Handling Using Depth-Based Inpainting
Suryanarayana Murthy Muddala, Roger Olsson, and Marten Sjostrom

136

Powered by TCPDF (www.tcpdf.org)

                               2 / 2                            9 / 150



Performance Evaluation of Object Representations in Mean Shift Tracking

Peter Hosten, Andreas Steiger, Christian Feldmann, and Christopher Bulla
Institut für Nachrichtentechnik

RWTH Aachen University

Aachen, Germany

Email:{hosten, steiger, feldmann, bulla}@ient.rwth-aachen.de

Abstract—Mean shift tracking is a real-time capable object
tracking approach that is not restricted to a specific object
category. Several target object representations based on a
feature distribution within an object region have been proposed
for mean shift tracking. Quantitative performance metrics
for the evaluation of object representations in mean shift
tracking are mainly based on a comparison against ground
truth data, which is often not available or requires considerable
effort for its creation. In this paper, our main contribution
is a novel approach for the quantitative evaluation of object
representations in mean shift tracking, that does not rely on
any ground truth data. Our approach is based on multiple
hypotheses for the object location which initialise the mean
shift tracking algorithm. The tracking result is then treated
as random process and a quantitative metric is derived from
its properties. Finally, the evaluation approach is applied to
various object representations and test sequences. The findings
demonstrate that the usage of multi-part object representations
is beneficial if the representation captures the spatial colour
distribution of the object.

Keywords- mean shift tracking; multi-part object representa-
tion; tracking evaluation

I. INTRODUCTION

The expansion of mobile networks and the spread of

mobile devices allow for a universal multimedia access

(UMA) in heterogeneous environments [1]. This requires

an adaptation of the multimedia content in order to meet

the current user situation such as the available data rate

or the display device capability. However, considering only

the technical requirements in the adaptation process does

not necessarily ensure an optimal user experience. Current

developments therefore aim to focus on the user and try

to adapt the multimedia content with respect to the user

preferences as well. The vision of user-centric convergence

of multimedia is generally known as universal multimedia

experience (UME) [2].

In this context, video adaptation and presentation tech-

niques have become popular that are guided by region of

interest (ROI) information. ROI-based video transcoding,

for example, allows to reduce the quality of the different

regions according to their importance, whereas ROI-aware

rich media presentations allow for the interaction with the

ROIs [3].

Consequently, these adaptation systems demand automati-

cally created video annotations. Though a clear definition of

an ROI cannot be given in general, it is commonly assumed

that video objects might be of interest to the user. An au-

tomatic detection of arbitrary objects, however, is infeasible

in practise. In principle, objects can only be detected when

the underlying model assumptions are met. Thus, object

detectors that have been trained for a specific appearance

of an object, typically have a limited generalisation ability,

e.g. they are not able to handle arbitrary deformations

or occlusions. Hence, a reliable detection is generally not

possible for the complete video, but for certain frames. In

order to fill this gap, tracking approaches are necessary that

allow to track the detected object and ROI, respectively.

Object tracking comprises an estimation of the target

object state based on previous state estimations and the

processing of visual information of the current frame.

Though several real-time capable tracking methods have

been proposed in literature [4], mean shift tracking is of

particular interest as it allows for a generic modelling of the

object’s appearance by a probability density function (PDF)

of features [5] and is thus not restricted to a specific object

category. It seeks a mode of a similarity function between

the target model and a candidate model by iterative compu-

tations of mean shift updates. A widespread feature is colour

information whose distribution is encoded by a histogram. In

order to gain a more distinct object representation, enhanced

object representations for mean shift tracking have been

proposed in form of multi-part object regions [6] [7].

In order to investigate the suitability of these object

representations, in this work a novel quantitative evaluation

method is proposed. Common approaches for the evaluation

of tracking algorithms and object representations are based

on ground truth data such as object centroids or bounding

boxes [8] [9]. Object representations for mean shift tracking

have been particularly evaluated based on the dice coefficient

and the distance of the tracker centroid to the ground

truth centroid [10]. The object centroid does, however, not

correspond to the mode of the similarity function which is

seeked by the mean shift tracking. Furthermore, the mode of

the similarity function varies dependent on the underlying

object representation.

1Copyright (c) IARIA, 2013.     ISBN:  978-1-61208-265-3
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Therefore, we propose an evaluation approach which

is independent on ground truth data and focused on the

convergence behaviour of the mean shift tracking for dif-

ferent object representations. Based on multiple tracking

initialisations drawn from an input random process, the

mode to which mean shift tracking converges is treated as

random process. Its stochastic properties are used to derive

a metric allowing for an analysis of tracking accuracy and

robustness of different object representations.

The rest of this paper is organised as follows: In

Section II, the mean shift tracking of the target object

location is explained and some object representations are

presented. In Section III, we present a novel approach for

the performance evaluation of object representations in mean

shift tracking. Results are provided in Section IV. Finally,

Section V concludes and discusses future work.

II. MEAN SHIFT TRACKING

A. Object Representation

The target object is represented by a target model which

comprises the PDF of features within an object region. A tar-

get candidate at a candidate location is computed according

to the same object representation and is evaluated against

the reference target model during the course of tracking.

Mean shift tracking based on colour features encodes the

PDF of colours by a normalised kernel-weighted M-bin

histogram [5] at which the weighting kernel K(x) is centred

at the target object. The target model q = {qu}u=1,...,M and

a candidate model p(y) = {pu(y)}u=1,...,M at location y are

then computed by:

qu =C ·
N

∑
n=1

K(yo −xn)δ(b(xn)−u) (1)

pu(y) =Ch ·
N

∑
n=1

K
(y−xn

h

)
δ(b(xn)−u) (2)

Here, u denotes an index of a histogram bin, b(·) yields

the bin index of the colour at pixel position xn, δ(·) is the

Kronecker delta function, N the number of pixels within

the object region, and C and Ch are normalisation constants.

Since the scale of the object may vary, the width h of the

kernel function must be adapted to the size of the object

region.

B. Mean Shift Update

Mean shift has been proposed as technique for seeking

the mode of a density estimation [11] based on sample

observations {xn} which may be weighted by weights {wn}.

In the context of video object tracking, the samples {xn}
represent the pixel positions within the object region of the

target and the target candidate, respectively.

(a) target (b) target candidates

Figure 1. The new location of the target is estimated by iterative
mean shift updates until a maximum number of

iterations or convergence are reached.

Based on a kernel function G(x) centred at a location

y j−1, a mode estimation y j of the weighted kernel density

estimation f̂K,h(x) in (3) is provided by the weighted mean

shift update in (4).

f̂K,h(x) =
1

N

N

∑
n=1

wnK
(x−xn

h

)
(3)

y j =
∑N

n=1 wnxnG
(

y j−1−xn
h

)

∑N
n=1 wnG

(
y j−1−xn

h

) (4)

The kernel functions K(x) and G(x) are related through their

defining profiles k(x) and g(x) at which g(x) =−k′(x) holds

and K(x) denotes the shadow of G(x) [11]. The sequence

{y j} j=1,2,... converges to the true mode of f̂K,h(x) [12] which

indicates the most likely location of the target object. As

depicted in figure 1, mean shift location tracking therefore

comprises iterative mean shift updates until a maximum

number of iterations or convergence are reached.

The actual weight wn at pixel position xn is derived from

a Taylor series expansion of the Bhattacharyya coefficient

ρ(q,p(y)) similarity measure between the target model and

a candidate model around a candidate model p(y0) [5]:

ρ(q,p(y)) =
M

∑
u=1

√
pu(y)qu (5)

wn =
M

∑
u=1

√
qu

pu(y0)
δ(b(xn)−u) (6)

Different approaches for the setting of weights {wn} are

however possible such as target model back-projection [13]

or various schemes for background incorporation [14].

The mean shift tracking algorithm can be extended to

estimate the scale σ and orientation ϕ by mapping of

Cartesian location coordinates x to a 4-dimensional state

space Γ = (x�,σ,ϕ)� and computing the mean shift updates

in the 4-dimensional state space [15].

2Copyright (c) IARIA, 2013.     ISBN:  978-1-61208-265-3
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(a) HOL (b) CMP (c) SMP

Figure 2. Illustration of the holistic (HOL), cross multi-part (CMP) and
stack multi-part (SMP) object representations.

C. Multi-Part Object Representation

Multi-part object representations divide the object region

into subregions to provide a more distinct description of the

features in the spatial domain. In contrast to holistic (HOL)

object representations illustrated in Fig. 2(a) they provide

information about the distribution of features for each sub-

region of the object region. Various fixed approaches for

the spatial division of the object region exist [10]. For our

evaluation we consider the cross (CMP) and stack (SMP)

approach illustrated in Fig. 2(b) and Fig. 2(c).

III. QUANTITATIVE TRACKING EVALUATION

METRIC

The mean shift procedure constitutes a gradient-based

mode estimation technique and is therefore only able to

locate a local mode of a density function estimation. It is

particularly sensitive to different mean shift initialisations

which may result in convergence to different modes. Criteria

of interest for the evaluation of object models for mean

shift tracking include the accuracy of convergence and the

robustness of convergence for different initialisations.

In this context, robustness of convergence denotes invari-

ance under poor initialisations and accuracy of convergence

denotes the compliance of the estimated mode with the

global mode of the multi-modal similarity function. In the

following a quantitative metric is derived based on the

modelling of the mean shift tracking as random process,

which allows for an analysis of the above mentioned criteria.

A. Random Process Modelling

The target object state χk to be estimated by the mean shift

tracking algorithm is application-specific and may comprise

the object location, orientation or scale. Basically, it can be

modelled by the following linear system and measurement

equations:

χk = χk−1 +nk (7)

yk = χk + ek (8)

The hidden object state χk follows from an unknown

state transition which is modelled by an additive system

χ̂−
k,i

χ̂+
k−1

yk,i

χ̂+
k

initial 

object state

mean shift

initialisations

tracking

results

most likely

object state

Figure 3. Illustration of Monte Carlo simulation.

noise process nk. Thus we are able to model the state

uncertainty caused by the object’s motion or deformation,

for example. A measurement yk of the state χk is obtained

from the result of the mean shift tracking algorithm and

yields a state estimation which ideally resembles the state

χk. However, as the measurement depends on the mean shift

initialisation, a measurement noise process ek is introduced

representing the error of the mean shift tracking caused by

poor initialisations.

The basic idea is to derive a quantitative performance

metric from the unknown distribution of the measurement

noise process ek estimated by a Monte Carlo simulation,

which is driven by a predefined system noise process nk.

Thereby a set of a priori particles {χ̂−
k,i} is predicted from an

initial object state χ̂+
k−1 according to the system equation (7):

χ̂−
k,i = χ̂+

k−1 +nk,i (9)

Note, that the set of particles {nk,i} represents the pre-

defined system noise process nk. Each a priori particle χ̂−
k,i

initialises the mean shift tracking, yielding a measurement

particle yk,i. Hence the mean shift tracking can be interpreted

as non-linear mapping f (·):

yk,i = f (χ̂−
k,i) (10)

That way, we obtain a set of measurement particles {yk,i}
approximating the distribution of the measurement process

yk. As we are interested in the measurement noise process ek,

we determine the most likely object state χ̂+
k by the element-

wise median of the set of measurement particles {yk,i}:

χ̂+
k = median({yk,i}) (11)

Hence, the measurement noise process ek can be approx-

imated by the set of particles {ek,i}:

ek,i = yk,i − χ̂+
k (12)

The course of the above described Monte Carlo simulation

is illustrated in Fig. 3.

3Copyright (c) IARIA, 2013.     ISBN:  978-1-61208-265-3
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Figure 4. Multiple tracking initialisations.

The random process modelling for mean shift tracking

described in this Section effectively resembles a multi-

hypotheses tracking approach at which the mean shift track-

ing algorithm is evaluated for multiple hypotheses drawn

from a distribution centred at an initial estimation. This

approach is closely related to particle filtering [16] but

combined with mean shift tracking.

B. Modelling of System Noise

The system noise process nk steers the above described

Monte Carlo simulation and consequently has an impact on

the estimated measurement noise process ek. Particularly, the

set of system noise particles {nk,i} controls the quality of the

mean shift initialisations {χ̂−
k,i} (compare (9)). Thus a large

spread of the system noise process increases the occurrence

of poor initialisations, leading to erroneous tracking results.

For the sake of reproducibility, the system noise particles

nk,i are drawn from a deterministic, zero-mean process,

which is derived by regular sampling of a cube with edge

length (range) s. The resulting mean shift initialisations are

exemplarily illustrated in Fig. 4. That way different noise

processes {ns
k} can be created by varying the parameter s,

each resulting in a different measurement noise process es
k.

C. Performance Metric

The distribution of the measurement noise process es
k is

approximated by Ne particles es
k,i. Hence these particles can

be used to derive a metric for the evaluation of the tracking

performance. We therefore use the mean absolute distance

MADs
k :

MADs
k = E{|es

k|}=
1

Ne

Ne

∑
i=1

|es
k,i| (13)

The defined metric can be used to evaluate the conver-

gence behaviour of different object models for mean shift

tracking, i.e. the convergence accuracy and convergence

robustness. Possible experiments include the evaluation of

the tracking performance for a fixed system noise process

ns
k across all frames k ∈ {1, . . . ,K} of a test sequence or the

evaluation for a set of system noise processes {ns
k}S

s=1 and

averaging the MADs
k over all frames k:

MADs =
1

K

K

∑
k=1

MADs
k (14)

The latter approach allows an investigation of the ro-

bustness towards poor initialisations. Thus a larger value of

the parameter s leads to an increased spread of the system

noise process, which in turn increases the occurrence of poor

initialisations.

IV. EVALUATION

We have implemented a mean shift algorithm for location

tracking. The maximum number of mean shift iterations

is set to 20 and the convergence bound is set to 0.1

pixels. As recommended in [5], the shadow kernel K(x) is

implemented by an Epanechnikov kernel whose bandwidth

is equal to the dimension of the target object. Background

colour information is not exploited and no update of the

target model is performed during the course of tracking.

The presented evaluation results are obtained from three

test sequences described by table I and Fig. 7 at which the

accuracy and robustness of location tracking is evaluated

with regard to the object representations presented in Fig. 2.

All computations are based on Ne = 25 initialisation samples,

which are exemplarily illustrated in Fig. 4. For each sample,

a complete sequence is processed. Thereby the initialisation

in each frame, that is derived from the tracking result of the

previous frame, is shifted according to the current sample.

The resulting trajectories are then used to compute the value

of MADs for each test sequence.

A. Test Sequences

The test sequences feature different characteristics which

affect the tracking performance. The Stefan sequence com-

prises tracking a tennis player against background clutter. A

small and fast oscillating handbag of a lady is tracked in the

Aëna sequence where the difficulty lies in the velocity of the

target object. A much more distinct and easier target object

is given by the pink dressed lady in the Couple sequence

where, however, partial occlusion occurs.

B. Results

The values of MADs for all test sequences are plotted in

Fig. 5 to assess the tracking performance across an entire

test sequence for different ranges s of the initialisation

region. In case of the Stefan sequence, the SMP object

representation is superior to other object representations for

small initialisation regions (s < 5) which is confirmed by

TABLE I. TEST SEQUENCES.

Sequence Size Target size # frames
Stefan 355×288 70×177 300
Aëna 720×540 27×31 125

Couple 480×270 50×235 154
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Figure 5. For different object representations the time-averaged MADs
k values have been evaluated for different ranges s of the initialisation region.

small MADs values indicating a low scatter of the mean

shift tracking results (high accuracy).

This result is caused by a superior comprehension of

spatial colour information by the SMP object representation

in contrast to CMP or the holistic object representation.

A drawback of both multi-part object representations is,

however, given by a higher sensitivity (less robustness) to

larger initialisation regions (s > 5).

An advantage of a multi-part object representation is,

however, not apparent for the Aëna sequence. Fig. 5(b) and

Fig. 5(e) demonstrate a superior accuracy and robustness

of the holistic object representation for different ranges s
of the initialisation region. This outcome is explained by

the nearly uniform spatial colour distribution of the target

object which allows no exploitation of spatial information

by a multi-part object representation. Furthermore, the high

velocity of the target object causes a high sensitivity to mean

shift initialisations for all object representations which can

be observed by the rapid increase of the MADs values in

Fig. 5(e).

A more representative example for spatial colour informa-

tion which can be exploited by multi-part object representa-

tions is given by the Couple sequence. For small initialisa-

tion regions (s < 15) both multi-part object representations

yield a higher tracking accuracy proved by a small scatter of

the mean shift tracking results as illustrated in Fig. 5(c) and

5(f). Due to the less distinctive background clutter, the multi-

part object representations are more robust to poor mean

shift initialisations in the Couple sequence than in case of

the Stefan sequence. The robustness is more distinctive for

the SMP object representation since it subdivides a target

object only in vertical direction which is better suited for

the target object of the Couple sequence.

For the sake of completeness, the temporal MADs
k is

plotted for a fixed range of the initialisation region (s = 10)

and a temporal segment of the Couple sequence in Fig. 6.

This allows to identify key scenes for which certain mean

shift object representations perform less accurate or less

robust or which are more difficult for mean shift tracking in

general. For example, the global peak in Fig. 6 corresponds

to the period shortly after a partial occlusion where a more

distinct scatter of the mean shift tracking results exists.
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Figure 6. Progress of MAD10
k values over time for the Couple sequence

and different object representations.

5Copyright (c) IARIA, 2013.     ISBN:  978-1-61208-265-3

MMEDIA 2013 : The Fifth International Conferences on Advances in Multimedia

                           14 / 150



Figure 7. From top to bottom: Exemplary frames of the test sequences
Stefan, Aëna and Couple.

V. CONCLUSION AND FUTURE WORK

We have introduced a novel approach for the quantitative

evaluation of object representations in mean shift tracking,

which does not rely on any ground truth data. Particularly,

it has been demonstrated that the usage of multi-part ob-

ject representations can improve the mean shift tracking

accuracy. A drawback of multi-part object representations

is, however, their higher sensitivity to poor mean shift

initialisations which may occur during the tracking of highly

agile target objects. A possible remedy is the combination

of mean shift tracking with supportive algorithms, such

as Kalman filter or Particle filter, which allow an initial

prediction of the target object state.

The used object representation should, however, capture

well the spatial colour distribution of the target object. Future

work will therefore be focused on the development of an

adaptive multi-part object representations that automatically

adapts to the varying appearance of the object. As this online

learning comprises the risk of a drift towards an invalid

object representation a combination with a segmentation

approach might also be promising.
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Università di Torino

Torino, Italy
e-mail: federico.barresi@studenti.unito.it,

giuseppe.battista@studenti.unito.it,
jacopo.pellegrino463@studenti.unito.it

Walter Allasia
Research Department

EURIX
Torino, Italy

e-mail: allasia@eurix.it

Abstract—This paper describes a novel approach for manag-
ing low level descriptors of images in order to allowing automatic
classification and similarity searches. Several works have been
made in this field, mostly making use of vector spaces and classical
mathematical approaches. The focus of this paper is to investigate
the more sophisticated formalisms of Quantum Mechanics that
allows to manage images as quantum states. In order to check
our theoretical method, we have considered a simple set of low
level descriptors of images, the Hue Saturation Values (HSV).
On the one hand, they are obviously not exhaustive and limited;
but, on the other hand, they are enough for demonstrating
that low level image descriptors can be represented such as
Functions on Hilbert spaces. Since the distance between two
colors in HSV space coincides with the human eye perception,
its evaluation enabled us to collect results on similarity even if
we were making use of few descriptors around HSV such as the
MPEG-7 Visual Descriptors ColorLayout and DominantColor.
The reader will not find a deep proof of a novel similarity
technique applied to large image samples. Instead, she can
assess the value of adopting Quantum Mechanics formalisms,
translating thresholds of classical vector space distances onto
probability density functions of low level image descriptors, such
as HSV.

Keywords—Information retrieval; Image indexing; Image fea-
ture management; Novel spaces for indexing low level image
features; Similarity comparison; Perception of similarity of image
features

I. INTRODUCTION

The similarity between images is one of the most important
topics in computer vision. Although it is very easy for people
to decide if two images are similar, the same can not be said for
computers that must learn to see like humans. Each image is
perceived by the computer as a set of pixels ordered according
to their position but not to their color, each pixel does not
take into consideration the color of its neighbors unless any
feature is applied. Therefore, we tried to take advantage of
the position and color information that the computer is able to
provide for each pixel in order to translate them into the kind
of information that a human eye would receive observing the
image. For this purpose, several MPEG-7 descriptors [12] have
been implemented which allow to extract certain features from
an image. In our work, we focused the attention to a couple
of them, ColorLayout and DominantColor, in order to propose
an alternative implementation of these two descriptors based
on a new quantistic approach and on the HSV color space.
The ColorLayout is rewritten as ColorDistribution to underline

that the main difference is that for each area we consider a
distribution of color rather than an average color. The similarity
between images is then given by the comparison between
the distributions, for each corresponding area of the images
to be compared, which returns the percentage of similarity.
Concerning the HSVDominantColor, the division of the image
into areas is introduced and for each area three dominant
colors are estimated. To obtain a percentage of similarity,
HSVDominantColor calculates the distance in the HSV cone
between colors of the areas of the images to be compared.

The paper is organized as in the following: Section III
describes the approach we applied to implement the appli-
cation, which is presented in Section IV. Section V shows
the experimental results achieved with a sample made up of
about 3000 images belonging to the collection provided for
the research purposes by IRMA project [5].

II. STATE OF THE ART

MPEG-7 [11], [12], [15] formally named Multimedia Con-
tent Description Interface, is developed by MPEG (Moving
Pictures Experts Group) [7]. It is one of the most common
standard for describing multimedia contents that provides a
rich set of multimedia content description tools for applications
ranging from content management, organization, navigation
and automated processing.

MPEG-7 Visual [8] standardizes the description tools to
describe video and image content. The Visual Descriptors
are based on visual features that allow to estimate similarity
in images or video. Therefore, they can be used to search
and filter images and videos based on several visual features
like color, texture, object shape, object motion and camera
motion. Among Color Descriptors, we have taken into account
ColorLayout and DominantColor due to previous research
work at EURIX S.r.l. [20].

ColorLayout is a low-level descriptor that extracts infor-
mation about color and its position within the image. This
descriptor divides the image into 64 areas to which associates
a representative color and then compares it with the color
of the corresponding area of another image by calculating
the Euclidean distance in the RGB color space [13]. The
representative color can be evaluated with any method. In our
work, we followed the [8] standard recommendations using
the average of the pixel colors in a block as the corresponding
representative color.

7Copyright (c) IARIA, 2013.     ISBN:  978-1-61208-265-3

MMEDIA 2013 : The Fifth International Conferences on Advances in Multimedia

                           16 / 150



DominantColor is also a low-level descriptor that extracts
the most present color within the image without caring at
its spatial distribution. As ColorLayout, comparison between
images is due to the calculation of the distance between the
two colors in the RGB space multiplied by constant factors
taking into account the spatial coherence [18].

In order to apply for a search on images and videos,
we have tried to change the nature of these descriptors by
introducing the formalism of Quantum Mechanics[16]. In this
kind of approach, each object becomes a normalized vector |x〉
in a real Hilbert space of finite dimension H. The vector
contains the answers to all possible queries [14] [17], each
one represented by another vector |y〉. Usually, in Information
Retrieval, similarity matching is accomplished by computing
〈x| y〉. In the following section, we describe how this approach
has been implemented.

III. APPROACH AND METHODS

This work mainly aims at suggesting a novel kind of de-
scriptors whose implementation takes into account the formal-
ism of Quantum Mechanics. Another target is to improve the
perceptivness in order to model the way human eye perceives
the similarity between images. It is necessary to switch from
global information, such as average values, to more detailed
information, as distributions of color occurrences. It is also
important to describe colors in a space where the perceptive
distance is preserved. We selected the HSV space.

Since we want to apply the formalism of Quantum Me-
chanics in a HSV space, we have implemented the already
mentioned new descriptors ColorDistribution and HSVDomi-
nantColor.

A. The ColorDistribution

As described later in Section IV-B, we have split each
image into 64 rectangular cells of equal area. Since we did
not consider necessary the use of interpolation or anyother so-
lutions, partitioning inevitably means little loss of information
because not every pixel of the image can be associated with
one of the cells. For each cell, the R, G and B components
of all the pixels are extracted, with an appropriate algorithm
the conversion is carried out and the values of the components
H, S and V are stored into arrays. From these lists, for each
cell, relative frequency histograms of the three components
are built. It is necessary to highlight that each component
spans discreetly in its domain by unitary steps. This choice
is reasonable since the variation of one unit of any of the
three components is unnoticeable to the human eye and makes
the histogram more fittable with a polynomial function. The
histogram of H has 360 bins while the ones of S and V have
100 bins because of their percentual variation.

At this point, each histogram is interpolated with a poly-
nomial function whose degree is set to 10 because this order
allows us an acceptable level of flexibility. The 11 parameters
of the polynomial are calculated from the fit with the method
of least squares [10]. Each cell, therefore, is described by 3
polynomial functions of degree 10. Reiterating the process for
all the cells of the image 3 × 64 functions are obtained, that
describe the color distribution within the image. This is the

main difference of ColorDistribution compared to ColorLayout
which returns 64 average colors in the RGB space.

Once the color distributions of 2 images to be compared
is obtained, it must be expressed as an information about their
similarity. The procedure we adopted is to make a comparison
between the three distributions of the corresponding cells of
the two images, for every cell. At this point, the formalism
of Quantum Mechanics is applied: the distributions can be
considered as normalized vectors in the Hilbert space and
can be compared using the standard scalar product between
functions. The result of this comparison is the probability that
the two distributions coincide. The comparison through the
scalar product is performed cell by cell and component by
component in order to obtain, for the whole image, a percent-
age of compatibility for each component (see: Section IV-C).

B. The HSVDominantColor

As ColorDistribution, HSVDominantColor makes use of
colors of the HSV space as well as the partitioning of the image
into cells. In order to decide the actual dominant colors, we
divided the HSV space into relevant fields obtained through the
division of Hue into 6 areas, Saturation into 4 areas and Value
into 5 areas. Each area is identified by its average value. This
quantization allows us consider only 6 × 5 × 4 colors which
is fundamental for at least two reasons. First of all taking into
account all the possible colors does not make sense and it is
completely useless since we would find out that identical colors
occurs rarely in an image, to gather them into a finite number
of ranges seems a valid solution. On the other hand, human
eye is not so sensitive to distinguish a unitary variation of any
of the three component. For each cell, the 3 most frequent
representative colors are calculated and can be considered as
the dominant colors. We decided to split the HSVDominant-
Color space into 3 subsets in order to take into account any
edges contained in a single cell. If a single dominant color is
found this is repeated twice. If two dominant colors are found,
the most frequent is repeated once. The procedure is iterated
for every cell obtaining 64 triples of dominant colors. The
comparison between two images is therefore the calculation
of the distance between the corresponding dominant colors of
cells that occupy the same position. From the three distances,
the average distance for each cell is evaluated and the total
percentage of compatibility between the two images is finally
obtained as the total normalized average distance.

C. The HSV distance algorithm

In order to calculate the distance [9], [19] between two
colors in the HSV space, we have introduced the following
Algorithm 1. Firstly, it selects color whose Value is maximum
and sets it as Color1. The other color is set to Color2. Then
it projects Color2 onto Color1 plane, calculates the distance
on that plane and trough Carnot’s theorem finds the distance
in the HSV cone.

IV. IMPLEMENTATION AND TESTS

A. Software architechture

The software architecture diagram in [1] shows the class di-
agram structure of the application based on elementary classes
such as Point, Pixel, Color and Cell. Starting from them, more
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Require: Color1 := (h1, s1, v1), Color2 := (h2, s2, v2)
if v1 > v2 then
{Colors swap}
c′ := c1

c1 := c2

c2 := c′

end if
∆h := |h2 − h1|
∆v := |v2−h1|

100
{Projection on v = v2}
dc := ∆v

cos(π/4)

{Distance on the plane v = v2}
dp :=

√
( s1
100 )2 + (∆v)2 + 2 · s1

100 ·∆v
+

√
( s2
100 )2 − 2 · ( s1

100 + ∆v) · ( s2
100 · (∆h))

{Distance between Color1 and Color2}
return d :=

√
d2

c+d2
p−2·dc·dp·cos(π/4)

2

Algorithm 1. HSV distance

TABLE I. Waste percentage of pixels

Cells Loss percentage %
64 1.20

144 1.97
256 2.61
400 3.42
576 3.94
784 4.31
1024 6.00

complex objects and new methods are implemented in order
to perform the following steps:

Step 1 Image management: the application reads two
JPEG files as arguments

Step 2 Partitioning (see: IV-B) and HSV conversion: a
Cell-Builder object instantiates Pixel objects, con-
taining information regarding color and position,
and associates them with the corresponding cell
according to its location within the image.

Step 3 Image analysis: ColorDistribution and HSVDom-
inantColor extract the features by iterating over
the cells that the picture is divided into.

Step 4 Comparison: the exctracted features of the two
images are compared using the scalar product
for ColorDistribution and the HSV distance for
HSVDominantColor.

B. Image partitioning

Since our descriptors must preserve spatial information it is
necessary to split the images into cells. The image partitioning
occurs through the division into 64 (n× n) rectangular areas.
Neither the vertical nor the horizontal size are in any case
integer multiples of n. Hence a certain number of pixels can
not be associated with any cell. Partitions with various values
of n in steps of 4 are tested on a 36 images sample in order to
evaluate and minimize the loss of pixels. Results are reported
in Table I.

The choice of considering a number of cells greater than
64, currently used by cell-based descriptors, is due to the need

TABLE II. Survey results regarding Hue

∆H % Dissimilarity %
10 96.7
15 98.8
20 99.5

Mean: 98.3

Fig. 1. Graph of Hue perception: It shows dissimilarity be-
tween images as function of variation of H

to operate with higher precision. Test demonstrates that a 64
cells partitioning minimizes the loss of pixels.

C. Survey

The ColorDistribution descriptor returns a compatibility
percentage for each component of the HSV space. In order
to estimate the weight of each component of HSV space we
set up a survey asking people to recognize images having HSV
slightly modified. The proper relevance of each component in
determining the similarity between two images is established
by the results of the survey that we have submitted to a sample
with more than 600 people asked to indicate, among three
or four altered images, the most similar to the original one.
Survey results are reported in Figure 1 and in Table II and
Table III.

Table II is showing the acquired dissimilarity perception
whose mean value amounts to H = 98%. The remaining 2%
can be split into S and V according to the results shown in
Table III.

According to the collected results, it is possible to assert
that a small variation in Hue leads to perceive the image as
very different from the original. We have chosen H as the most
relevant component and its relevance has been set to 98%. The
remaining 2% has been shared between Saturation (8.3%) and
Value (91.7%).

D. Multi-threading

Comparison between polynomial functions, performed by
the ColorDistribution, has been evaluated through the standard
scalar product in Hilbert space. This process requires much
more computing power than needed by ColorLayout descriptor.
We needed to implement a Thread-Manager which distributes
the computation on all the available cores of the computer
running the application.
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TABLE III. Survey results regarding Saturation and Value

∆ % S Dissimilarity % V Dissimilarity %
30 3.06 96.94
40 8.29 91.71
50 15.22 84.18
60 3.96 96.04
70 11.01 88.99

Mean: 8.31 91.69

E. Database indexing

Given that the aim of the designed application is to com-
pare a query image to a sample set, it was necessary to imple-
ment an index in order to improve the query performances. We
coded index choosing the first image and setting it as reference
point of the features space in which each coordinate represents
the similarity percentage with respect to a certain descriptor,
in this case HSVDominantColor and ColorDistribution. For
storing the indexed sample we made use of Apache Derby [2]
database. The position in the feature space of a query image
has been evaluated calculating its similarity with respect to the
reference point image. The query returns all the images of the
sample included in a range represented by a Gaussian function
centered in the query image with standard deviation equal to
1 − t, where t is the similarity threshold chosen by the user
trough the Graphical User Interface (GUI) shown in Section
IV-G.

F. Total correlation

Taking into account that ColorDistribution has a greater
precision with respect to the HSVDominantColor, we define a
novel scalar product in the descriptors space according to the
following unitary trace matrix:

D =
(

.9 0
0 .1

)
(1)

which considers the different relevance of each descriptor,
defining the total correlation between two images by the
formula:

Similarity =
√

0.9 · ColorDistribution2
Corr+

+
√

0.1 ·HSV DominantColor2
Corr. (2)

We decided to make use of this particular scalar product
in which HSVDominantColor is considered as correction of
ColorDistribution. This scalar product is defined arbitrarily and
it does not constitute a constraint to the discussion.

G. User interface

We implemented a simple GUI (Figure 2) to make the
program user-friendly and let the user choose the sample set of
images and the query. Once indexed the sample set of images,
many queries can be performed quickly.

Fig. 2. Graphic User Interface implemented for the application
QuASAR [21]

Fig. 3. Graphic interface showing the test results into an
interactive HTML5 page

V. RESULTS

Once the software described in Section IV has completed
the indexing process, an interactive HTML5 [4] page that
we have implemented shows the result’s thumbnails around
the query image, Figure 4, in a concentric circumference
proportional to the total correlation as in Figure 3.

The results are reported in Table IV. Our implementation
obtains a recognition rate (precision) about 95% and sensitivity
rate (recall) about 77% with a similarity threshold set to 80%
within the 3195 images sampled.

VI. CONCLUSION AND FUTURE WORKS

This paper has proposed a novel technique for performing
a similarity search on an indexed sample set of images making
use of new low-level color descriptors. We have adopted
a quantistic approach for solving the problem of features
extraction and the executed tests have demonstrated a potential
improvement on efficacy of queries.

Todarello’s goal was to test a linear superimposition of n-
dimensional tensors [16]. Nevertheless, our work focuses on
the projection of visual information onto a Hilbert space whose
elements are n-grade polynomial functions.
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TABLE IV. Precision and Recall for the 3195 processed
images

Query ActualIm Threshold precision recall

Fig. 4 53

70% 0.42 1.00
80% 0.95 0.77
90% 1.00 0.51
95% 1.00 0.26

Fig. 4. Query Image used for testing the sample

The intent of this position paper is to put into practice
and test the validity of the quantistic approach to similarity
search we designed. Further development will consider a larger
database of images, tests on the perceptive parameters obtained
through survey, other classes of fitting functions and functional
spaces, comparison of our results with other similarity tech-
niques in order to define a threshold of performance. It is out
of our aim, at this point, to focus onto experimental issues.

The proposed methodology can benefit the CBIR, because
compared to the current techniques, making use of vector
and the metric spaces where thresholds, usually evaluated
experimentally, have to be applied, it enables a probabilistic
approach allowing the superimposition of different results.
We can foresee an improvement of the pseudo-relevance
feedback querying multimedia databases.

Moreover, it is possible to implement other descriptors such
as Shape (such as Textures, Edges) or Motion Descriptors in
order to add more low level elements to evaluate for better
image recognition. Each new descriptor can be represented by
an axis in the features space.

Other MPEG-7 descriptors may be reimplemented with the
formalism of Quantum Mechanics and the HSV color space
described in this paper in order to enable image searches closer
to the human being perception of similarity. The authors are
analyzing the improvement of the retrieval results adopting
more sophisticated visual descriptors as presented in [23].

Furthermore, in order to evaluate the effectiveness of the
proposed methodology, it could be useful to make use of a
generic publicly-available database [22], where ground-truth
is available.
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Abstract—Many web-based application areas must infer label 
distributions starting from a small set of sparse, noisy labels.  
Examples include searching for, recommending, and 
advertising against image, audio, and video content. These 
labeling problems must handle millions of interconnected 
entities (users, domains, content segments) and thousands of 
competing labels (interests, tags, recommendations, topics).  
Previous work has shown that graph-based propagation can be 
very effective at finding the best label distribution across 
nodes, starting from partial information and a weighted-
connection graph.  In their work on video recommendations, 
Baluja et al. [1] showed high-quality results using Adsorption, a 
normalized propagation process. An important step in the 
original formulation of Adsorption was re-normalization of the 
label vectors associated with each node, between every 
propagation step.  That interleaved normalization forced 
computation of all label distributions, in synchrony, in order to 
allow the normalization to be correctly determined.  
Interleaved normalization also prevented use of standard 
linear-algebra methods, like stabilized bi-conjugate gradient 
descent (BiCGStab) and Gaussian elimination.  This paper 
presents a method that replaces the interleaved normalization 
with a single pre-normalization, done once before the main 
propagation process starts, allowing use of selective label 
computation (label slicing) as well as large-matrix-solution 
methods.  As a result, much larger graphs and label sets can be 
handled than in the original formulation and more accurate 
solutions can be found in fewer propagation steps.  We also 
report results from using pre-normalized Adsorption in topic 
labeling for web domains, using label slicing and BiCGStab. 

Keywords-graph propagation, large-scale labeling, stabilized 
bi-conjugate gradient descent, Gaussian elimination, topic 
discovery, web domains. 

I.  INTRODUCTION 
Many different approaches have recently been proposed 

to label propagation across weighted graphs of nodes 
[1,2,3,4,5,6].  These applications share the characteristics of 
having a limited amount of label data, often of uneven 
quality, associated with a large graph of weighted 
connections between many nodes, some unlabeled and some 
partially labeled. 

We build on the work done by Zhu and Ghahramani [2] 
and Baluja et al. [1].  The Baluja paper described Adsorption, 
a graph-based approach to estimating label distributions, 
which was applied to providing YouTube video 
recommendations.  The resulting top-pick recommendation 
was more accurate than the next-best alternative algorithm 

for all users who had watched 3 or more previous videos, 
with accuracy improvements of up to 100% for the most 
frequent watchers. In Adsorption, each node (e.g., each video 
for which we are building a recommendation list) has a 
limited capacity for labels (e.g., the proposed 
recommendations for that video).  Baluja et al. [1] enforce 
this constraint by interleaving a normalization step at each 
node, in between every propagation step.  Without this 
normalization, the solution is not guaranteed to converge. 

The interleaved normalization step is needed for 
convergence but prevents label slicing: under the original 
formulation, we cannot find the estimated distribution of a 
subset of labels without solving for the full set of labels first.  
Furthermore, the interleaved normalization prevents the use 
of most standard linear-algebra techniques, such as Gaussian 
elimination of nodes that are not of direct interest (though 
they still are needed for their effect on the remainder of the 
graph).  Additionally, methods for rapid convergence to the 
final solution, such as stabilized bi-conjugate gradient 
descent (BiCGStab), cannot be used in the original 
formulation. 

This paper presents a formula for pre-normalizing the 
Adsorption graph and label weights, such that there is no 
need for interleaved normalization (Section III).  With this, 
we can use BiCGStab and Gaussian elimination.  Our graph 
size contains more than 10 million nodes and 4 billion inter-
connections (i.e., more than 10 million rows and more than 4 
billion non-zero entries in the corresponding matrix), which 
is more than we can reasonably handle in straightforward 
implementations of these techniques. Instead, we use 
implementations of BiCGStab and Gaussian elimination in 
the MapReduce framework.  We describe these 
implementations briefly, in Sections IV and V. Finally, in 
Section VI, we present our results on topic labeling of web 
domains, using a graph based on shared keywords between 
pages across the domains.  We start the paper with a recap of 
the original Adsorption application and mathematical 
description, in Section II. 

II. ADSORPTION (WITH INTERLEAVED NORMALIZATION) 
The original formulation of Adsorption [1] can be 

described as an iteration using two systems of equations: 
Xn+1 =σ Xn +βWXnn + γL δ1!

"
#
$
                (1)  

Xn+1{ }i* = Xn+1{ }i* Xn+1{ }i* 1
  (2)  

where double underlining indicates a matrix of values, a 
single underline is a vector, not-underlined values are 
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scalars, and the tilde indicates a not-normalized set of values.  
The matrix W  holds the connection weights with row i   
giving the incoming connections into the i’th node.  This 
matrix often is symmetric, to start with, but this property is 
not required and will be given up later to allow for pre-
normalization.  The matrix L  holds the weights of the 
injection label information. These are often noisy or 
incomplete label sets based on some prior information, with 
the graph propagation as a way to improve and expand these 
label sets.  In , each label is associated with a column and 
the weights for the injection labels for the i’th node of the 
graph in the i’th row of the matrix.  In addition to the true 
labels, in L , Baluja et al. [1] add an abandonment label, 
represented in (1) by the appended column δ1 .  The scalar 
δ  can be thought of in many different ways: as the loss in 
certainty about any of the labels that are propagated for one 
hop in the graph; as the number of random walks through the 
graph that end with “abandonment”, giving no final label set; 
as the regularization margin in the system of equations.  The 
other scalars (𝜎, 𝛽, and 𝛾) allow graph-wide balancing of the 
previous (same-node) labels, of the propagated neighbors’ 
labels, and of the injection labels. Finally, the matrix Xnn  is 
the label distribution estimate, with the i’th row containing 
the estimated labels for the i’th node, including as the last 
column the abandonment label.  In this context, the node’s 
abandonment weight provides a measure, at that node, of the 
label uncertainty. 

Equation (1) creates a new un-normalized estimate of the 
steady-state label distribution across all the nodes using a 
weighted combination of the previous normalized estimate 
for the distribution ( Xnn ), of a graph-weighted propagated 
version of that same distribution (WXnn ), of injection labels  
( L ), and of the abandonment label ( δ ).  Equation (2) 
provides a normalized estimate of the label distribution, by 
dividing each row of the estimate from (1) by the L1 norm of 
the full label set, including the abandonment label. 

Iterating over (1) and (2) together is guaranteed to 
converge to a stable steady-state solution, as long as δ  is 
greater than 0.  Baluja et al. [1] used this algorithm to 
successfully provide video recommendations that, using a 
top-pick-accuracy measure, outperformed alternative 
approaches.  Our goal is to provide a formulation for the 
same Adsorption algorithm that does not require per-
propagation-step normalization, allowing us to use label 
slicing and standard linear-algebra tools. 

III. PRE-NORMALIZED ADSORPTION 
We achieve our goal of pre-normalized Adsorption by 

first assuming that all associations in our graph and in our 
label injection are non-negative.  Specifically:

 sign Xn{ }ij( ) ≥ 0 , sign W{ }ij( ) ≥ 0 , and sign L{ }ij( ) ≥ 0 . 
This non-negative assumption works well with the 

partial-information applications that are the most common 
ones in large-graph labeling formulations: for example, in 
video recommendation, we can say that two videos are often 
watched together, within a single viewing session, but it is 

much more difficult to say that two videos are negatively 
associated (that watching one means you are significantly 
less likely to watch the other), since we seldom have enough 
training data to make such an assertion with any confidence. 

For those applications where we do have confidence in 
negative label-to-node associations (negative values in L ), 
we can handle these by introducing a negated label column 
and using positive associations with the negated label where 
we would have otherwise used negative associations with the 
positive label.  Handling negative node-to-node connections 
(negative values in W ) is also possible but we omit it here, 
since it is an uncommon use case (and is much more 
complicated). 

Assuming we have non-negative values in our 
component matrices, we can consider the denominator of (2) 
in more detail: 
Xn+1{ }i* 1

= σ I +βW( )Xn + γL δ1!
"

#
${ }

i* 1

         (3) 

= σ I +βW{ }ik X n{ }kj
k
∑
"

#
$

%

&
'

j
∑ + γL δ1(

)
*
+{ }

ijj
∑        (4) 

= σ I +βW{ }ik X n{ }kj
j
∑

k
∑ +γ L{ }ij

j
∑ +δ          (5) 

= σ I +βW{ }ik
k
∑ +γ L{ }i* 1

+δ            (6) 

=σ +β W{ }i* 1
+γ L{ }i* 1

+δ            (7) 

Equation (3) simply provides the expansion of the L1 row 
norm using the propagation (1).  Equation (4) makes use of 
the non-negativity conditions that we are requiring, in order 
to remove the absolute values implied by the L1 norm and 
expands the norm summation, as well as the summation 
implicit in the WXnn  matrix multiply.  Equation (5) swaps 
the order of summation, allowing us to make use of the unit 
L1 row norm for Xnn  in (6).  Simplifying the summations and 
noting the use of the row-norm definitions for L  and W  
finally results in (7). 

The useful property of (7) is that Xn+1{ }i* 1
 depends only 

the initial combination weights and the row norms of L  and 
W .  We can use this property to pre-normalize by first 
defining 

 
λi =σ +β W{ }i* 1

+γ L{ }i* 1
+δ         (8)

 
σ̂ i =σ λi σ̂ = diag(σ̂ i )                 (9) 

β̂i = β W{ }i* 1
λi β̂ = diag(β̂i )              (10)

 
γ̂ i = γ L{ }i* 1

λi γ̂ = diag(γ̂ i )              (11)
 

δ̂i = δ λi δ̂ = vec(δ̂i )               (12)  
and then using these new quantities in a pre-normalized 
Adsorption algorithm. 

 

Xn+1 = σ̂ Xn + β̂WXnn + γ̂ L δ̂
!
"#

$
%&

     (13)  

L
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Note that direct use of (13) is exactly the power-iteration 
approach to finding the solution (used in [1]) and will give 
the same solutions at every iteration as the combination of 
(1) and (2): the pre-normalization has the exact same effect, 
even though it is only done once, as the interleaved 
normalizations.  Equation (13), therefore, also is guaranteed 
to converge to a stable solution, just as the original 
Adsorption algorithm is guaranteed. The advantage is that 
we do not need to normalize at each step and, as a result, we 
can compute an incomplete set of labels, while still deriving 
the benefits of the full label set to limit belief within the set 
of labels that are interested in.  This slicing directly reduces 
the computational costs by the same percentage as the 
percentage of dropped labels. Furthermore, with the use of 
(13) as the system of equations for which we want a solution, 
we can use standard linear-algebra tools, like BiCGStab (for 
faster convergence) and Gaussian elimination (for shrinking 
our graph matrix).  We discuss these algorithms and their 
large-graph implementations next. 

 

IV. MAP-REDUCE FORMULATION OF STABILIZED BI-
CONJUGATE GRADIENT DESCENT (BICGSTAB) 

In [1], Baluja et al. implicitly use power iteration to solve 
their system of constraints.  For symmetric systems of 
constraints, gradient-descent methods can find solutions in 
fewer iterations, for any given level of accuracy (as 
measured by the average residual error).  However, due to 
the pre-normalization of Adsorption, we no longer have a 
symmetric matrix, and must move to bi-conjugate gradient 
approaches. Since the most direct generalization (biconjugate 
gradient descent) is not numerically stable, we focus on 
stabilized biconjugate gradient descent [7], which has been 
shown to converge more uniformly than power iteration, 
without the numerical issues (not-stablized) bi-conjugate 
gradient descent.  We ran several simulations using power 
iteration and BiCGStab, based on random graph matrices 
with the same level of regularization as we expect to see 
through the abandonment variable in our true graphs.  In 
these tests, when the graph matrix and the beginning label 
estimates were non-sparse, on average, BiCGStab converged 
to the correct solution 12 times faster than the power-
iteration method (e.g., BiCGStab would converge in two 
iterations, requiring only 5 graph-matrix multiplies, while 
power iteration would require 60 iterations, needing 60 
graph-matrix multiplies to converge to the same level of 
accuracy). 

When the graph matrix and the beginning label estimates 
were sparse, there were similar differences in the rate of 
convergence, away from the “wavefront boundary”.  We use 
the term wavefront to emphasize that (for both power 
iteration and BiCGStab), updates are done in such a way that 
non-zero values propagate through the graph according to 
the neighborhood connections.  When the labels are sparsely 
injected, non-zero values move in a “wave”, outward from 
non-zero areas into areas that were zero (due to sparseness). 
Both power iteration and BiCGStab rely on the graph matrix 
to determine the label-estimate update, so both have their 
non-zero wavefronts progress in the same way. 

Due to the size of the graph over which we will be 
operating, we implemented BiCGStab using three 
MapReduce [8] stages per iteration.  Using the notation from 
the Wikipedia article on BiCGStab [9], we have a distinct set 
of vectors for each of the labels on which we want to 
estimate the final distribution.   We arrive at the BiCGStab 
components A  and b  (at least conceptually) by separating 
γ̂ L  into columns corresponding tob , by separating Xn  into 
columns corresponding to xn  and by using 

A = I − σ̂ − β̂W             (14) 

We select an initial shadow direction r̂ 0  for each column 
aligned with its first-pass residual vector, r0 . Note that 
computing the first-pass residual vector takes one 
MapReduce to compute r0 = b− Ax0 .  (For our applications, 
b itself is often a good initial estimate for x .)   It is this 
separate estimation of each column (where each column 
corresponds to a single label) that makes label slicing so 
simple and powerful in combination with BiCGStab. 

Unlike [9], we mark all our auxiliary variables with the 
iteration on which they were computed, since this makes our 
Reduce processing more uniform and reliable: therefore, we 
use αn , sn

 
and tn  here (instead of their un-versioned form 

from [9]). To allow the remaining framework to operate 
smoothly, starting from the initialization (the 0’th pass), we 
also use the settings for our auxiliary variables that are 
suggested in [9], namely: ρ0 =α =ω0 =1  and ν 0 = p0 = 0 . 

For all iterations after this initialization, there are 3 
MapReduce stages: (A) updating the search direction and its 
projection through A ; (B) updating the shadow direction and 
its projection through A ; and (C) combining the computed 
components to give a new state estimate and residual. 

For all three MapReduce stages, the reduce processing is 
the same: from the set of inputs computed in the Map stage, 
as well as the inputs passed directly through to the Reducer 
from previous stages or iterations, keep and combine the 
results for each variable (auxiliary variables, residual, and 
state estimate) that is marked with the highest iteration 
number observed for that variable, and throw away earlier 
versions. 

A. Updating the search direction and its projection 
1) Map (shared) context: 

a. From initial selection: 0r̂  
b. From previous iteration: 

 ρn−1 , αn−1
, ωi−1

, rn−1 , ν n−1 , p
n−1

  
c. From pre-map computation: 

ρn = r̂ 0, rn−1  
p
n
= rn−1 + ρn

ρn−1( ) αn−1
ωn−1( ) pn−1 −ωn−1ηn−1( )

 2) Map computation: 
For each row in A , compute η

n{ }i = A{ }i* pn
 B. Updating the shadow direction and its projection 

1) Map (shared) context: 
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a. From initial selection: 0r̂  
b. From previous iteration: rn−1  
c. From previous stage of current iteration: 

 ρn , η
n

 
d. From pre-map computation: 

αn = ρn r̂ 0,ηn  
sn = rn−1 −αnηn

 2) Map computation: 
For each row in A , compute tn{ }i = A{ }i* sn

 C. Combining components for residual and state estimates 
1) Map (shared) context: 

a. From previous iteration: xn−1  
b. From previous stages of current iteration: 

αn
, sn , tn , p

n  
2) Map computation: For each label, compute 

ωn = sn, tn tn, tn  
xn = xn−1 +αn pn +ωn sn  
rn = sn −ωntn  

V. MAPREDUCE FORMULATION OF GAUSSIAN 
ELIMINATION 

Label slicing allows us to compute our distributions on 
the subset of labels that are of most interest, while still 
benefiting from the constraints effectively imposed by the 
full label set.  In a similar way, Gaussian elimination allows 
us to compute our distribution on a subset of nodes 
(domains), while still benefiting from the indirect 
interconnections that are formed through the nodes that we 
do not want to explicitly include in our calculation.  The 
computational savings provided by Gaussian elimination is 
linear with the percentage reduction in the number of graph 
connections.  In addition, Gaussian elimination can speed up 
convergence, by effectively increasing the wavefront-
propagation speed through those parts of the graph that were 
originally connected via the eliminated nodes. 

Gaussian elimination is much simpler to implement in 
the MapReduce framework than BiCGStab, requiring only a 
single stage and capable of handling elimination of multiple 
nodes per run.  The Reduce processing in the MapReduce is 
a straight pass-through of the outputs from the map stage.   

To make the description more concise, define 

Akeep = A{ }i* Lγ
keep

= γ̂ L{ }
i*

i ∈ nodes
to be kept

"
#
$

%$

&
'
$

($  

Aremove = A{ } j* Lγ
remove

= γ̂ L{ }
j*

j ∈ nodes to be
eliminated

"
#
$

%$

&
'
$

($
 

 
Using this notation, the map processing is 

1) Map (shared) context: 
From stored representation: 

 Aremove
, Lγ

remove
 

2) Map computation: For each row, i, in Akeep
 and Lγ

keep
 

a) Initialize 
Akeep = Akeep, Aremove = Aremove  
Lγ

keep
= Lγ

keep
, Lγ

remove
= Lγ

remove

 

b) Compute the pivot strength, π ij , for each 
j ∈ nodes to be eliminated{ } : 

π ij = Akeep{ }
ij

Aremove{ }
jj  

and select the elimination node, j , with the smallest 
amplitude π ij   

c) Eliminate all non-zero entries in the j ’th column in 

Akeep{ }
i*

 and  Aremove
, with matched operations on Lγ

keep{ }
i*

 

and Lγ
remove

: 

Akeep{ }
ik
← Akeep{ }

ik
−π ij

Aremove{ } jk  

Lγ
keep{ }

ik

← Lγ
keep{ }

ik

−π ij
Lγ

remove
{ }

jk
 

Aremove{ }
nk
← Aremove{ }

nk
− π nj

Aremove{ } jk ∀n ≠ j  

Lγ
remove

{ }
nk
← Lγ

remove
{ }

nk
− π nj

Lγ
remove

{ }
jk

∀n ≠ j  

with π nj = Aremove{ }
nj

Aremove{ }
jj  

d) Remove row j  from Aremove
, Lγ

remove

 

e) Repeat (b), (c), and (d), until there are no more rows 
(nodes) to be removed. 

f) Output Akeep{ }
i*

 and Lγ
keep{ }

i*

 

 

VI. LARGE-SCALE DOMAIN-LEVEL TOPIC LABELING 
Baluja et al. [1] already showed the usefulness of the 

Adsorption approach in video recommendations.  The pre-
normalized Adsorption algorithm provides identical results 
at a fraction of the computational cost using the new 
formulation with label slicing, Gaussian elimination, and 
BiCGStab. The final computational cost is reduced by the 
product of the savings of all three approaches (label slicing, 
BiCGStab and Gaussian elimination). 

For this paper, we explored using pre-normalized 
Adsorption for topic labeling on web domains, for search 
and advertising.  Many page urls, and even whole domains, 
are poorly classified by standard topic-analysis approaches, 
due to having little in the way of machine-understandable 
content to classify.  A standard example of this problem are 
domains that primarily host images or video – while the page 
url can be examined for clues to the topic, as well as the 
linked-to urls, the results are impoverished and noisy.  If we 
can improve the topic labeling, we could more accurately 
index these pages for search and for content-matched 
advertisement. 
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• Clothing 
o Women’s, Men’s, Children’s 
o Athletic, Casual, Formal, Outerwear, Sleepwear 
o Shoes, Boots 

• Accessories 
o Jewelry, Watches, Purses 

• Toys 
o Building Toys, Dolls, Stuffed Animals, Ride-on Toys 

• Gifts 
o Flowers, Cards, Party Items, Holiday Items 

• Discounts 
o Coupons, Loyalty Cards 

 
Figure 1:  Examples from selected 71 commercial topics. 

 
Figure 2: Cumulative residual distribution (by iteration). 

 

Specifically, we created a graph with domains as nodes 
and a measure of shared searches for cross-domain pairs of 
urls as weighted connections between nodes. Our measure 
looked at, for each search term, the click rates for each url 
served in the results and set the strength of the url-url-term 
triple to the lower of the click rates between the paired urls.  
The connection weight between pairs of urls is the sum over 
all triples that terminate at those two urls.  To aggregate from 
url-pair connections, up to domain-pair connections, we sum 
across those url-pair connections where the first of the pair of 
urls is from the first domain and the second is from the 
second domain. Similarly, our injection labeling is based on 
combining topic analysis of the urls within the domain, 
dropping those topics that were based on keywords that 
showed too much within-domain variance in their strength.  
We aggregate the link and topic-label strength up to the 
domain level to improve coverage and reliability of our 
graph connections. Even with this aggregation of urls to 
domain-level nodes and filtering of keyword labels to 
within-domain-stable sets, our initial data provides a graph 
of about 13 million domains (nodes), with about 4 billion 
node-to-node connections based on analysis of more than 
253 million search terms.  Our topic analysis provides more 
than 4,500 general topics, using traditional text-based 
classification. 

From this set of 4,500 topics, we focused on 71 
commercial topics (see Fig. 1 for examples).  The 
computational savings (over the original Adsorption 
approach) for the label slicing alone was a factor of 63 times.  
We do not include this savings in the remainder of this 
discussion, since it is available to both power iteration and 
BiCGstab, as long as we are using the pre-normalized 
Adsorption formulation.  That said, it is the most significant 
source of computational savings, compared to the original 
work [1]. 

We ran this set of 71 labels through two iterations of 
BiCGStab (5 graph-matrix multiplies) and through 70 
iterations of the power method, both starting from the same 
initial estimate.  Fig. 2 shows the size of the per-node 
residual for BiCGStab on these labels (using an L1 norm).  
As with our small-scale simulations, at the end of our second 
iteration, the not-insignificant residuals occurred at the 3% of 
the nodes that were at the “wavefront boundary” of one or 
more of the topic labels.  This level of convergence, with just 
5 matrix multiplies, is not seen in the power-iteration 

solution until the 62th iteration (an additional savings of 
nearly 12.5 times). 

Since the goal of our label propagation is to increase the 
richness and extent of the topic labeling on poorly labeled (or 
unlabeled) domains without over-extending into domains 
that are not related to our commercial subset, it is helpful to 
look at the statistics summarized in Fig. 3 through 5. 

Fig. 3 gives a measure of the richness of our labels on 
commercial domains and how that richness increases as a 
function of iteration.  The plot shows the percentages of 
domains by how many commercial-topic labels are seen on 
that domain. If a domain is commercial, the more 
commercial labels that are associated with the domain, the 
richer the topic description.  As shown by the plots, our 
injection labels (those given by topic analysis) within each 
domain provides sparse topic labels, with the largest 
percentage of commercial domains having only one label.  

 
Figure 3: Node-level coherence of commercial labels. 
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Since our 71 commercial topics are actually a hierarchical 
set, this sparseness is unlikely to be correct for most 
domains.  By the end of the second iteration, the mode of 
that distribution has moved to around 30 topic labels per 
commercial domain. 

Also, the legend in Fig. 3 gives us the information 
needed to check that we are not just expanding the support of 
our commercial-topic labels indiscriminately across the full 
domain graph.  The first iteration extends the support of the 
commercial labels by a third, from just under 9% of all 
domains to just under 12%, suggesting the addition of a 
subset of the unlabeled domains within the graph.  After the 
first iteration, the support of the commercial-label set is 
effectively unchanged.  This can be traced back to the effect 
of pre-normalizing on the full set of topic labels.  Even 
though the non-commercial topics are not being explicitly 
computed in our iterations, they still have an effect, keeping 
the commercial labels from spreading onto distant (in the 
graph-connection sense) domains, as they otherwise would 
as the commercial wavefront progressed.  This highlights 
both one of the main advantages of the original Adsorption 
as well as the most compelling advantage of the pre-
normalized Adsorption.  With the original Adsorption, each 
node has a limited capacity for supporting labels, thereby 
limiting propagation – but enforcing that limited capacity 
forced computation of all label distributions, not just the 
labels of interest.  With pre-normalized Adsorption, there is 
still the per-node limited capacity for supporting labels, but 
we achieve that capacity limit by pre-normalizing, freeing us 
to compute only at that subset of labels that we are interested 
in, without having those labels spread unchecked. 

Up to now, our analysis of our results has focused on the 
richness and extent of our commercial labels but not on the 
likely quality of the mix of labels that we are introducing 
onto commercial nodes.  Since our topics are structured into 
a hierarchical framework, intuitively what we would like is 
to have each commercial site labeled mostly by closely 
related subsets of the available topics.  We can use dendrite 
distances between the labels to capture this sense of 
closeness among the sets of labels associated with each 
domain node.  As with standard dendrite measures, for each 
pair of labels on a domain, we count the number of 
hierarchical topic links that we have to go across in order to 
travel from one topic label to the other.  We lengthen that 
distance by one for each generation that both labels have to 
travel back through, in order to penalize siblings more than 
grandparent-grandchild relations.  As an example, if we need 
to calculate the distance between women’s jewelry and 
men’s clothing and we have the two tree branches “Jewelry -
> Women’s Accessories -> Apparel” and “Men’s Clothing -
> Apparel”, our dendrite distance measure would be 4: two 
(for “Women’s Jewelry” to “Apparel”) plus one (for “Men’s 
Clothing” to “Apparel”) plus one (for the one generation 
removal from direct descendent connection). 

As a way to evaluate our label distributions on domains 
with 2 to 6 labels, we computed all pairwise dendrite 
distances within each domain and averaged them (again, on 
a per-domain basis).  Due to the use of the topic hierarchy in 
our dendrite-distance measure, smaller distances amongst the 

labels on a single domain correspond to more believable 
topic mixes.  Fig. 4 shows our results, as function of 
iteration.  When the initial topic labeling provides more than 
one label, it includes many dissimilar labels, with the mode 
of the dendrite average distance being up between 6 and 7.  
Our propagation reduces that average distance, filling in 
parent and children nodes, to give a mode that is just above 
one.  While parents could always be filled in by knowing the 
hierarchical structure of our topic labels, the propagation 
graph is doing this without that knowledge – it is finding 
these associations purely through propagation of neighbor 
labels.  (Furthermore, we could not use the tree-structure 
meta-information to fill in the correct children labels – if we 
blindly used the tree structure, we would get numerous 
nearby but irrelevant labels.)  For this set of nodes, we are 
enriching the topic description without introducing unrelated 
labels.  This measure of quality is a stringent one, since at no 
point do we use the dendrite structure to limit our 
propagation.  

Fig. 5 shows a similar measure, for domains with more 
than 6 labels, again averaging the dendrite distances within 
each node. We did this separation between Fig. 4, for 
domains with 2-6 commercial labels, and Fig. 5, for domains 
with more than 6 commercial labels, since the dendrite 
distances across larger sets of labels, taken from the same 
hierarchy will have a larger minimum-average distance than 
will smaller sets of labels.  For small sets, you can often find 
2-6 labels, with all parent-child or sibling relationships with 
one another but, for large sets of labels, this is not possible 
and first and second cousin relationships become a major 
part of even the most compact set of labels.  Same as with 
Fig. 4, Fig. 5 shows that the average dendrite distance 
decreases with each iteration, even on nodes with more than 
6 labels.  Since closely related sets of topic labels are more 
likely to be a full and accurate description of the domain 
topic, our topic labeling seems to be improved by our graph 

 
Figure 4: Dendrite topic-label distance on domains with 2-6 labels     

(by iteration). 
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propagation work. 
All of the measurements conducted on the propagation of 

web labels on this large set of domains indicate an 
improvement in search indexing and content-matched 
advertising.  In the future, we will expand these experiments 
in two directions.  First, we will run live trials, with full user-
facing experiments, to determine the quality improvement in 
the user experience.  Second, we will increase our graph size 
and specificity by including individual urls, for those sites 
that have enough textual information to support that level of 
analysis.   

VII. CONCLUSIONS 
This paper improves the computational efficiency of 

Adsorption, a graph-based labeling approach that has already 
been shown to be highly effective. We do so by replacing 
propagation-interleaved normalization with pre-
normalization, without changing the results provided by 
Adsorption.  Specifically, if the power-method approach to 
finding a solution is used, as it was with Adsorption, the 
answers at every iteration will be exactly the same using 
either the original or the pre-normalized Adsorption.  The 
advantage of the pre-normalized Adsorption is 
computational efficiency in determining the label 
distribution.  With the pre-normalized version, we can use 
label slicing, to compute only those labels that are of direct 

interest, without losing the beneficial belief-limiting 
characteristics of the full label set.  Label slicing reduces the 
computational cost linearly with the percentage of dropped 
labels. Similarly, we can use Gaussian elimination, to 
compute the labels only on those nodes that are of direct 
interest, without losing the effects of the connections that 
occur indirectly through currently not-of-interest nodes.  
Finally, we can speed up convergence to the steady-state 
solution by a factor of 12 (in numbers of graph matrix 
multiples), by using stabilized biconjugate gradient descent, 
instead of power iteration.  We also applied pre-normalized 
Adsorption to a new, large-scale application area, topic 
labeling on web domains, with promising results. 
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Abstract—Concept-based video retrieval retrieves shots rel-
evant to a query based on detection results of concepts,
such as Person, Building and Car. However, concept detection
is ‘uncertain’ because even state-of-the-art methods cannot
accurately detect various concepts. Thus, we introduce a video
retrieval method, which models the uncertainty in the detection
of each concept using ‘plausibilities’. A plausibility represents
an upper bound of probability that the concept is present
(or absent) in a shot. Using such plausibilties, false positive
and false negative detections of the concept can be effectively
managed. We derive plausibilities by estimating the density
ratio between shots annotated with the concept’s presence and
absence. However, annotating randomly sampled shots does not
lead appropriate plausibilities due to the ‘imbalanced problem’.
This means that the number of shots where the concept is
present is generally much smaller than the number of shots
where it is absent. To overcome this, a selective sampling
method is developed to preferentially sample unannotated
shots, which are similar to shots already annotated with the
concept’s presence. Experimental results on TRECVID 2009
video data validates the effectiveness of derived plausibilities.

Keywords-Video retrieval; Uncertainty in concept detection;
Dempster-Shafer theory; Imbalanced problem; Density ratio;

I. INTRODUCTION

Concept-based video retrieval is an approach which re-
trieves shots relevant to a query based on detection results of
concepts, such as Person, Car and Building. Fig. 1 illustrates
an overview of concept-based video retrieval. First of all, a
concept detector is built to detect a concept’s presence in
shots. Using such detectors, a shot is represented as a multi-
dimensional vector consisting of concept detection scores,
as shown in Fig. 1 (b). Each detection score represents
the probability of a concept’s presence. Based on this shot
representation, given example shots for a query, a retrieval
model is constructed to discriminate between relevant and
irrelevant shots to the query. In other words, detection scores
for multiple concepts are fused into a single relevance score,
which indicates the relevance of a shot to the query. Since the
detector of a concept is built using a large amount of training
shots, the concept can be robustly detected irrespective
of its size, position and direction on the screen. Using
concept detection scores as ‘intermediate’ features, concept-
based video retrieval can achieve state-of-the-art retrieval

Query: Tall buildings are shown
(Example shots) (Retrieved shots)

Video
archive

a) Retrieval model

{ 0.1,     0.8,     0.6,  .... } 

Person CarBuilding
b) Shot representation

Figure 1. An overview of concept-based video retrieval.

performance [1], [2], [3].
However, even using most effective detectors, it is difficult

to accurately detect any kind of concept. For example,
TRECVID is an annual competition where concept detectors
developed all over the world are benchmarked using large-
scale video data [1]. At TRECVID 2012, the top-ranked
detectors achieved high performances for concepts such as
Male Person and Walking Running (with average precisions
greater than 0.7). On the other hand, the detection of
concepts like Bicycling and Sitting down was difficult (with
average precisions less than 0.1). Thus, relying on such
uncertain concept detection significantly degrades retrieval
performance.

We have been exploring a method which manages un-
certainties in concept detection based on Dempster–Shafer
Theory (DST) [4]. DST is a generalization of Bayesian
theory, where a probability is not assigned to a variable, but
instead to a subset of variables [5]. Specifically, we consider
two singletons {P} and {A}, which represent the presence
and absence of a concept in a shot, respectively. In addition,
{P,A} represents the uncertainty of whether the concept is
present or not. For the above three subsets, a mass function
m defines masses m({P}), m({A}) and m({P,A}). Here,
m({P}) and m({A}) denote the probability that the concept
is certainly present in a shot, and the probability that it is
certainly absent, respectively, while m({P,A}) denotes the
probability that the concept is possibly present in the shot.
Using these masses, DST can represent uncertainties much
more effective than Bayesian theory, where the only way to
represent an uncertainty is to assign the probability 0.5 to
both variables P and A.
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One big difficulty of DST is how to define a mass
function. In our case, deriving the mass m({P,A}) is sub-
stantially infeasible because it is very subjective to annotate
shots with {P,A} (i.e., a concept’s presence is uncertain).
Thus, we avoid the mass function derivation by deforming
the construction of a retrieval model based on the set-
theoretic operation [6]. The retrieval model is constructed
based on a plausibility functions pl, which is defined by
combinations of masses: pl({P}) = m({P}) +m({P,A})
and pl({A}) = m({A}) + m({P,A}). The plausibility of
a concept’s presence pl({P}) and the one of its absence
pl({A}) represent upper bound probabilities that it is present
and absent in a shot, respectively. Thus, pl({P}) is useful
for recovering false negative detection of a concept, while
pl({A}) is useful for alleviating false positive detection.

We mainly address how to derive a plausibility func-
tion for each concept. Here, plausibilities of the concept’s
presence and absence of a shot are obtained based on the
detection score of this shot. In our previous work [4], a
plausibility function is derived by simple line approximation.
However, plausibilities cannot be accurately characterized by
lines. Thus, we develop a method which derives a plausi-
bility function by estimating the density ratio [7] between
shots annotated with a concept’s presence and absence on
the axis of detection scores. Intuitively, a large plausibility of
the concept’s presence (absence) should be associated with a
detection score, around which the number of shots annotated
with its presence (absence) is much larger than that of shots
annotated with its absence (presence). Also, plausibilities of
the concept’s presence and absence should be similar at a
detection score, around which numbers of shots annotated
with its presence and absence are similar.

However, density estimation involves the imbalanced
problem [8], meaning that the number of shots where a
concept is present is generally much smaller than the number
of shots where it is absent. Thus, when annotating randomly
selected shots, almost all of them are annotated with the
concept’s absence, and their detection scores are nearly
0. As a result, an estimated density ratio is much biased
towards the detection score 0. To balance numbers of shots
annotated with the concept’s presence and absence over
detection scores, a selective sampling method is developed
to preferentially select unannotated shots, which are similar
to shots already annotated with the concept’s presence.

This paper is organized as follows: The next section
compares our method to existing ones, in terms of mass and
plausibility derivaion, and management in data uncertainty.
Section 3 presents our video retrieval method, consisting
of retrieval model construction based on DST, plausibility
function derivation based on density estimation, and selec-
tive sampling. Experimental results in section 4 shows the
effectiveness of plausibility functions derived by our method.
Section 5 conludes this paper.

II. RELATED WORK

Although several methods for deriving mass and plausi-
bility functions have been proposed, most of them assume
special kinds of data like multivariate (transactional) data
[9] and data with nested structures [10], or assume an
underlying data distribution like Gaussian distribution [11].
Compared to this, we target multi-dimensional categorical
data where each dimension represents a concept’s presence
(P ) or absence (A), and does not have any prior knowledge
about the data distribution. Hence, we derive plausibility
functions in a ‘data-driven’ approach, where detection scores
of shots for the concept are used as source data, and a part of
these shots are manually annotated to indicate its presence
or absence. In addition, none of existing methods consider
the imbalanced problem.

Although an uncertainty in data is addressed in fields of
data mining and machine learning, it is defined as a variance
of observed values [12]. Compared to this, we define an
uncertainty as the inaccuracy of determining the class label
of a shot (i.e., a concept’s presence or absence). Thus, most
of data mining and machine learning methods for uncertain
data like [12], cannot be used to deal with uncertainties in
this paper.

In concept-based video retrieval, many researchers have
explored how to use concept detection scores to achieve
accurate retrieval. For example, weighted linear combination
is used in [2], [3], where the relevance score of a shot is com-
puted as the sum of weighted detection scores for multiple
concepts. Popular weighting methods use the lexical similar-
ity between query terms and a concept, their co-occurrence,
and detection scores of the concept in example shots. In
[2], a discriminative classifier (e.g., SVM) is built based
on the shot representation with concept detection scores.
Furthermore, in [13], shots are retrieved based on their
similarity to example shots in terms of concept detection
scores. To the best of our knowledge, except for our previous
work [4], no existing works explicitly address uncertainties
in concept detection.

Some researchers addressed uncertainties in combining
concept detection results on different features (or modalities)
[14], [15]. Such an uncertainty arises when conducting con-
cept detection only using a single feature. In [14], concept
detection results on different features are combined based
on Portfolio theory, so that for each feature, the expected
detection accuracy is maximized and the uncertainty is
minimized. Note that this uncertainty is defined as the
variance of the detection accuracy on the feature. Compared
to this, an uncertainty in this paper means the inaccuracy of
detecting a concept’s presence or absence. Also, although
DST is used in [15], mass function are hand-crafted, so
their appropriateness for representing uncertainties is not
guaranteed. In this paper, a plausibility function is derived by
estimating the density ratio between shots annotated with a
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concept’s presence and absence. This statistically represents
the uncertainty of the concept’s presence or absence.

III. VIDEO RETRIEVAL BY MODELING UNCERTAINTIES
IN CONCEPT DETECTION

This section describes our video retrieval method based on
DST. First of all, detectors of various concepts are assumed
to be already built using a large amount of shots annotated
with various concepts’ presence and absence. Under this
condition, in order to derive a plausibility function for each
concept, an additional set of annotated shots are created. In
particular, considering the imbalanced problem, our selective
sampling method is used to preferentially sample unanno-
tated shots, which are similar to shots already annotated
with the concept’s presence. Then, a plausibility function is
derived by estimating the density ratio between shots anno-
tated with the concept’s presence and absence. Finally, given
example shots for a query, a retrieval model is constructed
by incorporating plausibility functions of different concepts
into maximum likelihood estimation.

Below, we first present our video retrieval model where
a mass function is transformed into a plausibility function
based on DST’s set-theoretic operation. Then, our plausibil-
ity function derivation and selective sampling methods are
described sequentially.

A. Video Retrieval Model based on DST

Our video retrieval model is constructed in the framework
of Expectation-Maximization (EM) algorithm [6]. Let xi =
(x1

i , · · · , xM
i ) be the ‘complete’ vector representation of the

i-th example shot (1 ≤ i ≤ N ). Here, the j-th dimension xj
i

(1 ≤ j ≤ M ) represents the presence or absence of the j-th
concept with no uncertainty (i.e., xj

i ∈ {P,A}). Assume that
xj
i follows a probability distribution with the parameter θj ,

that is, p(xj
i = P ; θj) and p(xj

i = A; θj). However, since
the detection of the j-th concept is uncertain, p(xj

i = P ; θj)
and p(xj

i = A; θj) incur uncertainties, which are modeled
by a mass function mj . To implement this, based on [6],
the following likelihood function L(θ;m) is used where
each example shot and each dimension are assumed to be
independent:

L(θ;m) =

N∏
i=1

M∏
j=1

 ∑
S⊆{P,A}

mj(S)
∑
xj
i∈S

p(xj
i ; θ

j)

 (1)

where θ = {θ1, · · · , θM} is a set of parameters for
probability distributions for M dimensions (concepts), and
m = {m1, · · · ,mM} is a set of mass functions for M
concepts. In addition, S is any subset of {P,A}, that is, {P},
{A} or {P,A}. Equation (1) means that p(xj

i = P ; θj) for
the complete j-th concept’s presence is weighted by masses,
which are associated with subsets including P . Similarly,
p(xj

i = A; θj) is weighted by masses, associated with
subsets including A. Based on this inclusive relation, the

term surrounded by big parenthesis in equation (1) can be
expanded and deformed as follows:

mj({P})p(xj
i = P ; θj) +m({A})p(xj

i = A; θj)

+m({P,A})
(
p(xj

i = P ; θj) + p(xj
i = A; θj)

)
= p(xj

i = P ; θj)
(
mj({P}) +m({P,A})

)
+p(xj

i = A; θj)
(
mj({A}) +m({P,A})

)
= p(xj

i = P ; θj)plj({P}) + p(xj
i = A; θj)plj({A})

=
∑

x
j
i∈{P,A}

p(xj
i ; θ

j)plj(xj
i ) (2)

Therefore, the estimation of θj does not require the mass
function mj , but requires the plausibility function plj . We
rewrite L(θ;m) as L(θ; pl) where pl = {pl1, · · · , plM} is
a set of plausibility functions for M concepts. Estimating
θ, which maximizes L(θ; pl) is equivalent to maximizing
the agreement between the probabilistic model p(xj

i ; θ
j) and

uncertain concept detection plj(xj
i ).

In our implementation, p(xj
i ; θ

j) is modeled as a simple
discrete probability distribution with two parameters, each
of which represents the probability that the j-th concept is
present or absent. That is, θj = {αjP , αjA}. Considering
equation (1) and (2), L(θ; pl) is written as follows:

L(θ; pl) =
N∏
i=1

M∏
j=1

(αjP plj(xj
i=P )+αjAplj(xj

i=A)) (3)

Please refer to [4], [6] for the detailed computation process
of the estimation of θ. Finally, after θ is obtained using
example shots for a query, the relevance score of a test shot
x′ is computed as follows:

rel(x′) =
M∏
j=1

(
αjP plj(x′j = P ) + αjAplj(x′j = A)

)
, (4)

where rel(x′) represents the agreement between plausi-
bilities of each concept’s presence and absence in x′

and the probabilistic distribution parameterized by θj =
{αjP , αjA}. The set of 1, 000 test shots with the largest
rel(x′) is returned as a retrieval result.

B. Plausibility Function Derivation by Density Estimation

For a shot xi, we compute plausibilities of the j-th con-
cept’s presence and absence, plj(xj

i = P ) and plj(xj
i = A),

based on the detection score of xi, s
j
i . These plausibilities

are defined by the density ratio between two probability
distributions, ppr(s

j
i ) and pab(s

j
i ). The former represents the

probability of the j-th concept’s presence at the detection
score sji , while the latter represents the probability of its
absence at sji .

To compute sji , a concept detector is built as follows:
First, each shot is represented using the 1, 000-dimensional
Bag-of-Visual-Words representation, where each dimension
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Figure 2. Plausibility computation using density ratio functions

represents the frequency of a characteristic local shape in
the keyframe of the shot. Using training shots annotated
with the j-th concept’s presence and absence, a Support
Vector Machine (SVM) is built as a concept detector. The
detection score sj is computed as the SVM’s probabilistic
output, which approximates the distance between xi and the
detection boundary using a sigmoid function [16].

Fig. 2 illustrates how to compute plj(xj
i = P ) and

plj(xj
i = A) based on sji . The horizontal axis represents

detection scores where ×s represent detection scores of shots
annotated with the j-th concept’s presence, and +s represent
detection scores of shots annotated with its absence. The ver-
tical axis represents plausibilities defined by the following
density ratio functions:

plj(xj
i = P ) = wj

pr(s
j
i ) = ppr(s

j
i )/pab(s

j
i ) (5)

plj(xj
i = A) = wj

ab(s
j
i ) = pab(s

j
i )/ppr(s

j
i ) (6)

As shown in Fig. 2, plj(xj
i = P ) becomes large as a

detection score where the number of ×s is larger than the
number of +s. On the other hand, plj(xj

i = A) becomes
large as a detection score where the number of +s is larger
than the number of ×s.

To estimate the density ratio functions wj
pr(s

j
i ) and

wj
ab(s

j
i ), we use the method called unconstrained Least-

Squares Importance Fitting (uLSIF) [7]. Using uLSIF,
wj

pr(s
j
i ) is estimated without estimating ppr(s

j
i ) or pab(s

j
i ).

Instead, it is modeled as the following linear combination
of basis functions:

wj
pr(s

j
i ) =

b∑
l=1

αj
lϕl(s

j
i ), (7)

where a weight αj
l for the l-th basis function ϕl(s

j
i ) is

estimated using shots annotated with the j-th concept’s
presence and absence. We define ϕl as a gaussian function.
Please refer to [7] for the estimation of αj

l . Finally, wj
ab(s

j
i )

can be obtained in the same way to wj
pr(s

j
i ).

C. Sampling from imbalanced data

For appropriate density ratio estimation, we need to solve
the imbalanced problem between shots where a concept is
present and shots where it is absent. To this end, we present

Figure 3. k-NN based Selective sampling method for Imbalanced Data

k-NN based Selective sampling method for Imbalanced Data
(kNNSID). Shots selected by kNNSID are annotated by a
user, and used in the density estimation.

Fig. 3 shows a pseudo code of kNNSID, consisting of the
following three steps: The first step at line 2 in Algorithm
1 creates a set of unannotated shots, where only one shot is
retained for a unique detection score. In the second step at
line 7, for each shot, the priority score which represents the
priority of sampling is calculated. The third step at line 10
samples the shot with the highest priority score. As shown in
lines from 4 to 11, the second and third steps are repeated
by re-calculating the priority score of each shot until the
number of sampled shots reaches the specified number.

The second step calculates the priority score of an anno-
tated shot x, p(x), using the following equation:

p(x) =
1

k1

k1∑
i=1

d(x,Xi)−
1

k2

k2∑
j=1

d(x, Yj), (8)

where X = {X1, X2, . . . , Xk1} is a set of already sampled
shots that are similar to x. On the other hand, Y =
{Y1, Y2, . . . , Yk2} is a set of shots that are similar to x
and already annotated with the concept’s presence. The
function d represents the Euclidean distance between two
shots in terms of their detection scores. The first term in
equation (8) computes the average distance between x and
X . This is useful for collecting shots with a diversity of
detection scores. The second term computes the average
distance between x and Y . This gives high priorities to
shots, which are similar to shots already annotated with
the concept’s presence. Hence, by annotating sampled shots,
we can examine inaccuracies of different detection scores,
which are similar to those of shots already annotated with the
concept’s presence. As a result, we can accurately estimate
the density ratio function by alleviating the influence of too
many shots where the concept is absent.
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IV. EXPERIMENTAL RESULTS

This section evaluates our video retrieval method. First
of all, we use 346 concepts defined in Large-Scale Concept
Ontology for Multimedia (LSCOM) [17]. These concepts
are defined based on their ‘utility’ for classifying content
in videos, their ‘coverage’ for responding to a variety
of queries, their ‘feasibility’ for automatic detection, and
the ‘availability’ (or ‘observability’) for a large mount of
training shots. We collect training shots via our online video
annotation game [18], which is being developed in parallel
with this paper. The game aims to efficiently annotate a
large amount of shots with various concepts’ presences and
absences, with the help of numerous online game users.
Specifically, 292, 911 shots in TRECVID 2011 development
videos are targeted by the game, and annotated shots are
used as training shots to build concept detectors.

The following experiment is conducted by applying the
above concept detectors to TRECVID 2009 video data,
consisting of 36, 106 shots in 219 development videos, and
97, 150 shots in 619 test videos. For each concept, a plau-
sibility function is derived by the density ratio estimation
on 1, 000 shots, annotated with the concept’s presence or
absence. These shots are collected from development videos
using our selective sampling method. Our video retrieval
method are tested on the following three queries: (1) “A
view of one or more tall buildings and the top story visible”,
(2) “One or more people, each at a table or desk with a
computer visible”, and (3) “An airplane or helicopter on
the ground, seen from outside”. For each query, a retrieval
model is constructed using 10 example shots selected from
development videos, and used to retrieve relevant shots
in test videos. Here, concepts unrelated to the query are
ignored to improve the retrieval performance. In other words,
concepts related to the query are selected as the ones, for
which average detection scores in example shots are larger
than the threshold. The retrieval is conducted using detection
scores and plausibility functions for selected concepts.

In order to examine the effectiveness of plausibility func-
tions, the above retrieval method denoted by PL is compared
to a method, which is denoted by Direct and constructs a
retrieval model directly from concept detection scores. In
other words, the model in Direct is constructed by replacing
plj(xj

i = P ) in equation (3) with the detection score sji
(plj(xj

i = A) is replaced with 1−sji ). Fig. 4 shows a perfor-
mance comparison between PL and Direct in terms of their
precisions. A precision represents the probability of relevant
shots in 1, 000 retrieved shots. In each bar graph in Fig.
4, white-colored and black-colored bars represent precisions
obtained by PL and Direct, respectively. In addition, the
white-colored and black-colored bars at the top respectively
present precisions obtained by plausibility functions (PL)
and detection scores (Direct) for ‘ALL’ concepts. Each of the
other bars presents the precision obtained by the plausibility

Figure 4. Performance comparison between PL and Direct

function (or detection scores) for a single concept. Its name
is shown in the left side of the bar graph.

As can be seen from Fig. 4, for query (1) and (2), PL is
superior to Direct in the case of using all concepts. Regard-
ing cases of using single concepts, for almost all concepts
where precisions of Direct are very low, PL achieves much
higher precisions. It can be said that detecting such concepts
involves much uncertainties, which are effectively modeled
by plausibility functions.

However, for query (3), PL is outperformed by Direct in
the case of using all concepts, although precisions of the
former are much higher than those of the latter in cases
of using single concepts. This means that PL’s advantage
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over Direct in cases of using single concepts is weaken
in the case of using combinations of these concepts. One
main reason is the simplicity of our video retrieval model,
where relevant shots to a query are characterized only by
a single combination of concepts’ presences and absences
(see equation (3)). But, actually, relevant shots show dif-
ferent combinations of concepts’ presences and absences
depending on varied camera techniques. Thus, we plan to
incorporate a mixture model into our video retrieval model,
or adopt another method, which can extract a non-linear
classification boundary between relevant and irrelevant shots
based on plausibility functions [19].

V. CONCLUSION AND FUTURE WORKS

In this paper, we introduced a concept-based video re-
trieval method where uncertainties in concept detection are
modeled using plausibility functions. Each of them is derived
by estimating the density ratio between shots annotated with
a concept’s presence and absence. In particular, to solve the
imbalanced problem between the number of shots where the
concept is present and that of shots where it is absent, the
selective sampling method kNNSID is developed to preferen-
tially sample unannotated shots, which are similar to shots
already annotated as the concept’s presence. Experimental
results on TRECVID 2009 video data show that derived
plausibility functions effectively manage uncertainties in
concept detection. In the future, we plan to improve the
retrieval performance in the case of combining plausibility
functions for multiple concepts. To this end, our video
retrieval method will be extended by incorporating a mixture
model, or adopting a method which extracts a non-linear
classification boundary between relevant and irrelevant shots
to a query using plausibility functions [19].
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Abstract—This paper describes a software application based
on statistical methods for the automatic recognition of traffic
sign deterioration. The evaluation of traffic sign degradation
is usually performed by devices applied on top of the road
sign surface, measuring color parameters such as chromatic
coordinates and the luminance factor. Moreover, the devices can
only check a small fraction of the traffic sign surface at a time,
requiring several acquisitions on the same traffic sign. In order
to reduce the costs related to monitoring and have a periodic
control of the traffic sign status, we propose a fast automatic
method based on video acquisition and processing that can be
easily operated in patrolling vehicles provided with a camera. A
pattern detection algorithm based on color and texture features
is applied to the images extracted from the acquired videos in
order to detect the traffic signs ROIs, which are analyzed using
a statistical approach based on the Kullback-Leibler divergence
and Kolmogorov-Smirnov test. Making use of a control sample
of not deteriorated traffic sign images, a comparison between the
acquired and the reference images is performed. Both statistical
methods have been used to compare 150 pairs of traffic signs,
achieving high precision and recall, proving that the proposed
approach can be a good candidate solution for automatic traffic
sign deterioration analysis.

Keywords—traffic sign recognition; automatic video processing;
image deterioration; Kullback-Leibler divergence; Kolmogorov-
Smirnov statistical test

I. INTRODUCTION

Usually, quality of the traffic sign surface concerning the
reflectance and color value is evaluated remeasuring color
parameters such as chromatic coordinates and the luminance
factor. This requires the application of measurement devices
and equipments in contact with the traffic sign surface, which
cannot be performed automatically.

Moreover, these devices can only check a small fraction of
the traffic sign surface at a time, requiring several acquisitions
on the same traffic sign. In order to reduce the costs related
to monitoring and have a periodic control of the traffic sign
status, we propose a fast automatic method based on video
acquisition and processing that can be easily operated in
patrolling vehicles provided with a camera.

Many approaches have been proposed and are available in
the literature that aim at automatically recognize the traffic sign
patterns within digital images making use of well established
image processing and pattern recognition techniques; see, for
example, [1][2] and references therein. In [3], a method for

the measurement of degradation based on retroreflectivity
has been proposed, where the authors have computed the
photometrical response function for each pixel in order to
establish a threshold for identification of damaged traffic signs.
The statistical measurement we are presenting here enables the
calculation of a threshold at a more global level, measuring
differences between two probability density functions.

In this paper, we present two methods to asses signal degra-
dation by comparing degraded traffic signs with a reference
sample of non-deteriorated signs. This comparison has been
carried out with two methods: a divergence measure based
on the Kullback-Leibler [4] distance and the Kolmogorov-
Smirnov [5][6] statistical test that, to the best of our know-
ledge, are the only available in literature for this kind of
analysis and comparison.

We have taken into account the protocols for evaluating the
deterioration of traffic signs provided by italian public institu-
tions such as the Ministry of Public Works and Transport [7],
and ANAS [8], responsible for the traffic sign maintenance
and control.

This paper is organized as in the following: Section II
describes the image processing approach, whilst Section III
reports the statistical methods analyzed and applied; Section IV
provides the experimental results based on a sample of 150
traffic signs; finally, Section V summarizes the results and
possible future work.

II. IMAGE PROCESSING

As mentioned in the introduction, we have made use of two
separate image sets: one set of non-deteriorated traffic signs
adopted as reference sample and one set of traffic signs whose
degradation must be evaluated.

The reference sample has been created by manually ac-
quiring digital images traffic signs that appeared in good
conditions, and examples of degraded traffic signs have been
been from roads in Turin. A patrolling vehicle with a camera
has provided a series of images of traffic signs (mjpeg [9]) with
the associated geospatial references stored in the EXIF [10]
image format. Hence a software already developed (and tuned
for high recall) [1] has recognized the traffic signs, making
use of Haar cascades [11][12] for regions of interest (ROI)
detection and a MPEG-7 [13] feature-based classifier for traffic
sign identification.
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Fig. 1. Sample (left) and deteriorated (right) traffic signs

For each recognized traffic sign, the ROI has been extracted
and normalized to a reference size. Finally, it has been split up
into three color channels (RGB), analyzed separately in order
to evaluate the pixel color level distribution.

The application has been written in C++ language and
using the OpenCV [14] libraries for image manipulation.

Summarizing, the image processing flow is made up of the
following five steps:

1) Image acquisition by a patrolling vehicle provided
with a camera.

2) Traffic sign recognition for the acquired images
3) Image cropping for ROI selection and normalization
4) Traffic sign ROI split into RGB planes
5) Pixel color level distribution evaluation

In order to have the statistical distributions of not dete-
riorated traffic signs to be used as control sample, we have
performed the overall processing chain to the new and unused
traffic signs images acquired manually.

The information about the pixel color level distribution for
both samples has then been used as input for the statistical
analysis.

III. ANALYSIS METHODS

In order to evaluate the level of degradation of traffic
signs, we have taken into account the color distributions of the
pixels. We adopted a statistical approach for the analysis, based
on the Kullback-Leibler [15] divergence and Kolmogorov-
Smirnov [16] test. A comparison of the two methods has been
performed in order to select the most appropriate one as a good
solution for automatic recognition of road signs degradation.

The probability P(px, ch) that a generic pixel px belonging
to a N×M image has a given color level ℓ (with ℓ = 0, ..., 255)
in a specific color channel ch (where ch = R,G,B) is given
by:

P(px, ch) =
(nℓ)ch

(N ×M)ch
(1)

where (nℓ)ch is the number of pixels having color level ℓ.

In order to compute the probability function of the control
sample, an average value of P is evaluated using all the images
representing a specific traffic sign. These values are compared
with the probability function computed for each actual traffic
sign image acquired.

Here, we have compared the probability functions associ-
ated to the same color channel of the traffic signs acquired as
mentioned above and the control sample.

A. Kullback-Leibler divergence

The Kullback-Leibler divergence Dkl, associated with two
probability distributions f(x) and g(x), is defined as follows:

Dkl(f ‖ g) =

∫

f(x) log
f(x)

g(x)
dx (2)

where x is a random continuous variable.

In our analysis, the random variable x is associated to the
digital color levels, moving from continuous to discrete, and
f(x), g(x) are the probability distributions associated to the
same color channel of the two images to be compared (the
sample and deteriorated sign). Moreover, the equation (2) is
not symmetric.

In order to use discrete variables and symmetric functions,
the Kullback-Leibler divergence definition given in (2) can be
rewritten in a symmetric form Skl as:

Skl(f ‖ g) = Skl(g ‖ f) =

= Dkl(f ‖ g) +Dkl(g ‖ f) =

=

N
∑

x=0

[

(f(x)− g(x)) log
f(x)

g(x)

]

. (3)

In order to remove the singularity for g(x) = 0, every g(x)
is added a small value ǫ chosen as:

ǫ =
gmax

N
=

1

256
(4)

where N is the total number of color levels. Using the
transformation g′(x) = g(x) + ǫ, equation (3) becomes:

Skl(f ‖ g′) =

N
∑

x=0

[

(f(x)− g′(x)) log
f(x)

g′(x)

]

(5)

Skl is calculated for each probability distribution pair related
to the same color channel. The three evaluated divergences
are summed up to a total divergence Stot

kl
. If the overall

amount exceeds a threshold value T , the traffic sign is declared
deteriorated (Stot

kl
> T ).

B. Kolmogorov-Smirnov test

The other method used is the Kolmogorov-Smirnov test
for two samples, which compares two cumulative distribution
functions, related to two data sets, in order to estimate if they
belong to the same distribution which can be unknown.

We have experienced that applying the test to all the pixels
of the image, we overestimate the degree of freedom of the
test because many pixels are correlated to their neighbors. Pixel
correlation is evaluated to the images converted to greyscale
values and applying the following algorithm:

g(x, y) = w(x, y) · f(x, y) =

=
a

∑

s=−a

b
∑

t=−b

w(s, t) · f(x+ s, y + t) (6)

where f(x, y) is the greyscale value of the pixel (x, y), w(x, y)
is the weight of the m × n correlation mask, g(x, y) is the
correlation level, a = m−1

2
and b = n−1

2
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If g(x, y) is null there is no variations between pixel at
(x, y) and its neighbors.

In order to reduce number of correlated pixels, we have
applied the Canny [17] edge detector and considered solely
filtered pixels. Canny edge detector provides greyscale conver-
sion, noise reduction, correlation evaluation, minimal gradient
suppression, hysteresis threshold.

The two cumulative distribution functions for each image
have been calculated using only the pixels belonging to the
edges, separately for each color channel:

Fch = {Fc, c = 0, ..., 255}ch (7)

Gch = {Gc, c = 0, ..., 255}ch (8)

Fc =

c
∑

ℓ=0

hℓ (9)

Gc =
c

∑

ℓ=0

hℓ (10)

where hℓ and h′

ℓ
are the color level frequencies. Given Fch

and Gch, the maximum distance can then be calculated:

Dks = max | FchGch | (11)

The output of (11) can be compared to a threshold value λ,
thus determining whether the two distributions are significantly
different. Giving J as the following value:

J =
NcNd

Nc+Nd
(12)

where Nc is the total number of pixel in a good image channel
and Nd is the total number of pixel in a deteriorated image
channel, we can compare the equation (11) to:

Dks ≥
λ√
J

(13)

If the inequality (13) is not satisfied, we can say that the distri-
butions are significantly different with a level of significance
associated to the threshold level λ. It means that the evaluated
traffic sign is deteriorated and should be replaced.

IV. EXPERIMENTAL RESULTS

Both methods described in the paper, the Kullback-Leibler
divergence and the Kolmogorov-Smirnov test, have been ap-
plied on 150 traffic signs pairs (the sample and the dete-
riorated). According to the analysis procedure described in
Section III-A, the threshold T has been chosen evaluating the
distribution of Stot

kl
corresponding to the 150 traffic signs pairs.

Fig. 2 shows the Gaussian fit to the data, whose mean µ and
standard deviation σ are calculated. The threshold value has
been chosen as T = µ − σ = 2.5. We obtained a χ2 value
equal to 4.618 with 11 degrees of freedom and the Gaussian
distribution hypothesis can be accepted with a significance
level of α = 0.05. We also tried to fit the data with a Poisson
distribution, which gives a χ2 = 3.201 with 12 degrees of
freedom (α = 0.05) and the obtained threshold T = 2.8 does
not change significantly.
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Constant  2.72± 21.79 
Mean      0.234± 4.939 
Sigma     0.253± 2.433 

tot
klS

2 4 6 8 10 12 14 16 18 20

N
um

be
r 

of
 p

ai
rs

0

5

10

15

20

25

 / ndf 2χ  4.618 / 11
Constant  2.72± 21.79 
Mean      0.234± 4.939 
Sigma     0.253± 2.433 

T

T = Mean - Sigma

Fig. 2. Stot

kl
with fit results using a Gaussian distribution and the chosen

threshold T.

Color level
0 50 100 150 200 250

C
um

ul
at

iv
e 

di
st

rib
ut

io
n 

fu
nc

tio
n

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

 (control sample)cF

 (deteriorated sample)cGksD

Fig. 3. Cumulative distribution functions Fch and Gch for the control sample
(blue) and deteriorated sample (red) with the chosen Dks after applying the
edge filter

According to the analysis method discussed in Sec-
tion III-A, Fig. 3 shows the cumulative distribution functions
Fch and Gch for the traffic sign samples with the application
of the edge filter where the selected value of Dks is also
displayed.

Precision, recall and accuracy are evaluated according to
the following equations:

precision =
tp

tp+ fp
(14)

recall =
tp

tp+ fn
(15)

accuracy =
tp+ tn

tp+ tn+ fp+ fn
(16)

where tp are the true positive, tn are the true negative, fp are
the false positive and fn are the false negative values.

The calculated values are reported in Table I. It shows
that both methods have good accuracy, precision and recall.
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TABLE I. RESULTS FOR A SAMPLE SET OF 150 TRAFFIC SIGN PAIRS

Method Accuracy Precision Recall

Kullback-Leibler 0.80 0.88 0.79

Kolmogorov-Smirnov 0.88 0.93 0.89

The Kolmogorov-Smirnov method appears to give a better
performance, with 89% recall and 93% precision.

V. CONCLUSION AND FUTURE WORK

Values in Table I show that both Kullback-Leibler diver-
gence and Kolmogorov-Smirnov test achieve high accuracy,
precision and recall parameters, so both methods can, in
principle, be used.

However, Kolmogorov-Smirnov test results in the highest
values of statistical parameters; indeed the Kullback-Leibler
divergence gives only a measure of the distance between two
distributions, and cannot capture the statistics of the samples
as done by the Kolmogorov-Smirnov test.

The method presented here could be, for instance, applied
to automatic monitoring of traffic sign deterioration: a camera
could be installed onto public transportation vehicles patrolling
the roads and acquiring the digital images [1] that then could
be processed. A traffic signs catalogue could thus be generated
enabling to determine in advance (before their scheduled
expiring time) the traffic signs to be replaced.

A possible improvement of the proposed approach that the
authors would like to implement as future work, is the use
of HSV (Hue Saturation Value) color space instead of RGB,
because the distance between two colors in HSV dimensions is
closer to the human eye color perception. Hence, the presented
statistical methods should result in a better evaluation of
color deterioration. Since HSV has a clear separation between
luminance and colors, it is more suitable to appraise the color
variations, even in case of large changes of luminance. Never-
theless, it should be considered that the hue (H) component
which holds color information in HSV color space depends
on distance, weather conditions, and age of traffic sign [18].
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Abstract—Using the example of a group of spectators watching 

a live street dance, this paper presents a work-in-progress 

concept of real-time video summarizing service by 'jumping' in 

different point of views. This innovative service takes up the 

challenges from various aspects of multimedia: mobile 

multimedia, authoring, real time interactive multimedia 

applications. 

Keywords-multimedia entertainment; community-contributed 

content; real-time; real-life events 

I.  INTRODUCTION 

The increasing popularity of mobile live event capturing 
is undeniable. More and more people are using their phones 
for recording video clips and for editing activities. Video 
recording quality of mobile phones has reached a level 
whereby the phones are becoming a serious tool for on-the-
move content creators. To share these self-edited videos is to 
share experience which is a social norm in modern 
communities. However, according to Juhlin et al. [1], people 
utilizing mobile broadcasting are still struggling with the 
technology despite all advances in modern camera-equipped 
smartphones and mobile live video broadcasting services.  

In this paper, we focus on two problems in the current 
state of art in multimedia editing. The first problem is lack of 
motivation for editing. It is known that people recording the 
videos rarely watch them because of the amount of work for 
exploring, and annotating; especially since mobile videos are 
rarely edited after recording [2]. Kirk et al. [2] take a holistic 
user centric view on people’s practices around home videos. 
Their results reveal useful information about people’s 
motivations and practices for editing home videos. One of 
their results is that people do not find any reason to do 
editing of the short video clips they had taken. To overcome 
this, our proposed service (which will be explained in details 
in part II) would make producers more motivated to create 
the summary video by offering ability to participate in the 
live event and switch from one point of view to another in 
real time. 

The second problem is a lack of good quality summary 
videos or remixing videos of real-life events. For instance, a 
live concert usually attracts a good number of video 
recordings by members of the audience but there are few 
compact and coherent videos that can capture the highlights 
of the concert. Similarly, if a search is done on Youtube 
about a certain event, for example, Obama's victory speech, 
there is usually an extremely long list of videos found. Even 

though the list is sorted corresponding to relevance, this is 
not a proper results returned for such a question. We argue 
that a preferred way is to get a compact presentation of a 
predefined length, which gives a summary, composed from 
the views of many people that have witnessed the event. This 
is not necessarily the best view, but the view that can be 
created based on the information people provided when 
uploading the content. However, this "summary" video 
hardly exists in most cases. Thus, with the motivation to 
supply such a video, in this paper, we will present the 
concept of a ubiquitous service for summarizing live event. 

Making available a large pool of snapshot digital videos 
taken by the audience in the same concert can result in 
higher value material than individual video clips. The 
individual digital video clips can be remixed into 
compilations that potentially enhance the perceived value of 
the event, are useful for various stakeholders such as the 
artists, and the fans of the artists. 

According to Vihavainen et al. [3], remixing can also 
give the fans the possibility to become creators and not just 
receivers, and enhance the community feeling between the 
performers and the fans. Engström et al. [4] analyzed how 
video jockeys in dance clubs work and suggested that mobile 
video could enhance the interaction between the club visitors 
and VJs (Video Jockeys). Engström et al. [5] continued their 
studies and presented the SwarmCam prototype for video 
capture and live transmission of mobile video. Club visitors 
film their dancing on the dance floor and stream the video 
live to the VJ, who possibly broadcasts it to a big display 
screen. From our paper’s point of view, the study is 
interesting, given that it concentrates on the interaction. In 
our usage scenario, the interaction between audiences and 
artists and distance audiences (remote participants) is 
emphasized as well.  This is also why we explain the 
proposed service using an example of a street performance. 

Our concept emphasized the element of real time editing 
which allows the producer to create summaries but also 
participate in the event live. The participation factor has 
never been discussed before in the area of video 
summarization of events.  

The various aspects of multimedia discussed above 
(automatic summarizing, video editing and authoring, multi-
camera video production, live events, user point of view, real 
time participation) have been researched in several well-
established studies but never have all been integrated in a 
single service. This is what the proposed service in this paper 
aims to do. 
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The next part of the paper will describe the usage 
scenario and technical architecture of the proposed service in 
details. Discussions on advantages and disadvantages of the 
service will be covered afterwards and followed by 
conclusion.  

II. THE CONCEPT 

A. Usage scenario 

Fig. 1 shows the proposed real-time video summarizing 
service designed for three types of users: spectators, 
performers, and producers. The spectators record the event 
using their camera-equipped smartphones with the intention 
of documenting the performance as well as their experiences 
during it. Pointing a smartphone to record the event is a 
natural action for them. The performers are equipped with 
wearable cameras and optional dataglasses. The remote 
participants become either normal passive spectators or they 
act as producers who are in charge of producing a complete 
documentation of the event for the community. For each 
event, the community can utilize one or more producers. 
They are located away from the local site and equipped with 
computers more powerful than smartphones, i.e. laptop or 
desktop computers. The producers are able to 'jump' into 
either the spectators or the performers to share live audio 
connection and viewpoints through the cameras. The 
producers are presented as augmented reality avatars 
connected to the person they are sharing viewpoint with. 
This is done to emphasize their presence to the spectators, 
performers and to themselves, which subsequently enhance 
their participation in the event. User interfaces are 
demonstrated in a practical scenario shown in Fig. 2.  

 

 
 

Figure 1. Participation in live events by 'jumping' into others.  

 

 
Figure 2. Setup of a live street dance scenario with 7 community members. 

Ryan captures 3 viewpoints and Rita 1 viewpoint of video recordings. 

 
 
 Figure 3. Ryan recording through Sam's smartphone. 

 

 

 

Figure 4.  Ryan recording through Pete's dataglasses. 

 

 
 

Figure 5.  Ryan and Rita recording through Stacy's smartphone. 

 

There are a) 2 street dance performers called Pat and 
Pete, b) 3 spectators called Sam, Susan and Stacy, and c) 2 
remote participants Ryan and Rita who act as the producers. 
Fig. 3, 4, and 5 illustrate how Ryan 'jumps' first into Sam, 
then Pete and finally to Stacy who is already visited by Rita. 
The recordings Ryan captures from these 3 viewpoints 
(shown in Table 1) show others and himself appearing in the 
video. Default scene selections are done automatically based 
on the viewpoints Ryan has collected by 'jumping' into 
others. These can be dropped out or included in the summary 
video. Yet, Ryan has the option of mixing content from 
Rita's view or adding them later if post-processing is desired. 
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TABLE I.  VIDEO STREAMS RECORDED BY PRODUCERS (PR) 

THROUGH  SPECTATOR OR PERFORMERS (SP). STACY AND SAM RECORDED 

RYAN'S 'JUMPS' WHICH RYAN CAN VIEW AS INSTANT REPLAY. 

 

B. Architecture 

Fig. 6 represents the overall architecture of the ubiquitous 
service of live events for remote participants. This 
architecture seeks to address the problem of sharing 
experience using mobile devices [6] with remote participants 
in a real world context with practical and technical 
challenges and social implications on design. This includes: 
the accessibility of hardware devices, wireless connectivity, 
current low-tech approaches, cost, and the habits and 
preferences of the end-users. Live video and audio from 
smartphones or other portable devices are streamed over a 
3G or wireless connection while face recognition algorithm 
on smartphones processes the data stream [7]. GPS 
coordinates and orientation data from each spectator’s and 
performer’s location are used to decide which image frame is 
needed for the face recognition and tracking algorithms in 
order to reduce computational cost. Such tracking system, 
which combines vision-based and inertial trackers, provides 
the speed, precision, and stability to support outdoor mobile 
augmented reality systems [8]. In a crowded festival or 
indoors, mere GPS location and viewpoint orientation may 
not be adequate for recognizing the exact position of a 
community member. Advanced face detection and tracking 
is incorporated in the processing layer of the service to 
triangulate the exact position of a specific person appearing 
in a video stream, which will subsequently help to produce 
accurate augmented reality avatars with name labels. 

Recognition results are then returned in real-time to the 
mobile devices and augmented with text and images. The 
mobile device is mostly responsible for sending live video 
and audio streams to the remote participants for recognition 
processing, which in turn provides the computed results. 
Both the spectator and the performer will be able to see 
augmented video on smartphones or data glasses, and the 
remote participants can see augmented video while 
experiencing spatial sound capabilities. The service delivers 
real-time face recognition information, text and image based 
information, and it enables functionalities of augmented 
reality. 

 

 
 
Figure 6. Service architecture. 
 

Additionally, in terms of participation, we integrate 
spatial audio capabilities together with noise filtering to 
bring a natural experience of 'being there' with the spectators 
and performers. The architecture as a whole requires 
intensive research and development both in the 
communication and in the processing layers. As of present, 
the project is still in its initial stage of concept. However, we 
foresee some potential technical implementation issues e.g 
network connectivity will dictate the real-timeliness and 
quality of service. The service is conceptualised with the 
assumption of stable 3G and 4G networks in Singapore 
context.  In case of connectivity failure, an automatic video 
recording will be activated to record the happenings from 
different viewpoints. This acts as a backup which the 
producer (remote) can still refer to after the real-life event. 

III. DISCUSSION 

There are previous studies on automatic summarizing 
systems or applications for community-contributed contents 
of a real-life event. Kenney et al. [9] proposed an automatic 
video mixing of concerts using audio fingerprints. 
Vihavainen et al. [3] presented an automatic remixing system 
for community contributed content from music concerts 
whereby users record and upload videos during live events 
and the shared content is then synchronized based on the 
creation timestamps. The single audio tracks of the 
synchronized videos are compiled to produce a master audio 
track. Through automatically detecting regions of interest in 
this master track, video remixes of a concert are 
automatically produced. However, as Gunes et al. [10] 
pointed out, for any event, elements like human emotions are 
still very difficult to be recognized automatically. 
Furthermore, the fully automatic video authoring methods 
are not in existence yet. Recent studies like Fabro et al. [11] 
focus on how to crawl community-contributed multimedia 
content from Youtube, Flickr to make video summaries of 
social events (using the Royal wedding of William and Kate 
as case study).  The summaries produced are results of an 
algorithm which combines the multimedia content based on 
three criteria: quality, diversity and coverage. It is basically 
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data crawling without human acting as the producer. In our 
proposed service, we believe that authoring is best left to the 
human producers rather than algorithms. Furthermore, the 
previously developed systems enable only asynchronized 
summarizing whilst our service provides real-time 
synchronized summarization through the ability to jump 
across the different viewpoints.  

Similar to our proposed service in terms of real-time 
editing, Engstrom et al [5] presented a live video broadcast 
video system whereby the camera operators interact and 
decide filming angels to collaboratively create a coherent 
narrative of an event. In this system, the different camera 
operators are the producers who collectively produce one 
summary video. On the other hand, in our concept, any 
single producer does not have to negotiate with another 
producer about angles, storyline, etc since the producer(s) 
can be the participant(s) anytime by jumping from one view 
point to another view point, including another producer’s 
viewpoint. Thus, each producer creates their own 
summarized video which can be more coherent than that 
produced collaboratively by producers in Engstrom et al. 
[12]. 
There are a few areas that would eventually complete our 

service in the future. Current video broadcasting services 

with mobile wearable cameras do not provide any virtual 

embodiment for the remote participants (producers) yet as 

there is no display with augmented reality capabilities. 

Current smartphones support augmented reality using 

applications such as Layar but lack the functionality of 

producing audio and video stream (e.g. FaceTime on iPhone) 

while recording. Nor it is usually possible to use both of the 

smartphone cameras (one pointing forward and the other at 

the user's face) simultaneously, which would enable the 

producer to get further indications about what the spectators 

and performers are feeling. Discussion on hardware 

components is beyond the scope of this project. 

Recognition of joyous moments e.g smiling and laughter 

could be a valuable support for selecting views where 

interesting things might be happening. According to Jacucci 

et al. [13], many of the most interesting moments that people 

wish to document happen spontaneously. Therefore, it would 

be also essential to provide a flexible and highly automated 

instant replay function that is already segmented to 

appropriate size for the producer to view it and clip it in the 

documentary while watching the primary view of the person 

'jumped' into. However, this replay function is subjected to 

the capabilities of the devices used to record. Devices like 

Samsung Galaxy Note already has the instant replay function 

while other lower end devices like Aakash tablet does not. 

IV. CONCLUSION AND FUTURE WORK 

We presented a real-time video summary service that 
enables producers, who can be remote participants, to switch 
from one viewpoint to another viewpoint to create summary 
videos of live events. This service provides added value to 
the current literature of video summarizing applications by 
proposing the idea of viewpoint ‘jumping’ and how it can be 

incorporated in accordance with other elements in a basic 
video summarizing and broadcasting system. 

User studies will be conducted to test the proof of 
concept. A mockup dancing performance with a group of 
minimum five people including performers, spectators and 
remote audience will be conducted to evaluate the switching 
point-of-view interaction, level of participation felt by the 
producer, how the summaries are perceived by people other 
than the producer who have or have not attended the live 
events, and whether task allocation does result in the 
intended quality of experience.  

Future work can explore how to perform this type of real 
time video summaries on longer events such as Olympic 
Games with many parallel sub-events. 
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Abstract—The move to social TV has challenged the tradi-
tional TV experience by allowing users to interact with their
friends and receive social multimedia contents when they are
watching videos. Social TV has made the social experience
equally important to users as the video contents. The rapid
emergence of online social network service and video sharing
service in today’s Internet, as well as the open interfaces (e.g.,
Open API) make it possible for a third party to build a social
TV system, based on existing social network and online video
service infrastructures. In this paper, we share our experience
of designing, developing, deploying and operating TV6—a
social TV system that embeds multiple online social network
systems and online video sharing systems. Through detailed
analysis of TV6, we present our observations and insights on
provisioning superb social TV experience to users, including
social content provision and traditional video content provision.

Keywords-social TV; video sharing; recommendation algo-
rithm;

I. INTRODUCTION

Recent years have witnessed a rapid convergence of
online social network service and online video service. Due
to this convergence, Social TV, a new TV service, has
emerged as important video experience in recent years (e.g.,
CollaboraTV [1] and Social TV from Motorola [2]). In
Social TV service, users receive not only the traditional
video contents from the video systems, but also the social
multimedia contents from the social networks. Social TV
allows users to interact and share their feelings with their
friends while watching videos.

Numbers of works have been devoted to the system
implementation of Social TV. Coppens et al. have designed
AmigoTV, which allows users to communicate with each
other using voice, text and animated emoticons. Which
communication form is the best one has been fiercely
debated (e.g., [3]). Boertjes et al. [4] have designed AOLTV,
a Set-Top Box (STB) which offers users the ability to
send and receive instant messages and emails on their TV.
The commercial social Web TV Joost [5], enables users to
do text chatting while watching online videos. Traditional
user-generated content (UGC) providers like YouTube are
also trying to allow users to communicate with each other

through video conference while watching the same video.
D. Shamma et al. [6] have studied the integration of Twitter
updates during live video streaming.

Previous works are mainly focused on designing a new
Social TV system which includes building a new social net-
work system. This can be too expensive to realize especially
when there are dominant online social network systems such
as Facebook and Twitter. To overcome this problem and
build a cheap Social TV system, we propose to implement
TV6—a social TV system based on the existing online
social networks and online video sharing systems. We only
control the logical information flow about how videos and
social contents reach different users. The name “TV6” stands
for the “Six-degree of separation”, which means users are
closely connected in the system with diverse video and social
sources. As TV6 embeds multiple online social network
systems, we can use their social data, such as social graph
and users’ profiles, to provide superb social experience to
users. Our goal is to create a socially watching environment.

In this paper, we share our experience of designing, de-
veloping, deploying and operating TV6. A recommendation
system is implemented in TV6 to recommend videos for
both group and individuals. Our contributions can be sum-
marized as follows: (1) System design and analysis of TV6,
without owning any video service system and social network
system, are presented in detail; (2) A variety of social
experiences are provided to users by using the valuable
social relationship and context from the social networks; (3)
We present how we recommend videos to users when they
are consuming the videos in the social network, e.g., they
join social groups to watch a video.

The rest of the paper is organized as follows. We review
the related works in Section II. Our system design is shown
in Section III. Then social experiences provision and video
contents provision are explained in Section IV and Section
V respectively. Finally, we conclude the paper in Section VI.

II. RELATED WORK

People may feel closer to their friends when they are
synchronously watching TV with them [7]. Traditional web
video does not support synchronous viewing. In order to
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address these explicit challenges, researchers have developed
different solutions. Recently, D. Shamma et al. [7] propose
three practical prototypes—“Messenger Zync”, “Web Zync”
and “Invisible Zync”, which enable people to watch web
video in synchronization. But these solutions have some
limitations. The “Messenger Zync” is required to use Ya-
hoo! Messenger for Windows where group conversations
are not possible. Though the “Web Zync” and “Invisible
Zync” provide group conversation, they do not embed social
relationship in the system. It is not convenient for users to
start a watching activity through the two prototypes. For
example, user has to copy and paste the URL of video to
every friend who he/she decides to invite.

Watching TV program with friends or families is consid-
ered to be a preferred social viewing experience. People like
to share videos with friends and suggest interesting videos to
others. The traditional TV or video service does not support
video suggestion. When users want to recommend a funny
clip to others, they have to send the video’s address through
SMS or Instant Messaging(IM). Ambient TV [8] enables
users to send video suggestion to others through the TV
directly. G. Harboe et al. [8] also show that video suggestion
can prompt communication between users and some people
even use suggestion as a conversation starter. Explicit sug-
gestions are playing important roles in social influence and
pulling participants into a shared TV experience.

III. SYSTEM DESIGN AND IMPLEMENTATION

In this section, we present how we build TV6 as a third-
party application, based on three large online social network
systems and several large online video sharing systems,
without real control of these systems.

A. System Architecture and Data Flow

Social network sites, such as Facebook [9] and Twitter
[10] have begun to offer APIs to developers to access users’
profile data and social graph in order to create their own
applications. Leveraging the APIs, we can quickly construct
a social TV application.

TV6 is based on the design philosophy to incorporate
social relations and user profiles from social network sites
(SNS), and videos (only the title, URL and tag information)
from video sharing systems. In particular, the social network
sites used in TV6 are illustrated as below:

• Weibo [11]: A twitter-like service of Tencent company
(Tencent is one of China’s largest Internet service
portal)

• QQ [12]: An instant messaging service of Tencent
company

• QZone [13]: A friend social network of Tencent com-
pany

TV6 server can retrieve the social graph and user profile
from these three SNS after obtaining users’ authorization.

Figure 1. Overview of system architecture

The video sharing systems used in TV6 contain dominant
video sharing sites in China, such as Youku [14] and Tencent
video [15].

Fig. 1 provides an overview of the system architecture
which is basically consisted of three parts. The actual TV6
application is set up on our own server which occupies the
central position in the architecture. The application collects
user meta data from the server of social network system and
video meta data from the server of video sharing system
periodically. These meta data are stored in the database of
TV6 application. When a user performs an action, such as
sharing a video or posting a comment, the TV6 server han-
dles the request. Then the application generates appropriate
answers which are JSON or XML responses and pushes
these to the SNS server. The chat message are actually sent
through the SNS server or application server. But it seems
users can communicate with each other directly (described
in Section IV-A). Both the TV6 server and the SNS server
do not handle the requests of video steaming. Once a user
begins to watch a video, the video data is loaded from the
server of video sharing system. The system’s architecture is
divided into three parts. The TV6 server plays a central role
in the system and controls the logical data flow in the system.
The SNS stores the user meta data and handles request from
TV6 server. The video sharing system stores the video data
and directly provides the video streaming for the user.

B. Social Information Collection

Our system is designed to make use of user profiles hosted
by the existing online social networks. The open protocol
OAuth is used in TV6 to access users’ profiles. When a user
uses TV6 for the first time, he/she is asked to authorize our
system to use his/her social profile via Open APIs provided
by these online social networks. After the authorization,
TV6 is able to access these information: (1) user’s social
connections, including which users they are following and
which users are following them; (2) users’ posted microblogs
, including the ones with video links; (3) the number of
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shares of a particular video link, which can later be used for
video content provision.

C. Video Information Collection
As video links imported from different video sharing

sites are collected in the microblogs from users’ profiles,
we are able to retrieve the video information from these
video sharing sites. TV6 only collects the meta data, i.e.
titles, URLs and tags of the videos, to reduce bandwidth
and save storage. When users play videos in TV6, they will
receive streaming data from the original video servers of the
video sharing sites. After obtaining video titles and tags, we
will use the word segmentation method to find patterns of
words in them. These patterns of words can be clustered into
several topics which can be used to describe the content of
the videos. This is very important for the recommendation
system, which will be described in Section V.

D. Content Presentation
After collection of social profiles and video meta data,

the contents are presented back to users by TV6 as below.
(1) Video sharing list: This page contains videos that users’
friends have shared. Because users are probably interested
in the content generated by their friends [16], they may want
to watch the videos in the video sharing list. (2) Watching
list: Users can see what their friends are watching now
and viewing histories of their friends. (3) Personal page: It
contains user’s personal information such as his/her profile
photo, viewing history and sharing history. (4) Player page:
User can watch TV programs or videos on this page and
chat with friends through text or voice at the same time.

IV. SOCIAL EXPERIENCE PROVISION
In this section, we will present how social information

and interactions are provided to users.

A. Talking to Friends
Social communication is the basic feature in TV6. Rich

communication tools with different purposes are provided in
TV6.

Figure 2. An example of public chat room in TV6.

1) IM-like Communication: The most important facility
of the Internet-based Social TV is that it connects friends
located distantly, allowing them to watch videos simultane-
ously, as if they were sitting on the same couch [17], [18].
TV6 offers various ways of communication to supply the
distant communication among different users. (1) Single chat
via voice and/or text is offered between users in pairs. (2)
Group voice chat is also offered in this system. Participants
can speak simultaneously just like they were talking face to
face. (3) Users in (1) and (2) are both chatting in privacy.
TV6 also provides public chat rooms for users watching the
same video to discuss and comment on it. Each video has
its own chat room which is seperate from other’s. The new
comments will be pushed to all users who are watching the
same video by using the AJAX technology, as illustrated in
Fig. 2.

2) Email-like Communication: The IM-like communi-
cation requires users to be online to join the discussions
timely. We also provide the Email-like communications to
sustain longer period responding. In particularly, we use the
Tencent Weibo and Tencent QQ to achieve the email-like
communication. A TV6 user can leave comments to his
friends by posting a message. The message will be sent to
Weibo and QQ by the TV6 server. With the “@” function,
the designated friend will notify the comments immediately
when he/she login Weibo or QQ.

B. Knowing about Friends

In a Social TV system, it is important for users to be
aware of their friends. In TV6, a user knows not only about
what videos his friends have watched and are watching, but
also about the exact playback position that his friends are
currently at.

1) Knowing Videos Watched by Friends: When a user
watch a video, TV6 stores the video record into the user’s
viewing history list. He/She can add his/her favourite videos
to favorites list. The user’s viewing history and favorites
list are public to his/her friends. Users can figure out what
their friends have watched in the past and what they like.
This facility allows users to learn more about others’ video
viewing habits and preferences, and fosters a sense of
connectedness.

Figure 3. Knowing videos being watched by friends.
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2) Knowing Videos Being Watched by Friends: In TV6,
we also extended user’s awareness to what videos are being
watched now by his/her friends. TV6 provides a “video
watching list”, which contains the videos that the user’s
friends are watching, as illustrated in Fig. 3. Moving the
mouse pointer upon the title of video in the watching list, we
can see profile photos and names of users who are watching
this video.

3) Knowing the Exact Playback Position of Friends:
In TV6, user knows the exact playback position of his/her
friends. There is a module embedded in our video player that
can display the playback position of user’s friends. When
user moves mouse pointer upon the seek bar of the player,
he/she can see photos of his/her friends who are watching the
same video currently upon the seek bar, as illustrated in Fig.
4. The position of a friend’s profile photo indicates his/her
playback position. User’s playback position is available to
his/her friends by default and user can hide his/her playback
position by change personal setting.

4) Privacy Protection in TV6: The privacy issues arise
when users know everything about their friends’ viewing
status [19]. In TV6, we allow users to choose if their status
is available to their friends. Every user has two states: on-
line and away. The away state indicates that this user is not
watching TV now. When he logs out, his state will be set to
be away automatically. User’s state is public to his friends
by default. If user wants to watch video in privacy, he can
set himself to be invisible and his friends won’t know his
status.

C. Watching with Friends

1) Following A Friend’s Playback Progress: In Social
TV, users are interested in sharing the same playback
progress with their friends. The most popular Internet ap-
plication, web video, does not support synchronous social
conversation. People have to watch videos alone and the
most common interaction in video sharing websites confines
to asynchronous comment. But many people want to watch
some TV programs or videos, such as football games, with
their friends synchronously. Their demand may be difficult
to be satisfied. When a user’s friend provides a feedback or
a commentary on the video’s interesting moment, it is hard
for the user to figure out which part of the video attract
his friends. From our survey, in order to achieve the goal
of synchronous watching, people may send the URL of a
video to their friends and appoint a time when they start to
watch it. Apparently, this is inconvenient.

In TV6, users can “follow” the playback progress of their
friends by just clicking on friend’s name or profile photo.
Then the user will have a synchronized viewing experience
with friends. The user can interrupt the synchronization at
any time.

2) Making Any Video Live in A Social Group: Further-
more, our system also provides a functionality that users

 

Figure 4. Friend’s profile photo indicates playback position.

can create activities to invite their friends to watch videos
synchronously. Assuming that there is an important match
tomorrow and you want to watch it with your close friends,
you can create a private activity to invite your friends.
After the activity is created, all the invited participants will
get notifications about the activity. There is a conceptual
“room” for every activity and the creator of the activity is
the room’s “master”. The playback progress of participants
in one activity are the same and synchronous experiences
are shared. Since the number of participants may be very
large, nobody except the “master” is authorized to control
the playback progress, i.e., to pause, rewind or load a new
video (change channel). At the same time, participants can
communicate with each other through text and voice. Owing
to this technique, remotely located friends and families can
share watching experience together.

In order to guarantee the synchronization, a server was
used to control the playback progress of participants. If
the “master” changes playback status (pause, rewind or
change channel), the server will inform other participants
and change their status synchronously. All the other par-
ticipants’ progress synchronizes with the master’s progress.
The server checks every participant’s progress regularly to
guarantee the synchronization.

The synchronization module supplies a virtual co-present
“watch together” and “on-the-couch” viewing experience.
This feature offers social experience combining online video
and traditional TV program which might become a very
important characteristic of future social TV.

V. VIDEO CONTENT PROVISION

A. Group Recommendation

As described in Section IV-C2, users may form social
group to enjoy co-present viewing experience. As a result,
the concept of group interactions in such systems has been
boosted. Such group viewing provides great potential for
users to find videos that interest members in the group,
namely, group recommendation [20].

In TV6, group characteristics are affected not only by
inside group members, but also outsiders (e.g., followings).
Furthermore, in our system, the relation within group is
sparse. The information that we can use is not enough.
So the recommendation that is only based on information
within group is not accurate. According to [20], using infor-
mation from external experts (”External Experts” indicate

37Copyright (c) IARIA, 2013.     ISBN:  978-1-61208-265-3

MMEDIA 2013 : The Fifth International Conferences on Advances in Multimedia

                           46 / 150



the people who are friends of the group members but do
not belong to the group), can help us make more accurate
recommendation. Our system adopts this method which has
proved its availability.

The database stores information of more than 30,000
videos which contains URLs, titles and tags. We use Topic
Model clustering algorithm [21] to find out videos’ eigenvec-
tors by using their titles and tags. After words segmentation
by LDA and data training, we obtain 10 topics by Topic
Model clustering algorithm which have probability statistical
significance and each video has a 10-dimension vector on
them.

We calculate the characteristics of external experts by
making use of their history behavior. If the video viewing
history of an external expert contains N videos denoted as
vi(i = 1, 2...N) and we use Vi to represent the eigenvector
of vi. Then the preference of the external expert, denoted as
P , can be calculated by

P =

∑N
i=1 Vi

N
(1)

Users of online social networks are often very interested in
the content generated by their friends and there is strong
relation between friends’ preference and user’s interests. So
the group members’ interests can be represented by their
external experts’ preference. As different external expert
has different level of impact on group members, we need
a weight to describe their different contribution to group
members’ interests. Here we set two kinds of weights. One
is Weight of Friends Number since we know that friendship
relation can get people with similar interest together. The
other is Weight of Common Behavior as we have measured
that common behavior is an important indicator of similar
interest. So we count total two kinds of weights between
an external expert and inner group members. Then summate
them to be Weight of External Expert, denoted as w, to
describe the contribution of the external expert to group
members’ interests.

Now we can calculate profile to group G from the
preference of group members’ external experts. We assume
group G has M external experts. The preference of the
external expert j is denoted as Pj and the weight j is denoted
as wj . We carry out the profile of group G, represented by
FG, as below:

FG =

∑M
j=1 Pj × wj∑M

j=1 wj

(2)

We get a “virtual external expert” profile for each group
with Group Preference Model. We can use Topic Model to
find out the eigenvector of each video in candidate list. Then
we calculate the similarity, denoted as sim(G, i), between
each group profile and each video in the candidate list. We

carry out the similarity computing formulation as below:

sim(G, i) =
Vi · FG

∥Vi∥ × ∥FG∥
(3)

We can sort the videos in the candidate list by sim(G, i)
and the sorted video list is the final group recommendation
results.

With the above steps, we can get a comprehensive group
recommend proposal which can fully meet needs of a more
open social network with features of great dynamic and
sparse tightness.

The algorithm of individual recommendation is almost the
same as group recommendation.

B. Recommendation Experiments

We conduct experiments based on real-world group to
evaluate the performance of our recommendation algorithm.
We compare our algorithm with three other algorithms—
Average satisfaction, Least Misery and Most Pleasure [22].
We invited 18 groups to form various scale of groups
including 8 groups of 3 people, 6 groups of 5 and 4 groups
of 8. These participants are college students and graduates
with various profession backgrounds. People in one group
enter into TV6 to watch videos together and our server
automatically collect their meta data from SNS. When video
play ends, TV6 recommends videos for them using the
four recommendation algorithms. The group members mark
scores ranging from 1 to 5 for the results. Then we calculate
the average scores for each algorithm. The higher scores
indicate better performance. As we have three group size:3,
5, 8, we compare the four algorithms under different group
size. Fig. 5 illustrates the results. Apparently, our algorithm
performs better than other algorithms.

In face of sparse relation among group members, tradi-
tional algorithms have a poor performance. In contrast, our
algorithm concerning the influence of external experts is
more effective. Because group members are very interested
in content generated by their friends, using external experts’
history behavior can well reflect group members’ interests.
Our algorithm can also be used in other situation, such as e-
commerce if we use tweets with e-commerce content instead
of video content.

VI. CONCLUSION AND FUTURE WORK

We discuss how to design and deploy TV6, a novel
social TV system, embeds multiple social network systems
and online video sharing systems in this paper. The TV6
application is publicly available now and more than five
thousand people have installed it. A number of users give
us their experience and some valuable advice. Based on the
users’ feedback, we learn about how users use the social
TV system. TV6 is also currently used as an experiment
platform in a course of Tsinghua University and students
are conducting experiments on it.
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Figure 5. Performance under different group size.

We found that the awareness of friends in TV6 can make
users more engaged into the social television experience and
foster a sense of connectedness through television. Some
users say that they like to watch videos in their friends’
viewing history and favorites. After they login TV6, they
may go directly to the video watching list to view videos
that their friends are watching currently. Users are often
interested in the content generated or shared by their friends.
Some users even use their friends’ viewing history and
favorites as schedules of program that they plan to watch.
Provided viewing history and favorites of users’ friends can
help users to learn about their friends’ interests. Given the
access to know what others are watching and their playback
progress, users find social TV viewing an opportunity to
communicate with each other. Users may feel closer to
others while interact with their friends and the sociability
among users is also enhanced.

For future work, we will combine the internal and exter-
nal factors to see whether the comprehensive method can
enhance the group recommendation. We will also do some
experiments on larger groups as the group size are relatively
small now.
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Abstract ─ This paper presents a novel local contrast 

enhancement algorithm based on local histogram modification. 

The computation of local contrast enhancement operators is 

usually slow though they produce better local contrast and 

details. We have addressed this issue by subtly designing a 

highly parallel algorithm, which could be easily implemented 

on Graphics Processing Units (GPU) to harvest high 

computational efficiency.  Our method is fast and easy to use, 

and the experiment results show that the technique can 

produce good results on a variety of images.  

 

Keywords – GPU; constrast enhancement; histogram 

modification. 

I. INTRODUCTION 

Contrast enhancement is an important step in digital 
image processing when visual perception of information is 
limited by small differences in gray levels in the image. 
Several reasons, such as the limitation of the imaging 
devices and the adverse capturing conditions, make an 
image or a video have low contrast that the intensity levels 
of the pixels reside densely in a narrow range in the 
histogram of the image. In this case, the available dynamic 
range is not fully utilized. As a result, such images or 
videos may have a washed-out and unnatural look and lose 
details of the original scenes. Contrast enhancement 
techniques redefine pixel values in order to make full use of 
dynamic range and render various contents of images easily 
distinguishable. This improves the image quality of a 
display and visual perception of human beings. Contrast 
enhancement is useful and widely used in many 
applications, such as digital photography, medical image 
analysis, remote sensing and scientific visualization. 

This paper will address the issue by presenting a novel 
local contrast enhancement algorithm based on local 
histogram modification with mechanism of parallel 
computation, which will then be accelerated using GPU. 
The organization of the paper is as follows. In the next 
section, we briefly review previous work of histogram 
modification based contrast enhancement methods. We 
describe our algorithm in detail in Section III. Section IV 
describes the implementation of the designed algorithm. 
Section V presents experimental results and Section VI 
concludes the paper. 

II. REVIEW OF HISTOGRAM MODIFICATION BASED 

CONSTRAST ENHANCEMENT METHODS 

Several contrast enhancement techniques have been 
introduced to improve the contrast of an image, among 
which histogram modification techniques receive the most 
attention due to straightforward and intuitive 
implementation qualities. These methods modify the image 
through some pixel mapping such that the histogram of the 
processed image is more spread than that of the original 
image.  

Histogram modification techniques are usually classified 
as either global or local. Global histogram modification 
techniques derive a single mapping from the image and 
apply it to every pixel across the image. They do not 
involve spatial processing and are therefore 
computationally very simple. Histogram Equalization (HE) 
is one of the most commonly used algorithms [1]. The 
mechanism of HE is to transform the gray levels of an 
image to a uniform histogram based on the probability of 
occurrence of gray levels in an input image. However, HE 
without any modification may result in an excessively 
enhanced output image and cause unacceptable visual 
artifacts. Various methods have been proposed to improve 
HE. Bi-Histogram Equalization (BHE) is proposed to 
overcome the brightness preservation problems [2]. BHE 
divides the input histogram into two sub-histograms based 
on the mean brightness and the two sub-histograms are then 
manipulated by HE individually. A similar method in [3] 
creates the two separate histograms using the median 
intensity instead of the mean intensity. Other sub-histogram 
methods include [4-8]. They mainly differ in how to 
separate the input histogram.  

Global contrast enhancement is less than optimal, 
especially when the image contains large areas with 
substantially different average gray levels, and the contrast 
within each part is low. In such a case the original 
histogram is already fairly flat and any further global 
equalization does little to improve the local contrast. This 
problem can be addressed by local histogram modification 
techniques which use a spatially varying mapping based on 
local pixel statistics and contexts. Local methods can make 
premium contrast enhancement effect but at higher 
computational cost. In local histogram modification (LHM) 
methods in [9, 10], a square neighborhood is defined 
around each pixel, over which the histogram is equalized. 
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Adaptive histogram equalization (AHE) [11] divides the 
whole image into square regions and a histogram 
equalizing transformation is found for each region 
separately. The modified value for every pixel is then 
calculated by bilinear interpolation between the 
transformations given for the four neighboring regions. In 
[12], a low-pass filter-type mask is used to get a non-
overlapped sub-block histogram-equalization function to 
produce the high contrast associated with local HE but with 
the simplicity of global HE. Other local methods include 
[13-15]. 

III. ALGORITHM 

Our method divides images into non-overlapping 
regular rectangular blocks and reproduces the contrast and 
brightness in each of them simultaneously using a very 
parallel global contrast enhancement operator. Finally, a 
weighting scheme is used to eliminate the boundary 
artifacts caused from the contrast adjustment in different 
blocks. This method subtly addresses the issue that local 
operators are hard to be paralleled and provide promise for 
GPU acceleration.  

A. Global Contrast Enhancement 

Min-max linear contrast stretch and HE are two 
commonly used contrast enhancement methods. When 
using the linear contrast stretch, the intensity values of the 
original image are linearly mapped to a newly specified set 
of values, usually the full range of available brightness 
values. Consider an image with a minimum and maximum 
value of Dmin and Dmax. If this image is displayed on a 
visualization device with minimum and maximum 
displayable levels Pmin and Pmax (which are usually 0 and 
255), the range of [Pmin to Dmin] and [Dmax, Pmax] will be not 
displayed and thus wasted. In this case, the dynamic range 
of the display device are not made full use of. Linear 
contrast stretch targets to expand the narrow range of [Dmin, 
Dmax] to [Pmin, Pmax] as: 
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where D(x, y) and I(x, y) are input and output pixel 
values; (x, y) is pixel coordination; Dmin and Dmax are 
minimum and maximum gray levels of the original image; 
Pmin and Pmax are minimum and maximum displayable 
levels of  the visualization device. It's more convenient to 
regard linear contrast stretch as a mapping function LC, 
which divides compact range [Dmin, Dmax] into 256 equal 
length intervals using cutting points ln and maps pixels 
falling into the same interval to the same integer display 
level d. This process can be visually demonstrated by Fig. 
1(a).  

 
Figure 1. Contrast enhancement as mapping function. (a)  min-max linear 

contrast stretch; (b) HE; (c) our algorithm.  

HE transforms the gray levels of an image to a uniform 
histogram. Consider a digital image D(x, y) which has the 
total number of S pixels with gray levels in the range [0, L-
1]. The probability density function (PDF) P(k) of the 
image is defined as: 

S

n
kP k)( , for k = 0, 1, 2, ..., L-1                 (2) 

where L is the maximum gray level of image; nk is the total 
number of pixels in the image with gray level k. The 
cumulative distribution function (CDF) of the image is then 
obtained by: 
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)()( , for k = 0, 1, 2, ..., L-1              (3) 

HE will map an input gray level k into an output gray 
level EC(k) using the following mapping function: 

)()1()( kCLkEC                            (4) 

The mapping process is demonstrated in Fig. 1(b). HE 
divides [Dmin, Dmax] into 256 intervals such that the number 
of pixels falling into each interval is the same. All pixels 
falling into the same interval are mapped to the same 
integer display level d. en are the cutting points.  

Linear enhancement and HE have their own 
disadvantages. Linear contrast stretch is done purely on the 
basis of the actual pixel values without taking into account 
the image's pixel distribution characteristics. As a 
consequence, in densely populated intervals, too many 
pixels are squeezed into one display level, resulting in a 
loss of detail and contrast, while in sparse population 
intervals, too few pixels occupy quite a few valuable 
display levels thus resulting in the under utilization of 
display levels. HE takes into account pixel distribution and 
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Figure 2. Recursive binary cut approach for LEC.  

the display levels can be fully utilized. However, densely 
populated intensity intervals can result in the exaggeration 
of contrast while in sparsely populated luminance intervals 
mapping is too aggressive that the mapped gray levels will 
be very different from original values. 

Fortunately, the drawbacks of the two methods are 
compensated by one another. In order to achieve the 
desirable results, our designed enhancement method strikes 
a balance between the linear contrast stretch and HE as 
shown in Fig. 1(c) using cutting points len, which is 
computed as: 

)( nnnn lelle                              (5) 

where β is a controlling parameter. If β=0, the enhancement 
is linear; β=1, the enhancement is HE. In a sense, β controls 
the contrast enhancement level in the mapping process. 
Setting 0≤β≤1, we can strike a balance between the two 
extreme forms. We call this mapping function LEC. 

To implement LEC, we have developed a highly 
efficient recursive binary cut approach as illustrated in Fig. 
2. This recursive binary cut approach first divides the range 
of [Dmin, Dmax] into two segments according to (5) on level 
1. Then these two segments are each independently divided 
into 2 segments similarly on level 2. The process is then 
applied recursively onto each resultant segment until level 
8 with 256 segments created, each of which will be then 
allocated one corresponding displayable value between 0 
and 255.  

Fig. 3 shows the original image and the result from our 
global contrast enhancement method, and their 
corresponding luminance histograms. It's obvious that the 
histogram of the processed image is more stretched out than 
that of the original image, which means that the available 
gray levels of the display device are in better use and this 
makes the resultant image more visually pleasing. However, 
some regions lose local contrast and detail instead, like the 
wall of the building in the center of the image. This is 
because global contrast enhancement methods have the 
problem that it cannot improve the regional contrast since it 
uses only one mapping curve for the entire image as 
discussed in Section II. In order to address this problem, we 

  

  
Figure 3. First row: original image and its luminance histogram; second 

row: processed result from our global contrast enhancement method and 
its luminance histogram. 

extend our global method to a local one in the following 
section. 

B. Global contrast enhancement in local regions 

Following previous local contrast enhancement methods 
like [11], we segment image into non-overlapping 
rectangular regions, in which we compute local LECn 

(1≤n≤R, where R is the number of segmented regions) based 
on the pixel statistics in each region in the same way as in 
the global case described in Section III(B). We use a 
common parameter β=0.6 for all the regions in our local 
method. If we regard LECn as the mapping function, for an 
individual pixel luminance value D(x,y), output integer 
display level d(x, y) is given by 

)],([),( yxDLECyxd n  nyx ),(                (6) 

Fig. 4 shows the result directly from local LEC. 
Obviously, the image shows more details and local contrast 
in either dark or bright regions in comparison with the 
global case shown in Fig. 3.   

However, the direct application of LEC in each 
independent local area causes sharp jumps among different 
regions. The result is the boundary artifacts shown in Fig. 4, 
making the mapped images unacceptable despite of the 
improvement in detail visibility and local contrast. This is 
due to the fact that LECn are computed based on different 
luminance distributions. Pixels with similar values but on 
different sides of the local regions boundaries can be 
projected to have very different values and thus lead to 
boundary artifacts. 
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Figure 4. Result directly from LEC in local regions. 

C. Boundary artifacts elimination 

To eliminate the boundary artifacts, we introduce a 
weighting scheme. For each pixel value D(x, y) in the 
image, the final mapped pixel value is the weighted average 
of the results of N nearest regions according to a distance 
weighting function: 
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where N is the number of blocks used; wd is the distance 
weighting function; dn is the Euclidean distance between 
the current pixel position and the center of each of the used 
regions. σd controls the smoothness between blocks. Larger 
values of N and σd   facilitate the elimination of boundary 
artifacts but will produce image with less local contrast. Fig. 
5 shows the final result until this step. We can see all 
undesirable artifacts have been removed. 

IV. GPU IMPLEMENTATION 

GPU has of late gained considerable computational 
power and the introduction of programmability has enabled 
its use outside the original application domain of computer 
graphics for more general purposed computing tasks. In the 
field of image processing, some researchers have already 
considered to take the advantage of CPU implementation 
[16]. CUDA is often mentioned among them [17]. 

A. Basics of CUDA 

CUDA is a newly emerged scalable parallel programming 
model and a software environment for parallel computing 
on GPU [18]. It allows almost the direct translation of C 
code onto the GPU, with the syntax consisting of minimal 
extensions of the C language. 

 
Figure 5. Final result after eliminating boundary artifacts and considering 

local contrast enhancement adjustment. 

CUDA programmers launch kernels to accomplish 
computation tasks on GPU. One important way in which 
kernels differ from normal C functions is that they are 
executed in parallel, over a large number of CUDA threads. 
Individual threads execute in parallel the same kernel 
program on different data. Threads are organized into 
blocks and blocks make up grids, as shown in Fig. 6. Built-
in variables threadIdx, blockIdx and gridIdx, up to three 
dimensions, help locate each thread and determine what 
data to work on. The tricky parts of CUDA programming 
are to decide the grid and block size, and identify target 
data using the mentioned ID variables. Kernel program is 
launched as: 

kernel<<<grid_size, block_size>>>( arguments ); 

We will describe their CUDA implementation in detail 
in the next two sections.  

B. Accelerating local mapping function construction  

In addition to simultaneous deriving local mapping 
function in each region, we also propose a parallel 
implementation of LEC operator as shown in Fig. 2. This 
recursive binary cut approach first divides the range of D(I) 
into two segments according to (5) on level 1. Then these 
two segments are each independently divided into 2 
segments similarly on level 2. The process is then applied 
recursively onto each resultant segment until level 8 with 
256 segments created, each of which will be then allocated 
one corresponding displayable value between 0 and 255. 
On level i, 2

i-1 
cuts are created independently and thus 

could be calculated on GPU simultaneously. We launch one 
kernel program for each level as:  

DeriveLEC_i<<<Grids, 2i-1>>>( arg ); ( i = 1, 2 ... 8) 

DeriveLEC_i is the calculation on level i (5). Grids is a two 
dimensional variable with each component equal to the 
number of regions in the image vertically and horizontally. 
Kernels are so launched to make sure one CUDA block is 
responsible for constructing mapping function in one local 
zone and each thread serves to create a new cut between 
segments.  
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Figure 6. CUDA threads organization. Figure is courtesy of NVIDIA.  

C. Accelerating weighting process  

As discussed in Section III(B), we could conduct 
computation according to (7) for each pixel across the 
image concurrently. To put it into practice, we pre-calculate 
the distance weighting function and the similarity function, 
and then launch just one kernel as: 

Weighting <<<Grids, Blocks>>>( arg ); 
Weighting is the kernel program to calculate (7). Grids is 
the same as that in the previous section. Blocks is a two 
dimensional variable. Its first and second dimension size is 
equal to the number of pixels of a local zone horizontally 
and vertically respectively. In this manner, each CUDA 
thread is in charge of the weighting process for one pixel to 
get the final mapping result. 

V. EXPERIMENTAL RESULTS AND DISCUSSION 

As discussed in Section III, our local contrast 
enhancement method controls enhancement level using 
several parameters, namely contrast controlling parameter β 
in the global method, the number of segmented regions R, 
the number of regions used to eliminate boundary artifacts 
N, smoothness control between blocks σd. It is intuitive that 
larger β means more local contrast enhancement. In term of 
region number R, mapping results of image segmented into 
more regions obviously have more local contrast since the 
full dynamic range of the display can be better utilized in 
local areas. Large N and σd result in an image free from 
boundary artifacts but with less local contrast. For most 
cases in our experiments, setting β to 0.6, R to 32×32, N to 
7×7 and σd  to 18.0 leads to good results and therefore we 
choose these values as our default parameters in order to 
overcome the difficulty of too many parameters for users to 
set.  

Fig. 7 shows resultant images from different contrast 
enhancement methods. The resultant image of our 
algorithm is comparable to those of HE, and contrast 
limited adaptive histogram equalization CLAHE [13]. All 
the results from local methods are produced using default 
parameters. In the bottom left image produced by HE, there 
is less local contrast like the wall of the building in the 
center of the image. In the bottom right image from 
CLAHE, the contrast is so strong that noises are presented, 
such as the road. Fig. 8 shows more results of our algorithm. 

  

  
Figure 7. Resultant images from different contrast enhancement methods. 

From left to right, top to bottom: original image, result from our algorithm, 

result from HE and result from CLAHE [13]. 

 To demonstrate the computational efficiency of the 
proposed method, we implemented it on both CPU and 
GPU. For the 768 * 1024 pixel test image, it takes 1.477s 
for an i5-2410M CPU @ 2.30Hz with 4GB RAM running 
64-bit Windows 7 Ultimate to compute the final result. The 
mapping function construction and weighting process 
occupy 0.392s and 0.899s respectively. The GPU 
experimental platform is NVIDIA GeForce GT 550M with 
2 multiprocessors. Without considering careful 
optimizations of memory use and cooperation between 
CPU and GPU, CUDA codes could shorten the time to 
0.358s to compute the same test image above. Specifically, 
mapping function construction time has been reduced to 
0.172s while weighting process time to 0.103s, from which 
we could experience about 2 and 9 times speedup for each 
part. The reason that the weighting process has gained 
higher ratio of acceleration is because it has more 
parallelism we could utilize. In other words, there are more 
computations with potential to be paralleled, 768*1024 in 
this case. 

 

  

  
Figure 8. More results of our algorithm. 
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VI. CONCLUSION AND FUTURE WORK 

In this paper, we present a novel local contrast 
enhancement method based on local histogram 
modification with mechanism of parallel computation. It 
can be further accelerated by using GPU. We describe not 
only the detailed algorithm of the method, but also the 
implementation of it. The experiment results show that the 
method has been demonstrated fast and effective for 
enhancing images.  

Future work will focus on optimizing CUDA 
implementation, obtaining a better acceleration from the 
perspective of algorithm design [19][20] and using a better 
GPU to render video in real time.   
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Abstract— This paper aims at illustrating a collaborative and 

modular web platform in the domain of digital and 

computational philology. The proposed work deals with 

parallel multilingual and multimedia resources. Two case 

studies are discussed in order to show the flexibility of the 

designed platform. The reusability of the components in 

different projects is achieved by abstract modeling and 

through the application of effective design patterns. The 

platform deals with textual resources and associated 

multimedia content, which can be retrieved by the metadata 

and shown in parallel (e.g., the page image of a manuscripts 

and the related transcription). The library of components will 

distribute under GPL 3.0 license and available at 

https://github.com/CoPhi. 

Keywords-computational philology; digital philology; 

multilingualism; parallel multimedia; enterprise systems. 

I.  INTRODUCTION 

A general introduction provides an overview on 
initiatives and projects related to the specific domain of 
digital philology. The proposed methodology, illustrated in 
the second section, is based on the application of design 
patterns. Two pilot projects constitute the results shown in 
the third section: the former is an application for digital 
epigraphy and the latter is an application to manage 
manuscripts. Finally, conclusions are discussed, in order to 
point out the flexibility and reusability of the system. 

Current trends in digital and computational philology are 
focused on the implementation of collaborative 
environments, in order to provide the international scholarly 
community with a suitable infrastructure to share and reuse 
scientific products, such as digital critical editions, 
commentaries, linguistic and stylistic analyses, annotations 
on manuscript page images, descriptions of archaeological 
and epigraphical artifacts, etc.[13-17][19][23] 

The main efforts to achieve this aim are (1) the 
standardization of data formats for literary and philological 
studies[2][16][19][23], (2) the modelling of domain 
ontologies[4-6], (3) the interconnection with disciplines 
focused on text-bearing objects, such as Digital 

Epigraphy[13][23] or artifacts mentioned in literary works, 
such as Digital Archaeology and, eventually, (4) the 
management of data by web-services through common 
protocols, such as OAI-PMH [1]. 

The standardization of data formats for literary and 
philological studies is the mission of the Text Encoding 
Initiative (TEI [2]). The TEI provides XML schemes and 
guidelines for text, extra-text, and para-text encoding with 
bibliographical, linguistic and philological meta-information. 

Domain ontologies are provided by various institutions. 
Europeana [3], a platform for information and knowledge 
exchange in the domain of Digital Humanities, has 
formalized a data model that is becoming a de-facto standard 
(EDM: Europeana Data Model [4]).  

The CIDOC-CRM [5], on the other hand,  provides the 
conceptual reference model in the domain of Digital 
Archaeology and a joint effort between CIDOC-CRM and 
the Functional Requirements for Bibliographic Records has 
created FRBRoo [6]: an ontology intended to link 
bibliographical and museographic information. 

Web-services allow the data exchange among working 
groups distributed world-wide. In the field of classical 
literature and philology, Bamboo [7] and Interedition [8] aim 
at providing web-services to make critical editions in 
collaborative environments. 

The Perseus Project [9] (Tufts University) is the leading 
initiative that provides scholars with the suitable 
cyberinfrastructure: Philologist, powered by Son of Suda 
(SoSol [10]), and Alpheios [11] are the web applications that 
allow the version-controlled editing of texts and linguistic 
analyses associated to them. The identification of textual 
units is formalized by the Canonical Text Service (CTS 
[12]), which associate a URN (Uniform Resource Name) to 
every word of any specific edition. 

 
As shown above, standard data formats on one hand and 

web-services on the other hand, highly promote the 
interoperability. But in the field computational philology it is 
necessary to improve also the software reusability. Whereas 
libraries and API for information retrieval, such as Lucene or 
linguistic analysis, such as LingPipe exist and are 
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maintained, libraries devoted to the specific field of 
computational philology are wanted: computational 
linguistics analyzes a single text flow associated to single 
linguistic analyses (e.g., syntactic and semantic analyses), 
whereas computational philology must deal with multiple 
versions of the same text (due to variants in the manuscripts 
or conjectural emendations provided by the scholars) and 
multiple interpretations at each level of analysis (due to the 
disagreement of authoritative scholars recorded in several 
commentaries along the centuries). 

The main purpose of our work is the constitution of a 
library of components (the CoPhi Beans library) focused on 
philological activities, such as the alignment of complex 
textual objects (e.g., the alignment of variants according to 
their semantic similarity, not only according to the edit 
distance of the inflected forms), the extension of levels of 
analysis (e.g., metrical and colometrical analysis) or editing 
and retrieval of multiple, concurrent annotations. 
Furthermore, the linkage of textual resources to multimedia 
sources, such as the manuscript page images, must be taken 
into account in the new paradigm of philology in the digital 
age, which pays increasing attention to the disintermediation 
between the philologist and the (digital representation of) the 
primary sources. 

Due to the abstract modeling and the modular design, our 
library and the platform based on, even if it is still in alpha 
version, is already used in a number of national and 
international projects devoted to manage parallel multimedia 
resources, such as text, image and music combined together. 

 
Three main areas are involved for developing a platform 

based on the CoPhi Beans library able to deal with such 
spread needs: 

 Acquisition of resources by Optical Character 
Recognition (OCR) or information extraction and 
document transformation from semi-structured 
resources to structured ones (ETL: Extract, 
Transform and Load); 

 Text processing and indexing; 

 Collaborative Enterprise Application designing and 
developing. 
 

Eventually, we are designing and developing 
components, modules and plug-ins for a collaborative 
enterprise web-based system in order to build a suitable 
environment to analyze, on one hand, manuscripts and 
printed documents and, on the other hand, to produce new 
critical editions. 

II. METHODOLOGY 

Flexibility and reuse is achieved by a modular and 
abstract design of the components.  

The core of the platform is: (1) the view resources 
component, (2) the search and index component, (3) the 
analysis component, (4) the comment and collaborative 
component (5) the editorial component. 

The architecture of our platform is based on the MVC 
(Model View Controller) pattern, which separates the 

business model from the GUI (Graphical User Interface) and 
from the objects devoted to the behavioral aspects. Fig. 1 
shows the class model design involved in commenting 
results and the design model involved in the analysis process. 

Comments written by the users in natural language and 
micro-annotations automatically produced by morpho-
syntactic parsers must be editable versioned and searchable. 
Furthermore Textual components can be composite with 
linguistic analyses and multimedia resources (images, audio, 
etc.) in a flexible way, at different levels of granularity 
(single words, sentences, paragraphs, documents, etc.). In 
order to achieve this goal, compound patterns have been 
used: (1) Composite (2) Typed Relationship (3) Factory 
Method. 

 
The whole system has been developed according to the 

Java Server Faces 2 specification (JSR-314) and according to 
the general JSR-316 specification (Java Enterprise Edition 
6). Persistence is obtained using a native XML-DB, eXist, 
which stores and retrieves documents encoded in TEI or 
other XML compliant documents. 

The system, currently in alpha release, is producing 
promising results and several deployments in real projects, 
such as the Res Gestae Divi Augusti Web App and the 
Saussure Web App, which will be illustrated below. 

III. RESULTS 

A. Res Gestae Divi Augusti Web Application 

The Res Gestae Divi Augusti Web Application handles 
the Mommsen’s edition of the well known bilingual epigraph 
(Fig. 2). The aligned texts are shown in parallel and the 
granularity of the information is flexible: the units can be 
paragraphs for a coarse alignment, words for the 
morphological analysis and characters for the annotation of 
the status on the stone, such as readable or unreadable.  

The comment component allows scholars to record 
exegetical annotations, commenting fragments on a selected 
chunk of text, which can be labeled. Index and Search 
component is suitable for advanced text retrieval based on 
metadata produced both by automatic processes and by 
scholar studies. For example in this project it is possible to 
perform queries for chunks in both languages (Greek and 
Latin) and word status on the available support (e.g., attested 
or conjectured).  

B. A digital edition of F. de Saussure’s Manuscripts 

A prototype of the digital edition of Saussure’s texts, 
based on a representative selection of his manuscript images 
and transcriptions, has been the focus of a Research 
Programs of Relevant National Interest (PRIN2008). This 
project has been a test for evaluating the platform with text 
and image resources. The text has been extracted from semi-
structured electronic documents and transformed in a TEI-
compliant format. Fig. 3 shows the component that manages 
parallel resources, in order to browse and search both texts 
and images. The links are referred to annotations that author 
of the manuscripts has done and to which editor refers in the 
critical apparatus. As shown in Fig. 1, the platform is based 
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on component aggregation (e.g., comments), or on the 
extension of components (e.g., indexes). Many indexes (one 
per language used in Saussure’s quotations) are required in 
this project. Consequently, the component is able to handle 
indexes and concordances for each language.  

The comment component is useful to enhance 
collaborative annotations and arrange canonical linkage 
between selected text, such as named entity and authoritative 
resources on the web infrastructure. 

IV. CONCLUSION 

The new paradigm of computational philology in the 
current web generation is the collaborative philology, based 
on crowdsourcing both for software development and for the 
acquisition and generation of data. Even if many libraries of 
components have been implemented for computational 
linguistics, which can be reused in the domain of philology, 
computational philologists must afford specific issues due to 
multiple readings of the same text and multiple 
interpretations of the same reading. Furthermore, 
collaborative philology is open to other disciplines, such as 
palaeography, codicology, musicology, which heavily 
involve multimedia. For this reason we have illustrated how 
we are developing a library of java components that 
constitutes the core of a web platform, focused on the 
domain of collaborative philology to deal with texts and 
related multimedia sources. As seen above, the modularity of 
the system promotes the reuse of philological components in 
many applications. This aim is achieved both by aggregation 
and by extension.  

 
Future work gives priority to the multimedia aspects of 

the philological studies. The same framework used to create 
a new textual edition from many corrupted witnesses can be 
applied to restore a sound track from many low quality, 
noisy or incomplete recordings of the same concert. APIs 
developed by third parties devoted to specific tasks, such as 
sound track alignment, will be studied and interfaced to our 
platform.  

 

In conclusion, collaborative philology is experiencing a 
double transition: on one hand it is moving from single, 
desktop applications towards web applications, web services 
and distributed programming, on the other hand it is 
widening its attention from text to multimedia. 

 

 
 

Figure 1.  Class Model Diagram for Comment and Analysis components  
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Figure 2.  Res Gestae Divi Augusti deployment 
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Figure 3.  A digital edition of F. de Saussure’s Manuscript 

 

50Copyright (c) IARIA, 2013.     ISBN:  978-1-61208-265-3

MMEDIA 2013 : The Fifth International Conferences on Advances in Multimedia

                           59 / 150



“REFERENCES” 

[1] http://www.openarchives.org/pmh [retrieved February, 
2013] 

[2] http://www.tei-c.org/index.xml [retrieved February, 2013] 

[3] http://www.europeana.eu/portal/ [retrieved February, 2013] 

[4] http://pro.europeana.eu/edm-documentation [retrieved 
February, 2013] 

[5] http://www.cidoc-crm.org/ [retrieved February, 2013] 

[6] http://www.ifla.org/node/928 - http://www.cidoc-
crm.org/frbr_inro.html [retrieved February, 2013] 

[7] http://www.projectbamboo.org/ [retrieved February, 2013] 

[8] http://www.interedition.eu/ [retrieved February, 2013] 

[9] http://www.perseus.tufts.edu/hopper/ [retrieved February, 
2013] 

[10] http://idp.atlantides.org/trac/idp/wiki/SoSOL/Overview 
[retrieved February, 2013] 

[11] http://alpheios.net/ [retrieved February, 2013] 

[12] http://www.homermultitext.org/hmt-doc/cite/index.html 
[retrieved February, 2013] 

 

[13] A. Berra, “Exploitation de la matière épigraphique dans un 
espace numérique, Edition savante et humanités 
numériques”. http://philologia.hypotheses.org/648 
[retrieved February, 2013]. 

[14] A. Bozzi, M. M. Morales, and M. Rufino, “Imago et 
umbra: Programma di digitalizzazione per l’Archivio 
storico della Pontificia Universita Gregoriana: criteri, 
metodi e strumenti,” in Digitalia, Anno V, Numero 2, 
Roma, 2010, pp 79-99. 

[15] A. Bozzi, V. Sandrucci, “Uno strumento al servizio 
dell'archiviazione, lo studio, l'edizione e l'interrogazione di 
documenti digitali,” in Carmen Alén Garabato, Mercedes 
Brea, Xosé Afonso Álvarez (a cura di), Quelle linguistique 
romane au XXIe siècle?, Paris: L'Harmattan, Langue et 
parole, 2010, pp. 27-40. 

[16] A. Bozzi, “Edizione elettronica e filologia 
computazionale”, in A. Stussi (a cura di), “Fondamenti di 
critica testuale”, Il Mulino Manuali, Bologna, 2006, pp. 
207-232. 

[17] A. Bozzi, “Towards a philological workstation,” in Revue 
informatique et statistique dans les Sciences humaines, 
XXIX, 1993, pp. 33-49. 

[18] S. Burbeck, "Applications Programming in Smalltalk-
80TM: How to use Model-View-Controller (MVC)," 1992 
http://st-www.cs.illinois.edu/users/smarch/st-
docs/mvc.html. [retrieved February, 2013. 

[19] G. Crane, B.Seales, and M. Terras, “Cyberinfrastructure for 
Classical Philology,” Digital Humanities Quarterly, 3 (1), 
2009 URL: 
http://www.digitalhumanities.org/dhq/vol/3/1/000023/0000
23.html [retrieved February, 2013. 

[20] M. Fowler, “Analysis Patterns: Reusable Object Models”. 
Menlo Park, Calif. ; Harlow : Addison Wesley. 1996. 

[21] E. Gamma, R. Helm, R.Johnson, and J. Vlissides, “Design 
Patterns: Elements of Reusable Object-Oriented Software”. 
Reading, Mass: Addison-Wesley, 1995. 

[22] G.Hohpe, B. Woolf, “Enterprise Integration Patterns: 
Designing, Building, and Deploying Messaging Solutions”. 
Boston: Addison-Wesley, 2004. 

[23] M. Lamé, V. Valchera, and F. Boschetti, “Epigrafia 
digitale. Paradigmi di rappresentazione per il trattamento 
digitale delle epigrafi,” Epigraphica, LXXIV vol. 1-2, 
2012, pp. 331-338 

[24] M. McCandless, E. Hatcher, and O.  ospodneti , “Lucene 
in action”, Manning, 2010. 

[25] G. Stewart, G. Crane, and A. Babeu: A New Generation of 
Textual Corpora. JCDL 2007, pp. 356–365. 

 

51Copyright (c) IARIA, 2013.     ISBN:  978-1-61208-265-3

MMEDIA 2013 : The Fifth International Conferences on Advances in Multimedia

                           60 / 150



Efficient, Compact, and Dominant Color Correlogram Descriptors for 
Content-based Image Retrieval 

Ahmed Talib, Massudi Mahmuddin, Husniza Husni 
Computer Science Dept., School of Computing, 

University Utara Malaysia, 
06010 Sintok, Kedah, Malaysia 

s91707@student.uum.edu.my,{ady,husniza}@uum.edu.my 

Loay E. George 
Computer Science Dept., College of Science, 

Baghdad University, 
10071 Al-Jadriya, Baghdad, Iraq 

loayedwar57@yahoo.com
 
Abstract— Color is one of the most important and widely used 
cues in content analysis and retrieval. However, most 
promising color descriptors consume massive amounts of 
computation and storage, which is a serious drawback. One of 
these promising color techniques in image retrieval is the color 
correlogram, but the technique also suffers from the 
aforementioned drawbacks. In this paper, we present two 
compact representations of the color correlogram. The first 
representation is the compact-generalized correlogram, which 
compresses colors and generalizes the distances of the original 
correlogram descriptor. The second representation is the 
dominant color-based correlogram, which is also a compact 
and conceptual correlogram descriptor. This representation 
computes the spatial correlations of the dominant colors of a 
few images instead of a large number of quantized colors used 
by the original descriptor. The two representations are 
integrated. The experimental results prove the high 
effectiveness and feasibility of the proposed descriptors 
through two large image databases (i.e., Corel-10K and 
Cartoon-11K) using ARR, ANMRR, P(10), and MAP metrics. 

Keywords-Color Correlogram; Large database; Dominant 
Color; Compact descriptor; Content-based Image Retrieval 

I. INTRODUCTION 

Color descriptors play an important role in reducing the 
gap between low-level features, such as color, texture, and 
shape, and high-level semantic concepts, such as emotions, 
events, or scenes [1][2]. Color is considered a powerful cue 
for content-based image retrieval (CBIR) [3][4] and is also 
an effective feature in image analysis because color is robust 
with noise, image orientation, and resolution [2][4–6]. 
Therefore, various color descriptors have been proposed in 
previous studies [7–9]. The color histogram [7] and its 
enhancements [10–12] are good attempts at creating color 
descriptors because of their ability to solve translation and 
rotation invariant problems. However, the color histogram 
and its enhancements lack the spatial correlation of colors 
that allows different images to be considered similar. 

One of the most promising approaches in solving the 
problem is color correlogram [13][14], which preserves the 
spatial correlations of color information for accurate image 
retrieval. The color correlogram approach demonstrates high 
effectiveness compared with the color histogram and an 
earlier spatial–color approach called the color coherence 
vector (CCV) [9]. The color correlogram is a table indexed 
by color pairs (Ci, Cj), where the kth entry specifies the 
probability of finding a color Ci at a distance k from a color 

Cj in the image; i, j are the indexes of colors within a range 
of m quantized colors; and k is a distance within the range of 
a maximum distance d.  

The problem of the correlogram lies in the expensive cost 
of memory space and computation time, with the 
correlogram requiring O(m2d) complexity. This cost is an 
infeasibility problem for use in a huge database, especially 
regarding memory space. Several gigabytes are required for 
a large database, which may not be available in the main 
memory of a computer. Therefore, the Autocorrelogram [13] 
is proposed to reduce the time and space complexity into 
O(md) by finding the spatial correlation of each color with 
only itself. The accuracy of the Autocorrelogram is certainly 
lower than the original correlogram because the correlations 
of a particular color with other colors are ignored, and the 
only correlation with the same color is kept.  

In this paper, a compact and generalized representation of 
the color correlogram is proposed, which reduces the 
complexity of the correlogram from O(m2d) to 
O(m2/2 + m/2). The proposed representation is slightly more 
complex than the Autocorrelogram (or less complex than the 
Autocorrelogram in some cases when d is large). The 
proposed method outperforms the Autocorrelogram and 
achieves the same (or slightly lower) accuracy than the 
original correlogram. The satisfactory performance is caused 
by the preservation of the spatial correlations among all the 
colors in the image, which reduces the memory space of the 
colors (m2) to approximately half (m2/2+m/2). The proposed 
representation also generalizes all d distances into one 
distance value by taking the average of all distances. In this 
case, keeping many distances that refer to separate spatial 
correlations becomes expensive. Instead, averaging the 
distance significantly reduces the complexity of the 
descriptor with very little degradation in accuracy.  

Color descriptors, including the color correlogram, are 
weak in image recognition or discrimination because the 
naive rules that the color descriptors are based on do not 
simulate the human visual system [3][4]. Therefore, more 
improvements can be done in this field. Much research has 
been conducted on human color perception (e.g., [15][16]), 
which show that humans use only a few of the prominent or 
dominant colors of the image to judge similarity. Two rules 
on the model human visual and color perception exist. The 
first rule states that two images are considered similar if the 
images have the same dominant colors (DCs). The second 
rule indicates that the two images are perceived to be similar 
if the images have the same distribution of DCs irrespective 
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of content [4]. Humans consider the DCs and the spatial 
distributions of images to judge color similarity. Therefore, 
dominant color descriptors have been introduced in many 
studies (e.g., [17–20]) instead of descriptors that use a large 
number of colors, such as the color histogram and color 
moments [7][10][12].  

The color correlogram has perceptual and infeasibility 
problems in large databases. Thus, a perceptual correlogram 
was introduced [4], which applies ColGrm concepts on a few 
DCs instead of a large number of colors. However, the 
perceptual correlogram has some deficiencies in simulating 
the original correlogram through the imperfect similarity 
measure, which will be explained in Section IV. In the 
present paper, an adaptation of the perceptual correlogram 
[4] is proposed. The adapted descriptor is called a DC-based 
color correlogram (DCBC), which adapts the dissimilarity 
measure of the perceptual correlogram by correctly 
simulating the original correlogram on a few dominant 
colors. 

The rest of this paper is organized as follows: Section II 
presents the related works on the color-based CBIR. Section 
III introduces the compact-generalized correlogram (CGC), 
and Section IV presents the adapted perceptual DC-based 
correlogram. The experimental results of the proposed and 
adapted descriptors and their integration are compared with 
some candidate descriptors in Section V. Section VI 
concludes the paper.  

II. RELATED WORK 

Many studies have been conducted on content-based 
image retrieval (CBIR), such as Visual-SEEk [21], QBIC 
[22], Photobook [23], and Image-Rover [24]. In these 
studies, several visual (low-level) features, such as color, 
texture, and shape, were used. Color is one of the most 
commonly used features in CBIR [3][4]. Therefore, this 
study focuses solely on color to retrieve images in the CBIR 
domain.  

Previous studies vary in their usage of color descriptors 
[3]. Some use global color descriptors (GCDs), and others 
used spatial color descriptors (SCDs). The former is used to 
measure the similarity between two images by taking the 
colors and their percentages in the images into account, such 
as the color histogram [7][10] and the dominant colors [17–
19][28]. The latter measures the similarity between the two 
images by considering the existing colors and their 
distributions or arrangements in the image, such as in the 
CCV [9] and color correlogram [13][14].  

The color histogram in GCDs proposed in [7] has been 
extensively used as a GCD to solve translation and rotation 
invariant problems. This color histogram is characterized by 
easy implementation and accuracy particularly in small 
databases. Many enhancements in histogram-based 
approaches have been achieved, as reported in [10][11][25]. 
The original representation of the RGB color is 24-bits 16-
million colors that are assigned to each pixel in the image, 
leading to an infeasibility problem for both time and memory 
space. Therefore, static quantization [39] is used to reduce 
color space to make storage and time more reasonable. 
However, histogram-based approaches have several 

drawbacks. The first one is the dependence on a static 
quantization method, which suffers from low discrimination 
power. The lack of discrimination is caused by a large 
number of similar colors set to different bins, making the 
similarity measure (i.e., L1, L2 or histogram intersection) 
between the two histograms inefficient. The second 
drawback is the mismatch of the methods with human color 
perception [19][26][28]. Humans cannot perceive more than 
eight colors [27] or can only perceive a few prominent colors 
in an image [4][15][16]. Therefore, extracting DCs from the 
image becomes the best solution because DCs require less 
time and storage consumption.  

Although DCs are not that effective in color-based image 
retrieval, it is still considered a GCD. The basic problem of 
these descriptors is the lack of spatial correlations of colors 
within the image. This absence leads to considering different 
images in terms of color distribution as similar because of 
the same color percentages. The complement part (spatial 
relationship of colors) of the similarity of images is “where 
the colors are located” [3][4]. GCDs work without the 
complement part; thus, the results are not satisfactorily 
presented in the CBIR field. Many methods have been 
proposed to include the complement part, such as the CCV 
[9]. A pixel is considered coherent if its color is similar to 
the color of the region to which it belongs; otherwise, the 
pixel is considered incoherent. Many approaches have also 
been proposed to prove the high effectiveness of the spatial 
relationship among image colors such as [29], which used 
the concept of color boundaries, and [5][8], which used the 
color adjacency concept. These approaches lead to a simple 
conclusion that the relative distance (inter-distance) of the 
colors of an image can capture the true or real composition 
of the colors in the image.  

These SCDs have two important properties: translation 
and rotation invariant. One of the most active approaches 
among all the SCDs is the color correlogram (ColGrm) 
[13][14]. The ColGrm is a table indexed by color pairs (Ci, 
Cj), where the kth entry specifies the probability of finding a 
color Ci at a distance k from a color Cj in the image; i, j are 
indexes of the colors within the range of m quantized colors; 
and k is the distance within the maximum distance d. 

The ColGrm complexity is O(m2d), which consumes high 
CPU time and memory space, especially in a large database. 
For example, the image of width (W = 500) and height 
(H = 400) is assumed. In such dimensions, a suitable value 
for d would be 40–200, corresponding to the following 
formula: d ≈ 10% to 50% of the smaller dimensions in the 
image [2][3]. Any value of d less than this range will not be 
suitable in capturing the true spatial color distributions of the 
image because only colors within a small range will be 
described. The complexity of correlogram algorithm remains 
too high and requires several processing hours per image on 
a computer even with a lower bound selection of the range of 
distance d (d = 40). Moreover, an infeasible memory space 
for the feature vector will be required even for a small image 
database. Several possible solutions can be applied to solve 
this infeasibility problem. The first solution is the reduction 
of the range of distance d (e.g., let d ≈ 10), which will reduce 
the complexity by only fourfold (an insignificant reduction) 
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and will be unable to precisely identify the true spatial color 
distribution. Another solution is the reduction of the color 
space using the quantization algorithm. The typical 
quantization for RGB color space is 8 partitions for each 
band (8 × 8 × 8), which will equal to 512 colors and will 
speed up the ColGrm by about 30-fold. However, immense 
memory space (about 80 megabytes (MB) per image) will 
still be required, making the ColGrm applicable for only 
small databases. Therefore, a simplified version of the 
ColGrm called AutoCorrelogram is introduced [13]. The 
Autocorrelogram only characterizes the spatial color 
distribution of the same colors, i.e., each color with itself 
without identifying correlations with other colors. The latter 
case may cause the degradation of the color descriptor, 
which actually occurred in many studies [1–4][13][14] that 
reported the ColGrm to be better in retrieval accuracy than 
the Autocorrelogram.  

Ma and Zhang [30] and recently [31][32] show (using 
extensive experiments) that the ColGrm and 
Autocorrelogram can achieve better performance than those 
of other global and spatial color descriptors, such as the color 
histogram, color moments, and CCV, despite the limitations 
of correlograms. Some extensions were made to both, such 
as the Markov Stationary Features [33], which is an 
extension of the Autocorrelogram, Wavelet Correlogram 
[34], and Gabor wavelet correlogram [35]. All these 
approaches perform only slightly better than the original 
ColGrm descriptor, which has more time complexity [4]. A 
recent method reduces the time complexity of ColGrm by the 
approximation of a descriptor [36], depending on the 
randomization of selecting the neighbors of the pixels. The 
method certainly decreases the accuracy compared with the 
original ColGrm but decreases time complexity to half. The 
drawbacks of this method are that the complexity of the 
memory space remains O(m2d) and that the accuracy of such 
an algorithm is not fixed because of the dependence on the 
randomization of selecting the candidate pixels to build the 
ColGrm feature vector. Therefore, the proposed method 
depends on the original ColGrm in adaptation and 
comparison. A compact representation of the ColGrm is 
proposed in this paper to solve the problem of infeasibility. 
The details of the proposed method are presented in Section 
III. 

DC-based methods can be used to solve the perceptual 
and infeasibility problems of the color histogram. However, 
the DC-based methods remain as GCDs and lack spatial 
color correlations. Therefore, the DC concept can be 
integrated with the ColGrm to obtain better performance 
than when each is applied separately. A satisfactory attempt 
was recently conducted to integrate the two in [4], which 
used a penalty trio model to find the dissimilarity between 
the two images by joining the global (from DCs) and the 
spatial (from ColGrm) information. Kiranyaz et al. [4] 
changed the dissimilarity equation of ColGrm, which is 
claimed to be inefficient, but such change would lead to 
serious performance degradation. This problem will be 
discussed in more detail in Section IV. A duo-model instead 
of a trio-model is proposed to solve the problem of the later 
model.  

III. THE PROPOSED CGC DESCRIPTOR 

The color correlogram offers the best performance 
among the GCDs and SCDs, as mentioned in Section II. 
However, the massive consumption of time and memory 
space remains its major drawback. Some reduction can be 
achieved for its time and feature vector space through a 
critical analysis of the process of the correlogram. 

ColGrm )(
,
k

cjciγ is a table of probabilities for finding the 

spatial correlation of a certain color with the other colors 
within an image from a specific distance. The table is 
indexed by the triple (Ci, Cj, k), where Ci and Cj represent 
the colors their neighboring probabilities need to know in a 
distance k. The indexes’ values i, j are within the m 
quantized colors, and the k value is within the maximum 
distance d. The ColGrm maintains spatial correlation among 
the colors in the image. The ColGrm table is depicted in 
Figure 1. 

 
Figure 1.  Original color correlogram feature vector representation with a 
complexity of O(m2d). 

Figure 1 shows that the massive storage space of this 
representation lies in the colors and distances. Therefore, our 
proposed method is focused on the reduction of these two 
factors without a significant degradation of the performance 
of the original ColGrm. 

A. Color Reduction 

In the first factor (colors), the square matrix of colors in 
Figure 1 contains the probabilities of finding color i at the 
distance k from color j. A repetition of information is 
noticeable through a proper logical analysis of this color 
representation. The probability of finding color i with a 
specific distance from color j is located in the two positions 
in the matrix: locations (i, j) and (j, i). Intuitively, the 
existence of a white color beside a black one, for example, 
has the same meaning as a black color being beside a white 
one. Black is on the right of white; thus, we can find white 
on the left of black. The co-occurrence matrix of the colors 
in the original representation increases in the two locations 
co-occurrence (black, white) and co-occurrence (white, 
black), as shown in Figure 2. 
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Figure 2.  An example of computing the ColGrm table in the image 

window in a simple setting (direction = 0 and distance = 1), which shows 
the similarity of the lower rectangular matrix with the upper one. 

Figure 2 is an example of the image window that has 
three colors, namely, white (w), gray (g), and black (b). A 
simple setting (direction = 0 and distance = 1) is considered 
as a simple explanation to the reader. The direction equal to 
zero and the distance equal to one indicate that only the 
horizontal (left and right) neighbors of the pixels are 
considered during the extraction of the ColGrm table. The 
elements of the co-occurrence matrix are shown in Figure 2. 
For example, the co-occurrence (white, black) = 9 means that 
9 horizontal black neighbors to the white color exist. The 
ColGrm table holds the probability instead of the number of 
the occurrence of colors; thus, the co-occurrence matrix is 
simply divided by the number of all neighbors in the 10 × 10 
window, which is 180. The ColGrm table shows that 
ColGrm (w, g) = ColGrm (g, w) and all the other elements in 
the lower triangular matrix are similar to the elements of the 
upper matrix. Therefore, repeating these elements is useless 
because one element is sufficient for each of the two colors 
instead of two elements. Keeping the upper triangular matrix 
with the main diagonal is enough to maintain the whole 
matrix. The upper triangular matrix in the new proposed 
representation is duplicated to substitute the absence of the 
lower matrix. The ColGrm complexity can be reduced to 
approximately half, i.e., O(m2/2+m/2) instead of O(m2), as 
shown in the shaded cells of Figure 3. Therefore, only the 
upper triangular matrix and the main diagonal must be 
computed and saved. 

The dissimilarity measure equation remains the same as 
the original correlogram, as depicted in (1) [13][14]. 
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B. Distance Reduction 

Distance is the second specified factor in reducing the 
complexity of the ColGrm feature vector. The number of 
distances required for the ColGrm to capture the true spatial 
correlations of the colors ranges from 10% to 50% of the 
smaller dimension in the image. This process consumes CPU 
time and memory space, as depicted in Figure 1. 

 
Figure 3.  New ColGrm matrix representations. The shaded cells represent 
the actual required storage space for the colors (approximately half the size 

of the colors in the ColGrm). 

The reduction of time and space is required to apply the 
ColGrm in a large database. The proposed solution to reduce 
these distances is generalization. The proposed 
generalization scheme that can be applied for distances is to 
average all distances. Distances are very important in 
measuring how many pixels exist between a certain color 
and other colors. For example, the image with three colors in 
Figure 2, where d = 1 and ColGrm (white, gray, d) = 0.15, 
indicates that the probability of finding a white color far 
from a gray color by one pixel is 0.15. When d = 2 and 
ColGrm (white, gray, d) = 0.149, the probability of finding a 
white color from a gray color by two pixels is 0.149. This 
pixel-based structure is unfortunately one of the main 
drawbacks of the ColGrm [3][4] because the color vicinity is 
characterized at a pixel level, which is unfeasible (in terms of 
time and space) in high resolution images and has no 
meaning with regard to the human visual system. The 
individual pixels cannot be perceived by the human eye. The 
average of all distances can be computed to eliminate this 
effect from the ColGrm and generalize the distance. The 
layers of the distance shown in Figure 1 can be abbreviated 
to one layer that contains the probabilities of generally 
finding the colors in the image l. In Figure 1, the size of the 
image is 10 × 10; thus, a distance = 5 is selected as 50% of 
the smaller dimension in the image. When distance = 5 and 
the generalization of ColGrm is applied, one layer is 
produced. For example, ColGrm (white, gray) = 0.145 means 
that the probability of finding the white color far from the 
gray color by 3 pixels (average of 5 distances is 3) is 
generally 0.145. This process ensures the generality of the 
descriptor and eliminates pixel-level dependency (especially 
in high-resolution images). The spatial correlations of the 
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colors in general for all the images in the database are also 
described. A general vision of the image contents (colors) is 
drawn instead of depending on the individual distances of the 
colors that lack feasibility and human perception. The 
complexity of the distance becomes 1 (instead of d in 
original ColGrm). The total complexity of the proposed 
ColGrm after color and distance reduction becomes 
O(m2/2+m/2) instead of O(m2d), as shown in Figure 3. The 
complexity of the proposed compact ColGrm is 
O(m2/2+m/2) during the image retrieval process and storage 
space but is O(m2d) during the feature extraction process 
because all distances must first be computed prior to the 
average. Feature extraction is an offline process, which 
means that extraction is performed once and the feature 
vectors can be saved in a database ready for the online 
retrieval process. Therefore, the speed of the interactive 
process with the user is not significantly affected. 

IV. THE ADAPTED DC-BASED CORRELOGRAM 

DESCRIPTOR 

DC-based approaches are introduced to solve the 
perceptual problem of the conventional color-based 
approaches by simulating human color perception. One of 
the most promising DC-based approaches is the method 
proposed by S. Kiranyaz et al. [4], which integrates DCs 
with ColGrm to solve the problems of both methods. These 
problems include the lack of the spatial colors information 
problem of the DC-based approaches and the infeasibility 
problem of the original ColGrm descriptor, especially in 
large databases. The method is called perceptual 
correlogram. The DCs are extracted from an image through a 
method similar to [18], which simulates human color 
perception. Then, these DCs are back-projected on the image 
to extract the color correlogram that depends on the DCs. 
This method proposes a trio-model to measure the dis-
similarity of the two images, as depicted in (2) [4].  

 
Ptrio(Q, I) = P∅ (Q,I)+ (α PG(Q, I)+(1- α)PCorr(Q, I)).    (2) 

 
The trio-model has three measuring metrics: P∅, PG, and 

PCorr. The first metric (P∅) measures the mismatching colors 
and their percentages in the two compared images, as 
depicted in (3) [4]. Wi and Ci represent the percentages and 
the colors values in the mismatching color list (S∅). The other 
two metrics (PG and PCorr) measure the difference between 
the matched colors of the two images. PG measures the 
global difference between the two images, as expressed in 
(4) [4]. Nm represents the number of matching colors of the 
two images; Ts represents color similarity threshold, and β is 
the value between 0 and 1, which represents the adjustment 
between the two terms of (4). PCorr measures the spatial (or 
ColGrm) difference between the two images, as shown in (5) 
[4], where MC represents a list of similar (matched) colors 
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In other words, P∅ and PG measure the global 
differences, and PCorr measures the spatial differences 
between the compared images. A proper critical analysis of 
the trio-model reveals serious drawbacks. The first 
drawback occurs in computing the ColGrm dissimilarity 
metric (PCorr), and the second drawback lies in existence of 
the PG and P∅ that compute general dissimilarity and 
represent a different perspective from ColGrm dis-
similarity. The limitation of PCorr in (5) is identified through 
a comparison with the dissimilarity measure of the original 
ColGrm, as shown in (2). The results of both dissimilarity 
measures are compared in Table I. 

The similarity measure of the method proposed [4] has 
a serious problem, which is the lack of discrimination of the 
dissimilarity measure between large and small differences of 
the probability values because the dissimilarity values of 
large differences are equal to those of small differences (as 
depicted in the fourth column of Table I). This matter is 
contrary to human visual perception because the human eye 
cannot recognize small differences. The original ColGrm 
dissimilarity keeps these differences linear. If the difference 
is large, the dissimilar value is also large; and if it is small, 
the result is also small. 

TABLE I.  COMPARISON BETWEEN TWO DISSIMILARITY MEASURE 
METHODS FOR THE ORIGINAL COLGRM (THIRD COLUMN) AND FOR THE 

PERCEPTUAL COLGRM 4 (FOURTH COLUMN) TO SHOW THE DRAWBACKS OF 
THE LATTER. 

x y 
| x – y |/ 
(1+x+y) 

| x – y |/ 
(x + y) 

Difference 
Amount 

0 0 0 0  Zero (Equal) 

0.5 0.5 0 0  Zero (Equal) 
0.5  0 0.333 1  Large 
0.005  0 0.005 1 Small 

0.5  0.1 0.25 0.66 Large 

0.005  0.001 0.004 0.66 Small 
0.5  0.4 0.05 0.11 Large 
0.005 0.004 0.001 0.11 Small 

 
The dissimilar value of the perceptual descriptor is 

illogical because even a small difference obtains a large 
dissimilar value (reaching to 1), and an image may have 
many small colors. The other metrics (i.e., P∅ and PG) in the 
dissimilarity measure also have values based on the 
percentages of colors (from 0 to 1), which conflicts with PCorr 
that has a value fixed in both the large and small percentages 
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of color. Therefore, the dissimilarity measure of the original 
ColGrm is better than that of the perceptual ColGrm [4]. The 
original ColGrm has a fixed color space, whereas the 
perceptual ColGrm has a dynamic and variable number of 
colors.  

In other words, computing P∅ and PG (global differences) 
with PCorr (spatial difference) is unsuitable because of the 
difference in values and perspective. In the perceptual 
ColGrm, Kiranyaz et al. was forced to use the two together 
because the PCorr metric computes the dissimilarity of the 
matched colors only, whereas the original ColGrm 
dissimilarity measure equation computes the dissimilar 
values for matched and mismatched colors together. 
Therefore, the concept of original ColGrm can be applied to 
the adapted DC-based ColGrm, which computes the matched 
and mismatched colors in the same metric. The probability 
values of the matched colors between the two images in the 
adapted method will be directly compared because the 
mismatched colors for each of the two images will be 
compared with zeros, as in (8). 

The corresponding probability values of the mismatching 
colors in the adapted ColGrm can be considered as zeros 
similar to those in the original ColGrm. The original ColGrm 
is simulated and can be considered the second term aside 
from PCorr. The proposed duo-model of the adapted DCBC is 
expressed as follows: 
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  MC represents the list of the matched colors between the 
two images Q and I. Q_MMC and I_MMC represent the lists 
of the mismatched colors of images Q and I, respectively. 
Moreover, ai, j represents the similarity ratio between the 
colors Ci and Cj, which can be computed using the following 
equation [17]: 

(9)             Tc d  where ji,
max

,
, ≤=

d

d
a ji

ji
 

where di,j represents the L1 distance between Ci and Cj, 
and the abbreviation C represents the 3D color values in the 
CIE–LUV color space, which can be computed as follows 
[17]: 

||||||,
V
j

V
i

U
j

U
i

L
j

L
iji CCCCCCd −+−+−=

.
   (10) 

The color threshold Tc represents the maximum distance, 
in which the two colors are considered similar, and is set to 
20, and dmax = αTc, α = 1, or 1.2. In (7), ai,j is multiplied to 
the ColGrm dissimilarity values when d ≤ 5. The reasons 
behind multiplying only the main diagonal of the ColGrm 

array by the color similarity ratio (ai,j) is that the main 
diagonal values often represent the percentages of the colors 
in the image (especially when d is small) because it contains 
the probability of finding each color with itself, except for 
the colors that are too scattered in the image, and is rarely 
used in images that are converted into images of 8 DCs as 
the maximum. The other values in the ColGrm matrix 
represent the probabilities of finding a certain color with 
other colors (spatial correlations). Therefore, multiplying the 
color similarity ratio with the percentages of the DCs 
simulates the DC-based approaches to alleviate the problem 
of non-identical matched colors. 

In sum, the differences between the adapted DC-based 
ColGrm descriptor and the perceptual ColGrm descriptor lie 
in two positions. The first difference is that the perceptual 
descriptor depends on the dissimilarity measure from the 
different perspectives, with the three metrics measuring the 
dissimilarity between two images. P∅ and PG are used to 
measure the global differences of colors. These metrics are 
produced from the approach perspective of DC. PCorr 
measures the spatial correlations of the matched colors only 
between the two images. This metric represents the ColGrm 
perspective. Combining different perspective metrics may 
lead to the inconsistency of these metrics, which may 
produce an inaccurate dissimilarity value. Nevertheless, the 
adapted DC-based ColGrm depends on the ColGrm 
perspective only, which can measure global and spatial color 
differences together efficiently, making accuracy better than 
that of the perceptual descriptor (as shown in the 
experimental results in Section V). The second difference is 
the dissimilarity measure of the perceptual ColGrm 
descriptor (PCorr), which is different from the original metric. 
The new metric has a serious limitation of being unable to 
differentiate between large and small probabilities of the 
correlations of color in the image, as shown in Table I.  

V. EXPERIMENTAL RESULTS  

The evaluation of the proposed compact-generalized 
ColGrm descriptor, adapted DC-based ColGrm descriptor, 
and the integration of both is conducted on two datasets: 1) 
the well-known Corel-10K dataset that contains 80 classes 
and 10,800 images, with 100 images existing for each class 
in the dataset; and 2) the Cartoon-11K dataset that contains 
11,120 images collected from the web, with 146 classes 
(cartoon characters) existing, with each one having at least 
35 images. The two datasets are used to show the superiority 
of the proposed color-based descriptors in large databases. 

The descriptors selected to be compared with the 
proposed CGC, adapted DCBC, and the integration of the 
two are the original ColGrm [13][14] (whenever applicable), 
AutoCorrelogram [13], MPEG-7 Dominant Color Descriptor 
(DCD) [17], and Perceptual ColGrm [4]. The rationale for 
this selection is the representation of the first two descriptors 
of the original ColGrm descriptor, which are considered the 
base of the proposed descriptors. The third descriptor (DCD) 
is the base of any DC-based approach, which is used in 
DCBC. The last descriptor represents the original descriptor, 
which has been adapted to produce the DCBC descriptor. 
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A. Performance Measure Metrics 

A quantitative performance measure metrics is utilized to 
measure the accuracy of the proposed descriptors with the 
other ColGrm descriptors chosen for comparison. Two of the 
metrics are the average retrieval rate (ARR) [37] and the 
average normalized modified retrieval rank (ANMRR) 
[17][37]. These metrics are used by the MPEG-7 committee 
to evaluate its work and are considered two of the most 
widely used metrics. These metrics combine many 
conventional metrics, including hit–miss counters, precision-
recall, and ranking information, and they represent all-in-one 
value. The third metric is the mean average precision (MAP), 
which is one of the most widely used metrics in CBIR and is 
a compromise between precision and recall in a single metric 
[32][38]. This metric has become one of the leading 
performance evaluation metrics in ad hoc retrieval systems 
[38]. The fourth metric is P(10), which is a precision value of 
the first 10 retrieved images by a specific query. This metric 
is the most widely used metric for web-based image retrieval 
[32], as the user tends to see the result of his query in the first 
page or prefer to reformulate the query instead of checking 
the second page. The best value for the metrics ARR, P(10), 
and MAP is close to 1, indicating that the relevant images are 
retrieved in good standing. The best value of ANMRR is 
close to 0. MAP differs from ANMRR in that MAP 
measures the retrieval accuracy to all relevant images in the 
database to a particular query, whereas ANMRR measures 
the retrieval accuracy within a specific window (W) size. 
The window size is normally equal to twofold of the ground 
truth size of a specific image query. 

The complexity of the proposed descriptors, in terms of 
time and memory space, is also urgently computed as the 
fifth metric to prove their applicability in large databases. 
The applicability of the proposed descriptors in large 
databases is the main aim of this study. The accuracy metrics 
are used to prove that the compactness of the proposed 
descriptors does not significantly degrade performance. 

B. Retrieval Performance 

The retrieval performance of the competing descriptors in 
the specified datasets can be measured using the accuracy 
and complexity metrics. The complexity metrics represent 
the computing time and memory space needed for the 
comparison of the proposed descriptors with the competing 
descriptors. Time is divided into feature extraction time 
(offline) and image retrieval time (online). Memory space is 
referred to as the main memory or disk space required by 
the descriptors. The diversity of queries is also important in 
ensuring fair and honest results [38]; thus, the evaluation 
queries are selected from all classes of the databases. 

1) Retrieval performance of the Corel-10K dataset 
An experiment is conducted on the Corel-10K dataset 

[40] with 111 queries. The results of the four evaluation 
metrics and the complexity of the memory space are given 
in Tables II and III, respectively, to show the accuracy and 
efficiency of the proposed methods compared with other 
descriptors. A single value in the “MPEG7 DCD” column in 
Table II indicates that this descriptor does not have a 

different setting of distances to compute unlike other 
descriptors. The percentages of colors are depended upon 
rather than the distances among colors, which are used in 
spatial ColGrm methods. The left part of Table II (i.e., the 
first three columns) shows that the best accuracy values are 
those of the original ColGrm, which are better than 
proposed CGC. However, the values are applicable only for 
minimum settings (3 × 3 × 3 colors of each band and 
distances equal to 5 and 10), as shown in Tables II and V. 
The slight degradation of the accuracy of the proposed 
descriptor is caused by the generalization of the distances 
that loses the values of the accurate distances. A comparison 
is then made by increasing the setting, such as 4 × 4 × 4 
colors and 5, 10, and 40 distances. Only the 
Autocorrelogram and the proposed CGC can be applied in 
this case. The proposed descriptor also outperforms the 
Autocorrelogram because of the preservation of the spatial 
correlation of each image color with other colors, whereas 
the Autocorrelogram has a spatial correlation of each color 
with itself and ignores the others. In the ColGrm 
descriptors, the accuracy is decreased when the number of 
distances is increased because the unsuitable distances will 
have an effect on the suitable distances, which is a certain 
distance indicating that the actual distance between the 
specific color and the other colors in the image exists. The 
memory space and image retrieval time remain 
O(m2/2+m/2), which are online processes (performed when 
comparing the query image ColGrm with all database 
images of the ColGrms), despite the increase in the 
distances of the proposed descriptor. This increase in 
distances only affects the feature extraction process, which 
is an offline process (performed once only when creating the 
database away from an interaction with users), and the 
extraction query image ColGrm, in which the complexity of 
its computation and memory space is O(m2d) and is equal to 
the original correlogram.  
The middle part of Table II (i.e., second three columns) 
shows that the adapted DCBC outperforms the three original 
descriptors (i.e., DCD, ColGrm, and the perceptual ColGr). 
The adapted descriptor is more accurate than the original 
version [4] because the latter has many drawbacks, as 
mentioned in Section IV. The complexity of the perceptual 
and proposed DCBC descriptors is O(82d) as the maximum, 
where 8 represents the maximum DCs that can be extracted 
from the image. The significant degradation accuracy of the 
perceptual descriptor when increasing the distance is also 
noticeable because the incompatibility between the spatial 
dissimilarity (PCorr) and global dissimilarity (P∅ and PG,) 
when increasing the distance leads to the significant change 
in the PCorr. The global dissimilarity values (i.e., P∅ and PG) 
remain unchanged. The dissimilarity measure of the 
perceptual ColGrm descriptor has a serious limitation. The 
integration of the proposed methods is achieved by applying 
the compactness and generalization concepts of the CGC 
(first proposed descriptor) on the DC-based ColGrm 
(second adapted descriptor). The combination outperforms 
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all three original descriptors (i.e., MPEG-7 DCD, ColGrm, 
and Perceptual ColGrm), with a maximum complexity of 
O(82/2+8/2) = O(36). 

The single value in an entire row in Table III indicates 
that either the descriptor does not have different distances in 
its computations (e.g., MPEG7 DCD) or that the descriptor 
produces the same memory space for all distances (e.g., the 
proposed CGC and the integration of CGC and DCBC). 
Tables II and III show that the integration of CGC and 
DCBC is a promising approach to the minimal consumption 
not only of memory space but also of image retrieval time. 

Increasing the setting of ColGrm to four colors for each 
band (4 × 4 × 4 = 64 colors) leads to the proposed CGC 
outperforming all the other competing DC-based 
descriptors. This result is caused by the variety of colors (64 
in CGC) being higher than that of the DC-based ColGrm 
approaches (8 colors maximum). 

Table V clearly shows that the original color 
correlogram is inapplicable in a setting with 64 (4 × 4 × 4) 
colors. The original color correlogram has serious 
limitations, such as high computational complexity and 
memory storage (Table IV). Only the Autocorrelogram and 
all the compact descriptors can be applied. The proposed 
descriptors and their integration also outperform the 
Autocorrelogram and the perceptual ColGrm. The 
perceptual ColGrm appears worse than the Autocorrelogram 
because of the aforementioned limitations shown in Tables 
II and V. The key contribution of this paper is solving the 
feasibility problems (in computations and memory space) of 
the original ColGrm. Increasing the setting to more than 
four colors in each band is not shown in this paper because 
the results are similar to those of the setting of four colors.  

2) Retrieval performance of the Cartoon-11K dataset 
The four evaluation metrics are computed for the 158 

queries on the Cartoon-11K dataset (this database is 
collected from Google and will be published soon) in Tables 
VI and VII, respectively, to show the accuracy of the 
proposed methods compared with other descriptors.  

Table VI shows that the adapted DCBC descriptor 
outperforms all competing descriptors, including the 
perceptual descriptor. The proposed descriptor CGC shows 
the same accuracy as the original ColGrm but with a 
significant reduction in complexity O(m2d) to O(m2/2+m/2).  

Table VII, with a setting of four colors, shows that the 
proposed CGC outperforms the adapted DCBC because the 
abundance of the colors can be expressed on the image 
content more efficiently than DCs. The storage space 
required for the Cartoon database is approximately equal to 
that in the Corel database, as depicted in Tables III and IV. 
These tables show that the compactness of the proposed, 
adapted, and integrated descriptors increases the speed of 
the image retrieval process. 

VI. CONCLUSION 

In this paper, two compact correlogram descriptors are 
proposed for large databases. The first descriptor, CGC, 
solves the inapplicability problems of the color correlogram 
in large databases. CGC reduces the colors of ColGrm 
approximately by half and performs a generalization of all 
the distances into a single representative distance. This 
descriptor also has less degradation accuracy than the 
original ColGrm, but the latter cannot be applied in a large 
setting with increased colors, distances, or database sizes. 
CGC also outperforms the Autocorrelogram, which can be 
applied in large settings, because the proposed method 
keeps the correlations of each color in the image with other 
colors, whereas the Autocorrelogram keeps the correlations 
of each color only with itself and ignores the relations with 
other colors. The second descriptor is the DC-based ColGrm 
adapted from the perceptual ColGrm [4], which suffers from 
serious limitations in its dissimilarity measure. DCs offer 
both perceptual and compact descriptions of colors. 
Therefore, the combination of DCs with ColGrm surpasses 
all the competing descriptors in terms of accuracy, time, and 
storage space. Integrating the proposed descriptors also 
shows promising results in significantly reducing 
complexity. 

TABLE II.  ANMRR, ARR, P(10), AND MAP VALUES FOR ALL COMPETING DESCRIPTORS ON COREL-10K DATABASE WITH 111 QUERIES (WITH NO. 
OF COLORS EQUALS 3 × 3 × 3 = 27 COLORS AND DISTANCE = 5, 10, AND 40). BEST ACCURACY VALUES ARE IN BOLD. 

Descriptor 
Metric           

Original 
Correlogram 

Auto-
Correlogram 

Proposed CGC MPEG-7 
DCD 

Perceptual CG Adapted DCBC Integration 
CGC+DCBC 

ANMRR 0.646/651/NA 0.705/714/739 0.648/659/680 0.710 0.688/779/935 0.591/595/605 0.600/612/632 
RR 0.287/280/NA 0.240/233/208 0.285/278/258 0.235 0.250/188/052 0.337/334/326 0.328/325/301 
P(10) 0.57/.55/NA 0.43/.42/.41 0.57/.55/.51 0.40 0.50/.37/.21 0.62/.62/.60 0.60/.60/.57 
MAP 0.294/285/NA 0.232/225/200 0.293/283/257 0.206 0.241/166/042 0.328/324/317 0.317/311/290 
Average 0.376/366/NA 0.299/291/269 0.375/363/269 0.282 0.325/236/092 0.423/420/409 0.411/406/382 
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TABLE III.  SIZE OF THE FEATURES’ DATABASE FOR COREL-10K AND 
COLORS IS (3 × 3 × 3) 27 FOR ALL COMPETING DESCRIPTORS. 

ColGrm Method Distance=5 Distance=10 Distance=40 
Original ColGrm 278.1 M 556.2 M 2.17 G 

AutoCorrelogram 10.3 M 20.6 M 82.4 M 
Proposed CGC 28.8 M 
MPEG7 DCD 0.85 M 

Conceptual 
ColGrm 

25.2 M 49.7 M 196.1 M 

Proposed DCBC 25.2 M 49.7 M 196.1 M 
Integration 

of CGC+DCBC 
3.6 M 

TABLE IV.  SIZE OF THE FEATURES’ DATABASE FOR COREL-10K AND 
COLORS IS (4 × 4 × 4) 64 FOR ALL COMPETING DESCRIPTORS. 

ColGrm Method Distance=5 Distance=10 Distance=40 
Original ColGrm 1.52 G 3.1 G 12.2 G 

AutoCorrelogram 24.4 M 48.8 M 195.3 M 
Proposed CGC 158.7 M 
MPEG7 DCD 0.85 M 

Conceptual 
ColGrm 

25.2 M 49.7 M 196.1 M 

Proposed DCBC 25.2 M 49.7 M 196.1 M 
Integration 

of CGC+DCBC 
3.6 M 

TABLE V.  ANMRR, ARR, P(10), AND MAP VALUES FOR ALL COMPETING DESCRIPTORS ON COREL-10K DATABASE WITH 111 QUERIES (WITH NO. OF 
COLORS EQUALS 4 × 4 × 4 = 64 COLORS AND DISTANCE = 5,10, AND 40). BEST ACCURACY VALUES ARE IN BOLD. 

Descriptor 
Metric          

Original 
Correlogram 

Auto-
Correlogram 

Proposed CGC MPEG-7 
DCD 

Perceptual CG Adapted DCBC Integration 
CGC+DCBC 

ANMRR N/A 0.619/650/661 0.552/559/580 0.710 0.688/779/935 0.591/595/605 0.600/612/632 
RR N/A 0.317/305/298 0.377/367/358 0.235 0.250/188/052 0.337/334/326 0.328/325/301 
P(10) N/A 0.53/.52/.51 0.64/.62/.61 0.40 0.50/.37/.21 0.62/.62/.60 0.60/.60/.57 
MAP N/A 0.323/315/300 0.387/380/357 0.206 0.241/166/042 0.328/324/317 0.317/311/290 
Average N/A 0.387/372/361 0.463/453/444 0.282 0.325/236/092 0.423/420/409 0.411/406/382 

TABLE VI.  ANMRR, ARR, P(10), AND MAP VALUES FOR ALL COMPETING DESCRIPTORS ON CARTOON-11K DATABASE WITH 158 QUERIES (WITH NO. 
OF COLORS EQUALS 3 × 3 × 3 = 27 COLORS AND DISTANCE = 5,10, AND 40). BEST ACCURACY VALUES ARE IN BOLD. 

Descriptor 
Metric           

Original 
Correlogram 

Auto-
Correlogram 

Proposed CGC MPEG-7 
DCD 

Perceptual CG Adapted DCBC Integration 
CGC+DCBC 

ANMRR 0.853/0.853/NA 0.880/890/902 0.853/854/855 0.945 0.927/944/969 0.838/838/839 0.841/844/851 
ARR 0.118/117/NA 0.094/088/077 0.117/117/116 0.041 0.057/041/023 0.130/130/130 0.126/123/117 
P(10) 0.35/.35/NA 0.29/.26/.24 0.35/.35/.35 0.08 0.20/.17/.10 0.39/.38/.39 0.37/.37/.36 
MAP 0.098/097/NA 0.075/069/060 0.097/097/097 0.029 0.045/038/023 0.105/105/104 0.102/098/094 
Average 0.178/.177/NA 0.144/131/118 0.177/177/176 0.051 0.093/076/044 0.194/194/194 0.189/186/180 

TABLE VII.  ANMRR, ARR, P(10), AND MAP VALUES FOR ALL COMPETING DESCRIPTORS ON CARTOON-11K DATABASE WITH 158 QUERIES (WITH NO. 
OF COLORS EQUALS 4 × 4 × 4 = 64 COLORS AND DISTANCE=5,10, AND 40). BEST ACCURACY VALUES ARE IN BOLD. 

Descriptor 
Metric          

Original 
Correlogram 

Auto-
Correlogram 

Proposed CGC MPEG-7 
DCD 

Perceptual CG Adapted DCBC Integration 
CGC+DCBC 

ANMRR N/A 0.867/870/892 0.830/833/835 0.945 0.927/944/969 0.838/838/839 0.841/844/851 
ARR N/A 0.107/100/089 0.136/135/133 0.041 0.057/041/023 0.130/130/130 0.126/123/117 
P(10) N/A 0.32/.28/.25 0.41/.40/.38 0.08 0.20/.17/.10 0.39/38/39 0.37/.37/.36 
MAP N/A 0.083/079/070 0.114/110/108 0.029 0.045/038/023 0.105/105/104 0.102/098/094 
Average N/A 0.160/147/129 0.208/203/196 0.051 0.093/076/044 0.194/194/194 0.189/186/180 
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Abstract—In the last few years, aerial and satellite pho-
tographs have become more an more important for historical
records. The availability of Geographical Information Systems
and the increasing number of photos made per year allows very
advanced fruition of large number of contents. In this paper
we illustrate the GeoMemories approach and we focus on its
automatic image alignment architecture. The approach leverages
on a set of georeferenced images used as knowledge base. Local
features are used in combination with compact codes and space
transformation to achieve high level of efficiency.

Keywords—image alignment; BoW; VLAD; local features;
aerial photos;

I. INTRODUCTION

GeoMemories1 is a joint project between the AeroFototeca
Nazionale (AFN) and the Institute of Informatics and Telem-
atics (IIT) of the CNR. AFN has an extensive set of aerial
photographs that constitute a historical record of the Italian
territory from the end of the XIX century up to the end of the
XX century. The project has created a web platform that allows
browsing aerial photos traveling along the spatial-temporal
dimensions. For efficient and effective managing such a huge
archive, automatic alignment algorithms are crucial for placing
historical aerial photos on top of nowadays maps.

During the last decade, local features have emerged, as
an effective approach for image alignment, copy detection,
landmark recognition, etc. A drawback of the use of local
features is that a single image is represented by a possible
large set of descriptors that should be individually matched
and processed in order to compare the visual content of two
images. In order to improve the efficiency of image matching
on a large scale, a very popular method is the Bag of Features
or Bag of Words (BoW) approach. This approach describes
each image as a subset of predefined (visual) words. Thus,
techniques successfully applied to text retrieval, can be easily
applied also in the context of content based image retrieval.

Recently, another promising direction has emerged to
simplify the representation of local features, based on the
use of compact codes. The Vector of Locally Aggregated
Descriptors (VLAD) [1] and its probabilistic counterpart (i.e.,
Fisher vectors) [2] compactly represent the local features of
an image as a single fixed size vector. Image pairs can be then
compared by using similarity (or distance) functions applied to

1http://www.geomemories.org

the compact vectors. In this way, all the techniques extensively
studied for efficient similarity search can be applied. In fact, an
image query corresponds to a single fixed size vector [3]. For
instance, in [4] it was shown that Euclidean Locality-Sensitive
Hashing (LSH) [5] techniques can be efficiently and effectively
applied with VLAD.

In this paper we propose a comprehensive approach for effi-
cient alignment of aerial images available in the GeoMemories
project. The approach consists of 3 stages with increasingly
cost of the analysis but with decreasing number of candidate
images. While the whole dataset is searched for finding similar
images to the one to be georeferenced, in the subsequent
steps more robust approach are considered only between the
candidate set selected at the step before. In this way we are
able to merge the high efficiency of the recognition algorithms
developed in the Multimedia Information Retrieval field (i.e.,
VLAD and BoW) with the high effectiveness of Computer
Vision approaches relying on local features and Random
Sample Consensus (RANSAC) [6].

II. BACKGROUND

A. Local Features

A local feature is an image pattern, which differs from
its immediate neighborhood. It is usually associated with a
change of an image property or several properties simultane-
ously, although it is not necessarily localized exactly on this
change. Local features describe interesting regions in an image.
Interesting regions differ from their immediate neighborhood
and should be consistently identified on any two images rep-
resenting the same visual content [7]. The description of each
interesting region [8] have to be robust to region transformation
such as scale, rotation, affine, homogrphy, etc...

The Scale Invariant Feature Transform (SIFT) [9], the most
famous local feature, is a representation of the low level image
content that is based on a transformation of the image data into
scale-invariant coordinates relative to local features extracted
from keypoints in an image. Keypoints are invariant to scale
and orientation, selected by choosing the most stable points
from a set of candidate location. Each keypoint in an image
is associated with one or more orientations, based on local
image gradients. Image matching is performed by comparing,
typically using the Euclidean distance, the descriptions. Even
if many other local features have been proposed in the last few
year (e.g., SURF [10]) SIFT is still the most widely adopted.
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B. Bag of Words (BoW)

The goal of the BoW approach [11] is to substitute
each description of the region around an interest point (i.e.,
each local feature) of the images with visual words obtained
from a predefined vocabulary in order to apply traditional
text retrieval techniques to content-based image retrieval. The
visual vocabulary is typically built selecting the centroids of
clusters identified using as k-means. The second step is to
assign each local feature of the image to the identifier of
the first nearest word in the vocabulary. At the end of the
process, each image is described as a set of visual words.
The retrieval phase is then performed using text retrieval
techniques considering a query image as a disjunctive text-
query. Typically, the cosine similarity measure in conjunction
with a term weighting scheme is adopted for evaluating the
similarity between any two images.

In this paper we will not use BoW for indexing images
but for finding candidate matching pairs between two images.
In fact, for indexing, we will make use of the more efficiency
and effective VLAD approach described below. Given a set of
candidate matches, for effective image alignment it necessary
to perform RANSAC [6] on candidate matching pairs of
points between the query image and the referenced ones. Two
speed up this process we make use of the BoW approach
considering any region of interest described with the same
word as matching.

C. Compact codes

Fisher kernels [12] describe how the set of descriptors
deviates from an average distribution modeled by a parametric
generative model. Fisher kernels have been applied in the
context of image classification [13] and large scale image
search [2]. In [4] it has been proved that Fisher vectors (FVs)
extend the BoW. While the BoW approach counts the number
of descriptors assigned to each region in the space, FV encodes
the proximate location of the descriptors in each region and has
a normalization that can be interpreted as an IDF term [14].
The FV image representation proposed by [13] assumes that
the samples are distributed according to a Gaussian Mixture
Model (GMM) estimated on a training set.

The VLAD representation was proposed in [1]. As for the
BoW, a codebook {µ1, . . . , µK} is first learned using a cluster
algorithm (e.g. k-means). Each local descriptor xt is then
associated to its nearest visual word NN(xt) in the codebook.
For each codeword the differences between the vectors xt
assigned to µi are accumulated:

vi =
∑

xt:NN(xt)=i

xt − µi (1)

The VLAD is the concatenation of the accumulated vectors,
i.e. V = [vT1 . . . v

T
K ].

In order to compare two VLAD image representation with
the inner product similarity function two normalization are per-
formed: first, a power normalization with power 0.5; second,
a L2 normalization. The observation that VLAD descriptions
are relatively spare and very structured suggests a principal
component analysis (PCA) that is usually performed to reduce
the size of the Kd-dimensional VLAD vectors.

In [4], it has been proved that VLAD is a simplified non-
probabilistic version of FV: VLAD is to FV what k-means is
to GMM clustering. The k-means clustering can be viewed
as a non-probabilistic limit case of GMM clustering. In [4]
Euclidean Locality-Sensitive Hashing and its variant have been
proposed to efficiently search VLAD descriptions.

D. Image alignment

Image alignment is the task of discovering the correspon-
dence relationships among images with varying degrees of
overlap. The survey given in [15] groups the approaches in
the following categories: motion models [16], direct pixel-to-
pixel comparisons, features based. In this work, we make use
of a feature based approach. Our proposal is inspired by state-
of-the art image registration (i.e., the process of transforming
different sets of data into one coordinate system) in combi-
nation with high-efficiency techniques developed mainly for
landmark recognition.

III. GEOMEMORIES

GeoMemories is a joint project between the AeroFototeca
Nazionale (AFN) of the Italian Ministry of Cultural Heritage
in Rome and the Institute of Informatics and Telematics (IIT)
of the Consiglino Nazionale delle Ricerche (CNR). The project
is funded by the Italian Internet Domains Registry. AFN has
an extensive set of aerial photographs that constitute a large
archive of memory creating a historical record of the Italian
territory between XIX and XX centuries. This huge archive
of some millions of photos consists of several collections
among which the Royal Air Force and the USA Air Force ones
represent a view of Italy as it was 70 years ago. This landscape
no longer exists and it has been transformed by the post-
war reconstruction, the economic boom, the modernization and
some natural disasters.

The project has developed a web platform for browsing
aerial photos traveling along the spatial-temporal dimensions
with the opportunity to also integrate multimedia data from
other open archives or from social contributions. Since Version
5.0 Google Earth has added a timeline to display historical
imagery but this new feature is very basic and has few
functionality. For instance, it is not possible to create fading
effects between two historical maps of the same area. In
addition, aerial photos provided by Google are relatively recent
and the biggest limitation is the lack of relevant historical aerial
photos. Italy, for example, has a significant coverage only from
2003, moreover the only samples of actual historical imagery
(1943) concerns some cities (Rome, Florence, Naples, Turin,
Trieste and Venice) and the image resolution is very low. Our
aim is to rebuild a virtual globe as similar to Google Earth
oriented to the management of the time providing historical
and spatial information.

The aerial photos made available to the project are digitized
and stored to form a parallel virtual archive: this is an
important measure for the protection of the originals, all on
paper or film, which over time can thus be withdrawn from
the direct manipulation, and preserved in the best conservative
way. Digital images are then subjected to different steps, as
described by Fig. 2, to create historical maps. Each photo,
after being digitized, cropped and eventually equalized to
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Fig. 1. Some aerial strip photos corresponding to 4 historical maps (20-08-1043 blue map, 18-02-1944 green map, 13-04-1944 yellow map and 14-05-1944
red map)

eliminate some exposure differences, are orthorectified and
georeferenced. Google Imagery is used as reference map.
Finally the georeferenced photos are joined by using mosaicing
techniques.

Initially we have started to process 200 photos covering
the northern part of Tuscany, and the years from 1943 to
1945, then from the second part of 2011 the set has been
increased to 1000/2000 photos. This small set has been useful
to develop and test several procedures to process the aerial
strip photographs. At the end of the process we have realized
four historical maps of the province of Pisa covering a time
range from 20 August 1943 to 14 May 1944.

It is worth noting that the work flow for creating historical
maps is really onerous and even though we can reduce the
human component by developing automatic procedures, the
huge size of the archive requires to find solutions based on so-
cial contributions so an important future activity of the project
will concern the development of collaborative web applications
to realize some steps such as georeferencing exploiting web
volunteers (see the online tool http://www.georeferencer.org/).

The historical maps, each referring to a specific historical
period, are browsable in the 4 spatio-temporal dimensions by
using a web application based on Google Earth plugin and
some javascript libraries. Fig. 3 shows a screenshot of the
application. The user filter region and time of interest can
select the corresponding historical maps and play with a fade
in/out slide bar to display the evolution of the current area.

Google Earth integrates on its map different layers such
as video, pictures, web cam by using the geographic reference
(geotagging), we would like to use the same mechanism adding
the time value (timetagging). The geo-historical data layers
will come from the web obtained through web mining tech-
niques, or filtered from open archives as wikipedia, youtube,
flicker, and finally by raising social contributions related to
initiatives for preserving historic memories. The result will
be a sort of Historical Geographical Atlas where it will be
possible to build tour to travel in the space-time dimension to
tell stories.

A. Automatic Image Alignment

The image alignment task in GeoMemories consists in
identifying overlapping of a non-georeferenced images with
one of the georeferenced images already inserted in Geomem-
ories. Our approach is features based and consists in retrieving
first the most similar images in the knowledge based that are
considered the best candidate for having an overlap with the
query image.

As reported in [17] many geometric transformation can be
found using the RANSAC algorthm [6]. Given the peculiar
characteristics of our scenario, where the image dataset con-
sists of aerial photos taken mostly from the vertical, we used
the rotational and scale transformation, which provided us with
the right compromise between simplicity and precision of re-
sults. In fact, even if the aerial photos represent a ground which
is not strictly rigid and flat, more general transformations, such
as affine and homography transformation, typically results in
more noisy results and more difficult computation.

Given a point in a georeferenced image and a point in a
non georeferenced image, we search for a rotational and scale
transformation able to map the referenced point on the query
image. Once such a transformation is found we are able to
georeference the query image.

Unfortunately, comparing each aerial photos with subre-
gions of the reference maps or another aerial photos using local
features matching and RANSAC not only does not scale, but
it is unfeasible for the scale of the problem we had. A single
comparison takes seconds and the whole process would take
hours. In GeoMemories, to speed-up the process, BoW and
VLAD approaches are adopted for finding a set of candidates.
Each image is processed as follows:

1) the SIFT local features are extracted using state of
the art open source software (we used OpenIMAJ but
also OpenCV could be used). In principle any other
local feature such as SURF or ORB could be used
and are under investigation.

2) word assignment for BoW approach is achieved com-
paring each local features with the vocabulary defined
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Fig. 2. The process steps for creating historical maps from aerial strip photography

using the k-means on a sample set of images. To
speed-up the assignment kd-tree has been adopted.

3) the VLAD descriptions are obtained by comparing
each local features with the small vocabulary (64
reference) that the VLAD requires. The VLAD de-
scription is then composed as described in Sec. II-C.

For efficiently finding candidate overlapping images,
VLAD descriptions of each image was inserted in a similarity
search index, namely the MI-File [18].

Given a not georeferenced image, the process of automatic
alignment is performed as following:

1) local features, BoW and VLAD description are ex-
tracted as previously described

2) the VLAD description is used as a query for finding
the 100 most similar georeferenced images in the
index

3) the BoW description of the query image are compared
with the 100 most similar images using RANSAC and
searching for rotational and scale transformation

4) the 3 most promising images are then compared
with the query using the SIFT local features and
searching for a rotational and scale transformation
using RANSAC

After each step the candidate set becomes smaller and more
costly algorithms are used. While the second step consider
all the images in the dataset but only relies in the VLAD
descriptions without geometric consistency checks, at the third
step RANSAC is used to check for overlaps. However at this
stage local features are considered only for their label (the
visual word assigned). Eventually, in the last step, the actual
SIFTs are used for effective matching.

As mentioned before, both VLAD and BoW approaches
require a set of reference local features to be selected between
a knowledge base. In our experiments we considered a first
set of 1000 aerial images and selected 128 local features for
VLAD and 10.000 words to be used for BoW.

IV. CONCLUSION

In this work, we presented the GeoMemories project fo-
cusing on the automatic image alignment approach developed
for georeferencing aerial photographs given a set of manually
aligned images. The approach rely on a increasing knowledge
based given that both automatic and manually georeferenced
images inserted in GeoMemories are used for georeferencing
subsequent images. Our approach efficiently and effectively
aligns aerial photographs combing techniques from the Multi-
media Information Retrieval field based on VLAD and BoW
with high effective Computer Vision approach relying on local
features and RANSAC. The approach consists of 3 stages with
increasingly cost of the analysis but with decreasing number of
candidate images. While the whole dataset is searched at first,
in the subsequent steps more robust approach are considered
only for the candidate set selected at the steps before. In this
way we are able to merge the high efficiency of recognition
approaches from the Multimedia Information Retrieval com-
munity with the high effectiveness of the algorithms developed
in the Computer Vision field..

The proposed approach is actually under experimentation
on the GeoMemories infrastructure. The low percentage of
manually aligned photos available at this time, did not allow
us to report experimental results in this preliminary work.
However, subjective results are promising and we plan to report
objective results in future works.
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Fig. 3. A screenshot of the first prototype for browsing the historical maps
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Abstract—This paper presents an exact study of the impact
of packet loss on H.264 scalable video coding (SVC). A Markov
Chain (MC) with 2N states is developed to describe the error
propagation process inside a group of pictures (GOP). The
model is extended to estimate the number of frames affected
by transmission errors for a video sequence composed of
multiple GOPs. By analyzing the inter-frame prediction rules,
we examine the performance of different GOP structures
against transmission errors. From the exact analysis, several
metrics are analytically determined. Based on the proposed
metrics, the performance of the SVC hierarchical B-frame
structure and the advance video coding (AVC) IPPP structure
(compatible base layer in SVC) are evaluated and compared
under the assumption of random packet loss with rate p.

Keywords-QoE; SVC; AVC; Markov Chain

I. INTRODUCTION

In order to transport compressed video over a packet-
based network (e.g., IP-network), the encoded bit-stream
needs to be fragmented according to the maximum transfer
unit (MTU). In an error-prone environment, packet loss may
occur and cause distortion on the perceived video quality
at the receiver. The resulting video distortion, however,
varies according to the inter-frame predicting rules being
used. Hence, it is important to understand the impact of
transmission errors on different encoding schemes.

The scalable video coding (SVC) amendment [1] for
the H.264/AVC (Advance Video Coding) standard provides
scalable video streams in the temporal, spatial and quality
dimensions with graceful adaptation between different sca-
lability layers. It is considered to be a promising approach
to offer quality adaptation to heterogeneous receivers with
varying bandwidth constraints. Video distortion caused by
packet loss in SVC is of great importance, as it determines
the level of quality degradation, and provides insights on
efficient quality adaptation.

Predicting transmission distortion in SVC is challenging,
due to the three scalable dimensions and the hierarchical
inter-frame prediction structures (the terms of inter-frame
prediction and frame dependency are used interchangeably in
this paper.). As we will discuss in Section II, an exact model
of the transmission distortion in SVC seems missing. In
this paper, we focus on an inter-frame prediction model for
the hierarchical temporal prediction structure. In particular,
we aim to investigate the error propagation process in

SVC hierarchical prediction structure and the robustness of
different prediction mechanisms against transmission errors.
Encoding schemes studied in this paper are: 1) SVC hierar-
chical B-frame structure (efficient compression, applicable
for non-real-time video application), 2) AVC IPPP mode
(SVC base layer compatible, applicable for real-time video
delivery with stringent delay requirements).

The contributions of the paper are two-fold. First of all, to
our knowledge, it is the first exact analysis that studies error
propagation in the SVC hierarchical prediction structure.
Instead of relying on extensive simulations, the exact model
allows us to evaluate the performance of difference GOP
(group of pictures) structures under packet loss accurately.
Secondly, results obtained from this work can be used as a
guideline in choosing the preferred codec (or GOP structure)
that is more robust against transmission errors.

The rest of the paper is organized as follows. In Section
II, related work is discussed. Section III presents preliminary
definitions and the description of the error propagation
problem. Section IV describes the proposed analytic model,
along with the performance metrics. In Section V, we
present the analytic results and key findings. Section VI
concludes the paper.

II. RELATED WORK

There exists a rich number of studies focusing on the
transmission distortion problem on the baseline profile of
H.264/AVC. To simplify the loss-model, most of the studies
assumed an additive model when consecutive packet losses
occur, e.g., [6], [7] and [8]. In [9], the non-linearity of trans-
mission distortion was considered. The proposed algorithm
has shown superior performance over the linear models.

Existing transmission distortion models in AVC, however,
cannot be directly applied to SVC due to the hierarchical
prediction structure being employed. Most rate-distortion
models regarding SVC aimed to optimize the perceived
video quality as a function of different encoding parameters,
e.g., [13], [14]. Studies about transmission distortion in
SVC are either performed by experimental measures, or via
approximations. Monteiro et al. [10] quantified the impact
of packet loss on the SVC video stream with extensive
simulations. Ghareeb et al. [11] have shown that the effect
of packet loss can be reduced when delivering SVC layers
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through multiple paths based on experiments conducted in
the ns-2 simulator. In [12], a loss-distortion approximation
model was developed but did not provide an exact analysis.
In order to accurately predict the impact of packet loss on
the SVC hierarchical prediction structure, an exact analysis
is required, which is the focus of this paper.

III. PRELIMINARY DEFINITIONS AND PROBLEM
DESCRIPTION

We consider the delivery of N encoded frames over a
lossy network, where a unique identification number (ID)
k (0 ≤ k ≤ N−1) is assigned to each frame. Let d (0 ≤
d ≤ ngop − 1) be the unique ID of each GOP, where ngop
is the total number of GOPs in the video sequence. Let t
(0 ≤ t ≤ m) be the unique identifier of each temporal sub-
layer (or simply temporal layer) where m is the number of
temporal layers in each GOP.

Employing variable bit-rate (VBR) encoding at the en-
coder leads to variable frame sizes after encoding. Let sk
denote such a random variable (r.v.), where k is the frame
ID. In IP-networking, the maximum service unit (MST) is
fixed to 1460 bytes excluding the 40-byte header. Hence,
the number of packets nk consisting of frame k after IP
fragmentation is also a random variable. The total number
of fragmented packets of the N frames is therefore obtained
by M =

∑N
k=0 nk.

Losing a packet in frame k will not only affect the current
frame, but also propagates the initial error to subsequent
frames due to the hierarchical inter-frame coding. In this
paper, we identify the reason for a frame becoming erro-
neous as follows. If at least one packet is lost in a frame,
we say that the frame is erroneous due to packet loss.
Error propagation within a GOP takes place step by step,
which is defined as error propagation steps r. We consider
a worst case where a corrupted Macroblock will be used
for inter-frame prediction and further propagates the error
to successive frames. Any frame that is predicted from an
erroneous frame due to the inter-prediction structure is con-
sidered as being erroneous due to frame dependency. Note
that a frame impacted by packet loss can be again affected
by frame dependency. We do not apply any advanced error
concealment technique to the video sequence, so that error
propagation is only evaluated under the influence of GOP
structure. Pixels containing errors are simply concealed with
zeros.

We measure the error propagation process within a GOP
by the total number of erroneous frames, Y [r], after each
propagation step r. Let {Y [r], r ≥ 0} describe such a
stochastic error propagation process. In the successive steps,
all erroneous frames in the previous step keep disseminating
the error to their neighbouring frames according to the inter-
prediction rule, resulting in Y [r] erroneous frames after step
r. The total number of erroneous frames, Y [r], is non-
decreasing with r. The process of Y [r] varies with respect

State index i fN−1fN−2...f3f2f1f0
0 00......0000
1 00......0001
2 00......0010
...... ......
2N − 1 11......1111

Table I
STATE SPACE OF THE ERROR PROPAGATION PROCESS WITH N FRAMES.

to the prediction structure being used.
Given the above definitions, we formulate our problem as

follows: given 1) different GOP structures; 2) M encoded
frames with variable frame size and number of fragmented
IP packets; and 3) random packet loss over the N frag-
mented packets with probability p, we want to find out: The
probability density function (pdf) that there are exactly y
frames affected by packet loss and by frame dependency
respectively.

IV. MODELING ERROR PROPAGATION IN SVC
A. A Markov Chain with 2N states

In this section, we develop an exact analysis of the error
propagation process in a GOP. The notion N is confined
as the total number of frames in a GOP. The analysis is
extended to predict the number of erroneous frames in a
video sequence with multiple GOPs in Section IV-C2. At
each discrete propagation step r, an arbitrary frame k can
enter two states: 1) affected by errors, denoted by Fk[r] = 1;
and 2) not affected by errors, denoted by Fk[r] = 0.

The state Y [r] of the GOP at step r is defined by all
possible combinations of the states, in which the N frames
can be at step r

Y [r] = [Y0[r], Y1[r], ..., Y2N−1[r]]
T (1)

where Yi[r] = 1 if i =
∑N−1

k=0 Fk[r] · 2k, and Yi[r] = 0

otherwise. The total number of states is
∑N

k=0

(
N
k

)
= 2N ,

and the state space of the error propagation process is
organized with fk ∈ {0, 1} as shown in Table I.

The error propagation process can be described exactly as
a discrete Markov Chain (MC) since the current erroneous
frames Yj [r] at step r only depends on those from the
previous step Yi[r−1]. The number of states with i erroneous
frames is

(
N
i

)
out of the 2N ones.

Let P be an (2N ) × (2N ) transition probability ma-
trix. Each entry in P , Pij = Pr [Yr+1 = j|Yr = i], de-
notes the probability that the MC moves from state i to
state j in one step. The probability state vector s[r] in
step r is denoted by s[r] = [s0[r], s1[r], ..., s2N−1[r]],
with

∑2N−1
i=0 si[r] = 1 and si[r] = Pr [Yr = i] =

Pr [F0[r] = f0, F1[r] = f1, ..., FN−1[r] = fN−1].
The probability state vector can be calculated in terms

of the initial state vector s[0] and the transition probability
matrix P from

s[r] = s[0] · P r (2)
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In the above proposed discrete MC, the maximal number of
steps until entering an absorbing state (defined by Pii = 1)
is bounded by rmax = 2N − 1. In other words, we take
2N − 1 as the upper bound of r for numerical calculations.
Consequently, the steady-state vector is given by

π = s[rmax] = s[0] · P rmax (3)

with rmax = 2N − 1.
In order to solve (3), the initial state vector s[0] and the

transition probability matrix P need to be determined. In
Section IV-C1, we present our approach of determining s[0].
Notice that both s[0] and the state space description of the
MC are independent of the GOP structure. The transition
probability Pij , however, is highly dependent on the inter-
prediction structure being used. In Section IV-B, we discuss
the calculation of the transition probabilities of the MC in
different GOP structures.

B. The transition probabilities Pij

In this section, we first explore the principles of frame
ID assignment and inter-frame prediction. Afterwards, a so-
called dependency matrix is developed to describe the depen-
dency between frames. Finally, the transition probabilities
Pij are computed based on the dependency matrix. Two
GOP structures are studied in the sequel.

1) The hierarchical B-frame structure: Following the
conventions in [3], inter-prediction in the hierarchical B-
frame structure is jointly initiated from I-frames in the
current and preceding GOP, see Fig. 1. Hence, in our model,
the number of frames in a GOP is defined as N = 2m + 1,
including the I-frame preceding the current GOP. Frame
dependency is indicated by the inter-prediction arrows in
Fig. 1. For example, frame 2 is predicted from 1 if there
exists a outgoing arrow from 1 to 2.

Denote vd[t] a frame ID vector in each temporal layer t
of GOP d. An entry in vd[t], vdi [t], refers to the i-th frame
ID in layer t. As shown in Fig. 1, frames in the base layer
are always assigned by vd[0] = [d · 2m, (d+ 1) · 2m], with
0 ≤ d ≤ ngop − 1. The assignment of frame IDs in layer t
(t ≥ 1) of GOP d obeys a general rule, that is, a frame ID
in layer t is iteratively computed by adding or subtracting
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Figure 1. Hierarchical B-frame prediction structure of SVC temporal
scalability. Frames are presented in display order, while the number below
each frame indicates its corresponding temporal layer. Frames in the base
layer T0 are coded as I-frames. Those in the enhancement layers T1, T2, ...
are coded as B-frames.

2m−t from the frame it depends on in layer t− 1. By using
such a rule, frames are ranked according to the displaying
order. For instance, each frame in layer t − 1, vdi [t − 1],
determines two frame IDs in layer t on its left and right
side by {

vdj [t] = vdi [t− 1]− 2m−t left side
vdj+1[t] = vdi [t− 1] + 2m−t right side (4)

Notice that both I-frames determine a single frame in layer
t = 1 of the current GOP by d ·2m+2m−1 or d ·2m−2m−1.
The number of frames in layer t, w[t], is given by

w[t] =

 2 if t = 0
1 if t = 1
2t−1 if 2 ≤ t ≤ m

(5)

Next, we investigate the frame prediction rule of the
hierarchical B-frames as a function of frame IDs. Let kt1
be an arbitrary frame in layer t1 (kt1 ∈ vd[t1]), and kt2 an
arbitrary frame in layer t2, (kt2 ∈ vd[t2]). Four observations
are revealed from Fig. 1: 1) kt2 is predicted from kt1
if t2 > t1. 2) Bi-directional prediction applies to frames
in t ≥ 1. Frame kt1 predicts one single frame in each
succeeding layer along one direction. 3) Inter prediction of
the two I-frames (t = 0) are bounded on their right- and
left- side respectively. 4) Frames in layer t2 = m are not
used to predict other frames. To summarize, a frame, kt2 , is
predicted from kt1 if and only if the following relationships
are satisfied:

kt2|t1 = kt1 +
2m

2t2 or kt2|t1 = kt1 − 2m

2t2
(6)

where 0 ≤ t1 < t2 ≤ m, and t2|t1 denotes the dependency
of frame kt2 on kt1 . The number of frames, ndep, that are
predicted from an arbitrary frame in layer t is

ndep =

 m− t if t = 0
2 · (m− t) if 0 < t < m
0 if t = m

(7)

To better illustrate the dependency between frames in (6),
we develop a so-called N ×N dependency matrix M . Each
entry exy in M defines the dependency of frame y on frame
x (0 ≤ x ≤ 2m+1 and 0 ≤ y ≤ 2m+1). If the dependency
of frame y on x is true, we have exy = 1. Otherwise, it
is exy = 0. Combining (6) and (7), the entries in M are
organized by

exy =


1 if x = y

1 if y = x− 2m

2t2

1 if y = x+ 2m

2t2

0 otherwise

(8)

with 0 ≤ t1 < t2 ≤ m, where t1 is the temporal sub-layer
that frame x belongs to, and t2 is the temporal sub-layer that
frame y belongs to. The first condition x = y assures that a
frame stays erroneous once it is contaminated. The second
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Figure 2. State diagram of the hierarchical B-frame structure with m = 1,
N = 3 and 2N = 8 states. The number above state 0 indicates the frame
ID with the right-to-left order. The arrows refer to the transition between
states.

and third conditions includes all frames that are dependent
on frame x.

The transition probability Pij is derived together with the
dependency matrix as

Pij =

{
1 if ∀Fy∈Yj: Fy=

N−1∨
x=0

Fx·exy with ∀Fx∈Yi

0 otherwise
(9)

where Yi and Yj are the i-th and j-th states in Table I, and

Fy =
N−1∨
x=0

Fx · exy = F0 ·e0y∨F1 ·e1y∨ ...∨FN−1 ·eN−1;y .

The operation A ∨B is 1 if A or B, or both are 1. If both
are 0, A∨B is zero. Fig. 2 shows an example of the Markov
state diagram with N = 3 frames and 2N = 8 states. As we
can see from Fig 2, it is only possible to transit from state
i to state j if j ≥ i.

2) The IPPP prediction mode: The first frame in a GOP
of the IPPP prediction mode is always an I-frame. All
succeeding frames are encoded as P-frames, see Fig. 3. Note
that there is no such concept of “temporal layer” in AVC,
N is simply the number of frames in a GOP (including one
I-frames and all succeeding P-frames).

The N ×N dependency matrix of the IPPP mode is

exy =

 1 if y = x
1 if y = x+ 1
0 otherwise

(10)

as a frame x only affect one single frame on its right side.
Substitute (10) to (9), Pij of the IPPP mode is computed.
State diagram of the IPPP mode is not presented due to
space limitations.

C. Performance evaluation

As shown in (3), the performance of error propagation is
determined together by the initial state vector s[0] and the
transition probability matrix P . In this section, we discuss
our approach to obtain s[0] and the methodology to predict

0 1 2 3 4 5 6 7 8

GOP size 8

0 1 2 3 4 5 6 7 8

GOP size 8

Figure 3. The structure of IPPP mode with N = 8 frames.

the number of erroneous frames affected by transmission
errors both inside a GOP and within a video sequence
consisting of multiple GOPs.

1) Estimating number of erroneous frames in a GOP:
Given random packet loss with probability p over M pack-
ets, the number of frames affected by packet loss, denoted by
Ypkt, is a r.v. depending on nk and p. Let Ydep be the number
of erroneous frames contaminated by frame dependency
after error propagation. The sum of Ypkt and Ydep equals
Y [rmax] at step rmax.

The initial state vector s[0] defines the probability that
each state in Table IV-A may occur, where frame k is
affected by packet loss with probability 1 − qnk , and not
affected with probability qnk . Given nk packets in frame k
and q = 1− p, s[0] is computed by

si[0] =
N−1∏
k=0

{
1fk;i=1 · (1− qnk) + 1fk;i=0 · qnk

}
(11)

where fk;i denotes the status of frame k in state Yi. The
indicator function 1y is defined as 1 if y is true, otherwise
1y is zero [2, pp. 30].

Consequently, the pdf of Ypkt is derived as

Pr [Ypkt = y] =

2N−1∑
i=0

1yi=y · si[0] (12)

where yi =
∑N−1

k=0 fk;i is the number of frames with status
1 in state Yi. The pdf of Ytot is

Pr [Ytot = y] =

2N−1∑
i=0

1yi=y · si[rmax] (13)

with yi =
∑N−1

k=0 fk;i and si[rmax] is computed from (3).
Let i→ s be a realization (i.e., a sample path) of the error
propagation process from an initial state i to the absorbing
state s. The number of erroneous frames caused by inter-
frame dependency for a single sample path from state i to
state s is

ydep;i→s = ys − yi =
N−1∑
k=0

fk;s −
N−1∑
k=0

fk;i (14)

Pdf of the number of frames influenced by frame dependency
is therefore, determined by

Pr [Ydep = y] =

2N−1∑
i=0

2N−1∑
j=0

1yj−yi=y · 1P rmax
ij =1 · si[0]

(15)
where yi =

∑N−1
k=0 fk;i, yj =

∑N−1
k=0 fk;j . Elements in the

n-step transition probability matrix, P rmax
ij = Pr [Yrmax

=
j|Y0 = i], defines the probabilities to move from initial state
i to the steady-state j.

The mean and variance of Ytot are
E[Ytot] =

∑N
i=0 i · Pr [Ytot = i] and Var [Ytot] =
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∑N
i=0 (i− E[Ytot])

2 · Pr [Ytot = i] respectively. The
mean and variance of Ypkt and Ydep can be obtained in an
analogous way.

2) Estimating number of erroneous frames in a video
sequence: Performing an exact analysis about the erroneous
frame estimation problem in a video sequence with multiple
GOPs is very difficult. At step r, an arbitrary GOP d may
enter N state: Gd[r] = i with 0 ≤ i ≤ N and N is the total
number of frames in a GOP.

The major challenge is to describe the entire system
exactly. That is, to find all possible combinations the states
that the ngop GOPs can be at step r. As discussed in Section
IV-A, we use 2N states to describe N frames with two
possible states. Given N states instead of 2 for each GOP,
the exact analysis becomes more complex and requires a
huge state space. Hence, we resort to a simple approximation
to compute the number of erroneous frames in a video
sequence.

Let Y ∗pkt, Y
∗
dep and Y ∗tot be the number of frame affected

by packet loss, frame dependency and the sum of the above
two r.v. in the entire video sequence. Instead of seeking for
the pdf of Y ∗pkt, Y

∗
dep and Y ∗tot, we derive their expectations

as
E [Y ∗tot] =

ngop−1∑
d=0

E [Ytot;d] (16)

where E [Ytot;d] is calculated in Section IV-C1 for a single
GOP d. E [Y ∗pkt] and E [Y ∗dep] are computed analogously.

V. RESULTS AND DISCUSSIONS

In this section, a high definition (HD) video sequence
old town cross with the resolution of 1980x1080 and frame
rate of 50fps is encoded with the SVC reference encoding
software JSVM (Joint Scalable Video Model) [4] to generate
the hierarchical B-frame and IPPP mode encoded frames
(compatible with AVC). The version of JSVM under use
was 9.18. We assign m=3 in the B-frame structure, which
results in 9 frames in each GOP. To have fair comparison, the
GOP size of the P-frame mode is set to 9 as well. Encoding
parameters such as the quantization parameter are the same
for both schemes.

We also developed a simulation program by using the
C language to simulate IP fragmentation of the encoded
bit-stream. The program also simulates packet loss over
the fragmented packets. Since JSVM cannot decode frames
containing errors, an extra script was developed to filter out
damaged (hence undecodable) frames before decoding. The
JSVM software, therefore, only decodes those frames that
are error-free. Results obtained from the analysis are com-
pared with the results derived from the simulated program.
For each simulated result, 104 iterations are carried out.

A. The hierarchical B-frame structure

First of all, we compare the analytic Pr [Ypkt > y] and
Pr [Ydep > y] with simulated results in Fig. 4(a) and (b). As

we can see from Fig. 4, both curves match the simulated
results very well. The tail probability Pr [Ypkt > y] (or
Pr [Ydep > y]) defines the probability that more than y
frames are affected by packet loss (or frame dependency).
Given the packet loss rate of p = 0.1, the probability
that more than 3 frames are impacted by packet loss is
approximately 0.32, shown in Fig. 4(a). The probability that
more than 6 frames being affected by packet loss decreases
to the order of 10−3 and 10−6 for y = 8 frames. Frame
dependency seems to play an influential role, as illustrated
in 4(b). In 90% of the cases, more than 4 frames are
affected by frame dependency. In 28% of the cases, more
than 6 frames are contaminated. With the exact analysis, we
are able to evaluate the performance of Pr [Ypkt > y] (or
Pr [Ydep > y]) with high accuracy, which is normally very
difficult to achieve with simulations. For instance, in order
to have an accuracy of 10−6 for y = 8, as in Fig. 4(a), the
simulation needs to be performed 1012 times, which is time
consuming. In the following, only analytic results will be
discussed except for Fig. 5(b) where the approximation in
(16) is verified with simulated results for a video sequence
with multiple GOPs.

In Fig. 5(a), the analytic results of E [Ypkt], E [Ydep] and
E [Ytot] are presented respectively. When packet loss rate is
smaller than 0.1, frame dependency is a dominant factor in
propagating errors. However, with p > 0.2, E [Ydep] started
to decrease and E [Ypkt] begins to grow more drastically.
This is because, given a fixed amount of frames in a GOP,
more frames being affected by packet lost naturally leads
to less frames being influenced by dependency. The inset of
Fig. 5(a) plots E [Ytot] together with its associated upper and
lower bounds. The upper and lower bounds are computed
by E [Ytot] ± σ respectively, where σ =

√
Var [Ytot] is

the standard deviation. The two bounds for E [Ypkt] and
E [Ydep] are not presented due to space limit. Notice that
the upper and lower bounds indicate the worst and optimal
performance. For instance, we see that with p = 10−2, the
maximal number of erroneous frames reaches 9 and the
minimal number of contaminated frames is around 6. From

(a) (b)

1.0

0.8

0.6

0.4

0.2

0.0

P
r[

Y
d
ep

>
y
]

8642

Number of erroneous packets (p=0.1)

 Analytics (dependency)
 Simulation

10
-7

10
-6

10
-5

10
-4

10
-3

10
-2

10
-1

10
0

P
r[

Y
p
k
t>
y
]

8642

Number of erroneous packets (p=0.1)

 Analytics (packet loss)
 Simulation

Figure 4. The tail behavior of Pr [Ypkt > y] (a) and Pr [Ydep > y] (b)
versus number of erroneous frames y with p = 0.1.
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Figure 5. (a) Average number of erroneous frames in a single GOP as a
function of p (lin-log scale). The inset plots the upper and lower bounds
of the total number of erroneous frames. (b) Average number of erroneous
frames in a video sequence with 62 GOPs as a function of p (log-log
scale). Both figures present the analytic results. The approximation of (16)
is verified with simulations in (b).

a statistic point of view, all results of individual packet loss
events and the resulting erroneous frames are bounded by
the two dotted curves.

In Fig. 5(b), we plot E [Y ∗pkt], E [Y ∗dep] and E [Y ∗tot] for a
video sequence with 62 GOPs (approximately 9.3 seconds).
As revealed from Fig. 5(b), equation (16) approximates
simulated results very well. On a log-log scale, E [Y ∗pkt],
E [Y ∗dep] and E [Y ∗tot] exhibit straight lines until the point of
p = 10−3, conforming to the power law distribution (defined
as y = c · xa, where c is a normalization constant). The
fitting parameter of a defines the slope of a curve. The fitting
curves in Fig. 5(b) allow us to predict the average number of
erroneous frames based on a and c without employing (16).
However, the power law distribution fails to approximate the
curves if p > 10−3. We see clearly that, less than 20% of
the frames (E [Y ∗tot]) are affected by transmission errors up
to p = 10−3. With p = 10−2, around 80% of the frames are
affected. If p ≥ 10−1, almost all frames are contaminated.

B. Comparing the B-frame structure with the IPPP mode

In this section, the performance of the hierarchical B-
frame structure is compared with the IPPP mode. As shown
in Fig. 6, the IPPP mode is more sensitive to packet loss
than the B-frame structure. This is because the IPPP mode
has lower compression efficiency compared to the B-frame
structure. A P-frame generally consists of more packets
than a B-frame. According to (11), larger nk incurs higher
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Figure 6. Average number of erroneous frames caused by packet loss (a),
frame dependency (b) and both (c) of the IBBB and IPPP structure. Figure
(b) and (c) are plotted on lin-log scale for easier reading.

frame error probability. Therefore, the IPPP mode is more
vulnerable to packet loss, especially with larger p.

The frame dependency of the B-structure is, by nature,
higher than the IPPP mode, as plotted in Fig. 6(b). The
maximal absolute difference between the two curves occurs
at p = 10−2, where the inter-frame prediction in the B-frame
mode leads to one more erroneous frame than in the P-frame
mode. The total number of erroneous frames in Fig. 6(c)
is comparable between the IBBB and the IPPP structure.
The average absolute difference between the B-frame and
the P-frame mode is around 0.5, 0.7 and 0.2 frames in Fig.
6(a), (b) and (c) respectively. Considering the higher coding
efficiency of the IBBB structure, and the marginal difference
between the B- and P- frame mode against transmission
errors, the SVC IBBB hierarchical coding structure appears
to be a good candidate for video transmission in an error-
prone environment with random packet loss.

VI. CONCLUSION

This paper presents an exact analysis to examine the
impact of packet loss on the H.264 scalable video coding.
With a simple approximation, the model is extended to
predict the performance of a video sequence consisting of
multiple GOPs. Major conclusions from the performance
analysis are: 1) Frame dependency in SVC B-frame structure
is a dominant factor in propagating transmission errors with
packet loss rate p < 0.1. 2) The upper and lower bounds
obtained from the analysis suggests the worst and optimal
performance of individual loss events. In order to satisfy
users with the worst performance, it is important to look
at the upper bounds and thereafter enhance the robustness
of the bit-stream to be delivered under packet loss. 3)
When p ≤ 10−3, the average number of frames affected
by transmission errors can be approximated by the power
law distribution. To avoid drastic increment in the number
of erroneous frame, the packet loss rate should be controlled
as p ≤ 10−3 (depending on system requirements). 4) Despite
the hierarchical frame dependency, the overall performance
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of the B-frame structure is, in fact, comparable with the IPPP
mode under random packet loss.

Performance evaluation presented in this paper is based
on the number of frames affected by transmission errors.
Examining other metrics, such as the PSNR, that can prop-
erly reflect the pixel-level quality degradation is the focus of
our future work. The error propagation process investigated
in this paper can be directly employed to describe the inter-
frame motion compensation in the future model. Besides,
adapting the initial state vector s[0], the burst packet loss
process can be incorporated.
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Abstract—Two-layer undirected graphical model, 
Harmoniums, is a new approach to mine latent semantic topics 
from observed data. For the multi-modal heterogeneous 
features of news video, this paper proposes multi-wing 
Harmoniums (MWH) model that represents news video stories 
as latent semantic topics derived by jointly modeling the 
transcript text, color histogram and edge histogram of the 
video. This model includes a multivariate Poisson distribution 
and two multivariate Gaussian distributions. It extends and 
improves earlier models based on two-layer random fields, 
which capture bidirectional dependencies between hidden 
topic aspects and observed inputs. The model especially 
facilitates efficient inference and robust topic mixing, and 
provides high flexibilities in modeling the latent topic spaces. 
The variational algorithm efficiently reduces the difficulty of 
model learning. The experiments results on the CCTV news 
video collections and an extensive comparison with various 
extant models show the efficiency of MWH on news video 
semantic mining. 

Keywords-news video multi-wing Harmoniums; video mining; 
semantic mining; news video 

I.  INTRODUCTION 

Along with the rapid development of processor speed and 
the Internet as well as the availability of inexpensive massive 
digital storages, there have been strong demands for the 
modeling and mining of the multiple media sources, like text, 
image, audio and video. Numerous researchers have shown 
great interests to the news video as a mass medium for its 
easiness to acquire and richness in information. To fill the 
semantic gap between the low-level features and the high-
level semantic topic of news video, it’s necessary to make 
full use of the rich information provided by the multi-modal 
heterogeneous data so that we can effectively achieve the 
data mining tasks on news video like classification, cluster, 
retrieval and image annotation. The multi-modal 
heterogeneous data refers to the data of the objects to be 
described collected from different approaches or perspectives. 
And we refer to each of the approaches or perspectives as a 
modality. For example, in the multi-modal face detection, the 
multi-modal data can consist of the 2d face images and 3d 
face shape model; in the mining of multi-modal videos, 
videos can be decomposed into subtitles, audios, images, etc. 
Therefore, the key issues of video semantic mining 
researches are to model the associated data from multiple 
sources jointly and explore appropriate lower dimensional 

latent representations of the originally high-dimensional 
features. The fusion of multi-modal data like key frame 
image, audio and transcript text, has been a widely used 
technique in video processing. The fusion strategy includes 
the feature-level fusion in earlier stage and the later decision-
level fusion. It is an open question as to which fusion 
strategy is more proper for a task. Snoek et al. [1] compares 
the two strategies in the classification of videos. 

There are many approaches to obtain low-dimensional 
intermediate representations of video data. Principal 
component analysis (PCA) [2] has been the most popular 
method, which projects the raw features into a lower-
dimensional feature space where the data variances are well 
preserved. Independent Component Analysis (ICA) [3] and 
Fisher Linear Discriminant (FLD) [4] are also widely used in 
dimensionality reduction. Recently, there are also many 
proposals on modeling the latent semantic topics of the text 
and multimedia data. For example, Latent Semantic Indexing 
(LSI) [5] finds a linear transform of word counts into a latent 
eigenspace of document semantics. Though LSI can roughly 
obtain the latent semantic and work well in automatic index 
application, it generates overfitting for failing to meet the 
statistics principles. Later, LSI is extended to probabilistic 
Latent Semantic Indexing (pLSI) [6], which models the 
latent topic into the probability distribution of words and the 
documents into the probability distribution of the latent topic. 
The pLSI is based on the principle of probability and defines 
proper generative model, so it can be applied to model 
composition and can control the complexity. The Latent 
Dirichlet Allocation (LDA) [7] is a directed graphical model 
that provides generative semantics of text documents, where 
each document is associated with a topic-mixing vector and 
each word is independently sampled according to a topic 
drawn from this topic-mixing. LDA is later extended to 
Gaussian-Mixture LDA and Correspondence LDA [8], both 
of which are used to model annotated data such as captioned 
images or video with transcript text.  

In fact, the methods mentioned above are mainly used to 
transform high-dimension of raw features to low-
dimensional presentation and presumably gain the latent 
semantics of data. However, these methods are mainly 
applied to single modal data and can’t or can hardly be 
applied to the multi-modal heterogeneous data. Two-layer 
undirected graphical model, Harmoniums [9], is a new 
approach to mine latent semantic topics from observed data 
[16]. Based on Harmoniums models, we present news video 
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multi-wing harmoniums (NVMWH) model that represents 
story unit as latent semantic topics derived by jointly 
modeling the transcript keywords, color histogram and edge 
histogram features of news video data for news video 
semantic topic mining. 

The rest of the paper is structured as follows. In Section 2, 
we present the latent semantic topic model of news video-
based on multi-wing harmoniums model and the Learning 
and Inference of its parameters. Section 3 presents the 
experiments and discussions. The paper concludes in Section 
4. 

II. THE LATENT SEMANTIC TOPIC MODEL OF NEWS VIDEO 

BASED ON MULTI-WING HARMONIUMS MODEL 

A. The basic Harmoniums model 

The basic Harmoniums model, which was originally 
studied by Smolensky (1986) [9] in his Harmony theory, 
defines a complete bipartite undirected graphical model 
containing two layers of nodes (Fig. 1). Let j{ }H h  denotes 
the set of hidden units in such a graph, and let iX  
denotes the set of input units. The Harmoniums model 
creates a random field for the undirected graph model. 

{ }x

i j ij

1
( , | ) exp{ ( ) ( ) ( , )}

( ) i i j j ij i jp x h x h x h
Z

    


     (1)

where e ( )   denotes the potential function defined on either a 
singleton or a connected pair of units (indexed by e) in the 
model, e  denotes the weight of the corresponding potential, 
and ( )Z  stands for the log-partition function. 

Figure 1.  The basic Harmoniums Model 

The bipartite topology of the harmoniums graph suggests 
that if the nodes within the same layer are given then the 
nodes of the other opposite layer are conditionally 
independent. This makes possible a feasible definition of the 
Harmoniums distribution based on the conditional 
distribution function  and  between the two 
layers: i i

( | )p x h
| )

( | )p h x
( | ) (p x h p x  h , 

j
( | ) )( |jp x h xp h  . Hence, it is 

semantically simple and easy to design. For simplicity, all 
conditional probabilities considered here adopt exponential 
forms. 
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where 
ia

 and
jb

 respectively denote the sufficient 
statistics of variable 

{ ( )}f  { ( )}g 

ix  and jh . ( )iA  and ( )jB  denote 

respective log-partition functions. And the shifted parameters 
îa  and ˆ

jb  are defined as jbia ia ia jb j
 and 

jb jb ia ia i
. It’s produced by the input and all the 

matching pairs in hidden layers. Welling et al. [10] showed 
that these easily comprehensible and manipulable local 
conditionals precisely map to the Harmoniums random fields: 

ˆ ( )jbW g h   
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( | xp{
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 (4)

ia
 , 

jb
  and 

ia
W  are the set of parameters associated with 

their corresponding potential functions. It’s very difficult to 
make parameter estimation for the appearance of the log-
partition function with joint probability, so ratio symbol 
rather than precise equal symbol is used in the formula. Such 
a model was referred to as the Exponential Family 
Harmoniums (EFH) [10]. In the sequel, we will take 
advantage of this bottom-up strategy to construct specific 
Harmoniums from the easily comprehensible local 
conditionals. It can be shown that there is no marginal 
independence for either input or hidden variables in a 
Harmoniums model. However, an EFH enjoys the 
advantages of conditional independence between hidden 
variables, which is generally violated in the directed models. 
This property greatly reduces reasoning difficulty. But 
typically, learning harmonium is more difficult due to the 
presence of a global partition function. 

jb

B. The multi-wing Harmoniums model 

The hidden and input units in a Harmoniums model are 
symmetrical, which cannot contribute to explain their causal 
relationship in semanteme. However, the definition 
mentioned above of the local condition independence based 
on two layers can provide explanations for the bidirectional 
causality of Harmoniums structure. Essentially, the hidden 
unit H can be considered as latent topic which defines the 
production of input. Conversely, H can also be seen as the 
predictors produced by a discriminative model of the input 
unit. 

Figure 2.  Multi-wing Harmoniums Model 

In many applications, the input to the model does not 
have to be from a single source and/or of a homogeneous 
data type. For example, in the analysis of typical multi-media 
application video streaming, the input from video clips 
contains much relevant information, such as transcript texts, 
pictures, sounds and motion vectors. Assuming that all these 
inputs are combined together to present one topic center, it 
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will be natural to model the shared topic center using a set of 
hidden units, and to group observations from all sources into 
multiple homogeneous arrays of input units, each 
corresponding to a single source. Thus a multi-wing 
Harmoniums model is constructed, as shown in Fig. 2. This 
model consists of three canonical Harmoniums joint by a 
shared array of hidden units. It’s straightforward to construct 
a multi-wing Harmoniums model from a canonical 
Harmoniums model. For example, a three-wing Harmoniums 
model added by two input sets Y={yn} and Z={zm} can be 
related to H via  and ( | ) ( | h)n n

p y h p y ( | ) ( | )m m
p z h p z h , 

where 

 
c

ˆ ˆ( | ) exp ( ) ( )n nc nc n np y h e y C   nc
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Together with (2), and slightly modified (3) that takes 
into account the influences from X, Y, and Z by loading the 
parameter ̂ with additional shift 
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where nc
 and 

md
stand for the matching parameters 

between the hidden unit and the input sets Y and Z. Thus, we 
can get the random field of three-wing exponential family 
Harmoniums. 
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where , , ,  stands for the fully 
statistical characteristics of xi, yn, zm, hk. This construction 
maintains the conditional independence between hidden 
variables given inputs and hence ensures the efficiency of 
inference (once the model is parameterized). Note that x, y, z 
are marginally dependent to each other, as can be quickly 
verified from the bipartite graph structure. This enables the 
application of inferring the features of one source from 
anther source, for example, automatic image annotation 
which attempts to infer related words from a given image. 

{ ( )}iaf  { ( )}nce  { ( )}mds  { ( )}jbg 

C. The multi-wing Harmoniums model of news video 

To model video streams, which contain both text and 
image information, in the following, we outline a news video 
multi-wing harmonium (MWH) model based on a text 
submodel and two image submodels using the modular 
constructive technique described above. 

The parameters of this model are defined as follows: 

 The story unit of news video s denotes a four-
dimensional tuple of ( , , , )x y z h , which respectively 
denotes the keywords, color features and texture 
features of key-frame, and latent semantic topics. 

 The vector 1 2( , , , )Ix x x x   denotes the keyword 
feature extracted from the transcript associated with 
the shot. Here I is the size of the key words 
dictionary, and {0,1}ix   indicates the absence or 
presence of the keyword i in the story of news video. 

 The vector 1 2 Ny y y y  denotes the boundary 
histogram feature of the key frame in the story of 
news video. Similar to the color feature, each key 
frame is divided into rectangular regions of size N in 
fixed size. C

ny R  presents the color histogram 
feature of the region of size N denoted by C-
dimensional vector. So y is a stack vector whose 
length is CN.  

( , , , ) 

 The vector 1 2  denotes the color 
histogram feature of the key frame in the story of 
news video. Each key frame is evenly divided into 
rectangular regions of size N in fixed size.  
presents the color histogram feature of the region of 
size N denoted by D-dimensional vector. So z is also 
a stack vector whose length is DN.  

( , , , )Nz z z z 

C

nz R

 The vector 
1 2

( , , , )
J

 denotes the latent semantic 
topics of the story of the news video. J is the number 
of latent topic, jh R  denotes the degree of 
correlation between the news story and the latent 
topic of the size j. 

h h h h 

1) Text feature model 
Following the traditional bag-of-word model [11] for 

texts, we model the video transcript texts by adopting the 
word-count Poisson distribution model of the document. 
Instead of using a continuous surrogate of the discrete counts 
(as done in a mixture of Gaussian setting), or assuming that 
the counts of words are accumulated from independent 
draws from multinomial distributions (as done in LDA), the 
text Poisson model is based on the hypothesis that the rate of 
the word in a document can be described as the word’s 
accumulation of the Poisson distribution in the dictionary, 
namely the latent topic features associated with each 
document directly determine the expected rate of each word 
in a document. In this way, a Poisson distribution is assigned 
to the observation counts of each word in a document. This 
text model has key differences from a multinomial model, 
which is achieved directly by topic mixing in the distribution 
of word rates in the documents combining specific topic 
feature, rather than via an additive effect of multiple single 
topic draws of the same word or via marginalization of the 
latent topic of each word. In the conditional Poisson model 
for word counts, topic mixing is still stable and robust even 
when a word appears only once or a few times in a document, 
which is typical in video captions though. Whereas in the 
multinomial word model, single word i can only come from 
a single topic and is thus unable to satisfy the topic mixing 
directly. The text Poisson submodel is defined as follows: 
For each word {1, , }i I  , its rate ix  is distributed as: 

76Copyright (c) IARIA, 2013.     ISBN:  978-1-61208-265-3

MMEDIA 2013 : The Fifth International Conferences on Advances in Multimedia

                           85 / 150



i( | ) Poisson( |exp( ))i i j ij
j

p x h x h W   (10)

This model shows that, each key word of the transcript 
text in the story of news video relies on a Poisson 
distribution of the latent semantic topic h. In other words, the 
probability of a key word’s appearance is determined by the 
weighted array of latent topic feature h. The parameters 

i and  are scalar variables. 1ijW ( , , )Ia  

( |

 is a I-dimension 
vector. ijW  is a matrix of I×J. Because of the conditional 
independence between xi and h, there is 

[ ]W
) ( | )i ip x h p x h  . 

2) Image feature model 
As to the image feature of the story in news video, we 

denote the feature by adopting the 72-dimension feature of 
color histogram and the 80-dimension of edge histogram in 
the partition HSV of key frame image in video stories. The 
color histogram feature yn of the zone N in key frame image 
and the edge histogram feature zn separately satisfies the 
distribution of conditional multivariate Gaussian distribution. 

2( | ) ( | ( ), )n n n n j nj
j

p y h N y h U 2
n     (11)

2( | ) ( | ( ), )n n n n j nj
j

p z h N z h V 2
n     (12)

where n  and njU are 72-dimension vectors. 1( , , )N     is 
a stack vector of 72×N. nj  is a matrix of 72×N×J, 
and n

[ ]U U
2  is a 72×72-dimension covariance matrix. n  and 

nj  are 80-dimension vectors， 1V ( , , )N    is a stack vector 
of 80×N. njV  is a matrix of 80×N×J, and n[ ]V 2 is a 80×
80-dimension covariance matrix. We adopt unit matrix to 
simplify operation. For the conditional independence 
between yn, zn and h, there are ( | ) ( | )n np y h p y h   and 

( | ) ( | )n np z h p z h  . 
3) Hidden semantic topic model 
As to the hidden unit h of latent topic feature in the news 

video story unit, we assume that each feature is a conditional 
unit-variance Gaussian distribution, whose mean is 
determined by a weighted combination of the key word 
feature in the video news story unit’s transcript text, the 
color histogram and the edge histogram. 
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j
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     (13)

where ij , nj and mjV share the same parameters with (10), 
(11) and (12). Similarly there is i i

W U
( | ) ( | )p x h p x h   from the 

conditional independence. This model denotes the topic 
vector as a random point in Euclidean space, while other 
feature models based on polynomial denote their topic joint 
vector as a point in the space of single feature. The condition 
distribution of all vectors in the model is shown above. 
These local conditional distributions can map into the 
random filed of Harmoniums shown as follows. 
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By integrating out the hidden variables h in (14), we 
obtain the marginal distribution over the observed keyword 
and color features in the stories of news video. 
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(15)

which also contains a hidden partition function in this 
distribution. 

The parameter of the NVMWH model, ( , , , , , )s W U V   , 
is learnt by the maximum likelihood of a news video story 
set, where the likelihood function is defined by (15). Due to 
the presence of the global partition function, the learning 
process requires approximate inference methods, which will 
be discussed in the next section. We define the variance of 
the latent variables given the input variables to one in order 
to simplify the parameter estimation. Introducing a 
covariance matrix   can offer additional freedom for joint 
distribution  | , ,j i n np h x zy , but it would not lead to more 
general representations in terms of probability  , ,p x y z

 [10]. 
From the analyses above, we can find that the NVMWH 

model can denote the latent semantic topic of the story units 
in news video. In other words, the NVMWH model can be 
used to infer the latent semantic topic h if given the text 
feature x, the visual feature y and z of key frame image of 
the story unit in the news video. 

D. The learning of the model’s parameter 

By the analysis in the section above, we can find that the 
NVMWH model can be used to gain the hidden semantic 
topic of the story unit in news video but the parameters of the 
model have to be determined before using this model. There 
are many methods to estimate the model parameters. We 
adopt the maximum likelihood method according to the 
NVMWH model defined in the section above. Assuming that 
the training set contain N independent identically distributed 
(IID) story units, namely n n{ , , } { , , , 1, , }nx y z x y z n N  

( , , , , ,
, the 

parameter of the NVMWH model )s W U V    is 
estimated by maximizing the log-likelihood of the data 
defined by (15). Due to the complexity of this model, there is 
no closed-form solution to the maximization problem and we 
have to resort to an iterative method like gradient ascent. The 
learning rules (i.e., the gradients) can be obtained by setting 
the derivatives of (15) with respect to model parameters: 
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,
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x x y y

z z z W xh xh

U y h y h V z h z h

 

 

 

   

    

p
     

 

 

 


 

(16)

where '
i n nj i i nj n nj nh W x U y V z     , and p p  denote 

expectation under empirical distribution (i.e., data average) 
or model distribution of the harmonium, respectively. Like 
other undirected graph models, there is global normalizer 
(a.k.a partition function) in the likelihood function of the 
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NVMWH model, so it’s very difficult to directly 
calculate p . Instead, we need approximate inference 
methods to estimate these model expectations p . We 

explored three approximate inference methods in our work, 

ion q as a product 
of singleton marginals over the variables: 

which are briefly discussed below. 
1) The mean field approximation 
Mean field (MF) is a variational method that 

approximates the model distribution p through a factorized 
form as a product of marginals over clusters of variables [12]. 
We use the naive version of MF, where the joint probability 
p is approximated by a surrogate distribut

( , , , ) ( ) ( , )

                    ( , ) ( )

i i n n n
i n

n n n j j
n j

q x y z h q x q y

q z q h

  

  

 

 


 (17)

where the singleton margina are defined ls as 
( )( ) ~ Poissonq xi i , , )n n( ) ~ (q y Nn   , ( ) ~ ( , )n n nq z N    and 

( ) ~ ( ,1)j jq h N  , and { , , , }i n n j    is variational parameter.  
The variation parameters can be computed by minimizing
the KL-divergence between p and q, which resu

 
lts in the 

following fixed-point updating equatio : 

j

ns
exp( )i i ij

j
W     (18)

2 ( )n n n nj j
j
U      (19)

2 ( )n n n nj j
j
V       (20)

j ij i nj n nj n
i n n
W U V        

 s . 

(21)

We iteratively update the variational parameters using the 
above fixed-point equations until they converge, and then the 
surrogate distribution q is fully pecified We replace the 
intractable model expectations p  with q  in (16), which 

are easy to compute from the fully factorized surrogate 
distribution q. Then, we can update the model parameters 
using the learning rules defined in (16). Besides, when using 
the gradient ascent method in the mean field, the learning 
process includes two nested loops: the outer loop iteratively 
updates the model parameters using the learning rules (16), 
while the inner loop iteratively updates the variational 
parameters in order to approximate the model expectations in 
the learning rules. Whenever the model parameters are 
updated (and so are the model distribution p), the whole 
inner loop needs to be executed to recompute the surrogate 
distribution q to approximate the updated model distribution 

mentioned in 

p. 
2) Gibbs sampling 
Gibbs sampling, as a special form of the Markov chain 

Monte Carlo (MCMC) method, has been used widely for 
approximate inference in complex graphical models [13] 
[14]. This method repeatedly samples variables in a 
particular order, with one variable at a time and conditioned 
on the current values of the other variables. If the iteration 
number is big enough, the sampling of joint distribution and 
the boundary distribution is gained successively. For 
example, in the Poisson text submodel this 

paper, the sampling order is defined as 1 1, , , ,, I Jx x h h  and 
other variables are defined as inputs. First, { }jh is set as the 

current value and each ix is sampled from the condition 
distribution defi ed in (10). Then, in x  is set as the current 
value and each jh is sampled from the condition distribution 

defined in (13) , and repeat this process iteratively. After a 
large number of iterations (“burn-in” period), this procedure 
guarantees to reach an equilibrium distribution that in theory 
is equal to the model distribution p. Therefore, we use the 
empirical expectation computed using the samples collected 

r the burn-in period to approximate the true expectation afte
p . The number of “burn-in” iterations and samples is at 

least thousands and typically around tens of thousands. 
3) Contrastive divergence 
An alterative to exact gradient ascent search based on the 

learning rules in (16) is the contrastive divergence (CD) 
algorithm [15] that approximates the gradient learning rules. 
In each step of the gradient update, instead of computing the 
model expectation p , CD starts from the empirical values 
as the initial samples, runs the Gibbs sampling for up to only 
a few iterations and uses the resulting distribution q to 
approximate the model distribution p. It has been proved that 
the final values of the parameters by this kind of updating 
will converge to the maximum elihood estimation. In our 
implementation, we compute q  from a large number of 
samples obtained by running only one step of Gibbs 
sampling with different initializations. Straightforwardly, CD 
is significantly more efficient than the Gib

lik

bs sampling 
m

n comparison with some of the 

A. 

ethod since the “burn-in” process is skipped. 

III. EXPERIMENTS AND DISCUSSIONS 

To verify the effectiveness of the NVMWH model, our 
experiments mainly include two parts. First, we show some 
illustrative examples of the latent semantic topics derived by 
the proposed models and discuss the insights they provide 
about the structure and relationships of video categories. In 
the second part, we evaluate the performance of our models 
in video classification i
existing approaches. 

Experimental data and features selection 

The experimental data adopted in our experiment come 
from the news video stories from CCTV news. We collect 
news programs of two years and four months, from May of 
2006 to July of 2008, which contain 25776 news story units. 
Each story unit of the news video is considered as a 
document or a training test example. Our experiment adopts 
4214 news story units which belong to 18 categories, namely 
fire disaster, flood, earthquake, storm (typhoon and 
hurricane), Olympic games, bird flu, Taiwan, the Korean 
nuclear issue, the United Nations, the United States, Russian, 
Japan, Iran, Iraq, terrorist attack, country, oil price and 
football. Each story unit is related to a category. Because the 
CCTV news shows only includes various important news, 
the distribution is uneven of the story unit in each category. 
The number of every kind of story unit in this experiment 
ranges from 26 to 828. 30% of the samples of each category 

78Copyright (c) IARIA, 2013.     ISBN:  978-1-61208-265-3

MMEDIA 2013 : The Fifth International Conferences on Advances in Multimedia

                           87 / 150



are randomly selected as training samples and the rest are 
considered as the test samples. Table 1 describes the training 
and the test samples of the experiment in detail. 

TABLE I.  THE SAMPLE DISTRIB T 

nu er 
C  

n
sa

N  

sa s sa s

UTION OF TR

Total 
umber of 

AINING SET A

umber of
training 

ND TEST SE

Number 
of test 

Serial 
mb

ategory
name 

mples mple mple
1 fir er e disast 80 24 56 
2 flood 61 18 43 
3 ea e rthquak 627 188 439 
4 storm 106 32 74 

5 
O

2  
lympic 
games 

828 48 580 

6 bird flu 26 8 18 
7 Taiwan 113 34 79 

8 
nuclear issue 

38 11 27 
the Korean 

9 180 54 126 
the United 

Nations 

10 
the United 

States 
363 109 254 

11 R  ussian 259 78 181 
12 Japan 276 83 193 
13 Iran 244 73 171 
14 Iraq 142 43 99 
15 ter ck rorist atta 85 26 60 
16 country 643 193 450 
17  oil price 114 34 80 
18 football 29 9 20 

Total 4214 1264 2950 

As to the text feature, we download all the transcript texts 
of all the news story units from the CCTV website. We adopt 
the word segmentation software of Beijing Language and 
Culture University to conduct word segmentation, and leave 
out all stopwords, and merger synonyms and near-synonyms. 
About nine thousand key words are gained from the 18 
topics above. To further reduce the complexity of the model 
operation, we ignore the low-frequency words whose 
frequencies are less than 6 and extract 3182 keywords as the 
text feature. Hence, the text feature of each story unit in the 
news video is denoted as a 3182-dimension binary feature 
vector where 1 stands for the appearance of a certain 
keyword in the story unit and 0 stands for no appearance. As 
to the visual feature, we adopt the 72-dimension HSV color 
histogram feature and the 80-dimention edge histogram 
fea

tion and the Gibbs sampling 
to c

pro

using E
 hidden variables 

onal 

B. The results and analysis of the latent topic mining 
experiment 

ture of the key frame image in MPEG-7. 
By default, NVMWH is trained via contrastive 

divergence with up to 1000 steps of gradient ascent. We 
adopt the mean field approxima

onduct the model training.  
To mitigate the issue of “identifiability” [10] that allows 

multiple parameters to share the same marginal likelihood, 
the initial estimations of parameters W, U and V in the 
NVMWH were determined by a SVD on the design matrix 
of text/images features over shots. We do not strongly 
emphasize this issue because in our analysis NVMWH is not 
mainly used to directly capture the exact semantics of the 
latent factors underlying the data space. In order to achieve 
semantically more accurate and informative latent factor 
representations, we can apply a subsequent clustering 

cedure on the lower-dimensional representations provided 
by NVMWH. 

The parameters of GM-Mix and GM-LDA were obtained 
M. We infer the latent topic captured by GM-Mix 

using the conditional probabilities of
(h|x,z)p  and those by GM-LDA based on variati

Dirichlet posteriors of the topic weights. 

Figure 3.  Examples of latent topics 

The NVMWH model can automatically discover low-
dimension meaningful latent topics from the high-dimension 
multi-modal features of the texts and images in the news 
videos. We illustrate 8 latent topics out of the 18 topics 
learned by NVMWH in Fig 3. Each topic is described by the 
first 8 keywords and the first 5 key frame images related to 
the video shots. These keywords and key frame images 
possess highest condition probability in the latent topics. It is 
shown that the first 6 topics correspond to the scenes of oil 
price, forest fire, flood, bird flu, the Korean nuclear and the 
earthquake. They are a cluster based on the transcript texts 
and images. The last two topics illustrate some interesting 
patterns discovered by NVMWH. At the first sight, these key 
frames of the shots show great differences in visual features. 
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It seems to present several totally different topics for the 
different scenes like helicopter, stadium, meeting, shore and 
meteorological chart. However, by examining the transcript 
texts of the news story units, we find that their semantic 
topics share some common aspects. Several news stories in 
topic 7 all mention the similar or same words, such as 
typhoon, attack and weather which are words related to the 
topic typhoon. Similarly, several news stories in topic 8 also 
mention some related words like Olympic Games, stadium 
and security work. Obviously, NVMWH model discovers 
the last two topics mainly based on the similarity between 

while the 
opics. 

C. 

stogram feature of the key frame image is set as 
72-

use the SVM  package to learn a support vector machine 
(SVM) on the training data, and predict on the testing data. 

Figur

expressiveness of their representation schemes for the latent 
aspects (i.e., as Gaussian variables rather Dirichlet variables). 

Figur

the key words of the transcript texts in the videos, 
visual features functions a lot in discovering other t

The results and analysis of the Classification 
performance experiment of NVMWH model 

In order to show the predictive power of the low-
dimension latent semantic topic produced by NVMWH, we 
adopt classification, which is the most important task in 
multimedia analysis and application, to evaluate the 
performance of the NVMWH. In the experiment, the 
dimension of the latent semantic topic is set as less than 50 
and its original feature dimension is set as 3182-dimension. 
The color hi

dimension and the edge histogram feature is set as 80-
dimension. 

First, we evaluate the performance of NVMWH on 
classifying testing examples into one of the predefined 
categories, and compare this method with LSI, GM-Mix and 
GM-LDA. For each algorithm, the parameters are estimated 
using all data, ignoring their true class labels. Once the 
models are learned, we use them to project every example 
into a lower-dimensional latent topic space. Then we split the 
data into a training set and a testing set as shown in Table 1, 

Light

e 4.  The classification accuracy of every model at different topic 
dimension 

Fig. 4 shows the classification accuracy of five different 
models at different latent topic feature dimension ranging 

from 5 to 50, and the dimension is the number of the latent 
semantic topics. The Baseline method retains the available 
feature classification results of all the variables in training 
and test. We find that the NVMWH model can always 
achieve higher classification accuracy than the Baseline even 
with a large dimensionality reduction. Under the same topic 
dimension, it also outperforms LSI with a good margin. We 
believe that this may be partially explained by the arguably 
better assumptions adopted by NVMWH on modeling 
text/image features. Surprisingly, GM-Mix produces a 
considerably worse performance than the baseline because 
the modeling power of GM-Mix is too limited to capture 
multiple latent topics for each text/image pair. Too much 
information is eliminated in GM-Mix’s representations 
because the posterior distribution is usually peaked at one 
latent topic. Compared to GM-Mix, GM-LDA offers more 
flexibilities in modeling associated text/images and indeed it 
is (slightly) superior to all other models when latent aspect 
dimension is set to be 10. But it appears that GM-LDA may 
have suffered from overfitting or a low-dimensionality bias 
as its error curve rises significantly in higher-dimensional 
latent space. In contrast, we observe that the performances of 
LSI and NVMWH are relatively stable over a wide range of 
dimensions, which may reflect the robustness and 

e 5.  The classification accuracy of different leaning algorithms in 
the NVMWH model 

Fig. 5 presents the comparison of the performance 
between mean field, Gibbs sampling and contrastive 
divergence. We discover that mean field and the Gibbs 
sampling are similar in performance, while the accuracy of 
contrastive divergence is slightly better than the two. It’s 
mainly because the latter approach uses a fully factorized 
distribution to approximate the true distribution whereas the 
former uses a Monte Carlo approximation. Meanwhile, we 
make a study of the efficiency of the three methods by 
examining the time taken to reach the convergence of the 
learning methods during the training. The results show that 
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the mean filed possess the highest efficiency at 2 minutes, 
the contrastive divergence method ranks second at 10 
minutes and the Gibbs sampling has the lowest efficiency for 
about 50 minutes. Therefore, it is better to adopt the 
contrastive divergence method to conduct the learning an
infe

with ect. Thus, the classification performance 
woul opi

he st
pre

deo semantic topics and
app  semantic features to the mining and analysis of 
intelligence in public news videos. 

 

d 

[1

rence of the model parameters for the comprehensive 
consideration of accuracy and efficiency. 

On the same news subject, why does not the 
classification performance increase steadily corresponding to 
the number of the latent topics? That is because the news 
subject is determined by the latent topics with high 
probability distribution, and the latent topics after certain 
dimension cannot help express the content of the subject of 
news. That is to say, the latent topics with low probability 
distribution have few associations, or even no associations, [

 the news subj
d not increase with increasing number of latent t cs. 

[7] D. M. Blei, A. Y. Ng, and M. I. Jordan. “Latent dirichlet 
allocation,” Journal of Machine Learning Research, MIT 
Press, Mar. 2003, pp. 993-1022. 

IV. CONCLUSION AND FUTURE WORK 

We make a thorough study of the latent semantic topic 
mining of news video by adopting the multi-wing two-layer 
undirected graphical model. First, we construct a news video 
multi-wing Harmoniums model of multi-modal 
heterogeneous features based on the basic Harmoniums 
model, the transcript texts and the key frame images in the 
news video. In this model, the multivariate Gaussian 
variables denoted the latent topics. The condition distribution 
of specific features models on the inputs of various kinds of 
data resources, namely a multiple Poisson distribution is 
used to model the text features and two multivariate 
Gaussian models respectively denote features of color 
histogram and of the edge histogram in the key frame image 
of news video story. The probability distributions are 
determined by all the topics so that a better topic mixing is 
achieved. It expands and improves the previous random field 
model, which is based on two layers by the bidirectional 
dependence relationship between the latent topics and the 
observed input data, whose performance is especially shown 
in the aspects of promoting effective reasoning, robust topic 
mixing and flexible latent topic modeling. The experiments 
of the latent semantic topic extraction and the prediction 
performance based on the NVMWH model prove t rong [15] M. Welling and G. E. Hinton. “A new learning algorithm for 

mean field Boltzmann machines,” Proceedings of the 
International Conference on Artificial Neural Networks, 
London, UK, Springer-Verlag, Aug. 2002, pp. 351-357. 

sentation ability and robustness of NVMWH model on 
latent semantic topic mining in news video stories. 

In the future work, we will adopt more audio-visual 
features like facial feature, voiceprint feature, etc. in 
NVMWH model, and study a more effective learning 
algorithm for model’s parameters, so as to improve the 
mining precision and efficiency of vi  

[16]

ly
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Abstract—Video object detection is one of the most important 
research problems for video event detection, indexing, and 
retrieval. For a variety of applications such as video 
surveillance and event annotation, the spatial-temporal 
boundaries between video objects are required for annotating 
visual content with high-level semantics. In this paper, we 
define spatial-temporal sampling as a unified process of 
extracting video objects and computing their spatial-temporal 
boundaries using a learnt video object model. We first provide 
a learning approach to build a class-specific video object model 
from a set of training video clips. Then the learnt model is used 
to locate the video objects with precise spatial-temporal 
boundaries from a test video clip using graph kernels. A frame 
sorting process as a preprocessing is also proposed to 
transform the graph, modeling the shot configuration of a 
video clip, into a string of shots. Thus, the computation of 
graph kernels is simplified to be string kernels. The string 
kernels for support vector machine (SVM) classification are 
finally adopted to train the SVM classifiers from a set of 
training samples and detect the video objects in a test video 
clip by classification. A human action detection and 
recognition system is finally constructed to verify the 
performance of the proposed method. Experimental results 
show that the proposed method gives good performance on 
several publicly available datasets in terms of detection 
accuracy and recognition rate. 

Keywords-video objects; string kernels; dynamic 
programming; video object modeling; SVM classification. 

I.  INTRODUCTION 
Video object detection (VOD) is the primary step to 

semantically annotate a video sequence in semantic video database 
indexing and retrieval, intelligent video surveillance, and advanced 
man-machine interfaces [1,2].  Early works in video object 
detection focused on detecting and recognizing the scene and 
objects shown in a representative key-frame of a video shot, thus 
the temporal information of video objects is lost [3,4]. Recently, 
semantic-based video analysis tended to model a video clip as a 
graph whose nodes are high-level video objects performing a 
specific action individually [5]. Techniques of graph matching are 
then applied to annotate the event type of the input video clip [6]. 
Detection and classification of video objects from video clips help 
bridge the semantic gap between high-level features and low-level 
features and the construction of modern semantic-based video 
analysis. 

Conventional VOD algorithms, which characterize objects as 
spatially cohesive with locally smooth trajectories, use these 
techniques for tracking or body pose estimation to extract spatial-
temporal tubes from the input video clip [7-9]. However, using a 
tracking or body pose estimation in real world videos is generally 

not reliable due to object occlusion, distortion and changes in 
lighting. Instead, we formulate the tracking process for VOD [7, 10] 
as a classification problem because objects are, in general, spatially 
and temporally cohesive. Also, by assuming relatively slow camera 
motions, the shape and location of these objects vary slowly from 
frame to frame. Thus, the size of the search space to track an object 
across many frames is reduced significantly by exploiting this 
coherence. By considering a parameter set in the feasible search 
space as a class, the object tracking for VOD casts into a 
classification framework [11]. 

A primary motivation for the work presented here is to question 
the benefits of tracking object boundaries across frames for video-
based applications such as activity analysis. In practice, the 
accuracy of any boundary estimate is limited by a number of 
systemic factors such as image resolution, noise, motion skew, and 
the accuracy of the model. For example, formulating VOD as 
motion segmentation using optical flow rests on the assumption of 
brightness constancy, which is violated at moving boundaries, 
resulting in poor estimates of object contours [12]. For some 
applications, the object detection at each frame only needs to be 
known up to a limited precision, as long as good shape and 
trajectories are maintained. 

In addition to segmentation, conventional VODs also try to 
detect and segment the observed motions into semantic meaningful 
instances of particular activities from videos [13,14]. To reach this 
goal, recent approaches consider the detection and recognition of 
the video object as an extension of 2D object detection [15,16] 
with higher dimensionality. Some well-known approaches include 
space-time interest-point detectors [17] and bag-of-words models 
[18]. These techniques aim at employing a combination of local 
space-time features and global 3D shape features to estimate the 
space-time boundaries of a given video object. Two issues which 
are therefore of particular importance are dealing with local patch 
sampling and exploring the rich relationships among spatial-
temporal "words" inherited from objects [19]. 

Video object classification is the key step in high-level video-
based applications. Conventional machine learning techniques are 
applied to train the state-of-the-art methods using a large, diverse 
set of manually annotated images. The typical level of annotation 
needed is a bounding-box for each object instance [15]. To ensure 
the performance of a detector, a large amount of annotated 
instances is generally needed [20]. Recently, object classification 
approaches borrowed from unlabeled or weakly annotated data 
have attracted much attention to reduce tedious manual annotation 
to a minimum [21]. However, training a detector without location 
annotation is very difficult and performance is still below fully 
supervised methods [22]. 

Recent approaches for video object detection follow the 
following steps: a target object is initialized by human annotation 
or with a preexisting detector in one frame, then a classifier is 
trained on-line to redetect the object in each frame [23]. A 
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significant limitation to these approaches is the trained classifier is 
that a video-specific detector but not a generic class detector. In 
contrast, Ali et al. [24] proposed a semi-supervised boosting 
variant that exploits temporal consistency of video frames to learn 
a complex appearance model from a subset of fully annotated 
frames in each training video for video object detection. Testing is 
performed on videos of the same scene, but at different time 
instances.  

An image object often consists of several parts arranged in a 
deformable configuration [15]. The use of visual patterns of local 
patches in shape modeling is related to several ideas including the 
approach of local appearance codebooks [16] and the generalized 
Hough transform (GHT) [25] for object detection. At training time, 
these methods learn a model of the spatial occurrence distributions 
of local patches with respect to object centers. At testing time, 
based on the trained object class classifiers, the appearances of 
interest points in images or video are matched in the visual 
codebooks to detect a specific object using the voting framework 
of GHT. The effectiveness of visual pattern grouping by Hough 
voting is thus well verified.  

In this paper, we formulate a video object as a graph of postures 
(key-objects) to model the temporally relationship between key-
objects. The graph edit distance (GED) can then be used to 
measure the spatial-temporal content difference between two video 
objects. A frame sorting process [26] as a preprocessing is also 
used to transform the graph, modeling the shot configuration of a 
video clip, into a string of shots. Thus, the computation of graph 
kernels is simplified to be string kernels. The string kernels for 
support vector machine (SVM) classification are finally adopted to 
train the SVM classifier from a set of training samples and detect 
the video objects in a test video clip by classification. We also 
create a template video object for each class to achieve the goal of 
speeding up the VOD process. A human action detection and 
recognition system is finally constructed to verify the performance 
of the proposed method. Experimental results show that the 
proposed method gives good performance on several publicly 
available datasets in terms of detection accuracy and recognition 
rate. 

II. PROBLEM DEFINITION 
The proposed video object detection by classification using 

string kernels is inspirited from the work of [4] but of very different 
implementation. Let n

ttFV 1}{ ==  and n
ttOO 1}{ == be a video clip of 

n frames and the corresponding video object consisting of n 2D 
target objects, respectively. Suppose nDn

ttt Rsxx ×
= ∈= 1)}({ be the 

feature vectors for every location st to locate Ot in Ft, we want to 
build a classifier 

RR nD →×:ϕ    (1) 
such that the set of locations n

ttss 1}{ ==
  

   }0))((:{ ≥sxs  ϕ   (2) 
detects a visible target video object from video frames. Given a 
training data set that comprises N input vectors 1x , ..., Nx , with 
corresponding target values y1, ..., yN where

.,...,1},1,1{ Niyi =−∈  The support vector machines (SVMs) 
approach [27] finds the linear decision boundary )(xϕ as: 

bxwx T += )()(  φϕ             (3) 
where φ denotes a fixed feature-space transformation, b is a bias 
parameter, so that, if the training data set is linearly separable, 

0)( >ii xy ϕ for all points. The maximum marginal solution of 
SVMs is found by solving for the optimal weight vector 

),...,( 1 Nααα =
 by maximizing 
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with respect to α
 , that is subject to the constraints: 

,0
1

=∑ = i
N

i i yα  0≥iα , for i= 1,…, N     (5) 

)(),( ji xx  φφ is the inner product of ix and 
jx  in the feature space. 

The parameters w and b are then derived from the optimal α


. 
The computational cost of the inner product could be much 

reduced by introducing kernel functions to avoid explicitly 
perform the transformation .)(),( ji xx  φφ  If the kernel function k 

satisfies the Merced condition, then there exists a feature space 
and a mapping function φ such that k acts as an inner product in 
the feature space [28]. In this work, we propose to use the string 
kernel, starting from a Gaussian kernel, which has been proved to 
be effective for event recognition [1]. The string kernel is defined 
as 

)),(exp(),( xxdxxk ′−=′ 
  (6) 

where ),( xxd ′ is the distance between x and x′ using the dynamic 
programming process retaining the spatial-temporal consistency of 
the targets. 
     A challenge of the problem is it might require a large training set 
which results in tedious human-labeled effort in training the 
classifier ϕ. In this work, we tackle this problem by using an initial 
hand-labeled training video, and by going back-and-forth between 
the optimization of the labels of non-labeled videos. Many 
approaches train object detectors from images without location 
annotation [8]. Although the outputs of these operators are not 
precise, they can provide the initial training video object for learning 
the classifier ϕ. In this case, the proposed learning algorithm can be 
performed automatically without any human-labeled effort. 
      Another challenge is the performance of the string-kernel 
approach degrades greatly when the input video clip contains 
repetitive behaviors. In this case, we first represent a video clip as a 
set of shots and then lexicographically sort these shots to obtain a 
compact and normalized string of postures. The complexity of 
string-kernel computation is thus reduced by representing a video 
clip as a shot sequence.  

III. THE PROPOSED APPORACH 
    Figure 1 shows the block diagram of the system. A 
preprocessing to lexicographically sort video frames is first applied 
to temporally normalize the video frames. Then, a key-frame 
detection procedure is applied to detect key-frames from a 
normalized video sequence to achieve the goal of eliminating 
redundant frames. The system is divided into the training and 
detection phases, where both of them are based on the proposed 
SVM classification with string kernels. 

A. The Training 
Many various image analysis tasks have verified the effectiveness 
of presenting video frames using bag-of-words (BoW) [1].  A 
common BoW approach to model video class is to extract features

 from all video patches in all training video clips of a video class to 
learn the appearance variability of the class, which is modeled as a 
local appearance codebook consisting of multiple codewords, 
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where each of them is determined by the mean features of a video 
patch cluster. Based on this codebook, we could compute a 
histogram of codeword frequencies to represent a video frame by 
mapping every patch of the frame to a codeword. Thus, each frame 
is represented as a BoW histogram.  

Patch partitioning

Feature Extraction

Video object 
Detection

Object Recogn ition

Training Video V Test sequence T

Training phase Detection phase

Preprocessing

Template 
Video 
Object 
Models

Feature extraction

Key-frames
extraction

Patch partitioning

SVMs Training

Patch clustering

SVM 
Classifiers

Preprocessing
Video 
Frame

Codebook Key-frames
extraction

 
Figure 1. Block diagram of the proposed video object detection by 
classification using the Hough-voting approach. 

In the preprocessing, the first step to temporally normalize the 
video frames in a video clip is to generate a video shot codebook 
through vector quantization of large sets of BoW histograms 
extracted from a collection of training video frames.  The video 
frame codebook is generated by clustering the video frames in the 
feature space using k-means clustering algorithm and Euclidian 
distance as the clustering metric. The center of each resulting 
cluster is defined as a frame codeword. Let the video frame 
codebook FC have m cluster centers. Our approach uses FC to 
temporally normalize a video clip by grouping similar frames in 
which the temporal information is preserved.  Given a video clip V 
of n BoW histograms, niVhi ,...,1, =∈ , there is a collection of 
cluster assignment: },...,,{ 21 ncccA = where ci is the cluster label 
indicating that cluster center i is the nearest neighbor of hi in FC. 
By sorting A in lexicographical  order, we can obtain 

}~,...,~,~{~ )()2(
2

)1(
1

n
ncccA πππ= where )(~ i

ic π  is the cluster label of the i-

th video shot in A~  and )(iπ returns the index of frame i in V. The 
pair ,),~,~( )()( jicc j

j
i

i <ππ  belongs to A~  if and only if either 
)()( ~~ j

j
i

i cc ππ < or ))()(()~~( )()( jicc j
j

i
i ππππ <∧= . We finally permute the 

frames of V using A~ . The preprocessing step brings the system two 
obvious advantages: (1) similar frames are clustered to transform 
the repetitive activities into a single activity implicitly performed 
by the corresponding video object; (2) all video objects in the same 
class are starting from a common posture when we represent an 
activity as a sequence of postures. 

A video shot detection procedure is then followed to separate a 
normalized video clip into multiple video shots, where each of them 
is represented as a key-frame. Finally, a video clip is represented as 
a sequence of key-frames. Let m

iioO 1,11 }{ ==
 denote the initial video 

object of m key-objects detected from corresponding key-frames of 
a training video clip in a class. For each key-object 

1,1 Oo i


∈ , we 

partition it into a set Si of patches ),,( Pj sdfP


= where f is the 
feature vector characterized by a histogram of orientations (HOG) 
[29]; d


 is the displacement vector defined from the patch center to 

key-object center; sP is the size of the patch. As shown in Figure 2, 
the patch set Si forms a GHT model and implicitly describes the 

structure of io ,1  which can be used to detect similar objects from 
another image using the Hough-voting technique [15,16]. 

 
(a) 

(b) (c)

RX

d


 

Figure 2. Representing a video clip by a sequence of key-frames: (a) 
detecting the key-frames and key-objects from a video clip; (b) piling up 
the normalized key-objects to form a 3D video object; (c) modeling (b) 
using a sequence of  GHT models. 

    To achieve the goal of detecting the target object from an image I 
using the patch set S of key-object o , we look after similar patches 

SP ∈′  for each patch IP ∈  located at (xP, yP) using the following 
distance function: 

 
∑ ′−=′

i
PP ihihPPd )()(1),(

   (7) 

where )(ihP and )(ihP ′ are the factions of the i-th bin of the HOGs 
of P and P’, respectively. The local distance measurement for (P,P’) 
should be added to the entry of the Hough-voting volume

),,( syxH I at the image I: 
 ))',(1(),,(),,( )()( PPdsyxHsyxH old

I
new

I −+=       (8) 
where PP sss ′= /  is the ratio of sizes of P to P’ and

PPP dsyxyx ′×−=


),(),( . Furthermore, a match pair of its similarity 
value less than a pre-defined threshold, i.e, 0.8, is excluded from 
casting a vote on the Hough-voting volume to avoid generating 
spurious peaks. Obviously, the peaks in HI group patches in I into 
meaningful objects. The member patches to constitute a key-object 
can be found through performing the inverse Hough transform on 
the corresponding peak. Also, multiple peaks can be detected from 
HI to locate multiple similar objects for the target object o .  

We also propose a parameter verification process to fine tune 
the location ),( yx=Λ  of the detected object in I. For each object, 
including the target and detected objects, we also construct a global 
HOG to characterize the shape of the objet [15]. The distance 
between the detected and target objects can then be obtained by (7). 
The object *O located at *Λ is thus defined as 

)],(1[maxarg
)(

* ood
N Λ′

Λ∈Λ′
−=Λ   (9) 

where )(ΛN  returns all significant peaks from the neighborhood 
of Λ in HI. Based on *Λ , the system fine tunes the location of the 
detected object

*Λ
o  in I. Moreover, the similarity between the 

detected and target objects is obtained. Although this process 
results in additional time for fine tuning the geometric 
transformation parameters, our experimental results show that it 
significantly improves the accuracy of object locations.  

The core idea of our approach is to automatically compute 
labels for non-labeled samples belonging to the same class by 
minimizing the video object detection errors using dynamic 
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programming. The dynamic programming process (DPP) optimally 
aligns the initial (seed) video object m

iioO 1,11 }{ ==
  with the frames of 

the input video clip n
ttFV 1}{ ==  with the shortest distance. Let A[i,j] 

denote the distance of the optimal alignment of ),...,,( ,12,11,1
)(

1 i
i oooO =



and ),...,,( 21 jj FFFV = . The recurrent equation used to align )(
1

iO
  and Vj 

with the shortest distance in a bottom-up fashion by dynamic 
programming is 

),(]),1[],1,[],1,1[min(],[ ,1 jsi oodjiAjiAjiAjiA +−−−−=   (10) 

where 
jso is the object detected from Fj at location sj with the 

distance measurement ),( ,1 jsi ood using (7). The goal of the 

recurrent equation is to find out the value of A[m][n] which 
denotes the error to detect the video object from the input video 
clip using the seed video object. The initial condition for A[i,j] is 
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Given the set of detected video objects of a class, the SVM 
classifier ϕ with the string kernel defined in (6) is then trained to 
generate a new seed video object for further improving the 
detection and classification accuracy by an optimization loop. Let 

N
iiVC 1}{ == be set of training video clips and K be the maximal 

number of iterative loop. Given that initial video object m
iioO 1,11 }{ ==

 , 

we define the proposed class-specific training (CST) algorithm as 
follows. 
 CST(C,

 1O
 ,K){ 

1OOt ←  
for k = 1 to K do{ 
   for i = 1 to |C| do ),(~

isi VODPPO ← ; 

   )}~({_ ||
1

C
iiOTrainingSVM =←ϕ ; 

   )]~([maxarg
||,..,1,~ iCiOt OO

i

ϕ
=

← ; 

 } 
return ( ϕ,tO ); 

} 
Finally, each class is represented as a template video object Ot and 
a SVM classifier ϕ . The former is used to detect a candidate 
video object from an input video clip using the proposed dynamic 
programming process. The classifier is then used to verify the 
correctness of the detected object.  

B. The Detection 
Given a test video clip, we first perform the same 

preprocessing procedure to temporally normalize the input video. 
The normalized video is also represented as a set of key-frames 
using the same key-frames detection in the training phase to reduce 
the time complexity of the successive video object detection using 
the Hough voting and dynamic programming. The detected video 
objects are then verified by the classifier ϕ. 

The video object detection actually consists of two major steps: 
(1) detect the target video object OV from the input video clip V 
based on the template video object of a class obtained in the 
training phase using the Hough voting and dynamic programming; 
(2)  the class label of OV is then defined to be 

)(maxarg)( VcCcV OOc ϕ
∈

=    (12) 

where c(OV) is the class label of the video object OV ; C is the set 
of classes;  ϕc is the SVM classifier of the class c.  
    Let },...,1{ T=Τ be the set of time steps, and 

},...,1{},...,1{ HW ×=Ω the set of locations, where W and H are the 
width and heights of the video frames. Given a classifier, the 
complexity of the video object detection by classification would 
be )( TT HWO  if we check all candidate video objects in a brute-
force fashion. The time complexity of the proposed video object 
detection by dynamic programming is O(T2W2H2) which is much 
faster than the brute-forth approach. 

IV. EXPERIMENTAL RESULTS 
A series of experiments was conducted on an Intel PENTIUM 

Dual Processor 3.0GHz PC and three video datasets, the KTH 
dataset [30], the Weizmann dataset [31], and the UCF sports [32] 
are constructed to evaluate the performance of the human action 
detection and recognition system. The KTH video sequences have 
been used in many human action recognition studies. It contains 
six types of human actions: walking, jogging, running, boxing, 
hand waving and hand clapping. Each action is performed several 
times by 25 actors in four different scenarios: outdoor, outdoor 
with camera zooming, outdoor wearing different clothes, indoor. In 
total, there are 599 videos. The Weizmann dataset provides 90 
video sequences of 9 actors performing 10 different actions. The 
UCF sports dataset is a collection of 150 broadcast sports 
sequences from network news videos and features ten different 
events: diving, golfing, kicking, weight-lifting, horseback-riding, 
running, skateboarding, swinging 1 (gymnastics, on the pommel 
horse and floor), swinging 2 (gymnastics, on the high and uneven 
bars), and walking. It is a very challenging dataset due to the 
camera motion and background clutter. These datasets have been 
used in many human action recognition studies. 

The class labels, as the ground truth, for video sequences in the 
test datasets are used to determine the relevant matches in the test 
dataset to the query templates. Evaluations were done with a leave-
one-out cross-validation. Classification results are shown in Table 
I and compared with state-of-the-art recognition systems [13, 18, 
26, 43, 48-52]. The classification results provided in [13] include 
three variations of training and testing data: (A) training and 
testing on tracks generated from ground-truth annotations; (B) 
training on tracks from ground truth and testing on automatically 
extracted tracks; and (C) training and testing on automatically 
extracted tracks. The data variation C is used to construct the 
system. Table I shows that the classification accuracy of the 
method has better performance using the detected video objects as 
the input to class-specific SVM classifiers. 

We follow the same localization evaluation rules in [13]: a 
detection is considered correct if, (1) the action object was 
correctly classified, and (2) the intersection-union ratio of the 
detection and ground truth bounding box is greater than 0.5. For 
the KTH and UCF datasets, selected frames were hand-annotated 
with bounding boxes, and the bounding boxes for the frames in 
between were generated by linear interpolation. For the UCF 
dataset, bounding boxes were provided as part of the ground truth 
annotation released with the data. Tables II and III show the 
performance comparison in localization accuracy using datasets 
KTH and UCF, respectively. All the compared methods perform 
well in action object detection and the proposed approach has the 
best performance in average detection accuracy. This illustrates the 
effectiveness of the GHT-based method in video action object 
detection.  
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TABLE I.  CLASSIFICATION COMPARISON OF KTH, WEIZMANN, AND 
UCF WITH OTHER METHODS. ‘-‘ MEANS THE DATA IS NOT PROVIDED IN THE 

ORIGINAL PAPERS. 

TABLE II.  KTH LOCALIZATION RESULTS. 

TABLE III.  UCF LOCALIZATION RESULTS. 
Classes Precision 

Proposed Hough Forest [13] 
Diving 0.62 0.52 
Weight Lifting 1 1 
Walking 0.70 0.67 
Golfing 0.79 0.77 
Skateboarding 0.41 0.39 
Kicking 0.41 0.28 
Running 0.43 0.37 
Horseback Riding 0.78 0.66 
Swing 1 0.46 0.44 
Swing 2 0.32 0.26 
Average 0.59 0.48 

Figure 3 shows a result of human action detection and 
recognition using the proposed method. The system correctly 
detects and classifies the video object in a test video clip belonging 
to the class “Hand Waving” using the template video object and 
classifier of “Hand Waving”. On the contrary, the voting results of 
matching the sampled patches of the test video clips to other 
template video objects on the Hough voting volume H will generate 
low responses. The peaks of H are obvious and easy to detect using 
a simple thresholding technique. As compared with conventional 
VOD methods, the system detects video objects belonging to a 
specific class. Non-meaningful video objects are discarded by the 
system. 

V. CONCLUSION 
In this paper we have presented a method for video object 

detection and recognition based on the fusion of template video 
object modeling and dynamic programming. The proposed 
template video object modeling encodes each class-specific 
template video object as a Hough model sequence. The dynamic 
programming framework is then used to optimally align the frames 
of an input test video sequence with the model sequences. The 
alignment results determine the positions of the corresponding 
video object in the test video sequence. The trained SVM 
classifiers are then used to annotate the type of the detected video 
object. An application to human action detection and recognition is 

also constructed to verify the performance of the system. As 
compared with related GHT-based human action detection and 
recognition methods, the proposed method has the following 
contributions. First of all, this paper models the process of video 
object detection by the fusion of Hough voting and dynamic 
programming which is optimally retain the spatial-temporal 
information of a video object. Secondly, taking the detected video 
objects as the input, a training procedure with effort of human-
made labeling to learn SVM classifiers with string kernels is 
discussed. The SVM classifiers estimate the possibility of a 
specific video object which performs a certain activity. In the test 
phase, the system detects and recognizes video objects from the 

   

   

 
(a) 

(b)

(c)

(d)

(e)  

 
(f) 

Figure 3. An example of human action detection and recognition using the 
proposed method on the dataset “Weizmann”: (a) partial frames of a test 
video sequence belonging to the class “hand waving”; (b) detection results 
of (a) using the template video object of “hand waving”; (c) Hough voting 
results on the each frame of the test video sequence in (b); (d) detection 
results of (a) using the template video object of the class “walking”; (e) 
Hough voting results on the each frame of the test video sequence in (d); (f) 
Hough voting results of (a) for classification.    
input video clip automatically.  Finally, the key-object 
representation is robust to temporal scaling in video object 
detection and recognition. Experimental results show that the 
proposed method gives good performance on several publicly 

Method Weizmann KTH UCF 
Proposed  100 % 95.2 % 83.4 % 
Hough forest (A) [13] 
Hough forest (B) [13] 
Hough forest (C) [13] 
Rodriguez et al. [32] 
Wang et al. [33] 
Yeffet & Wolf [34] 
Niebles et al. [18] 
Schindler et al. [35] 
Laptev et al. [36] 
Ommer et al. [21]  

97.8 % 
95.6 % 
92.2 % 
- 
- 
100% 
90 % 
90 % 
100% 
97.2 % 

93.5 % 
92.0 % 
93.0 % 
85.66% 
90.1% 
90.1% 
83.3 % 
92.7 % 
91.8 % 
87.9 %  

86.6 % 
81.6 % 
79.0 % 
69.2% 
81.6% 
79.2% 
- 
- 
- 
- 

Method Propsoed Hough Forest [13] voc. Forest [37] 
Precision Boxing 0.97 0.88 0.98 

Hand Clapping 0.98 0.96 0.97 
Jogging 0.90 0.84 0.79 
Running 0.80 0.72 0.78 
Walking 0.95 0.95 0.86 

Hand Waving 0.98 0.98 0.96 
Average 0.93 0.89 0.89 
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available datasets in terms of detection accuracy and recognition 
rate. 

The proposed method suffers from the following limitations. 
The computational complexity of the approach using class-specific 
model matching by dynamic programming and GHT is essentially 
high. To implement the system on a parallel architecture, e.g., a 
GPU machine can solve the problem. Basically, GHT-based 
approaches can detect multiple objects from images or videos. 
However, the system based on its current implementation does not 
deal with the problem. Future work will deal with adding the 
detection of multiple video objects in a scene to the system, and 
increasing the database size. 
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Abstract—Multi-label video annotation is a challenging task
and a necessary first step for further processing. In this paper,
we investigate the task of labelling TV stream segments into
programs or several types of breaks through machine learning.
Our contribution is twofold: 1) we propose to use simple yet
efficient descriptors for this labelling task, 2) we show that
Conditional Random Fields (CRF) are especially suited for this
task. In particular, through several experiments, we show that
CRF out-perform other machine learning techniques, while
requiring few training data thanks to its ability to handle the
different types of sequential information lying in our data.

Keywords-Conditional Random Fields; video-stream la-
belling; TV segmentation; robust descriptors; sequentiality.

I. INTRODUCTION

Many digital TV channels have emerged in the recent
years, making large amounts of video streams available.
Yet, any new service based on these streams, such as video
retrieval, information extraction, repurposing, requires, as a
first step, to be able to structure the video flow into meaning-
ful elementary units. In practice, the process of video stream
structuring requires two main tasks: (1) a segmentation task
that consists in detecting program boundaries, and (2), a
labelling task that consists in giving each program a label
describing its type or content.

Several studies [1]–[4] have already dealt with this issue.
However, their main drawback is that their labelling pro-
cesses chiefly rely on program information provided by the
channels, on some reference databases, or on TV program
guides. They all have underlined the limits of using such
an external knowledge which is sometimes inaccurate or in-
complete. In particular, TV guides don’t contain information
for small programs like commercials. Moreover, such TV
guides are not always available. In this paper, to avoid this
pitfall, we explore a different approach based on supervised
machine learning. Of course, such an approach also requires
some expert knowledge to build a training set, but we
assume that this supervision is more easily available than a
complete program information. More precisely, our goal is to
investigate the use of a specific machine learning technique
for the labelling task, namely the Conditional Random Fields
(CRF), which are known to be suited to handle sequences.
In that respect, our objective is manifold; we show that:
1 – CRF are efficient to induce programs labels, and out-
perform other standard machine learning techniques;

2 – these good results can be obtained with few data and
simple but robust descriptors;
3 – this good performance can be theoretically explained by
the CRF’s capability to use contextual relationships among
a sequence of programs.

The remainder of this paper is organized as follows: next
section is an overview of related work. In Section III, basic
information about CRF and their learning algorithms are
presented. Then, in Section IV, we detail our experimental
settings, including the datasets used, the features and the
evaluation measures. Sections V, VI and VII report the
experiments we performed. Finally, we conclude in Sec-
tion VIII.

II. RELATED WORK

To our knowledge, [1] are the first who proposed a
complete solution for the video stream structuring problem.
Their approach requires a reference database containing
different kinds of breaks that are manually annotated.
Breaks that repeat in the video stream are detected by
matching the video stream with the breaks included into
the reference database. If the video stream contains a new
break that is not in the database, this new break is added
to the database to update it. The main drawback of this
method is its dependency to the reference database. Indeed,
the latter has to be created for each channel and updated
periodically to take into account all the breaks broadcasted
by this channel. Another approach is proposed by [3] and
consists in modelling program schedules by contextual
hidden Markov models, that are able to predict all the
possible schedules for a particular day. This approach gives
good results in terms of precision of the prediction, but
requires many annotated learning data. Another method
developed by [4] uses an Inductive Logic Programming
(ILP) tool to identify two classes of broadcasts: programs
and breaks. The drawbacks of this approach are twofold:
(1) it requires at least seven days of manually annotated
programs and (2) it is not able to identify different kinds of
breaks.

In this paper, we focus mainly on the labelling task. We
suppose that the video stream has been divided, manually or
automatically, into sequences of video segments. We propose
a robust approach that uses CRF to label all the resulting
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video segments. The highlights of our method are: (1) each
segment is described with robust descriptors that are very
easy to compute, and (2) the use of CRF allows for building
an efficient model that predicts the types of the segments
by taking into account the sequentiality of the data and the
relationships between neighbouring segments.

CRF have been successfully applied to text processing,
such as part-of-speech tagging [5], [6] or shallow text
parsing [7]. They have also been used in video processing
for detecting semantic events [8], [9] or identifying players
in sports videos [10]. For all these tasks, CRF proved
high efficiency and outperformed other probabilistic models,
especially generative models like Hidden Markov Models
(HMM) [11] and other discriminant models like Maximum
Entropy Markov Model (MEMM) [12].

III. CONDITIONAL RANDOM FIELDS: BASIC CONCEPTS
AND RELEVANT ALGORITHMS

A. Basic concepts

Conditional random fields [12] are undirected graphical
models which aim at modeling a probability distribution of
annotations y conditioned on known observations x based on
labelled examples. CRF are defined as follows: we assume
G(V,E) an undirected graph (graph of independence) where
V are vertices of the graph and E are edges of the graph.
X and Y are two random fields over respectively the set
of observations and the associated set of labels. For each
vertex v ∈ V , it exists a random variable Yv in Y . (X,Y) is
called a conditional random field when each random variable
Yv depends only on observations X and its neighbours in
the graph G. Based on this condition and according to the
fundamental theorem of random fields (Hammersley and
Clifford, 1971), the conditional probability of a sequence of
annotations y given a sequence of observations x is written
in terms of potential functions ψc over all cliques of the
graph G:

p(y|x) =
1

Z(x)

∏
c∈C

ψc(yc, x) (1)

where:
• C is the set of all cliques of the graph G (completely

connected subgraphs).
• yc are configurations of random variables over vertices

of the clique c.
• Z(x) is a normalization factor.

B. Linear-chain CRF

The main use of CRF in the literature, mainly in natural
language processing, is labelling sequences. In this case, the
graph of independence G is a first-order linear chain (as the
one shown on Fig. 1).

In this graph:
• cliques are adjacent edges and vertices of the graph;

Figure 1. Graphical representation of a sequential CRF

• each label depends only on the previous and the next
labels and the entire observations sequence x.

For linear CRF [12], the potential function ψc can be
written as an exponential of weighted functions over the
two types of cliques of the graph G as follows:

P (y|x) =
1

Z(x)
exp

(
k1∑
k=1

n∑
i

λkfk(yi, x)

+
k2∑
k=1

n∑
i

µkgk(yi−1, yi, x)

) (2)

where:
•

Z(x) =
∑
y

exp

(
k1∑
k=1

n∑
i

λkfk(yi, x)

+
k2∑
k=1

∑
i

µkgk(yi−1, yi, x)

) (3)

• f and g are called features functions. The f functions
characterize local relations in terms of labels and link
the current label at position i to the sequence of
observations x; the g functions describe transitions
between the graph vertices (states) and are defined for
each pair of labels (or states) at position i and i − 1
and the sequence of observations.

• k1, k2 and n are respectively: number of features
functions f , number of features functions g and the
size of the sequence of labels to be predicted.

Functions in f and g are generally binary functions which
show the occurrences of particular combinations of label(s)
and observation(s). These functions are fixed by the user,
they reflect the knowledge of the user on the application
field. Each function is applied to all the positions of the
sequence. For instance, let’s define f(xi, yi) which relates
the current observation xi to its current label yi. If we
apply this function to all couples of labels and observa-
tions in the sequence, it will generate |x| × |y| functions
features. Let’s consider the sequence of observations x =
(15s, 10m, 10s, 1h), where each observation is the duration
of the corresponding program, and its associated sequence of
labels y = (commercial, trailer, commercial, program).
We also suppose that we fix two functions f(xi, yi) and
g(yi, yi−1). At position i = 3, the following feature func-
tions are generated:
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f(xi, yi) =
{

1 if xi = 10s and yi = commercial
0 else

g(yi, yi−1) =
{

1 if yi = commercial and yi−1 = trailer
0 else

Features functions are associated with weights λk and µk
that estimate the importance of information given by each
feature function.

The conditional nature of CRF allows for relaxing the
assumption of the conditional independence of observa-
tions fixed in the HMM, and allows for neighbourhood
interactions among the observed data. CRF also avoid the
label bias problem met with the HMM (or extensions like
MEMM). This problem is caused by the fact that the
probability mass received by yt−1 must be transmitted to
yt (at time t) regardless the corresponding observation xt
(for the interested reader, a good illustration of the label
bias problem is presented by [12]). CRF are not impacted
by such considerations since the way adjacent pairs yt and
yt−1 influence each other is not directed and is determined
by input features x.

C. Learning and inference with CRF

Learning CRF models consists in estimating the vector
of parameters θ = (λ1, λ2, ...., λk1 , µ1, µ2, ..., µk2) given a
training set D = (x(i), y(i))i=Ni=1 which maximizes the log-
likelihood of the model:

Lθ =
N∑
i=1

log(pθ(y(i)|x(i))) (4)

This function is concave, guaranteeing convergence to
the global maximum. This optimization can be resolved
by traditional iterative scaling learning algorithms such as
the Improved Iterative Scaling (IIS) algorithm [13] but it
has been proved that the Limited memory BFGS (L-BFGS)
quasi-Newton method [14] converges much faster to estimate
the parameters θ. The advantage of L-BFGS is that it avoids
the explicit estimation of the Hessian matrix of the log-
likelihood by building up an approximation of it, using
successive evaluations of the gradient.

After this step of training, applying the CRF consists in
finding the most probable sequence of labels y∗ given a
sequence of observations x:

y∗ = arg max
y

pθ(y|x) (5)

As for other stochastic methods, y∗ is generally obtained
with a Viterbi algorithm, which calculates the marginal
probability of states at each position of the sequence, using
a dynamic programming procedure.

IV. EXPERIMENTAL SETTINGS

In this section, we present the data we used for the experi-
ments that were conducted to evaluate CRF, as well as other
machine learning algorithms, on video stream labelling.

A. Data

In our experiments, we used a TV stream containing three
weeks of broadcasts. Within this stream, each segment was
manually identified and given a label corresponding to its
type: program or break. Four additional types have also
been used to distinguish between different kinds of breaks:
trailer, commercial, sponsorships and jingle. Two datasets
were produced from this stream, each dataset resulting from
the application of a particular segmentation method:
• A manual segmentation method which identifies pre-

cisely the beginning and the end of each broadcast. This
segmentation will be useful for evaluating the relevance
of CRF on the labelling of a perfectly segmented video
stream. In this case, a video segment is equivalent
to a program (movie, TV serie, talk-show, etc) or
a break (commercial, trailer...). 7,591 video segments
were extracted using this manual segmentation method.

• An automatic segmentation method that aims at evaluat-
ing CRF for the labelling in a more realistic setting. The
automatic segmentation method we used is based on
the detection of repeated segments [15]. Applied to TV
streams, this method tends to over-segment the stream:
48,544 video segments were detected. By examining
the result of the segmentation, we observe that each
broadcast (corresponding to a unique segment with the
manual segmentation method) is divided into several
segments, each segment having a short duration.

The distribution of the segments over the different types,
inside both datasets, is shown on Table I.

Table I
DISTRIBUTION OF THE SEGMENTS OVER THE DIFFERENT TYPES

Label Manual segmentation Automatic segmentation
Program 1,506 22,557
Trailer 1,290 4,075

Commercial 1,050 18,089
Sponsorship 1,714 2,201

Jingle 2,031 1,622
Total 7,591 48,544

B. Descriptors

Within both datasets, each video segment is described by
three descriptors:
• its duration: we distinguish between ten possible values,

each value being an interval:[0-15s[, [15s-30s[, [30s-
45s[, [45s-1min[, [1m-15m[, [15m-30m[, [30m-1h[,
[1h-2h[, [2h-4h[.

• the moment in the week it was broadcasted: business
day, off-day or weekend.
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• the period in the day it was broadcasted: morning, noon,
afternoon, evening, night.

These features are robust since they are very easy to
compute, and they do not depend on the quality of image
or sound signal of the stream. Some examples of segments
with these features and their labels are shown in Table II.

Table II
EXAMPLES OF SEGMENTS WITHIN THE DATASETS, WITH THEIR

FEATURES AND LABELS

Segment Moment in Period in Duration Label (class)
the week the day

Seg15 Business day morning [10s,15s[ commercial
Seg16 Business day morning [0s,10s[ trailer
Seg17 Business day morning [0s,10s[ jingle
Seg18 Business day afternoon [15min,30min[ program
Seg19 Business day afternoon [10s,15s[ commercial

C. Labelling tasks and evaluation measures

For all the experiments, the first two weeks of a dataset
were used to train and construct the labelling model, and the
last third week to test and evaluate this model. Two kinds
of labelling tasks have been considered:
• a binary labelling task in which a segment is either a

program or a break, i.e., there is no distinction between
different kinds of breaks;

• a multiple labelling task in which a distinction is made
between different kinds of breaks. Consequently, five
labels are used: program, commercial, sponsorship,
trailer or jingle.

In the experiments reported in the next sections, the
performance is evaluated on the test sequences by comparing
the labels produced by the technique with those from the
ground-truth. Different evaluation measures are used. As
a global measure, we compute the accuracy rate, that is,
the proportion of correctly labelled segments in the test
streams. For each label, we also evaluate the recall, precision
and f-score, and we then compute a weighted average over
the labels (weighted according to the amount of segments
of each class). Note that the weighted average recall is
equivalent to the accuracy rate that we use as a global
measure.

D. Video stream labelling with CRFs

To use efficiently CRF, we consider that a sequence
groups together all the segments of a day of broadcasting.
We have 15 sequences, i.e., the first two weeks for learning
the labelling model and 8 sequences, i.e., the last third
week, for testing the model. In a sequence, observations are
the vectors of descriptors and labels are the types of the
segments.

To learn the labelling model, appropriate features func-
tions must be chosen to express the dependencies that may
exist in a sequence between observations or labels. In our

experiments, we used the tool CRF++1. In this tool, feature
functions are defined in a template file where:

• feature functions f are equivalent to unigram templates
that describe relationships between the current label and
the observations in the sequence (see Section III-A);

• feature functions g are equivalent to bigram templates
that describe only the relationships between two suc-
cessive labels (see Section III-A).

For each dataset, an appropriate template file which defines
the f and g functions was created:

• Manual segmented stream dataset: for this dataset, we
used feature functions which run over a window of
eight neighbours; four before and four after the current
observation.

• Automatic segmented stream dataset: for this dataset,
feature functions are more complicated. We used also
a window of eight neighbors but more combinations
of previous, current and following observations were
taken into account. For this dataset, we used only local
feature functions f (unigrams) to avoid the over-fitting.

In Section VII, we presents some results obtained with
different templates. Each experiment was performed on both
datasets. To highlight the efficiency of CRFs in sequential
data labelling, we compare the results obtained by CRFs
with the results obtained by different non sequential clas-
sification methods (SVM, Naive bayes, Random Forest)
for the same labelling task. For each method, two settings
are presented. The first one uses a naive description in
which only the current observation is considered (noted
as simple hereafter). The second one (noted as contextual
hereafter) takes into account the context of the observations
by adding the descriptors of the surrounding observations
in the description of the current segment. Different sizes of
contexts have been tested; here, we report the ones yielding
the best results, that is when considering the two previous
and the two next segments. We also compare CRFs to
HMMs to study the impact of the label context which is
also taken in account by CRFs. To the contrary of CRF,
HMM only take into account the current observation of the
segment to be labelled. To complete this comparison, we
also indicate the results of two baselines:

• Baseline1 where only the most frequent label is pre-
dicted;

• Baseline2 which uses a features function which con-
siders only the duration of the current segment to be
labelled. We choose this baseline because duration is
the most discriminant descriptor.

Again, the experiments are performed on both manually
and automatically segmented datasets.

1http://crfpp.googlecode.com/svn/trunk/doc/index.html
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V. RESULTS ON THE MANUAL DATASET

This section is dedicated to the results obtained with the
manually segmented stream. In the first part, we summarize
the results obtained by CRF and other classification methods.
In the second part, we focus on the detailed results obtained
by CRF on binary and multiple labelling.

A. Global results on the manual dataset

Results are presented on Tables III and IV. The best
results for SVM, reported hereafter, were obtained with a
RBF (Radial Basic Function) kernel where γ is set to 0.1.
For the results, we attribute to each label a weight that is
proportional to its frequency in the learning dataset. Then,
we calculate weighted averages of recalls, precisions and
F-scores for each predicted label.

Table III
PERFORMANCE FOR THE BINARY LABELLING TASK WITH THE MANUAL

DATASET, USING CRF AND VARIOUS CLASSIFICATION METHODS

Accuracy - Precision F-score
Recall (%) (%) (%)

CRF 95.66 95.63 95.63
HMM 88.79 90.2 89.2

SVM simple 86.3 85.4 85.2
N.Bayes simple 86.6 87 86.8
R.Forest simple 87.1 88.3 87.5
SVM contextual 94.9 94.8 94.8

N.Bayes contextual 89.4 91.0 89.9
R.Forest contextual 94.9 94.8 94.8

Baseline1 79.48 63.16 70.39
Baseline2 87.37 86.66 86.53

From these results, several points are noteworthy. First,
the task of binary labelling seems easy enough to yield high
score with the baseline techniques. Secondly, the difference
between the simple and contextual settings of the usual
machine learning algorithms underlines the importance of
taking the context of the current observation into account
as it is naturally done with CRF. Thirdly, the label context,
naturally taken into account by HMM and CRF, seems also
beneficial for the performance.

Table IV
PERFORMANCE FOR THE MULTIPLE LABELLING TASK WITH THE
MANUAL DATASET, USING CRF AND VARIOUS CLASSIFICATION

METHODS

Accuracy - Precision F-score
Recall (%) (%) (%)

CRF 84.08 85.13 84.54
HMM 74.52 53.82 49.22
SVM 59.5 64.6 56.5

N.Bayes 59.6 62.8 56.5
R.Forest 58.7 61.3 55

SVM contextual 76.1 76.8 75.8
N.Bayes contextual 68.6 69.6 68.8
R.Forest contextual 74.9 75.8 74.6

Baseline1 27.36 7.49 11.76
Baseline2 64.3 66.2 64.8

The multiple labelling task is more difficult, resulting in
lower performance. Here again, the importance of taking
the context of the current observation into account appears
clearly. As it is suggested by the HMM results, the context
of the label is not enough to cope with these more complex
data. Yet, the CRF model, which takes both contexts into
account yields the better results and outperforms any other
technique. Finally, these results highlight the two following
interesting points:
• using features functions, CRF are the most competitive

method for the task of video sequence labelling;
• robust descriptors are discriminant enough to label the

manual dataset.

B. CRF results on the manual dataset

In order to analyse the errors, we report detailed results
for the CRF in Tables V and VI.

Table V
DETAILED PERFORMANCE FOR THE BINARY LABELLING TASK WITH

THE MANUAL DATASET USING CRF

Number of Recall Precision F-score
segments (%) (%) (%)

Inter-Program 1.184 97.52 97.03 97.27
Program 564 88.47 90.23 89.34

Weighted average 95.66 95.63 95.65

CRF have interesting results in binary labelling: both
programs and breaks are identified by the learned model.
Breaks are better identified than programs because they are
more numerous in the learning dataset and are characterized
by their short duration.

Table VI
DETAILED PERFORMANCE FOR THE MULTIPLE LABELLING TASK WITH

THE MANUAL DATASET USING CRF

Number of Recall Precision F-score
segments (%) (%) (%)

Program 564 88 92.31 90.10
Trailer 381 88.47 90.23 89.34
Jingle 752 85.37 81.87 83.53

Commercial 309 87.37 82.56 84.9
Sponsorship 742 76.17 81.43 78.71

Weighted average 84.08 85.13 84.54

In multiple labelling, CRF are still able to predict labels
with a F-score equal to 84.54%. Programs are the best
predicted class with 92.31% precision and 90.10% F-score.

VI. RESULTS ON THE AUTOMATIC DATASET

The automatic segmentation technique used to produce
what we refer as the automatic dataset tends to over-segment
the stream, as programs or breaks are generally divided
into several segments. For the labelling task, these multiple
segments belonging to one broadcast, have to get the same
label. This section follows the same structure than the
previous one: we start by presenting the global results of
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the different machine learning methods, before giving more
detailed results about the CRF. For all these experiments, the
best results with SVM were obtained with a linear kernel.

A. Global results on the automatic dataset

Results are shown in Tables VII and VIII.

Table VII
PERFORMANCE FOR THE BINARY LABELLING TASK WITH THE

AUTOMATIC DATASET, USING CRF AND VARIOUS CLASSIFICATION
METHODS

Accuracy - Precision F-score
Recall (%) (%) (%)

CRF 69.54 72.94 67.9
HMM 62.7 73.37 56.8

SVM simple 57.9 57.8 57.7
N. Bayes simple 57.7 57.7 57.7
R. Forest simple 58.7 58.7 58.7
SVM contextual 64.7 68.4 61.3

N. Bayes contextual 63.9 65.4 61.7
R. Forest contextual 63.4 65.7 61.7

Baseline 1 52.19 27.24 35.79
Baseline 2 54.29 55.16 53.77

Table VIII
PERFORMANCE FOR THE MULTIPLE LABELLING TASK WITH THE

AUTOMATIC DATASET, USING CRF AND WITH VARIOUS
CLASSIFICATION METHODS

Accuracy - Precision F-score
Recall (%) (%) (%)

CRF 57 51.25 52.45
HMM 37.65 55.4 37.32

SVM simple 46.4 36.9 40.2
N. Bayes simple 46.7 39.5 41.7
R. Forest simple 47.5 40.8 42.5
SVM contextual 50.6 45.6 45.9

N. Bayes contextual 51.0 46.3 48.2
R. Forest contextual 51.7 47.8 47.8

Baseline 1 47.8 22.85 30.92
Baseline 2 47.32 38 41.26

Several facts are worth noting. First, in the binary la-
belling task as in the multiple labelling one, CRF still
provide the best performance (in terms of Accuracy and F-
scores) compared to other methods. One other interesting
point is that all the methods yield lower results than for the
manual dataset, with about a 30% F-score loss. This unsur-
prising result can be explained by the over-segmentation that
resulted from the use of an automatic segmentation tool.

B. CRF detailed results on the automatic dataset

Table IX
DETAILED PERFORMANCE ON THE BINARY LABELLING TASK WITH THE

AUTOMATIC DATASET USING CRF

Number of Recall Precision F-score
segments (%) (%) (%)

Break 9,198 64.97 90.34 75.58
Program 8,426 81.63 46.83 59.52

Weighted average 72.94 69.54 67.9

Table X
DETAILED PERFORMANCE ON THE MULTIPLE LABELLING WITH THE

AUTOMATIC DATASET USING CRF

Number of Recall Precision F-score
segments (%) (%) (%)

Program 8426 64.61 67.17 65.87
Trailer 1459 1.23 10.17 2.19
Jingle 635 0.00 0.00 0.00

Commercial 6149 74.37 49.26 59.27
Sponsorship 945 0.94 20.45 1.80

Weighted average 51.25 56.99 52.45

As for the manual dataset, we provide detailed results
of the CRF performance in Tables IX, X and XI. In
multiple labelling of the automatic dataset, CRF provide
the highest F-score in average (52.45%), even if there is
a high confusion between labels as shown on the confusion
matrix (see Table XI). Commercials and programs are the
best recognized by CRFs. Other broadcasts are difficult to
be correctly labelled, especially jingles and sponsorships.

Table XI
MULTIPLE LABELLING OF THE AUTOMATIC DATASET USING CRF -

CONFUSION MATRIX

XXXXXXXXReal

Predicted

Pr
og

ra
m

Tr
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le
r

Jin
gl

e

Co
m

m
er

ci
al

Sp
on

so
rs

hi
p

Program 5444 115 8 2836 23
Trailer 562 18 0 876 4
Jingle 204 4 0 426 2

Commercial 1529 38 4 4573 6
Sponsorship 370 2 1 573 9

We note a high confusion between the following labels
(see Table XI):
• jingle and commercial: more than 50% of jingles are

labelled as commercials and the remainder as programs;
• trailer and commercial: more than 50% of trailers are

labelled as commercials and the remainder as programs;
• sponsorship and commercial: more than 50% of spon-

sorships are labelled as commercials and the remainder
as programs;

• commercial and program: almost 25% of commercials
are labelled as programs and almost 30% of programs
are labelled as commercials.

These results highlight the fact that the descriptors used
to describe the segments are not discriminant enough to
separate many successive segments.

VII. EXPLORING THE EFFICIENCY OF CRF

Results obtained in the previous experiments show that
CRFs are better suited to our labelling tasks than other usual
machine learning techniques. In this section, two related
issues regarding this good performance are explored. We
first shed light on the importance of taking into account
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the sequential nature of our data, and how this is done, at
different levels in CRFs. As the supervision task is tedious
and costly, we then examine how CRF deal with different
training set sizes.

A. About sequentiality in CRF

Four experiments were conducted in order to shed light on
the ability of CRF to take into account the sequential nature
of the data. This is simply done by using different template
files defining the model. Here are the different settings used
for these experiments:
• CRF-all: this template indicates that the CRF uses a)

information about the current observation as well as
the four before and the four next ones (corresponding
to features function f(yi, xi−4, ..., xi, ..., xi+4)), and
b) information about the neighbouring labels, called
bigram template, corresponding to feature functions
g(yi, yi−1).

• CRF-CO: here, we use a) an unigram template which
considers only the current observation and its associated
label (corresponding to features function f(yi, xi)) and
b) a bigram template; so finally:

P (y|x) =
1

Z(x)
exp

(
k1∑
k=1

∑
i

λkfk(yi, xi)

+
k2∑
k=1

∑
i

µkgk(yi−1, yi)

) (6)

In terms of information taken into account, this formu-
lation can be compared to the HMM one.

• CRF-nonB: this template is similar to CRF-all, without
the bigram template.

P (y|x) =
1

Z(x)
exp

(
k1∑
k=1

∑
i

λkfk(yi, xi−4, ..., xi+4)

)
(7)

This formulation can be compared to the contextual
setting of the standard machine learning algorithms.

• CRF-CO-nonB: this last template only includes an
unigram template which considers the current observa-
tion (corresponding to features function f(yi, xi)). This
formulation can be compared to the simple setting of
the standard machine learning algorithms.

These different CRF versions are tested on the manual
dataset on the multiple label task. Table XII presents the
results they obtain (report to Table IV for other methods’
performance). From these experiments, one can assess the
importance of the two types of sequential information taken
into account in CRF. Indeed, both the label dependency
and the neighbouring observations help to yield the best
results. On this particular task, the latter has a greater impact
than the former. It is interesting to compare the results of

Table XII
PERFORMANCE FOR THE MULTIPLE LABELLING TASK WITH THE
MANUAL DATASET, USING CRF AND VARIOUS CLASSIFICATION

METHODS

Accuracy - Precision F-score
Recall (%) (%) (%)

CRF-all 84.08 85.13 84.54
CRF-nonB 78 78.43 78.33
CRF-CO 66.27 69 66.79

CRF-CO-nonB 58.7 61.27 55.09

the CRF-CO and HMM since they both exploit the same
information. Yet, the CRF clearly outperforms HMM thanks
to its undirected representation of the label dependency
preventing any label bias problem (cf. section III-B). As
expected, CRF-nonB yields similar results to those of the
contextual setting of the SVM, Naive Bayes or Random
Forests. Similarly, the CRF-CO-nonB, whose prediction only
relies on the current observation, is comparable to standard
machine learning techniques such as SVM, or Random
Forests with the simple setting and thus also obtains similar
results.

B. Training set size

As it has been said before, due to the cost of supervision,
it is interesting to examine how the performance of the la-
belling techniques are dependent on the training set size. For
this experiment, we adopt the most difficult setting: multiple
labelling with the automatic dataset. At every learning step,
we add a new sequence of segments broadcasted on the same
day to the training set, learn the CRF parameters, and apply
this CRF on the test set. To prevent any bias, the sequences
are randomly selected, and the results are averaged over
several runs. The results are shown in Fig. 2.

Figure 2. Results of CRF on multiple labelling of the automatic dataset,
using different sizes of the learning dataset

We note that even with a small number of sequences
(3 sequences), CRF have a F-score near of its optimum.
This efficiency of CRF could be explained by the advantage
of CRF compared to other probabilistic graphical models
that do not account for local conditional probabilities, so
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being free of biased estimations of these quantities when
too few labeled data are available. Instead, feature functions
weights account for positive as well as negative contributions
of the observations to the labels. This result is interesting
when compared with existing methods requiring extensive
annotated data such as [4].

VIII. CONCLUSION AND FURTHER WORK

In this paper, we applied CRF to the labelling of a seg-
mented TV stream where video segments are described with
robust descriptors. These descriptors can be computed easily
because they do not depend on the signal quality and do not
require knowledge in the field of signal or image. In addition,
these descriptors don’t depend on a specific channel nor on
the period in the year. The TV stream was segmented with
two different segmentation processes, each process leading
to a specific dataset: manual and automatic. Our goal was
to identify five kinds of broadcasts in each dataset. We
obtained interesting results on the manual dataset where the
precision and the recall were up to 90%. Results are lower on
the automatic dataset, especially in multiple labelling where
we noticed many confusions between labels. Nevertheless,
CRF’s results exceed those of other classification methods
such as Hidden Markov Models, which is also a probabilistic
graph-based model. Indeed, the CRF’s capability to handle
the sequential context between video segments makes it
possible to separate different kinds of programs and breaks,
even when they are described with very simple features. Of
course, this approach chiefly relies on the quality of the
stream pre-processing steps. Dealing with the automatically
segmented data is thus more challenging, especially for
the multiple labelling task, which leads to high confusion
between certain labels (commercial vs. jingle, commercial
vs. and sponsorship...). This weakness can be explained by
the over-segmentation of the automatic dataset: broadcasts
are divided into many consecutive segments that features are
not informative enough to discriminate.

Different perspectives are foreseen for this work. To im-
prove our results on the multiple labelling task, especially for
the automatically segmented dataset, we plan to investigate
the use of content-based features, namely audio features that
are specific to some kinds of breaks (for instance, there
is no music and no speech in jingles). Another challenge
is also to reduce the need for already labelled data in
the building of the model. To achieve this goal, we plan
to introduce unlabelled data and to explore using active
learning strategies to induce CRF.
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Abstract— Nowadays, new tools and technologies are emerging 

rapidly. They are often used cross-culturally before being 

tested for suitability and validity. However, they must be 

validated to ensure that they work with all users, not just part 

of them. Mobile banking (as a new technology tool) has been 

introduced assuming that it performs well concerning 

authentication, among all members of the society. Our 

research aimed to evaluate authentication mobile banking user 

acceptance, through Technology Acceptance Model (TAM), in 

Arabic countries, namely Yemen. The results confirm the 

previous studies that have shown the importance of perceived 

ease of use and perceived usefulness. Furthermore, perceived 

ease of use plays a determinant role. 

 Keywords- Technology acceptance models; Mobile Banking; 

Arabic culture. 

I.  INTRODUCTION  

 Technologies make our lives easy but not secure [19] 
especially for financial issues. Most organizations already 
provide the services via the Internet and mobile appliances 
[18]. Furthermore, during the last ten years, the improvement 
of mobile communication technologies has changed the 
banking industry, as users are able to conduct banking 
services at anyplace and at any time [5] via mobile phones. 
Mobile Banking provides many services to the customers 
such as: requesting the balance and the latest transactions; 
transferring funds between accounts; buying and selling 
orders, for the stock exchange; and receiving portfolio and 
price information [2]. For individuals it would be difficult to 
remember their user names and PINs [14]. For that reason, 
many users select easy to remember passwords [3], which 
are considered a security trade-off. Security specialists are 
looking for more advanced techniques that would improve 
its performance [13]. 

Mobile Banking is still in a development phase in most 
countries especially middle-east, where small markets with 
few users have been reported. This is due to lack of customer 
acceptance and poor time response services [2]. In the other 
hand, mobile payments are mainly used with popular mobile 
services since there are few alternative payment solutions 
available [10].  

There are three types of authentication [15]: 

1) Something you know: a PIN, a password, or a 
passphrase. 

2) Something you have: a passport, key, ATM card or 
cell-phone [6]. 

3) Something you are (Biometrics): fingerprints, 
signature, ear shape, keystroke, voice, finger geometry, iris, 
retina, DNA, hand geometry [11] and odour [16]. 

Acceptance of technology is a milestone [20]. It is very 
important to predict users’ intention to use mobile banking 
[5] so various alternative approaches have been used to 
analyze customer’s acceptance phenomenon. Within this 
context, TAM is one of the most widely accepted tools 
among information systems researchers [2].  

In this paper we investigate the acceptance of mobile 
appliances, focusing in authentication effectiveness, in 
Arabic countries. The rest of the paper is organized as 
following: in Section 2 we overview the previous studies, as 
literature review; in Section 3 we describe our methodology 
and discuss results. We conclude and present future work in 
Section 4. 

II.  LITERATURE REVIEW  

Khanfar et. al. [8] conducted the customer satisfaction 
with internet banking web site for a bank. Their covered 
factors were: customer support, security, ease of use, digital 
products/services, transaction and payment, information 
content, and innovation. The results found a narrow-based 
satisfaction with internet banking in all factors. They found 
that all factors have a positive impact on the customer 
satisfaction. Moreover, they found that there was no relation 
between all demographics data and customer satisfaction due 
to the high computer literacy among customers.  

 Gaurav et. al. [4] discussed Automatic Teller Machine 
(ATM) authentication techniques. They aimed to propose 
solution that uses the personal mobile devices to interact 
with the service outlets. They used public key Infrastructure 
for mutual authentication of the service and the personal 
device in their model. Their idea depends on the following 
policy:  

- After users’ registration, their mobile carries the public 
key whereas their smart card contains the private key.  

- Mobile phone authenticates itself to ATM. 
- Mobile phone establishes a session key using standard 

key exchange protocols such as Diffie-Hellman key 
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exchange along with an integrated authentication to avoid 
man-in-middle attack.   

- Users would access the service of the ATM using the 
signed application either loaded by the bank during 
registration or by the ATM.  

So users need to carry only their personal devices to 
access various services. They did their simulation on 
different platforms. 

AlZomai et. al. [1] discussed the authentication problems 
of security in online banking of using SMS for transactions. 
Their experiment aimed to simulate the online bank using 
website to do the transactions. They suggest enhancing 
online banking security by focusing on usability more than 
security technical and mechanisms. They suggested SMS 
authorization scheme. They attacked their approach to make 
sure that it would work properly. Their attack succeeded in 
21%. They justified that as user should have more 
experience.  

Gu et. al. [5] examined and validated the determinants of 
users’ intention to mobile banking. They used a structural 
equation modeling (SEM) to test the causalities in the 
proposed model. They verified the effect of perceived 
usefulness, trust and perceived ease-of-use on behavioral 
intention in mobile banking. The results indicated strong 
support for the validity of proposed model with 72.2% of the 
variance in behavioral intention to mobile banking. The 
study also found that self-efficiency was the strongest 
antecedent of perceived ease-of-use, which directly and 
indirectly affected behavioral intention through perceived 
usefulness in mobile banking. In addition, they found that 
structural assurances were the strongest antecedent of trust, 
which could increase behavioral intention of mobile banking.  

Hua et. al. [7] investigated the factors affect mobile 
commerce adoption in China and the United States. They 
conducted a survey on 190 individual mobile commerce 
users in China and USA. Results showed that there are 
several significant cultural differences   on consumer 
intention to use mobile commerce. 

 Yaseen et. al. [21] used TAM model to study the m-
commerce technology deployment in Jordan. They 
distributed 210 questionnaires to mobile commerce users in 
Stock Exchange for Brokers and Investors. Their factors 
were trust, perceived usefulness, perceived ease of use, 
social and cultural values and economic issues that influence 
a decision maker intention to adopt this type of technology in 
doing business. Their results showed that perceived trust, 
perceived usefulness, perceived ease of use, social and 
cultural values had significant association with intention to 
deploy mobile commerce technology while economical issue 
is not significant.  

Maiyaki et. al. [9] studied determinants of consumer 
behavioral intention in Nigerian commercial banks. They 
investigated the influence of perceived service quality, 
perceived value, corporate image and switching cost on the 
consumer behavioral intention in the context of commercial 
banks in Nigeria.  They found that the service of quality, 
customer perceived value and image of the corporate had 
significant influence on customer behavioral intention. 

 Barati et. al. [2] studied the factors that affect acceptance 
of mobile banking. They presented a set of factors that could 
potentially positively affect the success of mobile banking 
and should be taken into account by banks while adopting 
mobile technology as shown in Figure 1. They found that 
perceived usefulness and perceived ease of use are 
significant. Moreover they found that role of facilitating 
conditions in acceptance of mobile services is very 
important. 

  

 
Figure 1: Acceptance model for Mobile Banking [2] 

Ramayah et. al. [12] studied and examined the intention 
to use an online bill payment among part time MBA students 
in University Sciences Malaysia, Penang. They developed 
and modified the extended TAM and Social Cognitive 
Theory to identify factors that would determine and 
influence the intention to use an online bill payment system. 
They conducted a survey that involved 120 students. They 
found that perceived ease of use and perceived usefulness are 
the significant drivers of intention to use the online bill 
payment system. In addition to that, they found that 
subjective norm, image, result demonstrability and perceived 
ease of use were to be the key determinants of perceived 
usefulness whereas perceived risk was found to be 
negatively related to usefulness. Moreover, computer self-
efficacy played a significant role in influencing the perceived 
ease of use of the online bill payment system. 

III.  METHODOLOGY AND DISCUSSION 

TAM has two pillars that determine the users’ acceptance 
of a new technology: perceived ease of use and perceived 
usefulness. Perceived ease of use is defined as the degree to 
which the users expect that the target system would require a 
low effort to learn to use, while perceived usefulness is 
defined as “the individuals’ subjective probability of using a 
specific application system, will increase their job 
performance within an organizational context” [17]. 

Table 1 shows the research variables required by TAM 
and its characterization. Perceived ease of use and perceived 
of usefulness act as independent and dependent variables at 
the same time. Besides, the demographic factor is considered 
as independent, while intension to use acts as dependent as it 
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depends on perceived ease of use and perceived of 
usefulness. 

The research hypotheses are: 

H1: Perceived ease of use will have a positive effect on 
intention to use Mobile Banking. 

H2: Perceived usefulness will have a positive effect on 
intention to use Mobile Banking. 

H3: Demographic factor will have a positive effect on 
intention to use Mobile Banking. Perceived performance is 
defined as the degree to which users expect that the target 
system would support the performance perceive. Saving time 
and effort is defined as the degree to which the users expect 
that the target system would save the time and effort when 
comparing with the old method. Social and cultural factors 
are defined as the degree to which the users expect that the 
social and cultural factors will affect its decide to use the 
target system. We directly asked the respondents about the 
mentioned factors to measure their intention and behaviour. 

TABLE 1: RESEARCH VARIABLES 

Variable Type Scale 

Technology 

acceptance 

Dependent Discrete 

(1-5) 

1: 

Extremely 

Likely 5: 

Extremely  

Dislikely 

  
  

Perceive ease 

of use 

Independent/Dependent 

Perceived 

usefulness 

Independent/Dependent 

Demographic 

factor 

Independent 

The factors affecting acceptance of Mobile Banking as a 
new technology in financial payments and transactions are 
presented in Table 2. The model expands TAM with 
innovation resistance, performance perceive saving time and 
effort, and social and cultural factors. Moreover, proposed 
model includes experience that represents the familiarity of 
the mobile device and ATM, technology use skills, etc. 

Descriptive Analysis 

As shown in Table 2, our sample consisted of 76% males 

and 24% females. The majority of the sample were young 

(48%) in the interval [21-30], 6% were less than 21. 33% 

were within the interval [31-40]. 47% of the respondents 

have post graduate degrees, 41% bachelor degree and most 

of them (54%) are proficient IT users. 89% of the 

respondents use ATM machines and 98% preferred to use it 

rather than dealing with a human being clerk. 78% of the 

respondents liked the idea 20% did not decide.  74% of the 

respondents considered using mobile banking easy 10% 

considered it as difficult and 16% did not decide.  
87% of the respondents considered using mobile banking 

as a brilliant idea and 15% did not decide whether they 
considered mobile banking as good or bad idea. 5% 
considered it as a stupid idea. 45% intended to use mobile 
banking and 40% did not decide. 83% perceived the 
usefulness of using mobile banking and 15% did not decide. 
90% of the respondents think that using Mobile Banking will 

improve the performance in their lives. 89% considered the 
idea would help in exploiting the time.    

TABLE 2: SAMPLE PROFILE 

 Variable   Frequency 

Gender 
Female 76 

Male 24 

Race 
Yemenis 79 

Arab 21 

Age 

15-20 6 

21-30 48 

31-40 33 

More than 41 13 

Specializations 

IT 54 

Finance 5 

Administration 10 

Medicine 7 

Engineering 13 

Others 11 

Jobs type 

Public Sector 23 

International organizations 5 

Private Organization 41 

Family business 3 

Other 28 

Figure 2 shows our proposed model for Mobile Banking 

acceptance. This model expands TAM adding factors such 

as experience, Innovation, performance, social factors, 

saving time. The experience of using mobile would affect 

the responses and similar technologies would help users to 

perceive both ease of use and usefulness. 
 

 
Figure 2: Proposed framework 

The review showed that the demographic characteristics 

have an impact on the adoption of mobile technology. 

However, we find that age has no effect on intension to use 

mobile in financial transactions. Furthermore, we found that 

gender has significant effect as males have strong intention 

to use the new technologies more than females. Experience 

factor is significant. Social and cultural factors are important 

in acceptance of mobile banking. Mobile services are 

innovation and each innovation comes with resistance of 

consumers.  

IV. CONCLUSION 

Our sample consisted of young educated individuals. 
Moreover, most of them were frequent users of ATM 
machines and preferred to use technologies rather than the 
old methods. 
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Our results confirm the previous studies results. 
However, they conflict with some of them. Our results find 
that both perceived ease of use and perceived of usefulness 
are significant factors. However, the results show that 
perceived ease of use plays the most significant role. 

From our results, it can be concluded that many of 
participants accept mobile banking for reasons such as 
saving time and improvement of their daily life.  

Most of participants think it is easy to use mobile 
banking and some think they need some help. The result 
shows the gap between accepts the new technology as an 
idea and the actual use of it. We recommend awareness 
campaign that leads to user perceptions for new 
technologies. 
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Abstract— In recent years, many techniques have been 

proposed so as to enable resource-constrained devices to 

consume or deliver live multimedia streams. The majority of 

the existing techniques use distributed multimedia services and 

powerful servers to handle streams on behalf of clients. This is 

due to the fact that, multimedia streaming, when smartphones 

act as both clients and servers, can generate many challenges 

due to the heterogeneity of the multimedia streaming 

protocols, the media formats and codecs supported by today's 

smartphones. In addition, multimedia processing is resource 

consuming and, in many cases, unsuitable for a plethora of 

resource-constrained devices. To overcome these challenges, 

we present MobiStream a device-to-device multimedia 

streaming system for resource-constrained devices that 

achieves efficient handling of live multimedia streams. The 

design of MobiStream architecture provides solutions to 

several issues including resource constraints, streaming among 

heterogeneous operating systems and platforms, generation, 

synchronization and presentation of multimedia streams. We 

have developed the MobiStream prototype system on Java 2 

SE and Android platforms; this paper presents the 

implementation details and the experimental evaluation of our 

system.  

 
         Keywords-live multimedia streaming; Android platform; 

streaming protocol; resource-constrained devices. 

Ι.  INTRODUCTION  

In recent years, the demand for real-time multimedia 
services, including voice over IP (Internet Protocol), audio 
and video streaming, has been growing rapidly so that 
multimedia streaming applications have become dominant in 
present communications systems. Furthermore, the explosive 
development of mobile networks and the availability of 
mobile devices in the hands of the masses, have made real-
time multimedia delivery popular on mobile devices, such as 
smartphones and tablets, which have now become a major 
part of everyday life. It is an indisputable fact that cellular 
traffic is growing tremendously, with a share of video traffic 
increasing from 50% now to an expected 66% by 2015 [2]. 
Consequently, the demand for innovative smartphone 
applications that allow users to receive and deliver live or 
on-demand rich content has increased dramatically. 
     Today’s smartphones are equipped with significant 
processing, storage and sensing capabilities, as well as 
wireless connectivity through cellular, Wi-Fi and Bluetooth. 

They provide ubiquitous Internet access, primarily through 
their cellular connection and secondarily through Wi-Fi, and 
enable a plethora of distributed multimedia applications. 
However, the acquisition and transmission of large amounts 
of video data even on modern mobile devices create 
important challenges. Issues like resource allocation, energy 
consumption, CPU, memory and bandwidth constraints, as 
well as the software development platform must all be taken 
into consideration. It is, therefore, essential to address these 
challenges by efficiently managing the resources and 
employing effective streaming techniques. 
     Current solutions for mobile multimedia streaming 
assume a centralized architecture where a resource-powerful 
server can support heterogeneous sets of media encoders, 
decoders and streaming protocols and is able to adapt 
content on behalf of clients to provide multimedia streams 
to resource-constrained mobile devices [6][12]. On the other 
hand, solutions for multimedia streaming over ad hoc 
networks assume the existence of distributed multimedia 
services and require cooperation between mobile devices for 
content dissemination; however, these either do not consider 
the scenario of content adaptation [7] or are cross-layered 
[8]. Din and Bulterman [11] demonstrate the use of 
synchronization techniques for distributed multimedia, but 
without addressing the issue of energy reduction. Recently, 
lightweight middleware targeting mobile multimedia 
applications have been proposed to address the issues of 
heterogeneity on modern smartphones. One of the latest 
efforts is the Ambistream middleware [9], which provides 
an additional layer as an intermediate protocol and the 
associated container format for multimedia streaming 
among heterogeneous nodes. For the generation and 
presentation of the multimedia streams, PacketVideo 
OpenCore [13] and Stagefright [14] multimedia frameworks 
are used, respectively. Moreover, these multimedia 
frameworks are based on cross-platform solutions. One of 
them is FFmpeg (Fast Forward MPEG) [15], which is an 
Open Source lightweight multimedia framework that allows  
encoding, multiplexing and streaming of videos in different 
formats. However, FFmpeg has several limitations; it does 
not support a wide range of audio/video codecs, especially 
for Android devices and is better suited for streaming from a 
single source. 

     Multimedia streaming is a challenging problem when 

smartphones act as both clients and servers. This is due to 
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the fact that, the framework needs to be integrated into 

multiple mobile platforms to provide live streaming among 

multiple smartphones because of the variability of the 

supported media formats, codecs and streaming protocols. 

In addition, multimedia processing, especially in the case of 

handling streams of high-quality content, is resource-

consuming and needs to be carefully handled in the case of 

mobile devices. To address the above challenges, in this 

paper, we present MobiStream, a mobile-to-mobile live 

multimedia streaming system that enables mobile devices to 

easily handle live multimedia streams leveraging the 

available multimedia software stack of the applied platform. 

We assume the scenario of a mobile device that requests to 

deliver a live multimedia stream to one or more peers. In 

fact, MobiStream enables mobile devices to act as both 

clients and servers and allows clients to process and deliver 

live multimedia streams to mobile devices or desktop 

servers, while considering resource constraints. An 

important feature of MobiStream is that it can also 

materialize the scenario of live multimedia streaming over 

an ad hoc network. For example, the Android Ice Cream 

Sandwich devices provide peer-to-peer (P2P) connectivity 

using WiFi Direct [10], so, either a laptop or an Android 

device can easily act as a virtual access point (AP). Thus, 

the system using nodes that act simultaneously as servers 

and clients can support this kind of scenarios. The streaming 

client in our approach does not act as a relay client for other 

phones. Taking all the above into account, we envision a 

system that provides sustainable solutions to a wide range of 

applications, such as streaming a live event directly to other 

devices reachable on the network, voice and video call 

applications, private audio-visual communication between 

peers without involving third party servers, sharing live 

multimedia content in cases of unavailable infrastructure, 

etc. We have implemented our prototype system that is 

running on both Android and Java 2 SE platforms to 

demonstrate the feasibility of our approach.  

       The rest of the paper is structured as follows. In Section 

II, we describe the system design in detail and discuss 

several design issues concerning the generation, 

transmission, synchronization and presentation of the live 

multimedia streams and the choices we made to address 

them. Section III demonstrates our approach on the 

synchronization of the streams. In Section IV, we present 

the prototype system we have implemented and discuss 

implementation details, including challenges specific to 

Android phones. In Section V, we present the system 

performance evaluation results of our testbed for a range of 

scenarios and conclude the paper in Section VI. 

 

II. SYSTEM DESIGN  

A. System Overview 

    MobiStream is structured in a client-server model, where 

devices are able to act as servers and clients simultaneously. 

These can communicate over cellular or WiFi. Each device 

can assume both roles, as it can be a 

client, when uploads content to a server, or a server, when it 

receives one or multiple media streams from the clients.   

The Client consists of the Dispatcher component, the 

Synchronization Module and the Media Recorders. The 

Dispatcher is responsible for communicating with the Server 

and packaging and transmitting the generated Media Units 

(MUs). The MUs are produced by the Audio and Video 

Recorders which are independent sub-applications of the 

Client. The Synchronization Module is responsible for 

synchronizing the generated media units before the final 

stage of transmission. The Server is designed to run on 

mobile devices as well as desktop computers. It comprises 

the Receiver component, the Sync Manager and the Media 

Players. The Receiver component is used to listen for 

incoming client requests, using a built-in TCP Server which 

is running independently in the background, and depackages 

and separates the received MU packets. The Sync Manager 

is responsible for the synchronization of the received MUs, 

while the Audio and Video Players are in charge of the 

presentation of the final synchronized multimedia stream. 

Both clients and servers are multithreaded so as to enable 

the server to receive multimedia streams from many clients 

and the client to transmit to multiple destinations. Fig. 1 

illustrates the overall system architecture. 

    In the remaining of this section, we give an overview of 

the building blocks and the interaction between them. 

 
Figure 1.  MobiStream Framework Architecture. Streaming Client (left) – 

Server (right) 
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B.       Streaming Client 

     The Streaming Client is in charge of generating 

multimedia streams and transmitting them to the Server. 

More specifically, it comprises the following main 

components: 

      Media Recorders: one of the first design challenges we 

faced was the design of media components for Android 

devices that would enable the generation of live video 

streams. Currently, the available APIs (Application 

Programming Interface) of the latest Android SDK do not 

include specifications to allow developers to capture 

fragments of live video streams. To circumvent these 

problems, we designed and developed our media 

components, which are able to produce and consume media 

units of specific formats. Thus, for the audio recording, we 

designed the Audio Recorder, a component that records 

uncompressed PCM (Pulse-code modulation) frames of 

fixed size from the input hardware device and stores them in 

a concurrent data structure used in parallel with the 

Synchronization module (discussed below). For the video 

recording, we designed the Video Recorder, a component 

that obtains an instance of the hardware input camera, sets 

camera parameters, frame rate and preview resolution, starts 

updating the preview surface and simultaneously capture the 

preview frames and stores them.  The module that captures 

preview surface frames actually captures a sampling of the 

video, consequently a lower-quality video than the expected 

is being produced and second, during the video recording, 

the FPS (frames per second) vary, and that would 

significantly affect the smoothness of the video play out.  

       Synchronization module: we designed the 

Synchronization Module in order to eliminate the variability 

of video capture rate and synchronize the audio and video 

streams. The Synchronization Module is responsible for 

monitoring video and audio in order to capture the rate, 

based on the formulas we discuss in the next section, and 

propagate the frames and the samples to the packaging stage 

at the Dispatcher application.        

 Dispatcher: the main responsibility for the Dispatcher 

is to establish a connection, setup a multimedia session and 

packetize the media units, that polls from the local buffers. 

The co-operation of Dispatcher and Synchronization module 

results in the transmission of the synchronized multimedia 

streams. The overall technique for the synchronization at the 

client side is described in details in Section III. 

C. Server 

    A significant feature of our proposed Server design is that 

it is modular and platform-independent. The Server is multi-

threaded in order to be able to present more than one 

multimedia streams from different sources. This component 

is responsible for handling client requests, configuring the 

requested multimedia sessions, receiving and reconstructing 

the multimedia streams, and displaying feedback during the 

experiments.      

Receiver: the Receiver is in charge of handling 

incoming connection requests, de-packetizing the incoming 

RTP packets using a packet Validator module, and 

separating the streams by drawing information from the 

header. Then, the receiver provides Sync Manager with the 

received MUs in order to proceed to synchronization stage. 

       Sync Manager: the Sync Manager is one of the most 

significant components of our system as it is used to address 

several major problems related to synchronization of the 

media units and the presentation of the final stream. It 

consists of a multimodal functionality as described below. 

In case of an unreliable link for the uploading of the 

multimedia streams, the Receiver enables the entire 

functionality of the Sync Manager in order to execute the 

audio/video synchronization algorithm we discuss in 

Section III, so as to prevent the out-of-order presentation of 

the MUs and the lack of synchronization between audio and 

video. Given the video frame rate, the Sync Manager is able 

to compute the video and audio playback time in order to 

achieve the same temporal correlation of MUs as at the 

transmission point and synchronize them in order to be 

played by the Media Players without letting network delays 

affect the video presentation. In the case of a reliable 

connection, the Sync Manager assumes that the packets 

arrive in order, as the underlying protocol is TCP, so, it 

decides not to use the synchronization algorithm and only 

adopts a buffering technique in order to synchronize the 

media streams and provides them to Media Players in a 

constant rate which represents the playback rate of the 

multimedia stream at the origin. The proposed buffering 

technique is presented in the next section in detail. 

     Media Players: we designed these components in order 

to enable the presentation of multimedia streams of PCM 

and JPEG units at the receiver end. For both players we 

followed a producer-consumer design, using concurrent data 

structures. The Sync Manager is the producer that produces 

the MUs in order and the players are the consumers that 

consume the available media units. For video presentation, 

we created a user interface handler that updates the video 

screen when a new video frame is available. For audio play 

out, we designed an Audio Player that is able to play audio 

samples in a specific frame format and sampling frequency 

(discussed in details in the next section).   

III. PROPOSED APPROACH 

     The system follows a client-server model of two 

independent audio and video decoders. Using multi-
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threaded software, we managed to accelerate the process of 

video reconstruction by separating the multimedia streams, 

synchronizing them whenever required, at negligible CPU 

overhead, as we show in our experimental evaluation, and 

executing parallel decoding of each stream. This way, an 

application based on this system is able to run efficiently on 

resource-constrained devices minimizing the processing 

overhead and reduce processing delays, which are critical 

for real-time multimedia applications. Apart from software 

architecture and computer performance, another significant 

contributory factor to live multimedia streaming is the 

network availability. The Internet, like other packet 

networks, occasionally looses and reorders packets and 

delays them by variable amounts of time. To overcome 

these impairments, we designed a protocol for real-time 

communication following the Real-Time Transport Protocol 

(RTP) specifications [1] that provides end-to-end delivery 

services for data with real-time characteristics, such as 

interactive audio and video. 

A. Proposed  Real Time Protocol 

One important feature of our real-time protocol was to 
provide a way to reconstruct audio and video streams with a 
controlled delay for play out. To achieve this goal, we use 
the RTP header to packetize MUs in order to provide the 
receiver with payload identification, timing information and 
a sequence number, the last two allow receivers to calculate 
packet losses and jitter as well. Although the proposed 
protocol follows the general design of RTP, it does vary in 
several major ways. 

      First, RTP does not provide any mechanism to ensure 

timely delivery or provide other Quality-of-Service 

guarantees i.e. prevention from out-of-order delivery. It 

actually uses underlying protocols, usually UDP, for 

transport and multiplexing functionality. In an audio/video 

session [3] as opposed to [5] where an algorithm is proposed 

for synchronizing of streams carried in separated sessions. 

This type of streaming is acceptable over low bandwidth 

communication channels. Thus, to begin live streaming, the 

establishment of one end-to-end connection over either TCP 

or UDP is required. In addition, each device is able to start 

multiple sessions to transmit video to different destinations. 

To achieve multimedia streaming in one session, we had to 

keep the payload type constant and allocate different values 

to the synchronization source identifier (SSRC) field 

regarding the media type of the payload. In comparison to 

RTP specifications where if both audio and video media are 

used in a conference, they are transmitted as separate RTP 

sessions, therefore SSRC identifier is a randomly chosen 

value meant to be globally unique within a particular RTP 

session. In Table I, we describe the attributes of the header 

we use to packetize the media units. Our goal in the 

streaming protocol is to support live multimedia services 

either over TCP or UDP.  

TABLE I.  PACKAGING ATTRIBUTES 

Name Size Description 

payload 

type 
1 byte 

This field identifies the format of the RTP 

payload and determines its interpretation by the 

application. It holds the same value for all 

packets regardless of the media payload type, 

because all packets represent one multimedia 

stream. 

sequence 

number 
2 bytes 

The sequence number increments by one for 

each data packet sent, and may be used by the 

receiver to detect packet loss and to restore 

packet sequence 

time 

stamp 
4 bytes 

The timestamp reflects the sampling instant of 

the first octet in the RTP data packet. The 

sampling instant MUST be derived from a clock 

that increments monotonically and linearly in 

time to allows synchronization and jitter 

calculations 

SSRC 4 bytes 

The SSRC field identifies the synchronization 

source. This identifier should be chosen 

randomly, with the intent that no two 

synchronization sources within the same RTP 

session will have the same SSRC identifier 

Payload N bytes Data 

 

     We implement a buffering technique that we discuss in 

the next section, consisting of two major parts. The first 

part refers to a dispatcher-side buffering in order to 

facilitate the synchronization of the generated MUs and the 

second part concerns the adoption of a receiver-side buffer 

to accommodate initial throughput variability and inter-

packet jitter. The experimental results we conducted shown 

that the proposed buffering technique can be integrated 

into applications using TCP-Friendly transmission of 

multimedia streams, and benefit from TCP mechanisms as 

it is reliable and guarantees delivery of packets in order. 

However, using TCP as transport layer may induce long 

delays because of the TCP retransmission mechanism. This 

actually leads to long video pauses at the receiver-end, 

which highly degrade the real-time communication. To 

cope with this issue, we monitor the transmission delay 

between successive incoming packets and drop those that 

are late with respect to specific thresholds, we discuss 

later, related to the actual time user conceives. As far as the 

scenario of using a UDP-based streaming protocol is 

concerned, we adopt the proposed streaming protocol over 

UDP using the buffering technique, we discuss in the next 

session, and the time-oriented audio and video 

synchronization algorithm that we present in Section C.   

B. Buffering Technique 

     One of our major design challenges was how to create a 

synchronized multimedia stream with a constant playback 

rate produced by two different media sources, as the 

capturing and coding rate on each source is different and 

induces variable delays. To address this problem, we first 

synchronized the camera and microphone capture rates by 

setting up our system’s audio recorder appropriately so as to 
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capture audio samples depending on the capture frame rate 

of smartphone’s camera. Moreover, we provide a client-side 

buffering so as to adjust multimedia stream capture rate by 

prefetching multimedia data into a buffer in a controlled 

rate, which represents the playback rate at the receiver. This 

assures the elimination of the variable delays induced by 

sources. Thus, media streams have well-defined temporal 

relations among themselves and can be sent synchronized to 

the server. More precisely, the relation among the audio 

samples, video frames and playback time is given by the 

following formulas: 

VPi  = Vi  / VR (1) 

 

     where VPi is the video playback time of the i
th

 video 

frame in seconds, Vi is the i
th

 video frame number which is 

an integer that increases by one representing the i
th

 

generated video frame and VR represents the video frame 

rate (Frames per second) of the source. In practice, applying 

the (1), the system is able to accurately calculate the 

playback time of a particular video frame in seconds. To 

calculate the audio playback time, APj, of an audio frame, 

we use (2), where the num_samples represent the number of 

the encoded audio samples of 16-bit each of the produced 

PCM frame. In our approach, in stereo mode, a PCM audio 

frame contains 512 samples and, in mono mode, a frame 

contains 1024 mono samples, thus, it follows that each 

audio frame consists of 2048 bytes minimum. This size 

applies to all fragments of the audio stream. Note that using 

Android Media package, data should be read from the audio 

hardware in chunks of sizes subject to the total recording 

buffer size. In (2), Aj is the j
th

 audio frame number which is 

an integer that increases by one representing the j
th

 

generated audio frame and sampling frequency corresponds 

to the produced samples per second (Hz). 

 
   APj = num_samples × (1 / sampling frequency) × Aj (2) 

 
      Taking the above-mentioned into account, we conclude 
to (3), which calculates the audio frame that must be 
presented in the VPi

th
 second in order to achieve 

synchronization. 
 

Aj  = VPi  × sampling frequency / num_samples (3) 

 

      Using the above formulas, the Synchronization module 

of the Client application is able to estimate the correlation 

among the produced MUs and provide the Dispatcher with a 

synchronized multimedia stream so as to transmit the MUs 

in the right order so as to be presented in sync at the 

Receiver, in case of transmission under ideal circumstances, 

no further processing would be required at the Server in 

order to present a synchronized multimedia stream. 

Nevertheless, a critical aspect lies in the lack of 

synchronization that may exist between audio and video 

streams at the receiver-end due to the fact that the 

characteristics of IP-based network, delay and jitter, affect 

the temporal relations present in multimedia streams. To 

circumvent these problems, we use a receiver buffer for the 

temporary storage of incoming media units comparing (1) to 

(2). In practice, the Sync Manager of the Server checks 

whether the playback time of a newer video frame is the 

same with the playback time of the corresponding audio 

frame. If this is the case, it follows the presentation of MUs 

at the proper time. The use of a MU buffer introduces some 

delay in the application, which is directly proportional to the 

size of this buffer. The objective of the process is to provide 

a presentation that resembles as much as possible the 

temporal relations that were created during the encoding and 

multiplexing process at the Client. 

C. Audio/Video  Synchronization Algorithm 

     In our system, the real-time delivery of the packets can be 
accomplished by using either TCP or UDP as the transport 
layer. Taking for granted that the media streams are 
synchronized at the origin, we need to achieve the same 
temporal correlation for playback at the receiver. This can be 
a quite difficult issue when the system performs transmission 
over UDP, which is unreliable and does not provide Quality-
of-Service mechanisms, such as prevention from out-of-
order delivery of packets. To cope with this challenge, we 
propose the following synchronization algorithm which 
imposes negligible CPU overhead, as shown in experimental 
results below, which is important as we have to deal with 
resource-constrained devices and real-time communication. 
In order to ensure a better quality of the reconstructed 
material, priority is given to audio information. We chose 
audio stream to be played regardless of the state of the video 
because human perception is more sensitive to degradation 
in audio quality than in video [4]. This means that audio 
would be played upon arrival as long as it is in order, 
regardless of the state of the video stream. In practice, if the 
audio stream anticipates the video stream, the receiver 
simply discards the video packets. 
     In the case of receiving a video packet, first, the 

audio/video synchronization algorithm checks the SSRC 

field of the packet header in order to determine whether the 

payload contains audio or video data. Then, it checks if the 

received video frame is newer than the displayed one by 

comparing the new timestamp with the old one. If this is the 

case, it calculates the video and audio playback times, using 

(1) and (2), respectively. If the audio is ahead of the video, 

the algorithm calculates the difference between their 

playback times, APi – VPi. In the case of APj– VPi > 

threshold, where threshold is the maximum level at which 

humans detect frames as being in sync, the video is 

considered too old to be displayed and it is dropped, 

otherwise it is rendered. The threshold is tuned based on the 

application characteristics. In [4], a detailed study of the end 

user capability to detect harmful impacts of de-

synchronization on QoE (Quality of Experience) is 

provided. The author indicates that an absolute skew smaller 

than 160 ms is harmless and greater than 320ms is harmful 

for QoE. The author identifies a double temporal area [-

160,-80] and [80,160] called transient, in which the impact 
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of the skew heavily depends on the experimental conditions. 

IV.      IMPLEMENTATION 

     Our software architecture was motivated by the need to 

have a simple and platform-independent implementation. 

We chose Java as the development language. The object 

oriented features of Java and its simplicity enables our 

system to be simple and modular. Thus, MobiStream can 

run on any platform that supports Java and requires a real-

time streaming protocol for multimedia services. The 

software for the smartphones is an Android application that 

enables the device to act simultaneously as client and server 

and runs efficiently on Android v2.3 or later versions. For 

the laptop server, we used in some experiments, the 

software runs on Java 2 SE. We have also developed a 

graphical user interface (GUI) and the code for the media 

components.  

      In this section, we describe the implementation details, 

the major challenges we faced specifically on Android 

phones, and the design choices we made to address them. 

A. The Streaming Process 

      The phases required to complete the streaming process 

between two devices are media capture, media transmission 

and media presentation. In this section, we describe the 

implementation details of each phase and the technical 

problems we encountered. 

1) Media Capture 

     Media content originates from hardware input devices, 

that is, camera and microphone. In most multimedia 

applications, the media capture phase is implemented using 

available APIs that provide access to built-in Multimedia 

Recorders that supports several media formats, encoders and 

streaming protocols in order to provide playable stream 

formats to Media Players. Developing on Android platform, 

we faced two major issues. First, the lack of hardware 

accelerated codec APIs when we implemented the prototype 

system and, secondly the fact that the exposed APIs do not 

provide the ability to stream live multimedia content from 

the built-in Media Recorder in a format playable from the 

built-in Media Player. To overcome these issues, we have 

implemented two independent Media Recorders. Each one 

is able to draw input from a different hardware device and 

use media formats and encoders supported by all platforms. 

       For the video recording, we used the Camera APIs to 

set image capture settings, start/stop preview and retrieve 

frames for encoding for video. An instance of the camera is 

actually a client for the Camera service, which manages the 

actual camera hardware. We install a callback to be invoked 

for every preview frame, using pre-allocated buffers, in 

addition to displaying them on the screen. The callback will 

be repeatedly called for as long as preview is active and 

buffers are available. The purpose of this method is to 

improve preview efficiency and frame rate by allowing 

preview frame memory reuse. The image format for preview 

pictures is either NV21 or YV12, since they are supported 

by all camera devices. To reduce the size of the video 

images, we use a JPEG encoder. The video frame size 

depends on the video resolution and the quality of the 

compressed data.  

      For the audio recording, we used the AudioRecord class 

of the Android SDK which manages the audio resources for 

Java applications to record audio from the audio input 

hardware of the platform. This is achieved by reading the 

data from the AudioRecord object. Upon creation, an 

AudioRecord object initializes its associated audio buffer 

that it will fill with the new audio data. The size of this 

buffer, specified during the construction, determines how 

long an AudioRecord can record before "over-running" data 

that has not been read yet. Data should be read from the 

audio hardware in chunks of sizes inferior to the total 

recording buffer size. Thus, the Audio Recorder captures 

uncompressed PCM samples of a specific sampling rate and 

size. In our prototype system, we set the sampling rate and 

the size of the recorded samples accordingly to the video 

frame rate in order to facilitate the synchronization process, 

as described previously. The captured MUs are stored in 

concurrent data structures so as to enable the co-operation of 

the modules involved in capture and transmission phases.  

2) Media Transmission 

     At the end of the capture phase, since the MUs cannot be 

directly transmitted over IP-based networks, they are 

wrapped within media containers that provide the necessary 

meta-information to facilitate the decoding and correct 

presentation at the receiver end. This task is assigned to the 

module that packages the media units following the 

specifications of the real-time streaming protocol we 

discussed previously. At the server side, the receiver 

performs the de-multiplexing and de-packaging process and 

provides the separated media streams to the Sync Manager  

in order to synchronize them before the presentation phase. 

A contributory factor to the efficiency of the collaboration 

among the modules of the different phases is the use of 

Android Services, which are independent application 

components that host the main processes of our system and 

execute long-running operations while not interacting with 

the user. 

3) Media Presentation 

    Using the above-mentioned Media Recorders, the 

proposed real-time streaming protocol and the 

synchronization algorithms we discussed previously, the 

system is able to reproduce the initial media streams and 

proceed to the presentation phase. In order to present the 

MUs, we developed two independent Media Players. For the 

video playback, first the decoding of the compressed data 

from the playback buffer takes place and then the User 

Interface Handler which extends the Handler class of 

Android SDK updates the video view. This process is 

executed as soon as there is a new video frame in the 

playback buffer. For the audio playback, we developed an 

Audio Player, using the AudioTrack class of the Android 

SDK which manages and plays a single audio resource for 
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Java applications. It actually allows streaming PCM audio 

buffers to the audio hardware for playback.  

B. Streaming Protocol 

    We used the java.net library to implement a library that 

provides a streaming protocol for real-time applications, 

based on Real-time Transport Protocol, for multimedia 

services and can be ported to any platform supports Java 

and its network libraries. Using this library, the system is 

able to set up, start and handle multiple unicast sessions 

using UDP or TCP as the transport layer, and transmit 

multimedia data supporting a wide range of media formats 

for the packaging and de-packaging stages, even though in 

the prototype system we used specific formats in order to 

facilitate the porting of the live multimedia streaming 

process to different platforms. 

V. EXPERIMENTAL RESULTS 

A. Experimental Setup       

We have conducted a set of experiments in order  to 

evaluate the efficiency and performance of MobiStream. 

The testbed of the experiments is presented in Table II. 

Additionally, we provide screenshots of the android 

application in Fig. 2. This setup can be used in various 

scenarios, for example, in streaming video, in mobile video, 

e-health, assistive technologies. First, we assume a 

Streaming Client running on an Android-powered device 

that uploads live multimedia streams to a Server. We 

conducted a series of experiments using different levels of 

signal strength - weak, medium and strong using TCP, 

monitoring the five bar scale of the smartphones which 

basically measures radio signal levels maintained by the 

wireless network adapter, in decibels (dB) on a more linear 

scale.  For each experiment, we report the averaged results 

of five runs. We also repeated the process using UDP and 

compared the results. To run this test we used the Xperia 

Neo V Android smartphone as Streaming Client and the 

Samsung Windows 7 laptop as Server. The second scenario 

concerns a Streaming Client delivering a live multimedia 

stream to multiple receivers of the network. The network 

comprises a wireless access point (i.e., router), a streaming 

client   (Xperia Neo V) and 5 to 20 receivers. We executed 

the experiment using a different number of receivers so as to 

record the end-to-end delay and the jitter, in order to 

investigate how these measurements affect the quality of the 

video at the receiver. In all cases, no external peers injected 

traffic in the network the server allows a few seconds (3s to 

5s regarding the signal strength) startup delay, which is a 

common practice in commercial streaming products. All 

packets arriving earlier than their playback times are stored 

in the server’s local buffer. In comparison to Ambistream in 

which a 30s start-up delay is introduced by the middleware 

layer to allow protocol translation. This aspect restricts the  

 

TABLE II.  TEST DEVICES 

Test Sony  Ericsson HTC Samsung 
Devices Xperia  Neo  V Explorer NP300V5A-S05 

Role Client/Server Client/Server Server 
Platform Android 4.0.4 Android 2.3.5 Windows 7 

CPU 1 GHz 600MHz I5-2450M 2.5GHz 
Memory 420MB 256MB 4GB 

 

use of the middleware for real-time applications. The 

multimedia stream has a QCIF (176 by 144) frame size in 

200kbs and 400kbs video bitrates, whereas in 600kbps, 

800kbps and 1000kbps we apply a CIF (352 by 288). The 

stream duration is 180 seconds and the video capture rate 

varies accordingly to the video bitrate presented in the 

experimental results; in total, more than 12 hours of 

streaming required among the testing devices.  

D. Experimental Results 

1) System Evaluation 

     We first present the experimental results of the mobile-

to-server scenario. We focus on the following Quality of 

service metrics: end-to-end delay (i.e., the time taken for a 

packet to be transmitted from the client to the server), the 

jitter (i.e., packet delay variation measured at the server) and 

the download rate (i.e., the transmission bitrate measured at 

the server). In Fig. 3 and Fig. 4, we present the download 

rate of the desktop server using TCP and UDP respectively. 

We chose a high video bitrate of approximately 1100kbps, 

in order to evaluate network throughput. In case of using 

TCP, Fig. 3 clearly depicts the behavior of the transport 

protocol in the weak signal strength case, as it shows intense 

variability of the download rate induced by the 

retransmission mechanism of TCP. In the medium and weak 

signal strength cases, the download rates recorded were 

4,96% and 17,97% lower than the rates observed in strong 

signal strength case. In case of using UDP, we observe from 

Fig. 4 that the download rates in medium and weak signal 

 

 
Figure 2.  (a) The mobile screen while recording a live event and the video 

window of the server running on a desktop, (b) Server Configuration 
screen, (c) Session Configuration screen, (d) Statistics screen. 
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download rate is higher regardless of the signal state due to 

the client-side buffering employed in the framework. Fig. 

5illustrates the jitter for different packets using TCP. In 

weak signal strength we recorded high values of jitter, e.g., 

786ms, at 387
th

 packet. This fact entails long pauses at the 

video presentation. Nevertheless, our proposed approach 

discussed in Section III accomplishes a good quality of the 

video stream without degrading the real-time 

communication. In medium signal strength, the highest 

absolute values of jitter are smaller than the values recorded 

in weak signal state. In strong signal strength, the highest 

positive value of jitter recorded was 40ms. Regarding the 

second scenario of the use of multiple server applications 

running on the network, we measured the end-to-end delay 

in case of 5, 10, 15, 20 receivers using TCP. Fig. 6 presents 

the mean end-to-end delay for different numbers of servers 

running in the network. The end to end delay remains within 

acceptable bounds in terms of video quality and Quality-of-

Experience and increases proportionally to the number of 

receivers, approximately 28% from 5 to 10 receivers, 30% 

from 10 to 15 receivers and 48% from 15 to 20 receivers.  

2) Evaluation of Memory and CPU usage 

    We also measured the resource usage of our approach. 
We run the experiments using the HTC Explorer 
smartphone described in Table II. Fig. 8 illustrates that the 
memory usage at the Server side remains constant. For 
higher data-rates, the memory usage may increase slightly 
because of the higher buffer sizes required. In the case of 
the Client application, the memory usage increases 
proportionally to video capture rate (including only JPEG 
data). In both applications, the framework re-uses the pre-
allocated space in RAM in order for the multimedia 
application to be able to run under memory constraints, as in 
this scenario we run the experiments using a smartphone 
with 256MB RAM. Fig. 9 depicts the CPU overhead on 
both client and server mobile applications versus the video 
bitrate. In all experiments we observed slightly higher 
percentage of CPU overhead in Client application, this is 
due to the use of the hardware input camera and the YUV 
compression module. Nevertheless, in both applications 

when the video bitrate is greater than 700kbps the CPU 
overhead tends to be the same. In order to accurately 
estimate the CPU usage of the framework during the live 

streaming process, we divided the CPU monitoring into 

three phases; (I) initialization of media components, (II) 
streaming process, (III) media components finalization. In 
both client and server applications the CPU usage during the 

first phase were 67% and 55%, respectively. The second 
phase is illustrated by Fig. 9 and includes, from the client 
point of view, the recording, storing, packaging and 

transmission of the media units. Regarding the server 
application, the second phase includes the de-packaging, the 
synchronization, the storing and the presentation of the 
received media units. For the third phase, the server and 

client required approximately 55% and 68% CPU usage, 
respectively. 

 
Figure 3.  Download rate (kbps) - Signal Strength, using TCP. 

 
Figure 4.  Download rate (kbps) - Signal Strength, using UDP. 

 
Figure 5.  Jitter(ms) - Signal Strength, using TCP. 

 
Figure 6.  End to end delay (ms) – Number of Receivers, using UDP. 

3) Evaluation of Energy Consumption 

     In the last set of experiments, we measured the energy 

consumption of our approach. We executed the scenario of 

mobile-to-mobile server running on smartphones and before 

the experiment both smartphones were fully charged. 

During the experiment, the battery states are recorded every 

10 seconds. Fig. 7 presents the battery state as a function of 

time. The 100% percent corresponds to the fully charged 

battery. We chose a high video bitrate of 1100kbps and run  
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Figure 7.  Battery Level (%) – Video bitrate (kbps) 

 
Figure 8.  Memory (MB) – Video bitrate (kbps) 

 
Figure 9.  CPU Usage (total ratio) – Video bitrate (kbps) 

each experiment for 16.6 minutes. Fig. 7 depicts that the 
Server hardware input Camera and framework’s Audio 

Recorder compared to the Server application in which the 

main energy consuming component is the Audio Player. 

ΙΙ. CONCLUSION AND FUTURE WORK 

    In this paper, we designed, implemented, and evaluated 

a mobile multimedia system, MobiStream that enables 

resource-constrained devices to handle real-time multimedia 

streams. We designed a platform-independent framework so 

that we can support live multimedia streaming among 

heterogeneous mobile devices. We present our approach on 

the synchronization of the media streams and the streaming 

process we employed. Our experimental results demonstrate 

significant performance benefits in terms of the usage of the 

mobile devices’ resources and video quality.  For our future 

work, we plan to evaluate the working of our approach 

using a larger number of heterogeneous mobile devices. 
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Abstract—Multimedia applications are present in most mobile
hand-held devices. The H.264 standard is currently dominating
the video compression world. H.264 has high computational
complexity requiring large amount of processing resources. Many
techniques emerged that optimize H.264 using parallelization
on multicore systems ranging from groups of pictures until the
smallest block of pixels. We propose a parallelization technique
based on rows of macroblocks with a light dependency detection
algorithm that optimizes data parallelization and minimizes
dependency synchronization stall time. The parallel H.264 imple-
mentation is tested on 2, 4, 8, and 16 cores processors using CIF
and HD video resolutions benchmarks. The experimental results
show that, in terms of execution time and parallel scalability, CIF
video sequences peak at 4 cores with a speedup of 3.1 and HD
video sequences peak at 8 cores with a speedup of 6.2. The H.264
parallel implementation is then tested on a graphics processor
simulator of the Evergreen family of AMD GPUs reaching a
speedup up to 12.1 times without communications overhead. Our
results shall aid to find the best parallel configuration of the
H.264 standard with the most suitable multicore platform to use
in terms of time complexity and parallel efficiency.

Keywords—Multimedia; H.264/AVC decoder; Video Compres-
sion; Optimization; Parallel Computing; Graphics Processors

I. INTRODUCTION

Multimedia hand-held devices are nowadays becoming
more and more pervasive in many of modern world societies.
Smart phones and tablet devices are equipped with high screen
resolution and with relatively fast multicore embedded pro-
cessors. DVD and blu-ray players, digital cameras, and LCD
TVs support high resolutions like HD and Full-HD. However,
few multimedia applications benefit from the computational
potentials that multicore processors offer in these emerg-
ing powerful embedded devices. Furthermore, video coding
standards like H.264/AVC [2] and HEVC [3] are adopting
complex algorithms like context-adaptive binary arithmetic
coding (CABAC) and variable length coding (CAVLC) in order
to achieve better compression and thus lower transmission
bitrates for high resolution video sequences. The additional
complexity of these algorithms has a major impact by increas-
ing execution time and energy consumption.

In our research, we intend to solve the problem of high
complexity of the H.264 decoder using parallelization on
multicore embedded processors and on graphical processors.
Even with new cutting-edge processors, video resolutions are
increasing rapidly, which require more processing time and
consequently more energy consumption. Many solutions based

on parallel execution exist ranging from macroblocks (fine-
grain) till groups of pictures (coarse-grain) parallel decod-
ing. Macroblock parallel decoding is highly scalable since
many macroblocks can be processed in parallel. However,
dependencies and huge overheads are created as a result
of communication and synchronization between macroblocks.
Parallel decoding of groups of pictures require large memories
for high definition video sequences. In addition, they have a
lower scalability than macroblock decoding because of the
limited number of groups of frames that can be decoded
in parallel. Our solution is to decode macroblock rows in
parallel. This level of parallel execution is considered between
the coarse-grain and the fine-grain parallelization approaches.
It also offers a balance between large overheads and high
scalability of previous solutions.

Our main contribution in this paper is the design of a new
approach for the parallelization of the macroblock rows of the
H.264 decoder with an algorithm that detects dependencies
on-the-fly based on isolating intra-prediction macroblocks (I-
MBs). Experiments are conducted using simulations on 2, 4,
8, and 16 cores processors. We further experiment our parallel
implementation on a graphical processor simulator of the Ev-
ergreen AMD GPU. We compare CPU and GPU experimental
results. Our results define the best multicore processor with
the highest speedup and the best parallel efficiency. For CIF
resolutions, video sequences benchmarks reach their maximum
throughput using 4 cores with a speedup of 3.1. For HD video
sequences, 8 cores processors offer the best time and energy
efficiency combined with a speedup of 6.2. On a GPU with
16 parallel computational units, the speedup reaches 12.1 for
HD resolutions and 7.4 for CIF resolutions.

In our H.264 parallel implementation, the motion com-
pensation (MC) stage for each row of inter-prediction mac-
roblocks (P-MB) is executed in parallel on different cores. We
experiment the parallel version using low and high definition
resolutions, CIF and HD respectively, on multicore processors.
Macroblock dependencies in the same picture slice are avoided
by decoding intra-prediction macroblocks (I-MBs) when all
other macroblocks are decoded. Overheads emerged as a result
of shared memory communications and synchronization be-
tween cores. We simulated the parallel execution on multicore
processors and graphical processors using a multicore simu-
lator, Multi2Sim [8]. We further investigate the scalability of
the multiple cores implementation, which shows the existence
of a virtual threshold depending on the resolution when large
numbers of cores are used.
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The remainder of the paper is organized as follows. In
Section 2, we present the related work concerning H.264 par-
allel optimizations. In Section 3, we describe our approach for
parallel execution of macroblock rows of the H.264 decoder.
In Section 4, we present the experimental results for execution
time on CPUs and GPUs using a simulator for multicore
processors. Final conclusion and future work are given in
Section 5.

II. RELATED WORKS

Ever since the H.264/AVC standard [2] was published
in 2003, researchers started to solve the high complexity
issue of the new standard mainly using parallelism. Several
modifications were suggested for the H.264 encoders and
decoders in order to improve the performance in terms of ex-
ecution time and memory usage. Parallel decoding techniques
of H.264 exist from the highest level, which is the group
of frames or pictures (GOP), the coarse-grain level, till the
lowest level, which is the block inside a macroblock, the fine-
grain level. Kannangara [12] reduced the complexity of the
H.264 decoder (19-65%) by predicting the SKIP macroblocks
using an estimation based on a Lagrangian rate-distortion
cost function. Gurhanli [14] suggested a parallel approach by
decoding independent groups of frames on different cores. The
speedup is conditioned with the modification of the encoder in
order to omit the start-code scanner process. Any modification
to the encoder will require a long process for modifying the
H.264 specification in order to be compliant with the standard.
The exclusion of previously encoded video sequences is also
an effect for modifying the H.264 encoder. Nishihara [18]
proposed a load balancing mechanism among cores where par-
titions sizes are adjusted during runtime. He also reduced the
memory access contention based on execution time prediction.
Among frame-level and MB-level parallelization, the 3D-wave
technique proposed by Azevedo [15] decodes independent
MBs in parallel on different cores. A good scalability is
proved for HD resolutions where macroblocks are scanned in
zigzag mode and decode independent macroblocks in parallel.
Chong [16] added a pre-parsing stage in order to resolve
control dependencies for MB-level parallelization. Van Der Tol
[20] mapped video sequences data over multiple processors
providing better performance over functional parallelization.
He groups macroblocks in a way that minimal dependency
between cores is required. Horowitz [17] compared different
H.264 implementations including FFmpeg [4] and the H.264
reference software JM [1]. He also analyzed the complexity of
the H.264 decoder subsystems. Sihn [19] proposed a multicore
pipeline for the deblocking filter based on the group of pictures
data level partitioning. He also suggested software memory
throttling and fair load balancing techniques in order to im-
prove multicore processors performance when several cores are
used. In our research we optimize the H.264 decoder knowing
that our approach can be also applied to the H.264 encoder.
We focus on improving the efficiency of the H.264 decoder
using multicore processors. We decode rows of macroblock
in parallel where rows are mapped to a number of cores.
Dependencies between macroblocks are avoided by decoding
intra-prediction macroblocks sequentially at the end of the
decoding stage. We map our implementation on 2, 4, 8, and
16 cores. Speedup of the parallel implementation is calculated
using simulated execution time. We further implement an

Figure 1. H.264 decoding process

OpenCL [5] version of our parallel H.264 implementation.
Simulation experiments on graphics processors are conducted
using a CPU-GPU simulation Multi2Sim [8].

In the following section, we describe in detail our parallel
implementation of the H.264 decoder. In addition, we describe
our environment configuration for the execution simulations on
normal processors and graphics processors.

III. H.264 PARALLEL IMPLEMENTATION

In this Section, we describe our parallel implementation of
the H.264 video decoder. We start with a brief overview of
the decoder, then we explain how we parallelize the decoder,
and finally we compare our approach to other similar parallel
implementations.

A. Parallel Execution and Synchronization

Parallel execution is considered as a major potential so-
lution for complex applications where sequential execution
bounds the performance of these applications. Most processors
that are currently available in the market have multiple cores
and support many threads. Applications with low execution
efficiency may benefit from a high potential speedup when
data or functional parallelization is applicable. Even optimized
implementations can still take advantage from parallelization
techniques. In our research, we choose the H.264/AVC video
decoder as our multimedia application benchmark for which
we provide a parallel implementation using our approach. We
further gather execution statistics and we compare results to
other relatively similar implementations.

B. H.264 Standard

The Moving Picture Experts Group (MPEG) and the Video
Coding Experts Group (VCEG) developed jointly in 2003 the
”Advanced Video Coding” (AVC) standard published as ITU-T
Recommendation H.264 and as part 10 of MPEG-4. Since the
first commercial implementations, several multimedia device
manufacturers adopted the new video codec. About 7 years
after the first release of the final draft of the standard, H.264
is the mostly used video compression standard in most multi-
media devices according the PCWorld.com [6]. Cameras, smart
phones, PDAs, CCTV recorders, blu-ray disc players and many
other devices use H.264 for encoding and decoding videos.
H.264 achieves better compression and higher quality at the
expense of more complex algorithms. Thus more computation
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Figure 2. Decoding macroblock rows in parallel on n cores

resources are exploited and more energy is consumed in order
to increase compression ratio of video files.

C. H.264 Decomposition

The H.264 decoder can be divided into five main func-
tional parts: Entropy Decoder (ED), De-Quantization and
Inverse Transform (IQT), Motion Compensation (MC) and
Intra-Prediction (IP), and Deblocking Filter (DF). The H.264
decoder stages are illustrated in Figure 1. A slice of a picture
is partitioned into blocks of 16 x 16 pixels called Macroblock
(MB). The number of horizontal macroblocs and vertical
macroblocks varies with the resolution of the frame picture
that is being decoded. Entropy decoding is performed for all
bits in a slice of a frame. Motion compensation or intra-
prediction is applied for every macroblock of size 16 x 16
pixels. A macroblock can be also divided into sub-blocks of
16 x 8, 8 x 8, 8 x 4, and 4 x 4 pixels. The encoder chooses
the sub-blocks sizes depending on the image complexity of
the video sequences being decoded. The motion compensation
stage uses a reference buffer in order to calculate the values
of macroblocks in the current frame. The reference buffer
contains a list of previously decoded frames. Macroblocks that
are inter-predicted and motion compensated from previously
decoded frames are either of type P or B (P-MBs and B-
MBs). Macroblocks that depend on macroblocks in the current
frame (called I-MBs) are intra-predicted. Deblocking filter is
executed at the end of the decoding process in order to reduce
the edging effect between macroblock borders.

D. Parallel Execution

The H.264 reference software, JM [1], is an open source
implementation used as a reference implementation for the
H.264 standards. In our research, we modified the JM [1]
source code of the H.264 decoder in order to decode rows
of macroblocks in parallel using the PThread library in C
programming language. As shown in Figure 2, each core
handles the motion compensation stage for macroblocks in
a group of rows. Motion compensation and intra-prediction
phases should be completed before applying the DF phase.
Data parallelization is applied to the motion compensation
phase of different macroblocks. The maximum numbers of
parallel data execution is equal to the number of macroblock
rows. One of the available cores is needed to coordinate the
execution of the parallel decoding process on different cores.
The coordinating core may be one of the cores that are used
for parallel execution since parallel cores are only used for
part of the decoding process. The level of parallel decoding of

Figure 3. Decoding rows of macroblock with intra-prediction
dependency check algorithm

macroblock rows may be considered between coarse-grain and
fine-grain approaches. High level approaches process multiple
slices or frames in parallel. Low-level approaches decode
macroblocks or blocks inside a macroblock in parallel. This
balance between both approaches is also reflected between
synchronization overheads and memory requirements. Coarse-
grain methods need high memory usage in order to decode
multiple frames in parallel. Fine-grain methods cause an enor-
mous synchronization overhead affecting deeply the speedup.
Our approach is aimed to benefit from the balance between
both advantages and disadvantages. Macroblock rows require
less memory than a frame and more than one macroblock.
The number of rows is much less than the total number of
macroblocks. For example, in HD resolution (1280 x 720),
each frame has 3600 MBs, 80 horizontal MBs and 45 vertical
MBs. Thus, the number of macroblocks rows is less by a
factor of 80 than the total number of macroblocks. As a result,
the overhead for synchronization and communications between
cores is also reduced by a factor of 80.

E. Dependencies between Macroblocks

In H.264, there are 3 types of macroblocks: I, P, and
SKIP. I-MBs depend on other macroblocks in the same slice
of a frame. P-MBs depend on macroblocks from previously
decoded frames. SKIP-MB uses the same macroblock from
a reference frame without transmitting the motion vector
information. I-MBs require dependent macroblocks, which are
in the same slice, to be previously decoded. So a dependency
identification procedure is needed in order to satisfy I-MB
dependencies. In order to overcome these dependencies, we
start by decoding all P-MBs and SKIP-MBs rows in parallel.
When this operation is completed, the remaining macroblocks,
which are I-MBs in the current slice, are decoded sequentially.
With this simple ordering, dependencies between macroblocks
in the same slice are satisfied. The average number of I-MBs
in P-Frames and B-Frames is 2.5% for CIF resolution and 4%
for HD resolution. A video sequence always starts with an I-
Frame (IDR), which is composed completely of I-MBs. This
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Figure 4. Speedup of the motion compensation and
intra-prediction stages on multicore processors

type of frames is available typically every 150 to 200 frames
(3 to 8 seconds depending on frame rate) in a video sequences
in order to overcome communication problems when some
frame data are lost during communication transmission. We
can increase or decrease the frequency of IDR frames in
the encoder configuration. However, a high frequency of IDR
frames, for example one I-frame every 30 or 50 frames, will
significantly decrease the compression ratio of the decoder.
The number of I-MBs in a P-Frame or a B-Frame depends
on the complexity of the image and on the objects in the
image and their rate of movements in the video sequences.
P-Frames and B-Frames are mostly composed of P-MBs and
SKIP-MBs with a small number of I-MBs. So the number of
I-MBs does not significantly affect the overall speedup for the
parallel decoding of MBs. Figure 3 shows the pseudocode for
the macroblock dependency check algorithm in addition to the
iteration over macroblock rows in a slice of a frame and the
assignment of macroblock rows to different threads or cores
of a processor. The list of all macroblocks and the number of
cores are given as input data. A main loop iterates over groups
of macroblocks assigned for each core. This loop is mapped
onto the assigned cores in order to be executed in parallel. An
inner loop checks every macroblock. I-MBs are added to an
empty list. The remaining macroblocks are decoded. After the
main loop, a second loop iterates over all I-MBs that are in
the new list and decodes all the macroblocks in the list.

F. Macroblocks Partitioning

In a frame slice, while iterating over macroblocks, we skip
intra-prediction macroblocks (I-MBs) and we decode P-MBs
and SKIP-MBs in parallel on multiple cores as described above
in the algorithm in Figure 3. Depending on the number of
available cores, we group rows of macroblocks in order to be
decoded in parallel. The slice is divided by the number of cores
horizontally. In [7], 6 parallel representations are experimented
in terms of stall time and core usage. Among the presented data
partitioning approaches, our partition is similar to the slice-
parallel splitting approach that is described in [7]. As shown
by the author, this approach has a high stall time overhead.
This stall time is caused by synchronization procedures in
order to satisfy macroblock dependencies. However, with our
approach for avoiding dependencies between macroblocks, the
stall time overhead does not apply. We chose this method

Figure 5. Speedup of the motion compensation and
intra-prediction stages on multicore processors

TABLE I. Speedup of video sequences on multicore
processors

Resolution MB Rows 2 4 8 16
HD (1280 x 720) 45 1.959 3.710 6.207 7.636
CIF (352 x 288) 18 1.861 3.142 4.065 3.517

because of data locality and because of minimal data transfer
initiation overhead. For example, in order to execute a slice
of 80 rows of macroblocks on 4 cores processor, each core
decode a chunk of 20 rows of macroblocks. Using this partition
method, data is only transferred 4 times to the cores, which
is the minimal number of transfers because it is equal to the
number of available cores. In Figure 4, we show en example
of a frame of size 64 x 64 pixels, 8 x 8 MBs, mapped onto
4 cores. The numbers inside the squares are the numbers of
cores. Macroblocks in Figure 4 are assumed to be all P-MBs
or B-MBs. I-MBs are not displayed for illustration purposes.

G. GPU Parallelization

The H.264 decoder parallel implementation is further mod-
ified to execute motion compensation process of P-MBs and
B-MBs on graphics processors (GPUs). Part of the code is
modified in order to comply with OpenCL [5] language, which
is a unified framework for defining and controlling a GPU.
Kernels, functions in C language, written in OpenCL are
executed on a graphics device. Parallel execution of groups of
macroblock rows are processed by work-groups. Slice data is
first transferred to the graphics device and transferred back to
the memory of the processor in order to complete the decoding
process. Parallel execution of the motion compensation stage
is performed as illustrated in Figure 2 where work-groups
are considered as cores. Experimental results and comparisons
with processor execution are discussed in the following sec-
tion.
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Figure 6. Speedup to number of cores ratio

IV. EXPERIMENTAL RESULTS

In this Section, we test our H.264 parallel implementation
using multicore x86 processors and graphics processors. We
gather simulation statistics and we compare our results with
other results for parallel H.264 implementations.

A. Simulations

Our H.264 parallel implementation described in Section 3
is executed by Multi2Sim [8], a cycle-accurate simulator for
multicore x86 and graphics processors. Cache and memory
configurations comply with common x86 processors that are
available nowadays in many Intel [11] or AMD [9] processor
chips. Each core has a private L1 cache of 512 KB and All
other cores have a shared L2 cache of 2 MB. We simulate
the execution of our parallel H.264 decoder using 2, 4, 8,
and 16 cores processors. We perform simulation experiments
of the H.264 OpenCL version on the AMD Evergreen GPU
family with the configurations of the AMD Radeon 5870 GPU
[10]. We gather statistics using 3 video sequences with CIF
resolution (bus, waterfall, and flowers) and 3 video sequences
with HD resolution (Intotree, Parkrun, and Shields). Simulation
is performed for the H.264 decoding process of 60 frames for
each video sequence.

B. Results

Execution times with different number of cores using CIF
and HD resolutions for the motion compensation stage are
listed in Table I. The number of parallel rows of macroblocks
increases with the video resolution. Thus HD resolution scales
better than CIF resolution with the number of core. Experi-
ments are conducted using simulations on 2, 4, 8, and 16 cores
processors. Speedup results for the motion compensation stage
are illustrated in Figure 5. For CIF resolutions, the maximum
speedup of 4 is attained using 8 cores. With 16 cores, the
speedup decreases to 3.5 due to large data communication
overhead. For HD video sequences, a 7.6 speedup is reached
with 16 cores processor. These optimization speedups are not
efficient when compared to the number of cores used. Figure

Figure 7. Percentage gain for the complete decoding process
on multicore processors

6 shows that the ratio between the number of cores and the
speedups is very high when using 16 cores. The best efficiency
ratio is 4 cores with a speedup of 3.1 for CIF resolution and
8 cores with a speedup of 6.2 for HD resolution. The ratio
of the speedup to the number of cores using 4 cores for CIF
and 8 cores for HD is around 0.8. Doubling the number of
cores drops the ratio to 0.5, which cannot be considered as
efficient as we expect when running a parallel application on
a multicore processor. In [13], the highest speedup is 5 on 8
cores and 8.1 on 16 cores. Our results have a better ratio, for
less than 16 cores, related to the number of cores. For 16 cores
and above, the results in [13] are better. However, decoder
implementation, processor configurations and video resolutions
vary between both approaches. Thus, exact comparisons are
not applicable. The overall performance gain for all stages
of the H.264 parallel decoder is illustrated in Figure 7. CIF
resolutions reach 48% increase in performance using 4 cores
and HD resolutions attain 53.1% using 8 cores.

C. Parallel Execution on Graphics Processor

We experiment our parallel implementation on a graphical
processor simulator of the Evergreen AMD GPU. Figure
8 shows the speedups attained with the GPU devices. HD
resolutions have a speedup of 12.1 and CIF resolutions a
speedup of 7.4. These results exclude the data transfer time
between the main processor and the graphics processor. This
overhead limits the usability of the GPUs when the gain is
low. In our case, the ratio of the speedup to the number of
work-groups is around 0.75. Speedup simulation results for
CIF and HD resolutions decoding on GPU are displayed in
Table II. Graphics processor have high potential of parallel
optimization. The number of work-groups and work-items is
increasing significantly in new devices. Hundreds of work-
groups and thousands of work-items can have a huge impact
on applications with with high parallel data processing.
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Figure 8. Speedup of H.264 parallel execution on Evergreen
GPU

TABLE II. Speedup of video sequences on graphics
processors

Resolution MB Rows 2 4 8 16
HD (1280 x 720) 45 1.983 3.884 7.301 12.095
CIF (352 x 288) 18 1.928 3.560 5.839 7.417

V. CONCLUSION AND FUTURE WORKS

We have introduced a novel parallel technique for H.264
video decoder. Our approach decodes in parallel macroblock
rows of the H.264 decoder with an algorithm that detects
dependencies on-the-fly based on isolating intra-prediction
macroblocks (I-MBs). Experiments using CIF and HD video
sequences show that every resolution has a virtual threshold for
the speedup when increasing the number of cores. This limit
is due to the increase of data transfer between cores. The best
speedup with the highest ratio to the number of cores is 3.1
for CIF resolutions using 4 cores and 6.2 for HD resolutions
using 8 cores. A speedup of 12.1 is attained the H.264 parallel
implementation is executed on a graphics processor. Additional
research and experiments need to be conducted on the OpenCL
implementation for GPUs. We plan to test our implementation
on real boards and gather more statistics like memory usage
and power consumption in addition to execution time and
optimization efficiency in general.
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Abstract- In this paper, we propose based real sense media 

services based on context-aware. Some real sense technologies 

provide the same services without considering the users’ 

preferences and context. So, some users don’t want the 

unilaterally and passively real sense services. For solving these 

problems, we consider the users’ context, such as gender, age, 

preferences and provide the adequate real sense services for 

each user. First, we collect the context of users, environment 

and devices; then, we process and select the proper services 

considering the situation. Using this method, we can provide 

context-aware based real sense services for users more 

appropriately. 

Keywords-real sense; context-aware; preference; ubiquitous. 

I.  INTRODUCTION 

As many 3D contents and services are widely used, real-
sense technologies are studied and developed to provide 
more realistic feeling for users. They focus on the real-sense 
media playback, multiple audio/video synchronization, 
sensory effects, and so on [1]. Most of real-sense services 
provide unilateral and passive effects. But, all users do not 
like the same real-sense effects, and some services are not 
adequate for some situations. For example, someone likes 
water spray effects, but the other does not. Therefore, if we 
consider context-awareness in real-sense service, then we 
can provide real-sense effects with considering users’ 
preferences and context. Context-aware computing is the 
ability of a user’s applications to discover and react to 
changes in the context in which they are situated [2][3]. If we 
think over these technologies for real-sense services, then 
users will feel more sympathy by considering contexts, such 
as users’ age, gender, tastes, environmental situation, and so 
on [4]. So, we propose real-sense media services based on 
context-awareness for multi-media and multi-device 
environment. Multi-media means the contents are created 
and encoded using various media, such as several cameras, 
real-sense devices, in order to real-sense services for users. 
The contents are decoded as the original, and processed 
according to users’ context. First, we collect the context of 
users, environment and devices from sensors and profiles. 
Additionally, we consider the environment and devices for 
users; then, we process and provide the proper services for 
users considering their situation. Using this method, we can 

provide context-aware based real sense services more 
appropriately and effectively. 

This paper is organized as follows. In Section 2, we 
explain the related works of context-awareness and real-
sense media services. We describe the context-aware based 
real-sense media services in Section 3, and present our 
conclusions in Section 4.  

 

II. RELATED WORK 

As Mark Weiser introduced ubiquitous computing and its 

vision of people and environments augmented with 

computational resources, many works for context-aware 

computing have been studied to provide information and 

services wherever and whenever users desired [5]. But, it is 

not easy to recognize contexts about environment and 

people, and to provide automatic services according to the 

context without human repulsion [6]. To aware the situation 

of users and their environment, many technologies are 

required to collect data, such as sensors, identifiers, 

predefined context, and so on. These days, there are many 

researches of context-awareness and applications using it. 

The EasyLiving project of Microsoft Research is to 

develop architecture and technologies for building 

intelligent environments that contains innumerable devices 

to provide intelligent environments [7]. Components in the 

environments include middleware, world modeling, and 

service description to provide users access to information 

and services. Also, the devices and systems in the 

environments have to understand the physical space in order 

to support richer interactions with users. 

The context-aware middleware for ubiquitous robotic 

companion systems (CAMUS) is a middleware for context-

aware applications with a development and execution 

methodology [8]. The CAMUS provides a context-aware 

framework for a ubiquitous robotic companion (URC), such 

as network-based hardware robots or software robots. To do 

this, CAMUS collects contextual information from various 

kinds of sensors and transfers the appropriate contextual 

information to variety of applications. Also, CAMUS 

provides autonomous service agents to recognize the context 

and to adapt themselves to different situations. In [9], 

content recommendation service agent (SA) and context-
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aware task were developed based on the service framework 

and task development methodology of CAMUS.  

Internet technologies are also considering context-

awareness. As more and more users and services appear and 

utilize the Internet, it has some technological and 

operational limits imposed by its architecture in its attempt 

to give full support to the new requirements introduced by 

increasing services, applications, and content [10]. Also, 

users expect higher levels of performance, security, and 

reliability. Therefore context-aware service discovery is 

considered in future internet to provide adapted 

communications for new services, applications and content. 

This approach is expected to improve the satisfaction of 

users’ expectations by matching offered service 

characteristics with requirements and preferences previously 

determined by them. 

   As we described above, context-aware computing aims for 

maximizing user’s convenience and the utilization of 

environmental resource. This paper discusses technical 

issues regarding context-awareness for real-sense media 

service to consider the users’ preference and context 

information.  

 

III. CONTEXT-AWARE BASED REAL-SENSE SERVICES 

A. Conceptual model for the Context-aware based real-

sense services 

In this paper, we describe a scenario for real-sense 

services based on context-awareness for the purpose of 

maximizing the users’ comfort and convenience.  
 

Real-Sense Media Devices

Context-Awareness

Real-Sense

Services

 
Figure 1.  A Conceptual Model for Context-aware based real-sense 

services 

 
The conceptual model for the Context-aware based real-

sense services mentioned above is illustrated in Figure 1. 

There are many devices for real-sense effect in the home, 

hospital, education center, and so on. We recognize real-

senses in the content, and determine which devices to apply 

for the service. In this stage, we have some issues on which 

devices are available and who is the user for the service. To 

solve the issue, we use some kinds of technologies to 

recognize the user and devices in the space.  
In this paper, we use camera, infrared and 3D depth 

sensors in the device to detect users and users’ motion. For 
real-sense rehabilitation service, we define some item to 
describe the users’ context and preferences. Using the Real-

sense service based on context-awareness, users feel more 
comfortable and convenient in the future medical devices. 

B. Technical Issues 

There are some issues to discuss. Figure 2 shows technical 
issues for real-sense service based on context-awareness. 
First, sensor platform detects devices in the space or defines 
configuration information before hand. And we recognize 
users and environmental information. Temperature, humidity, 
weather is the environmental information, which is optional 
and is for further services. In our laboratory, we use devices 
with various sensors. They can detect the users’ physical 
condition and motion. Secondly, a context-aware framework 
in a service server recognizes the situation that who is the 
user, what the service is needed, where the location the 
service is provided, and which adequate devices the real-
sense service play. Then, the context-aware framework 
notifies this information to the service agent to provide the 
adequate real-sense service for the user. 

 

Sensor 

Platform

Context-aware 

Framework

Service

Agent

Device Detection 

User Detection 

Location context

User Preference

Adequate Devices

Rehabilitation

Service

Therapy

Service

Broadcasting

Service

Environment 

Detection 

 
Figure 2.  Technical issues for Context-Aware based Real-Sense Media 

Services 

C. System Architecture 

A context-aware framework interfaces with a Sensor 
platform and an service agent, and arbitrates between them 
for feeling the physical effects according to the contexts. A 
sensor platform has sensor nodes, such as camera sensors, 
infrared sensors, 3D depth sensors, and so on, collect data of  
the device, environment, and users’ situations, and send them 
to sensor coordinators, which manage several kinds of 
sensors and interfaces with a context-aware framework. A 
sensor networking sub-block adds, deletes and updates the 
information of sensor nodes and sensor coordinators. A 
sensor interface agent sends and receives messages to and 
from a context-aware framework in a service server. A 
context-aware framework consists of a semantic analyzer, a 
context ensembler, context manager and a context-aware 
interface agent. After a context-aware interface agent 
receives sensing data from a sensor platform agent, a 
semantic analyzer performs analysis of the received data’s 
meaning. Then context ensembler configure and register the 
context information messages and send them to an service 
agent. In case of a locational context, a context-aware 
framework receives raw data related to location from a 
sensor platform, analyzes its meaning, forms context 
information message, saves them to a context repository as 
context schema, and sends them to an service agent. In an 
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service agent, real-sense services are modeled for users, and 
customized services are formed as the users’ preferences. 
Then, a service interaction sub-block mediates the operation 

of real-sense services as the predefined priority rule, where 
the rule is provided by users according to the  their 
preference. 
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Figure 3.  System Architecture for Context-Aware based Real-Sense Media Services

D. Service Flow 

The proposed system consists of a sensor platform, a 
context-aware framework and an service agent, where a 
context-aware framework and an service agent is in a service 
server. The sequence flow for real-sense service based on 
context-awareness is shown in Figure 4. In the service 
scenario, the user, Harry, wants to play real-sense game. 
First, context-aware framework recognizes the user and his 
location uing various sensors, such as camera, infrared and 
3D depth sensors. Then, the context-aware framework 

analyzes and recognizes his context and select the adequate 
real-sense service using his cotext and profile with 
preferences. He likes the wind and moving chair effects, and 
does not want water spray effects in the predefined his 
preference. Also, his preference can be changed using his 
actions in the effects. The service agent receives the context 
from the context-aware framework, and designs real-sense 
effects for Harry’s game service. Finally, the service agent 
selects and triggers the devices according to the context 
received from context-aware framework.  
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Figure 4.  . A Sequence Flow of Context-Aware based Real-Sense Media Services
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IV. CONCLUSION AND FUTURE WORK 

In this paper, we proposed real-sense media services 
based on context-awareness. First, we collected the context 
of users, environment and devices from sensors and profiles. 
Then, we considered the environment and devices for the 
services and users. We processed context information to 
provide adequate services for users considering their 
situation. Using this method, we could provide context-
aware based real sense services more appropriately and 
effectively. 

In future work, the authors will focus on the interaction 
issues among several users in the same space. We will 
consider various scenarios to present service policy and 
interaction mechanism for solving the issues.  
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Abstract—In this paper, we present a region of interest
encoding system for video conference applications. We will
utilize the fact that the main focus in a typical video conference
lies upon the participating persons in order to save bit-rate in
less interesting parts of the video. A Viola-Jones face detector
will be used to detect the regions of interest. Once a region of
interest has been detected it will get tracked across consecutive
frames. In order to represent the detected region of interests
we use a quality map on the level of macro-blocks. This
map allows the encoder to choose its quantization parameter
individual for each macro-block. Furthermore, we propose
a scene composition concept that is merely based upon the
detected regions of interest. The visual quantization artifacts
introduced by the encoder thus get irrelevant. Experiments on
recorded conference sequences demonstrate the bitrate savings
that can be achieved with the proposed system.

Keywords-region of interest coding; object detection; object
tracking; scene composition; video-conferencing

I. INTRODUCTION

Video-conferencing greatly enhances traditional

telephone-conferencing, with applications ranging from

every day calls from friends and family to cutting

management expenses by replacing business trips with

video-conferences. This multi billion dollar market splits

mostly into two segments: free applications with decent

quality and expensive telepresence systems. Among the free

applications Skype is probably the best known application

offering decent video quality. When video-conferencing

substitutes business trips, the costs for video-conferencing

can be several million dollars. Telepresence systems,

for example, outfit rooms at individual locations with

exact replicas of furniture and life-size displays create an

immersive environment which creates the impression of

sitting at the same table with other conference participants.

All solutions share operating costs for bandwidth as by far

the most expensive part of the yearly budget. Naturally, the

introduction of the H.264/AVC codec for current generation

video-conference systems was a major advantage over

legacy systems as it cut bit-rates in half, a pattern that

is expected to repeat itself with the introduction of the

upcoming HEVC codec.

This paper will present an approach that is also able to

achieve a bit-rate reduction by around the same factor by

taking the context of the video application into account.

Since the main focus of a video conference lies upon the

participats our idea is to reduce bitrate in less interesting

background areas. We will show how a combination of face

detection, tracking, region of interest encoding and scene

composition can be used to reduce bitrate while preserving

a constant visual quality in the detected regions of interest.

The rest of the paper is organized as follows. In Chapter

II we will in detail explain our region of interest encoding

concept. Our achieved bitrate savings will be presented in

Chapter III. Final conclusions as well as an outlook for

future work in this area will be given in Chapter IV.

II. ROI VIDEO ENCODING

Our region of interest (ROI) video encoding system con-

sists of four key components which interact with each other

(see Fig. 1). In our system, the regions of interest correspond

to the faces of all participating persons. The detection is done

with the Viola Jones object detection framework. Once a face

is detected a new tracker will be initialized. The tracker is

necessary for two reasons: Our face detection algorithm may

not provide a result in every frame, however, the encoder

expect a result for each frame. Tracking of the detected

persons across consecutive frames will provide the encoder

with the necessary information even if the face detection is

still active. A second motivation for the use of a tracker

is given by the fact that persons may not look into the

camera all the time. In this case, the face detector would

also not be able to detect these persons which finally result

in a classification of theses areas as not of interest and thus

in a bad visual quality.

The output of the tracker, which basically correspond to

a quality value for each macro block will be forwarded to

the encoder. The encoder is then able to encode the detected

ROIs in a good and the background in bad quality.

Finally, the encoded video stream will be transmitted to

all receiving clients which can then decode it, crop out the

ROIs and render them in an arbitrary manner.

A detailed description of each component will be given

in the following subsections.
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Figure 1. System overview. Interaction of face detection, tracking, video
encoding and scene composition in sending and receiving client

A. Face detection

Our face detection algorithm is based on the Viola-Jones

object detection framework [1]. It has three key components

that will be briefly explained in the following. In a first

step, a learning algorithm selects significant features in

order to build efficient classifiers. The features used in this

classifiers are Haar like and can be computed efficiently

using an integral image representation. In order to speed

up the classification process the single classifiers will be

combined in a cascade.

The features that were used in the object detection system

are exemplary depicted in Fig. 2a. The response of each

feature is the sum of all pixel inside the black area subtracted

form the sum of all pixel inside the white area. Using an

alternative image representation, the integral image II(x, y),
these features can be computed very efficiently:

II(x, y) =
∑

x′≤x,y′≤y

I(x′, y′) , (1)

with I(x′, y′) denoting the original image.

The integral image allows for the computation of the

sum of all pixel inside a rectangle with only four memory

access operations. The response of each feature can thus

be computed very efficiently. The features are so called

weak features, that means, that a classifier based on each

single feature is only able to distinguish between a face and

something else in a limited degree. However, a combination

of these weak classifiers can yield to a strong classifier.

(a) Face detection features. Left to right: horizontal and vertical
two-rectangle features, diagonal four-rectangle feature and horizontal

three-rectangle feature.

Classifier NClassifier 1 Classifier 2
...

Face

No Face No Face No Face

F 50% F 70% F 98%

T T T
Sub Window

Reject Sub Window

(b) Cascaded classifier structure. Simple classifier reject many negative
sub-windows while complex classifiers reduce the false positive rate

Figure 2. Rectangle features and cascaded classifier structure used in the
face detection process

For a detection window of 24x24 pixel the entire set of

possible rectangle features is about 45000. Since not all of

them are necessary to detect faces in an image, a set of

significant features have to be selected from all possible

features what is done by AdaBoost [3].

Given a set of positive and negative training examples, the

rectangle features that best separate the positive and negative

examples need to be selected. The learning algorithm there-

fore determines the optimal threshold for a classification

function such that the minimum number of examples are

misclassified. The weak classifier hj(x) is then given by

the function:

hj(x) =

{
1, if pjfj(x) ≤ pjθj

0, otherwise
(2)

with fj denoting the feature, θj a threshold, pj a parity for

the direction of the inequality and x a patch of the image.

The final classifier h(x) is then a linear combination of

the selected weak classifiers:

h(x) =

{
1, if

∑J
j=1 wjhj(x) ≤ 1

2

∑J
j=1 wj

0, otherwise
(3)

with J denoting the total number of weak classifier and wj

a specific weight for each weak classifier. More information

on the determination of the weights can be found in [1].

In order to reduce computation time and increase the de-

tection performance the classifiers are arranged in a cascaded

structure. An example of such a structure is depicted in Fig.

2b. Classifiers with relatively large false positive rates at the

beginning of the cascade can be used to reject many negative

sub-windows. Computationally more complex classifiers are

then used at the remaining sub-windows to reduce the false

positive rate. The idea is motivated by the fact that many

sub-windows within an image won’t contain a face.
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B. Mean Shift Tracking

Since the face detection doesn’t provide a detection result

for each frame, a tracking of the face positions across

consecutive frames is necessary. In the general case, given

the object location and its representation in frame t we want

to estimate the object location in frame t+1. We will use a

Mean Shift based tracking algorithm in order to fulfill this

task. Mean Shift is an iterative technique for locating the

mode of a density estimation based on sample observations

{xn} [2]. In the context of video object tracking, the samples

{xn} represent the pixel positions within the object region.

In the following we will refer to the object that will be

tracked as target, while possible locations of that object will

be denoted as target candidates.

Let a kernel function G be given, the Mean Shift proce-

dure estimates the new position of the target candidate yj

based on a previous estimate of the target candidate position

yj−1 as follows:

yj =

∑N
n=1 wnxnG

(
yj−1−xn

h

)
∑N

n=1 wnG
(

yj−1−xn

h

) (4)

Here, N denotes the number of pixel within the object

region, h the width of the kernel and wn the weight at pixel

position xn. The actual weight is given by:

wn =

M∑
u=1

√
qu

pu(y0)
δ(b(xn)− u) , (5)

with the normalized kernel-weighted M-bin target and

candidate histograms q = {qu}u=1,...,M and p(y) =
{pu(y)}u=1,...,M :

qu = C ·
N∑

n=1

K(y0 − xn)δ(b(xn − u)) (6)

pu(y) = Ch ·
N∑

n=1

K

(
y − xn

h

)
δ(b(xn − u)) . (7)

Here, u denotes an index of a histogram bin, b(·) yields

the bin index of the color at pixel location xn, δ(·) is the

Kronecker delta function and C and Ch are normalization

constants.

The kernel functions K(x) and G(x) are connected through

their individual profiles k(x) and g(x) for which g(x) =
−k′(x) holds [2].

Because the appearance of the target may change over

time (eg. due to a change in the lighting or a change of the

3D object pose), we will update the target representation in

each frame:

qt = αqt−1 + (1− α)p(yfinal)t , 0 ≤ α ≤ 1 . (8)

Fig. 3 shows an example of the iterative Mean Shift

procedure in a possible conference scenario. The target is

(a) holistic
target

representation

(b) target candidates and their position
estimations

(c) multi-part
target

representation

Figure 3. Target representation and new location estimation by iterative
mean shift updates

depicted in Fig. 3a, the target candidates and the estimated

locations as well as the final object location in Fig. 3b.

In order to get a more distinct object representation and

thus an improved and robust tracking result, we divide our

object representations according to [6] into parts which

will be tracked separately. Fig. 3c shows an example of

such a multi-part object representation. In contrast to the

holistic representation illustrated in Fig. 3a, a multi-part

representation provides information about the distribution of

features for each subregion of the object.

C. ROI encoding

Implementing a region of interest algorithm alters the

behavior of encoders and creates greatly different visual re-

sults. A traditional H.264/AVC encoder compresses a video

stream, composed by a sequence of frames, by representing

the content of these frames in a more efficient way; Although

this compression is lossy, resulting in non-recoverable loss of

image content, the effects are usually barely noticeable to the

viewer. Rate distortion optimization makes sure that content

with high importance to viewers perception of the videos

quality, e.g., high frequency parts like the contours of a face

or the pattern on a plant, is compressed less aggressively

than content that contributes little to the viewers perception

of the videos quality. Fig. 4a shows a scene with a person

at a desk, and a bookshelf in the background; the scene is

compressed with a standard H.264/AVC encoder and shows

both the person and the bookshelves in about the same visual

quality - the contours of both the person and the bookshelf

are clearly identifiable, because both contribute equally to

the overall visual quality. While this approach is very natural

and pleasing to the human eye, it does not take the viewers

attention into account: in a video-conference setting we are

more interested in the person talking than in the books on

the shelves. Taking the viewers attention into account means

that the encoder should increase the quality of objects that

are currently capturing the viewers attention, while paying

for this increase in quality with lower quality on anything

that is not important to the viewer; consequently, the goal of

region of interest encoding is to redistribute bits for image
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(a) QP 26 in ROI and
background

(b) QP 26 in ROI and 51
background

Figure 4. Comparison of image qualities within and outside of region of
interest

compression from areas with little interest to areas with high

interest. Fig. 4b shows a very extreme case of ROI encoding,

where the bookshelf is now encoded in a much lower quality

than the face of the person.

A region of interest is in its simplest form a rectangle

containing the object of highest interest. In the case of video

conferencing this is the face of the person currently speaking

and the immediate area around it. However, the shape of the

ROI is not limited to a rectangle but is flexible in shape as

well as in the distribution of weights within the region.

A final thought should be given to H.264/AVC standard

compliance. While it is possible to implement proprietary

solutions that require an encoder and decoder pair capable of

understanding the implemented region of interest algorithm,

it is much preferred to make do without such require-

ments. Video-conferencing, just like telephone-conferencing,

first and foremost requires interoperability. Consequently,

a region of interest implementation may only modify the

encoder, but must leave the decoder untouched, resulting in

decodable content by every standard compliant vendor.

1) ROI encoding using quantization parameters: Taking

all these conditions into account, we chose the modification

of the quantization parameters for each individual macro-

block (MB), similar to the approach by Ferreira et al.

[4]. In H.264/AVC each frame is divided into MBs, each

with a dimension of 16x16 pixels. These MBs are then

transformed into the frequency domain using the discrete

cosine transform (DCT), and are then quantized before

entropy encoding [5]; the decoder performs the inverse steps

to recover the final frame. Quantization is used to increase

compression efficiency by mapping a large set of data to a

smaller set of data. This operation is lossy and introduces a

quantization error into the reconstructed values. By applying

this technique to the transform coefficients the amount of

coded data as well as the quality of the reconstructed picture

can be controlled. In H.264/AVC, the quantization can be

controlled by a quantization parameter ranging from 0 to

51, 0 being the finest quantization and 51 the coarsest.

We implemented ROI encoding in the MainConcept

H.264/AVC encoder by quantizing the MBs within areas of

low interest very coarsely, e.g., with QPs in the range from

40 to 51, while quantizing MBs of interesting parts more

finely to preserve as much of the original values as possible.

Our approach generalizes the approach by Ferreira et al. [4]

by allowing arbitrary values for the region of interest. As an

example region of interest may include fading, e.g., values

of 22 on the MBs covering the face of the active speaker,

values of 28 in the MBs adjacent to the face and then QPs of

51 for the remaining background regions. Another reason for

allowing a more flexible quantization of the MBs describing

a region of interest are our two main use cases for video-

conferencing: Without scene composition one will always

view the entire frame in contrast to scene composition where

parts of the frame are cropped, typically only showing the

person and immediately adjacent content; since large parts

of the frame aren’t even seen during scene composition the

quantization can easily be set to 51 for the background

region that will be discarded during scene composition;

likewise, without scene composition the less interesting MBs

would probably not be quantized so harshly because they are

clearly seen and are, while arguably less interesting, still

negatively impacting the perception of quality due to the

blocky nature of coarsely quantized MBs.

The quantization parameters for each MB are stored in

an array which is the output of the face tracking algorithm.

For convenience and to give extra to room rate distortion

optimization and rate-control, we changed the values from

0 to 51 to 100 to 0, indicating the percentage of interest

the viewer has in a MB - with a value of 0 resulting in

the coarsest quantization and a value of 100 resulting in

the finest quantization available. We choose to receive a QP

array every frame, to allow for maximum flexibility for a

region of interest, even though the region typically does not

change rapidly due to the fact that people are rarely moving

dramatically to warrant constant changes in the ROI.

The benefit of this approach is a very flexible region of

interest, implemented in a H.264/AVC standard compliant

manner. The downside of this approach is the MB based

structure which can create blocky artifacts particularly with

a very coarse quantization. Furthermore, a region of interest

that resembles the exact contours of a face is also not

possible due to the block based approach.

D. Scene Composition

The proposed region of interest concept offers at the

receiving client the possibility to compose a video based on

the detected persons. Inspired by the idea of a telepresence

video conference systems, which creates the impression that

all conference participants are sitting on the same table, and

the fact that the focus of interest in a typical conference

scenario is up to the participating persons, an alternative

video composition could be achieved by showing only the

detected persons. Each person is then scaled and placed

side by side at the receiving client. This concept can be
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Figure 5. Exemplary scene composition of four participants

extended in that way, that only the n most active speakers

will be displayed at the receiving client. Determining the

active speaker can be achieved through a combined audio

and video analysis. The decision which person gets rendered

at which client will be made by a central mixing component

that analyzes an activity index of all participants.

Fig. 5 shows an example of the scene composition with

four active participants. In addition to the advantage that our

proposed scene composition depicts only relevant and active

conference participants, the rough quantized background

gets discarded and the visual quantization artifacts depicted

in Fig. 4 can be neglected. This kind of scene composition

thus allows a very coarse quantization of the background.

III. EVALUATION

Our investigations focus on the bitrate savings achiev-

able through region of interest (ROI) encoding in a video-

conference. We thereby assume that the result of the detec-

tion and tracking algorithm is reliable. A separate evalua-

tion of the performance of the face detection and tracking

algorithm will not be the subject of this paper. Detailed

information about the tracker performance for different

object representation is given in [7].

Our goals for visual quality differ when scene composition

is turned on or off: in case of scene composition, most of

the video is cropped, so the ROI should achieve high bitrate

reduction without regard to visual quality outside the ROI;

without scene composition the effects of ROI encoding are

directly visible to the viewer so our goal here was to find a

sweet spot where bitrate savings and visual quality outside

the ROI are in balance.

A. Test environment

In order to show the efficiency of our region of interest

encoding approach we captured several videos with typical

video-conferencing conditions. All of these videos have

been recorded with a high-end consumer grade camera at

a resolution of 720p and 50fps. All of the videos are

900 frames long. The videos changing lighting, disruption,

next to each other, and individual spakers show scenes

with one, one, three and nine tracked people in them. Fig.

6 shows a typical frame from each of these videos. In

addition to changing the number of tracked faces, we also

(a) changing lighting (b) disruption

(c) next to each other (d) individual spakers

Figure 6. Sample Images of our test sequences with detected ROIs

included a change of light in the video changing lighting:

mid way through the video the light is turned off suddenly

and gradually faded back in. Additionally, we included

movement of a person in the video next to each other.

The area covered by the ROI box is 6% for disruption,

13% for changing lighting, 23% for next to each other,

and 26% for the nine people video individual spakers. For

the quantization parameters of the ROI only two values

have been chosen: all MBs inside the ROI have the same

quantization value, just like anything outside has the same

values.

The face tracker generates a box shaped region of interest

sized with respect to the individual faces, showing head

and shoulders. The region of interest encoding has been

implemented in MainConcept’s H.264/AVC encoder, based

on MainConcept Codec SDK 9.5. The encoder itself has

been configured to a low-delay setting suitable for video-

conferences: no B-frames have been used, base profile, GOP

length of 300, constant quantization instead of rate-control,

and deblocking turned on. The long GOP of 300 allows

some IDR frames to improve the robustness against network

errors, but does not allow frequent joining of a conference;

whenever a new user joins the video-conference a new IDR

is requested. Deblocking helps improve the visual quality

for highly compressed areas so it has been turned on for all

videos. To further evaluate the efficiency of different profiles

we also evaluated the next to each other video with main

profile (replacing CAVLC with CABAC) and high profile

(enabling 8x8 transform and PCM prediction).

The quantization parameters inside the ROI ranged from

18 to 34; values below 18 no longer provide improved visual

quality for the viewer, values above 34 produce artefacts that

make reading facial expressions difficult. The outside of the

ROI is quantized with a step size which is a multiple of six;

The quantization parameters outside the ROI range from +0,

to create a non-ROI reference, until they reach +18 for a very

coarse quantization.
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B. Results

In Fig. 7 the encoder performance for different quantiza-

tion values for the ROI and the non ROI region are shown.

Each graph represents a constant QP difference between the

ROI and the non ROI area. For QP Difference 0 the ROI

and the non ROI regions use the same quantization so this

is the reference for encoding not using ROI information.

With higher QP difference values the quality of the non ROI

region decreases. The PSNR measure only takes the PSNR

inside of the ROI into account.

We can see that especially at high bitrates the bandwidth

savings using a coarser quantization for the background are

enormous. For example, for the highest data point (ROI QP

22) we save about 77% using a QP of 28 for the background

(QP difference 6) or 86% using a QP of 34 (QP difference

12). However, such high bitrates are unrealistic to be used in

video conferencing applications. A more realistic QP range

is between QP 26 and 30 where the conventional video

coding approach uses a bitrate of about 1-2 Mbit/sec. In

this area our ROI based encoding approach yields a coding

gain of approximately 50%.

TABLE I. AVERAGE BD-RATE SAVINGS FOR THE TEST SET AT
DIFFERENT QP DIFFERENCES.

QP Difference Y U V
6 -43.51% -48.75% -48.45%
12 -46.41% -52.70% -52.21%
18 -44.90% -51.25% -52.28%

In Table I the average BD-savings in our test set are shown

at different QP differences. In the table as well as in Fig.

7 one can see that the rate savings do not grow with the

chosen QP difference. While a QP difference of 6 already

gives great rate savings a difference of 12 or more does not

further decrease the bitrate by the same magnitude. However,

the perceived image quality of the not ROI regions suffers

badly when the QP difference is increased to 12 or even

18.

IV. CONCLUSION AND FUTURE WORK

In this paper, we proposed a system that combines face

detection, tracking and region of interest based encoding

to improve the users video conferencing experience. By

choosing a coarser quantization for the non ROI regions we

can either save a significant amount of bandwidth or increase

the quality of the video inside the ROI. When this system

is combined with our proposed scene composition, the non

ROI regions and their coding artifacts are removed which

improves the quality of the video conference. However, also

without scene composition the user experience is enhanced

by shifting the encoder focus into the regions that are

interesting to the user.

In future works, the accuracy of the face detection and

tracking can be further improved to provide reliable infor-

mation also in difficult environments. Additionaly, the shape
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Figure 7. ROI Y-PSNR vs Bitrate for the sequence changing lighting and
different differences relations between the QP inside and outside of the

ROI.

of the ROI region can be better adapted to the speaker (e.g.

give a higher priority to the face) then choosing a constant

QP in a rectangular region around the face.
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Abstract—For three-dimensional television, multiple views
can be generated by using the Multi-view Video plus Depth
(MVD) format. The depth maps of this format can be com-
pressed efficiently by the 3D extension of High Efficiency
Video Coding (3D-HEVC), which has explored the correlations
between its two components, texture and associated depth map.
In this paper, we introduce two modes for depth map coding
into HEVC, where the modes use diffusion. The framework for
inter-component prediction of Depth Modeling Modes (DMM)
is utilized for the proposed modes. They detect edges from
textures and then diffuse an entire block from known adjacent
blocks by using Laplace equation constrained by the detected
edges. The experimental results show that depth maps can be
compressed more efficiently with the proposed diffusion modes,
where the bit rate saving can reach 1.25 percentage of the total
depth bit rate with a constant quality of synthesized views.

Keywords-Depth map coding; HEVC; diffusion modes

I. INTRODUCTION

The Multi-view Video plus Depth (MVD) video format
consists of two components: texture and depth map, where
a combination of these components enables a receiver to
generate arbitrary virtual views. The 3D extension of High
Efficiency Video Coding (3D-HEVC) [1] utilizes different
prediction techniques to improve the compression efficiency
for MVD data. We have previously devised an edge-based
compression scheme by diffusion for depth images [2], as
the depth image can be assumed to be piece-wise smooth
bounded by sharp edges. The question is if better compres-
sion of depth maps can also be achieved by implementing
diffusion modes block-wise in 3D-HEVC.

Three dimensional video representation using depth map
reduces the number of views being transmitted, but coding
of depth maps with the current techniques H.264/AVC [3]
or its multi-view coding (MVC) extension [4] will introduce
visible distortions in synthesized views. Therefore, they are
not recommended for depth coding [5]. Various schemes
have been developed to address problems of depth map
coding. In paper [6], a comparative study showed that Block
Truncation Coding (BTC) outperforms the Discrete Cosine
Transform (DCT) and the Karhunen-lòeve Transform KLT,
and the adaptive BTC was devised that adaptively selects
the block size for the BTC. Weighted mode filtering with
depth dynamic range reduction [7] and Edge-weighted Op-
timization Concept (EWOC) with adaptive filtering [8] have

been proposed for depth compression. Model based intra
coding approach using a depth lookup table and encoding the
residuals in pixel domain in 3D-HEVC was devised in paper
[9]. The edge-based depth image coding schemes [2][10]
utilize diffusion to interpolate the smooth areas bounded by
depth edges. There are still many other algorithms for depth
map coding, but in this research work we focus on improving
our previously proposed edge-based diffusion scheme [2].

The edge-based depth image compression scheme can pre-
serve the transitions on the depth better than traditional video
and image encoders [2]. However, such a scheme implies
a very expensive encoding of edge contour information in
terms of bit rate.

To solve this issue, edges can be extracted from the co-
located texture image. Inter-component prediction for depth
map coding has recently been implemented in 3D-HEVC
[11]. It may employ an inter-component predicted wedgelet
partitioning or a predicted contour partitioning for intra
coding, the former separates a depth block into two parts
by a straight line, the latter divides the block into parts of
arbitrary shapes. Intensities of each part are then represented
by constant values. The wedgelet partition for a depth block
is found by searching for the best wedgelet pattern in the
co-located texture luminance block. The contour partition is
also detected from the texture luminance. This partition is
selected depending on the pixel values in relation to their
mean within the texture block, whereby the partition may
be of arbitrary shape. The two depth values given to the
different parts of the depth block are predicted from the
partially reconstructed depth. Fig. 1 shows a depth block,
where P1 and P2 are decoded values in the adjacent blocks.
The edges in the current block are detected from the co-
located texture luminance by thresholding, and the parts A
and B are predicted by the mean of P1 and P2, respectively.

Another issue with our previously proposed edge-based
scheme is the lack of rate distortion control for optimizing
the compression ratio. Therefore, one of the solutions for
this is to implement the diffusion process in a block-wise
manner in HEVC.

A block-based diffusion method based on Laplace equa-
tion for H.264 was proposed in [12]. It detects an edge
map from the depth map and encodes these edges by the
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Figure 1. A depth block for inter-component prediction: the edge between
part A and B are detected from the co-located texture block, and parts of
the adjacent reconstructed blocks available for prediction are showed in
dark and light grey.

bi-level image compression tool JBIG. The method uses
these edges as constraints with the Laplace diffusion when
reconstructing the depth map on blocks of a fixed size.

In this work, we propose two new modes based on block-
wise Laplace diffusion. We replace two inter-component
prediction modes in the 3D-HEVC by the proposed modes
in order to save bits used for signaling. The novelties of this
work are: (1) block-based diffusion modes are introduced
into HEVC using inter-component prediction framework; (2)
the block size is allowed to be further split in the same way
as the original inter-component prediction modes; (3) the
diffusion is conducted in two-step if isolated parts still exist
in the block.

The overall aim of the work is to improve compression
ratio for depth maps with a sustained 3D video quality. The
work is limited to reusing the inter-component prediction
framework, and the goals is to investigate the rate-distortion
ratio for the new proposed diffusion modes, where quality
is measured on synthesized views.

The sequel of the paper is organized as follows. We illus-
trate the proposed modes in Section 2, and test arrangements
and evaluation criteria in Section 3. Section 4 presents the
results and analysis, and Section 5 concludes the work.

II. PROPOSED METHOD

Fig. 2 illustrates all eight Depth Modeling Modes (DMM)
in the 3D-HEVC software [13]. They are derived from the
3D-HEVC test model [1]. Among them, the modes (1),
(2), (7) and (8) employ wedgelet partitions detected by a
search on the depth block or predicted from the previously
coded blocks, i.e., they are non-inter-component prediction
modes. The inter-component prediction modes (3), (4), (5)
and (6) derive, on the other hand, the partition information
from the co-located texture block. Mode (2), (4), (6) and (8)
employ so called delta constant partition value coding, i.e.,
they encode the difference between the mean of the original
signal and the predicted constant value, which is the mean
of the available adjacent prediction signal.

The original mode (5) in Fig. 2 is denoted as DMM-TEX-
CONTOUR in the context of this paper. In this mode, the
partition is detected from the co-located texture luminance
by thresholding. As mentioned, the partition can also be
detected by searching for the best Wedgetlet pattern in

Figure 2. Depth modeling modes. (1) and (2) Explicit wedgelet signaling.
(3) and (4) Inter-component predicted wedgelet partitioning. (5) and (6)
Inter-component predicted contour partitioning. (7) and (8) Intra-predicted
wedgelet partitioning.

Figure 3. Proposed diffusion mode for DMM-TEX-WEDGE.

Figure 4. Proposed diffusion mode for DMM-TEX-CONTOUR.

the co-located texture block, i.e., in mode (3). This inter-
component predicted wedgelet partition may avoid a possi-
ble inconsistency of the contour detection from the texture
[11]. We also denote the original mode (3) in Fig. 2 as
DMM-TEX-WEDGE.

The DMM-TEX-WEDGE and DMM-TEX-CONTOUR
were replaced by the proposed diffusion modes for intra
prediction. We replaced the existing modes instead of adding
new modes in the inter-component prediction framework
because no additional bits had been required for signaling
the proposed modes. The original partitioning methods were
kept and the obtained edges are used as constraints in the
Laplace diffusion.

The proposed modes, illustrated in Fig. 3 and 4, thus
include two processes: Edge detection and Diffusion with
edge constraints, which are defined as follows:

Edge detection: The modes kept the original partitioning
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methods using texture luminance for the edge detection.
They require no extra bits for encoding the depth edges,
whereas explicit coding of depth edges require substantial
amount of coding bits. The methods for obtaining the edges
are different for the contour and the wedgelet partitioning.

Edge detection-Wedgelet partition: The wedgetlet parti-
tioning is carried out by an efficient wedgelet search on the
co-located texture block for the least distortion. Edge is the
straight line that separates two parts.

Edge detection-Contour partition: The contour partition
for the depth block is made by a thresholding process, in
which parts from the partitioning are obtained based on if
the value in the co-located texture block is above or below
the mean value of this texture block. Edges are located at
the transitions between the parts.

Diffusion with edge constrains: The new diffusion modes
for intra prediction are also showed in Fig. 1. The parts A
and B are diffused from P1 and P2 respectively.

Laplace equation

∂2f

∂x2
+

∂2f

∂y2
= 0, (1)

is employed for the diffusion. The unknowns of the equa-
tions are solved by a method described in [12]. The method
refines the diffusion iteratively as:

f (n+1)(x, y) =
1

N(x, y))

∑
(i,j)εu4(x,y)

C(i, j))fn(i, j),

n = 1, 2, 3...M) (2)

C(x, y) =

{
1, if f(x, y) is available)
0, else,

(3)

N(x, y) =
∑

(i,j)εu4(x,y)

C(i, j)). (4)

The equations describe that the diffusion for a depth map
block f (n) is refined iteratively with the number of iteration
(n). u4(x, y) represents the four neighbors (up, right, down
and left) around the current refined pixel with position
(x, y) in the block. C(i, j) denotes the availability of these
neighbors (e.g., the pixels taken into calculation are available
and belong to the same part), and N(x, y) sums up the
number of the available neighbors. The iteration stops with
a convergence condition in Equation 5a. In addition to this
condition, we also impose a time constrain for the diffusion,
which is to limit the number of iterations M . Therefore, the
diffusion process stops when either of the conditions a or b
is satisfied: {

a. |f (n+1) − f (n)| < 0.05
b. n >= M.

(5)

A. Two-step diffusion

The contour partition may appear much more complex
than the one showed in Fig. 1. The parts can be arbitrary
shapes and even be isolated within a block. An example
is depicted in Fig. 5. Our approach to fill these isolated
parts is by using a two-step diffusion. In the first step, parts
that are connected with the available prediction pixels are
diffused, which is illustrated in Fig. 5(d). In the second step,
the diffusion is carried out without the edge constraint for
only those isolated parts. Fig. 5(e) shows the final diffused
block. As to the maximum iterations for the diffusion in
Equation 5, we set M = 20 for the diffusion step 1 and
M = 10 for the step 2.

(a) (b)

(c) (d) (e)

Figure 5. Two-step diffusion: (a) Original depth block, (b) co-located texture
block, (c) detected edges on the texture, (d) diffusion after the first step,
and (e) diffusion after the second step.

Such a diffusion process might produce erroneous depth
values for the isolated parts, but these edges detected from
the co-located textures might also not exist in the depth
block. The HEVC rate-distortion process decides if the
proposed modes are chosen.

III. TEST ARRANGEMENTS AND EVALUATION CRITERIA

The test arrangements and evaluation criteria are described
as follows:

A. Implementation and Test setup

The proposed modes have been implemented in 3DV
HEVC Test Model (3DV-HTM) software version 4.1 [13].
The evaluation partially followed the Call for Proposals on
3D Video Coding Technology [14]. However, we evaluated
only the intra-frame coding to better understand the effec-
tiveness of the proposed intra diffusion modes. Therefore,
the bit rate anchors were not followed. We chose two-view
configurations and four test sequences with fixed Quantiza-
tion Parameter (QP) pairs for texture and depth. The MPEG
test sequences [14]: Poznan Street [15], Poznan Hall [15],
Undo Dancer, and Newspaper were selected. The first 50
frames from these sequences were evaluated.

We used Poznan Street view 3, Poznan Hall view 6, Undo
Dancer view 2 and Newspaper view 4 for the evaluation
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of depth. Virtual views were rendered at camera position
3.5 for Poznan Street, camera position 6.5 for Poznan Hall,
position 3 for Undo dancer and position 5 for Newspaper for
the assessment of synthesized views. The virtual views were
synthesized from the decoded texture and the decoded depth,
and compared to the virtual views synthesized from the
original texture and the original depth. VSRS [16] version
3.5 was employed for the view synthesis.

The View Synthesized Optimization (VSO) [17] was
turned off, i.e., in the HEVC rate-distortion optimization, the
distortion is measured on the depth map instead of on the
synthesized view when encoding of depth map. The QPs in
(texture, depth) format were (20, 30), (25, 34), (30, 38) and
(35, 42). These QPs were selected because the bit rate for the
depth should be significantly lower than for the texture for
an optimized bit rate allocation between texture and depth
[17]. The results using the alternated 3D-HEVC with the
proposed modes were compared to results using the original
3D-HEVC in the same testing conditions.

B. Evaluation criteria

The results were calculated using the BD-PSNR model
[18]. In this model, a curve is fitted through the PSNR
values of four bit-rate points. The difference between the
integrals divided by their respective integration intervals is
the average difference for two curves. In the evaluation, the
bit rate change for depth was computed over the bit rates
for the depth map versus PSNR of the decoded depth map,
whereas the bit rate change for the synthesized views was
calculated over the bit rates for the depth map versus PSNR
of the synthesized view.

The complexity of the modes is presented as a ratio of
total coding time between the proposed scheme and the 3D-
HEVC.

IV. RESULTS AND ANALYSIS

The results are illustrated in Table I. The bit rate saving is
around 0.64 percent for Poznan Hall, 0.47 for Poznan Street
and 0.28 for Newspaper when only the depth quality is con-
sidered. When the evaluation of PSNR is on the synthesized
views, around 0.49 percent bit rate savings were achieved
for Poznan Hall and 0.31 percent for newspaper. Better bit
rate savings were obtained for the synthetic sequence Undo
Dancer, where 1.54 percent for the depth and 1.25 percent
for the synthesized views were achieved. The results further
show that there is no improvement for the Poznan Street
sequence when considering the synthesized views.

Table II summarizes the complexity of the proposed
modes. The complexity increases in average by 6.2 percent
for encoding and 3.4 percent for decoding. An exception
is for Undo Dancer sequence, where the decoding time is
4.2 percent less than for the 3D-HEVC. This implies that, in
some cases, the proposed diffusion modes are more efficient

TABLE I. BD-PSNR FOR THE TESTED SEQUENCES (THE BIT RATE
CHANGE IN PERCENTAGE OF THE TOTAL DEPTH BIT RATE)

Sequence BD-rate(depth) BD-rate(virtual view)
(%) (%)

Undo Dancer -1.536 -1.247
Newspaper -0.282 -0.312
Poznan Street -0.465 0.026
Poznan Hall -0.642 -0.488
Average -0.731 -0.505

TABLE II. CODING COMPLEXITY (TIME RATIO BETWEEN PROPOSED
AND REFERENCE SCHEMES)

Sequence Encoding Decoding
Undo Dancer 1.041 0.958
Newspaper 1.055 1.096
Poznan Street 1.049 1.055
Poznan Hall 1.102 1.026
Average 1.062 1.034

Figure 6. A depth image from the first frame of Newspaper: the blocks
marked with red and yellow use the proposed modes that replaced the
DMM-TEX-WEDGE and DMM-TEX-CONTOUR respectively.

in decoding than some of the other intra modes in the 3D-
HEVC.

An example of block fragmentations and modes assign-
ments are plotted in Fig. 6. Our proposed modes are marked
with red and yellow color, which represent the two proposed
modes that replaced DMM-TEX-WEDGE and DMM-TEX-
CONTOUR, respectively. The total area covered by the
proposed modes is 2.33 percent of the entire image among
all intra prediction modes in Fig. 6.

The test results illustrate that better compression of depth
maps can be achieved with the proposed modes in 3D-
HEVC, and that the decoding complexity increases by less
than 4 percent. The proposed modes target only inter-
component prediction framework, and they cover a very
small percentage of the entire depth map. Thus the effec-
tiveness seems less significant. By replacing further intra-
modes by diffusion modes, it is likely that further depth
compression may be achieved.

The experimental results also demonstrate that the im-
provement for the quality of decoded depth is consistent.
This implies that the Laplace diffusion process can better
approximate the original depth signals than the constant
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partition value coding in 3D-HEVC under the given testing
conditions. The fast advancement in hardware processing
power will likely make high computational complexity less
of a problem in the future.

This work aimed at improving depth compression (re-
ducing bandwidth consumption) for a better quality of
synthesized views in 3D-HEVC, which is the state of the art
in coding of 3D video contents. With the proposed diffusion
modes, the proposed scheme outperforms the original 3D-
HEVC. As coding of 3D video contents has been attracting
many research attentions, we also aim at comparing our
scheme with other novel methods and improving the pro-
posed scheme further in the future research.

V. CONCLUSION

We have implemented two modes using diffusion in 3D-
HEVC for coding of depth map and replaced two inter-
component prediction modes by the proposed modes. They
utilize edges from the associated texture and diffuse depth
values in the block by using Laplace equation with texture
edge constraints.

The experimental results illustrate that the proposed
modes can improve the compression efficiency for depth
map coding, and that the complexity increases by 3.4 percent
in average for the decoding. When considering the quality
of synthesized views, the bit rate saving can reach around
1.25 percentage of the total depth bit rate for the tested
MVD sequences. The bit rate saving is efficient, considering
that the proposed modes have been implemented in the
inter-component prediction framework only and cover a
very small percentage of the depth image among all intra
prediction modes.

Future works consist of better edge detection schemes to
reduce the partitioning errors for diffusion, investigating the
possibility of introducing diffusion into further intra modes,
optimizing the proposed modes with View Synthesized
Optimization (VSO) enable and subjective quality oriented
encoding by using the diffusion modes for a better view
synthesis.
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Abstract—In a modern video conferencing application, the
people participating at each client can be detected, tracked
and placed in a virtual scene where all persons are of equal
size and occupy a predefined rectangular space. This virtual
scene can then be rendered on screen instead of a whole
room with several people. As a result, a more immerse video
conferencing impression is created. At a Multipoint Control
Unit (MCU) it is beneficial to disassemble and reassemble
the video streams so as to create a custom video stream for
each client that only includes people that will be rendered
by that client in order to use the available bandwidth to
full capacity. In a conventional video coding approach, this
video reassembling operation is only possible by decoding all
incoming video streams, mixing in pixel domain and then
encoding all outgoing video streams. However, this operation
makes very high demands on the computational power of the
MCU. In this paper, we demonstrate how in the upcoming
video coding standard High Efficiency Video Coding (HEVC)
the encoder can be modified to enable a reassembling operation
that is HEVC compliant and works on a high syntax level in
the bitstream. Hereby, no entropy en- or decoding is necessary
which makes the operation very low complex.

Keywords- HEVC; video conferencing; video mixing; coded
domain; tiles; slices;

I. INTRODUCTION

Current video conferencing systems have the ability to
perform high quality, real time conferences between different
parties all around the world. However, the demand for
high video quality and a more immersive experience is
often opposed by the available bandwidth and computational
power at the central Multipoint Control Unit (MCU). In
order to achieve these goals, an immerse conference scenario
is considered in this paper that allows for a low complex
video reassembling operation at the MCU.

In classical video conferencing approaches each con-
nected endpoint has one camera. The captured video is then
encoded into two video streams: One with a high resolution
(e.g. 720p) and a second one with a lower resolution which
is used as a thumbnail. Both streams are transmitted to
the MCU, that decides which is the most active party and
forwards the high resolution video stream of this party to
all the other parties. The thumbnail views are always routed

A
B

C

A B C

Figure 1. Each person in the scene is extracted from the captured video,
scaled and placed side by side.

A B C

D E F G H I

Media
Mixer

Figure 2. Three clients transmit their processed video stream to the MCU.
The last most active people in the conference are E, B, C and I, descending
in this order.

to all endpoints. Of course, the active party does not receive
the high resolution video of itself but the high resolution
video of the last active party. Hereby, each party can see a
high resolution video of the active speaker and thumbnails
of the other parties.

In this scenario, a combination of face detection, tracking
and audio analysis is used in order to process the input video
and extract persons from the captured video. Each person
is then scaled and placed side by side (See Figure 1). This
video is then only encoded in high resolution and transmitted
to the MCU and from there to all clients (See Figure 2).
Each client decodes the incoming video streams from the
other clients and crops out only the last most active people
to render them on screen. In Figure 3 an example is shown in
which each client only renders the last most active speakers.

However, in this scenario the MCU transmits a lot of in-
formation to each client that the client discards after cutting
out the people that it is going to render on screen. It is obvi-
ous that the required bandwidth can be significantly reduced,
if the MCU supports a reassembling operation that allows
outputting individual streams for each client containing only
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Figure 3. Each client receives and renders only the last most active and
relevant people on screen. The last most active people in the conference
are E, B, C and I, descending in this order.

relevant parts of the video. In the conventional approach the
MCU would decode the incoming video streams, rearrange
the video in the pixel domain and re-encode a new stream
for each client. While this approach is simple, it has two
disadvantages: Running decoders and encoders requires a lot
of computing power at the MCU and has a negative impact
on the overall compression performance [1] [2].

In the following Sections, we introduce a method that uses
the upcoming video coding standard High Efficiency Video
Coding (HEVC) [3] and the concept of Tiles [4] in order to
logically split the video stream into sub-streams, with each
sub-stream containing exactly one person. The video stream
for each client can then be easily assembled in the MCU
by only copying packets from the input video streams and
altering some flags in the headers. After this operation, the
output streams are still compliant to the HEVC standard and
can be decoded by and device supporting HEVC.

Naturally, the proposed approach is not limited to
video conferencing applications. It can be utilized in all
applications where a video can be logically split into
separate areas and only some of these areas need to be
transmitted or the stream needs to be reassembled during
transport.

In the following Section II, selected topics from HEVC will
be presented that are used in the scope of the approach,
before stream reassembling operations (Section III) and
required encoder restrictions carried out in this approach
are explained in Section III and IV. Afterwards, the arising
compression loss due to the usage of Tiles and Slices
and due to the encoder restrictions is measured in Section
V. Finally, a conclusion about the approach is drawn in
Section VI.

II. HEVC

In order to split the video stream into sub-streams, Slices
and Tiles are combined in this approach to enable a high
syntax level reassembling operations. This Section will give
a brief overview of the HEVC tools and techniques that are
used and/or modified in the proposed method.

Tile 1 Tile 2

Tile 3 Tile 4

Slice 1

Slice 2

Slice 3

Figure 4. Subdivision of a picture with 24 CTUs into Tiles (left) and
Slices (right).

Tile/Slice 1 Tile/Slice 2

Tile/Slice 3 Tile/Slice 4

Figure 5. The picture is divided into 24 CTUs and into 4 Slices as well
as 4 Tiles of equal size. Each Tile and each Slice contains 6 CTUs.

A. Slices and Tiles

Both Slices and Tiles can subdivide a frame into logically
separate parts that can be decoded independently. Tiles are
defined via a number of Coding Tree Units (CTUs) for the
width and the height of the Tile and are therefore always
rectangular, while Slices simply contain a number of CTUs
that are laid out in raster scan order (See Figure 4). Slices
and Tiles can be used at the same time so that a Slice can
contain Tiles or a Tile can contain Slices. A special situation
can occur, when Slices and Tiles contain the same number
of CTUs. In this case, each Tile contains exactly one Slice
and the borders of Slices and Tiles match (See Figure 5).

Since Slices and Tiles do not allow prediction across
Tile/Slice boundaries or entropy coding dependencies, they
are independent with respect to the encoding and decoding
process [4]. Thus, Slices and Tiles can be processed in
parallel which can be utilized in parallel implementations
and lower the latency of the en-/decoding process [5] [3].

B. Bitstream Syntax

As in H.264/AVC, in HEVC all coded content is em-
bedded into Network Abstraction Layer (NAL) units, which
are byte aligned and have a header identifying the kind of
payload. A NAL unit can contain a Slice, but also different
kinds of parameter sets. Several NAL units form an Access
Unit (AU), where decoding an AU results in one decoded
picture and must thus contain at least all Slices of that
picture. Parameter sets contain information about the whole
sequence or one picture and are not entropy coded. Each
bitstream must contain at least one Sequence Parameter Set
(SPS) and one Picture Parameter Set (PPS), which are valid
until another parameter set of the same kind is referenced
(example in Figure 6) [3].
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SPS PPS Slice Slice Slice

NAL-
Unit Access Unit

Figure 6. Bitstream containing a Sequence Parameter Set, a Picture
Parameter Set and some Slices. More Access Units can follow of course.

Slice
Header

Tile 1/
Payload

Slice
Header

Slice
Header

...Tile 2/
Payload

Tile N/
Payload

Slice 1 Slice 2 Slice N

Figure 7. Structure of the Bitstream when using one Slice in each Tile
(colored parts are entropy coded).

In the bitstream each Slice is composed of a header and
a payload. While the header contains general information
about the Slice in high level syntax, the payload is entropy
coded and may contain several Tiles, if used. The end of a
slice is signaled using the end of slice flag which is the last
symbol coded for each CTU and is set if the current CTU
is the last CTU in the Slice. If the Slice contains Tiles, all
Tiles are either separated by fixed byte sequences in the
Slice payload or the byte positions in the Slice payload are
given in the corresponding Slice header. When using one
Tile per Slice, the payload of each Slice NAL unit contains
exactly one Tile, but no information about the Tile entry
points in the Slice payload is necessary (see Figure 7). Thus,
the bitstream appears to contain rectangular Slices that are
laid out in raster scan order in the Frame. Still, the definition
of column and row boundaries of the Tiles is present in
the sequence and/or picture parameter set and the Slices are
identified using the slice address given in the Slice header,
which is the raster scan index of the first CTU in the Slice
[3].

C. Inter-Prediction in HEVC

In HEVC, each frame is subdivided into Coding Tree
Units (CTUs) and each CTU can be subdivided into Coding
Units (CUs) of different sizes. Each CU can then be split into
one, two or four Prediction Units (PUs), which are predicted
using either motion compensation or intra prediction. An
example for the partitioning of a CTU into CUs and PUs is
shown in Figure 8 [3].

There are two different ways of signaling motion infor-
mation for inter prediction to the decoder:

1) A PU can use the so called merge mode where the
reference frame index and the motion information for
the current PU are inferred from a neighboring PU.
In order to merge a PU, a candidate list is filled
and only the index of this list is encoded into the
bitstream. The order in which neighboring PUs are
added is standardized so the decoder can build an
identical merge candidate list. A candidate is only

Figure 8. Example for a partitioning of a CTU in CUs (black) and PUs
(grey).

added when the corresponding PU exists, has inter
prediction related information and fulfills several more
conditions (e.g. if it is located within the same CTU,
Tile or Slice). There are two types of candidates (See
Figure 9): The ones taken from a PU within the same
frame (spatial candidates) and the ones taken from a
PU in a collocated frame (temporal candidates). While
the spatial candidates need to be in the same Slice/Tile
as the current PU, temporal candidates do not have this
restriction in general; the only restriction is, that the
candidate must be located in the same CTU line [3].

Current PU
Current PU

HCTU-Boundary

Figure 9. The spatial (left) and temporal (right) candidates that are checked
for motion vector prediction as well as merge mode.

2) When the merge mode is not used for a PU the
reference indices and motion information needs to be
explicitly encoded into the bitstream. However, also
in this case the motion information is not directly
encoded but it is predicted and only the motion vector
difference is encoded. In HEVC, Advanced Motion
Vector Prediction (AMVP) is used which works quite
similar to the merge mode. A list of possible prediction
candidates is created using neighboring candidates as
well as temporal candidates. Afterwards the chosen
index as well as the motion vector difference is
encoded into the bitstream [3].

III. STREAM REASSEMBLING

In this Section a high level reassembling operation is
proposed. The usage of Tiles and the reassembling operation
are similar to the proposed method in [6]. However, in
[6] the definition of Slices and Tiles is changed in order
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to enable the reassembling operation. This results in an
output videostream that is not HEVC compliant and requires
changes on the decoder side. The reassembling operation
that is presented in this Section however, only utilizes
changes on the encoder side and thus is always HEVC
conforming. This allows any HEVC compliant decoder to
decode the resulting bitstream.

As described in Section II, Tiles can be used to split the
video stream into rectangular areas with each Tile containing
one person. However, if only multiple Tiles are used, the
Tiles cannot be rearranged as freely as the application
requires. The problem is the end of slice flag, which is only
set for the last CTU in the last Tile. If we were to insert
the last Tile with the end of slice flag set at a different
position than that of the last Tile, the set end of slice flag
would be received before all CTUs of the Slice are decoded.
This results in a bitstream that is not conforming to the
HEVC standard and might not be decodable. In addition
the end of slice flag is entropy coded in the bitstream and
cannot be changed without entropy de-/encoding the Slice
payload.

In order to circumvent this limitation we use Tiles that
contain exactly one Slice as described in Section II-A. Since
the concepts of Slices and Tiles coincide in this situation,
we will use them synonymously hereafter. This way, each
person is contained in exactly one NAL unit that contains
one Tile/Slice. The people in the video stream can now be
reordered by simply inserting the correct NAL units into
the new bitstream while modifying the Slice headers and
some parameter sets. In the Slice header the slice address
has to be modified to match the position of the Tile in the
new video stream. Also the first slice in pic flag in the
Slice header has to be set or reset. Furthermore, several
parameters in the sequence and/or picture parameter set
have to be adjusted for the new arrangement of Tiles.
Concretely these are the pic width in luma samples
and pic height in luma samples values as well as
the num tile columns minus1, num tile rows minus1,
uniform spacing flag, colum width and colum height
syntax elements [3].

Overall, this reassembling operation is very low complex.
Only a few values in the slice headers have to be changed
and the entropy coded slice payload is simply copied to
the output stream while in the conventional approach a full
encoder as well as a full decoder is needed to create a similar
result.

IV. REQUIRED ENCODER RESTRICTIONS

The definition of Tiles and Slices in HEVC allows for
independent decoding of each person. The entropy coder
is reset after each Tile and prediction is generally not
allowed across Tile boundaries. However, this is only true
for dependencies within one frame. Some dependencies on
other Tiles in past frames that are in the reference buffer can

Figure 10. Decoding error after switching two Tiles due to dependencies
between the Tiles (right) and the original sequence (left).

HTile 1 Tile 2

Current PU

potential temporal
candidates

Figure 11. Temporal candidates of PU located at the edge of a Tile.

still exist. If these remaining dependencies are not removed,
decoding errors as shown in Figure 10 can occur when
information is referenced that changed in the reassembling
operation.

A. Modified Candidate Lists in AMVP and Merge

While creating the candidate lists for either AMVP or
Merge, the possible temporal candidate H is located outside
of the current PU and may be located outside of the current
Tile (See Figure 11). If information from candidate H is
used and H is located outside of the current Tile and that
Tile was removed or replaced by the reassembling process,
the information from candidate H cannot be determined by
the decoder. In this case, candidate H must not be used
for prediction. Also, it is possible that no Tile is present at
position H while decoding. This makes all candidates after
H unusable as well since the encoder cannot know if H will
be available at the decoder or not and thus cannot predict
how the candidate list after H is constructed at the decoder.
If no Tile is present at the position of candidate H at the
encoder, all candidates following the potential position of
candidate H are unusable as well, since a Tile at the position
of candidate H could be added during the reassembling
process.

A special case occurs when the PU is located near a Tile
boundary and merge mode is used to merge the motion
information from a neighboring PU. In this case the encoder
must not choose a PU for merging that has a motion vector
which would cause the current PU to be predicted from a
different Tile in the reference Frame.
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Tile 1

Tile 2

64 px

Figure 12. Motion vectors allowed by the standard (black) and the limited
motion range taking into account the PU size (red).

B. Resticting Inter Prediction to Tiles

In HEVC, motion vectors are allowed to cross Tile or
Slice boundaries. However, the information that is referenced
by a motion vector that crosses these boundaries may have
changed after reordering the Tiles. In order to only utilize
information that is also available at the decoder side we
limit the encoder search range near Tile boundaries. At the
boundary the dimension of the PU has to be taken into
account so that no part of the PU crosses the Tile boundary
(See Figure 12).

V. EXPERIMENTAL RESULTS

Using Tiles in a video as well as our restrictions on
motion vectors and prediction candidates results in a loss
in compression efficiency. In this Section we will evaluate
the loss resulting from these modifications.

A. Sequences

Corresponding to the scenario described in Section I, the
test sequences are composed of smaller sub-sequences that
each contain one person that has been cropped and scaled
from the original sequence. An example can be seen in
Figure 13. Each test sequence contains three or four sub-
sequences with a spatial resolution of 256×256 pixels which
corresponds to 4× 4 CTUs.

B. Experiments

The proposed encoder modifications were implemented
into the HEVC reference software HM version 6.0 [7].
The reassembling operation of the bitstream file was imple-
mented in Python and the rearranged bitstream was decoded
using the reference decoder to test HEVC conformance. For
the test set, three different configurations were tested:

1) The whole sequence without Tiles
2) The sequence using one Tile for each sub-sequence
3) The sequence using one Tile for each sub-sequence

and using the encoder modifications as described in
Section IV

The simulations were performed using the low delay main
configuration from the common test conditions [8], which

Figure 13. The test sequence Vidyo2 after cropping and scaling.
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Figure 14. RD-plot of the results for the simulations of sequence “Vidyo2”.

defines a set of coding parameters that are suited for low
latency video conferencing applications. The Quantization
Parameter (QP) range of 22, 27, 32 and 37 was used,
which spans the range of bitrates used in video conferencing
applications. In Figure 14, the Rate-Distortion (RD) plot of
the result for the simulations of the sequence from Figure
13 is displayed, where the other test sequences exhibit very
similar results. In Table I, the Bjøntegaard Delta-rate (BD-
rate) [9] overhead for the different scenarios, sequences and
color components are displayed and Table II shows the
average BD-rate overhead.

C. Evaluation

In general, Tiles as well as our modifications have a higher
impact on the performance at lower rate points (high QP).
This can be explained by the distribution of the bitrate in the
coded stream. While at high QP values a high percentage of
the available bitrate is used for the prediction information,
this distribution is shifted for low QP values where the
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Table I. BD-rate overhead when using Tiles or Tiles and our proposed
encoder modifications for each test sequence.

Sequence Y U V
SideBySide Tiles 5.26% 4.13% 6.96%

Tiles+Mod 8.69% 8.39% 7.28%
Vidyo1 Tiles 4.73% 2.13% 4.81%

Tiles+Mod 8.47% 6.03% 8.31%
Vidyo2 Tiles 2.92% 0.06% 0.10%

Tiles+Mod 5.02% 3.07% 1.66%

Table II. Average BD-rate overhead when using Tiles or Tiles and our
proposed encoder modifications.

Y U V
Tiles 4.3% 2.11% 3.95%
Tiles+Mod 7.39% 5.83% 5.75%

main part of the available bitrate is used for coding of the
transform coefficients. Table II shows the average rate losses
for using Tiles and for using Tiles in combination with our
encoder restrictions.

VI. CONCLUSION

In this paper, a method for reordering of Tiles in an HEVC
coded bitstream is proposed, that works on a very high
syntax level and does not require any entropy de-/encoding
of the bitstream. The resulting bitstream again conforms to
the HEVC standard and can be decoded by any conforming
decoder. In order to achieve this flexibility, Tiles were used
in combination with Slices and some modifications to the
encoder were applied to remove all remaining dependencies
between neighboring Tiles.
Using Tiles and the proposed encoder modifications yields
a small compression loss as shown in Section V. However,
it adds the ability to arbitrarily reorder Tiles in a low
complexity manner to create new bitstreams with different
layouts that conform to the HEVC standard. In addition, it
allows for parallel processing at the encoder as well as the
decoder.
The limitations of this method result from the definition
of Slices and Tiles. Since Tiles always contain a defined
number of CTUs, the resolution of the Tiles has to be a
multiple of the CTU size (usually 64 × 64 or 32 × 32). In
addition, Tiles are defined using a grid layout, so with the
proposed reordering operation, all Tiles must have the same
dimensions.
Although the implementation and experiments were done
using HEVC draft 6 [3], the key concepts used in the
scope of our approach underwent only small changes up
to the latest draft 9 [10] in a way that implementing the
described approach using draft 9 is still possible. This will
most likely also be true for the finished standard since only
small changes are to be expected from working draft 9.
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Abstract—Depth image based rendering (DIBR) plays an
important role in producing virtual views using 3D-video
formats such as video plus depth (V+D) and multi view-video-
plus-depth (MVD). Pixel regions with non-defined values (due
to disoccluded areas) are exposed when DIBR is used. In this
paper, we propose a depth-based inpainting method aimed
to handle disocclusions in DIBR from V+D and MVD. Our
proposed method adopts the curvature driven diffusion (CDD)
model as a data term, to which we add a depth constraint. In
addition, we add depth to further guide a directional priority
term in the exemplar based texture synthesis. Finally, we add
depth in the patch-matching step to prioritize background
texture when inpainting. The proposed method is evaluated
by comparing inpainted virtual views with corresponding
views produced by three state-of-the-art inpainting methods as
references. The evaluation shows the proposed method yielding
an increased objective quality compared to the reference
methods, and visual inspection further indicate an improved
visual quality.

Keywords-3D; video plus depth; warping; depth-image-based
rendering; inpainting;

I. INTRODUCTION

In recent years, Three Dimensional Television (3DTV)
and Free Viewpoint Television (FTV) have become hot
topics in the 3D research area. A common way to transmit
the 3D content required for these applications is to use
video-plus-depth (V+D) and multi view-plus-depth (MVD)
formats, as these ensure a display agnostic rendering of
virtual views for both stereoscopic and autostereoscopic
multiview displays. A required tool for V+D and MVD
formats is view synthesis, which creates content suitable
for each specific display type. A fundamental view synthe-
sis method is depth-image-based rendering (DIBR), which
produces virtual views using pixel dense texture and depth
information. Unfortunately DIBR brings inherent artifacts,
mainly caused by disocclusions [1]. Disocclusions are areas
that are occluded in an original view that is stored in the
format, which become visible in rendered virtual views.
Although MVD permits virtual views to be rendered using
information from not one but two or more V+D data
sets, there still exists a disocclusion problem that needs to
be addressed. Mainly due to content with a baseline that
significantly differs from that required by a specific display.

Inpainting methods aim to solve the disocclusion problem
by filling the unknown regions using neighborhood informa-

tion. Disoccluded areas can be considered as missing texture
information alone, as is being done by texture synthesis
methods [2]. Criminisi et al. proposed an efficient image
inpainting technique that combines the structural and textural
propagation into the missing regions [3]. However, this
method was not aimed at V+D or MVD formats and thereby
could not recognize the differences between foreground
(objects closer to the camera) and background parts (objects
away from the camera) in a virtual view. As a result
it propagates foreground information into the disoccluded
areas, which should only contain background information.
Daribo et al. extended the exemplar based inpainting to
address this limitation by introducing the depth constraint.
However, this method only reduces the problem to a degree
as it still partly propagates the foreground information into
disoccluded regions [4]. Gautier et al. extended the Criminisi
method by considering the 3D structure tensor as a data term
that identifies the strongest structure in the neighborhood,
and added the depth information to calculate the required
inpainting priorities [5]. Worth noting with these previous
work is that both Daribo et al. and Gautier et. al relies
on having true depth map available at the rendered virtual
view position. This assumption is in general not feasible or
realistic since the depth map of the virtual view also must
be estimated.

This paper proposes a novel method to inpainting for V+D
and MVD based DIBR. The proposed method relies on the
fundamental method introduced in [3] but enhanced using
the available depth information. In contrast to [4], [5], we
have not relied on having access to a true depth map but
instead considered a more general case with having a warped
depth map available in our inpainting process.

The outline of the paper is as follows: The related work
is briefly reviewed in Section II and the proposed inpainting
method is presented in Section III. The test arrangement and
evaluation criteria are described in Section IV. The results
and analysis are given in Section V and finally we conclude
the work in Section VI.

II. RELATED WORK

Criminisi et al. introduced the exemplar based texture
synthesis, which effectively replicates both structure and
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(a) (b)

Figure 1. Schematic illustration: (a) notation diagram; (b) warped view with
notations.

texture by using the advantages of partial differential equa-
tions (PDE) based inpainting method and non-parametric
texture synthesis. The quality of the inpainted image is
highly dependent on the order in which filling is performed.

For an input image I with an empty region Ω, also known
as hole, the source region Φ (the remaining part of the image
except the empty region) is defined as Φ = I − Ω. The
boundary between Φ and Ω is denoted as δΩ (see Fig. 1).
The basic steps of Criminisi’s algorithm are (i) Computing
the priorities on the boundary region and (ii) Finding the best
match using patch matching. Suppose a patch Ψp centered
at a pixel p for some p ∈ δΩ and the priority is computed
as the product of two terms:

P (p) = C (p) ·D (p), (1)

where C (p) is the confidence term indicating the amount
of non-missing pixels in a patch and the data term D (p)
gives importance to the isophote direction.

Once all priorities on boundary δΩ are computed, the
highest priority patch Ψp̂ centered at p̂ is selected to be filled
first. A block matching algorithm is used to find the best
similar patch Ψq̂ from which to fill-in the missing pixels:

Ψq̂ = arg min
Ψq∈Φ

{d(Ψp̂,Ψq)} , (2)

where d is the distance between two patches defined as sum
of squared difference (SSD). After the most similar patch
Ψq̂ is found, the values of the hole pixels in the target patch
ṕ|ṕ ∈ Ψp̂ ∩ Ω are copied from their corresponding pixels
inside Ψq̂. Once the patch Ψp̂ is filled, the confidence term
C (p) is updated as follows:

C (q) = C (p̂),∀q ∈ Ψp̂ ∩ Ω. (3)

Daribo et al. extended the Criminisi method first by
introducing a depth regularity term in the priority term
calculation in (1). The depth regularity term is defined as the

inverse variance of the depth patch centered at p. Their depth
regularity term is described as controlling the inpainting
process such that the filling order favors the background.
Furthermore, the patch matching step is modified by search-
ing for a best patch in both the texture and the depth domain.

Gautier et al. followed the Darios method in considering
depth map to help the inpainting process, but introduced a
3D tensor as a data term in the priority calculation of (1)
and a one-sided priority to restrict the filling direction. In the
patch matching step they also used a weighted combination
of the best patches as the final selected patch.

III. PROPOSED INPAINTING METHOD

The novelty of our proposed depth-based inpainting
method can be described in three steps:

A. Depth guided directional priority
B. Depth included curvature data term
C. Depth-based source region selection
Fig. 2 shows how these steps relate to the general inpaint-

ing process. Step A, consists of defining a depth guided di-
rectional priority that selects background patches to be filled
first. In Step B, we adopt the Curvature Driven Diffusion
(CDD) model similarly to [6] as data term D (p), and extend
the CDD model by incorporating depth information. Finally,
Step C excludes foreground information from the source
region, using depth constraints derived from the warped
depth. In the patch matching, a weighted combination of
- N best patches is used to define the target patch.

A. Depth guided direction priority

In this step, the boundary extraction block of Fig. 2 is im-
proved by using depth information to guide the filling such
that it starts from the background. This because disocclu-
sions result from depth discontinuities between foreground
and background, which makes filling the disocclusion from
the horizontal background side reasonable. The background
side of the disocclusion is obtained as follows. First, a one
sided boundary δΩ1 of the disocclusion area is obtained
by applying the convolution operation on a disocclusion
map (DM) as given in (4). Second, the directional priority
selection is further improved by using a depth constraint on
δΩ1, such that pixels whose depth values are less than M
percent of the maximum depth value in the warped depth
map are selected (see the blue colored border in Fig. 1(b)):

δΩ1 = DM ∗H (4)

δΩ
′

1 = δΩ1(q)|q∈δΩ1∩(Z(q)<M ·max(Z)), (5)

where δΩ
′

1 is the depth guided boundary, Z is the depth
map and Z(q) is the depth value at pixel location q. The
convolution kernel H is defined as follows, depending of
from which direction the warp is performed:
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H =



0 0 0

1 −8 0

0 0 0

 if left warped view;

0 0 0

0 −8 1

0 0 0

 if right warped view.

(6)

Once the hole boundary is obtained, using (4) and (5),
priorities are calculated according to (1) utilizing the pro-
posed data term (10). Then the holes in the background
regions are filled using the depth guided direction priority.
The filling process continues with the one sided boundary
priority and finally the holes which are not filled using
the one sided boundary priority are processed with total
boundary extraction.

B. Depth included data term

As the data term in the general inpainting process we
adopt, and add depth to, the CDD model in order to consider
the depth curvature along with the texture. The CDD model
uses the strength and geometry of an isophote [7], where
the latter obtained using scalar curvature. The CDD model
is defined as follows:

g (s) = sα, s > 0, α ≥ 1 (7)

kp = ∇ ·
(
∇Ip
|∇Ip|

)
(8)

∂Ip
∂t

= ∇ ·
(
g(|kp|)
|∇Ip|

∇Ip
)
, (9)

where kp is the curvature of the isophote through some
pixel p, ∇· is the divergence at p, and g is the control
function to adjust the curvature. The conductive coefficient
of CDD model is influenced by the isophote strength and
curvature. By incorporating the CDD model as a data term
in the proposed method and setting α = 1 in (7), the data
term becomes:

D (p) =

∣∣∣∣∇ · ( kp
|∇Ip|

∇Ip
)∣∣∣∣ , (10)

The depth information is considered as an additional channel
along with R, G, and B when calculating the curvature and
isophote values.

C. Depth-based source region selection

The patch-matching step in the proposed inpainting
method is an improvement of the method of [4] and [5]. The
improvement consists of classifying the source region using
depth information, in order to select similar patches from the

Figure 2. Block diagram of the inpainting method.

nearest depth range. The idea of separating the background
region has been previously employed by [8] using patch
averages. However, here we classify the source region to
enhance the patch-matching step. By considering Φ to be
the known source region, which contains both foreground
and background regions we avoid patch selection from
foreground region by sub-dividing Φ using depth threshold
Zc according to:

Φb = Φ− Φf , (11)

where Φf is the source region whose depth values are higher
than the depth threshold Zc.

The depth threshold has two different values depending on
the variance of the depth patch. If the variance of the depth
patch is greater than the threshold γ, the patch might contain
unwanted foreground values. The average value of the depth
patch is then instead chosen to deduct the foreground parts.
Otherwise, the patch contains the constant or continuous area
values and so the maximum value in the depth patch is used
as the depth threshold to get the best patch according to the
depth level. So the depth threshold Zc is defined as follows:

Zc =

{
Zp̂ if var(Zp̂(q)|q∈Ψp̂∩Φ) > γ;
max(Zp̂) otherwise.

(12)

Ψp̂ is the highest priority patch, Zp̂ is the depth patch
centered at p̂ ; and Zp̂ is the average value of the depth
patch. Zp̂(q) is the depth value at pixel q and γ is the
depth variance threshold.

Once the highest priority patch Ψp̂ and depth-based
source region Φb defined in (11) are computed, we search
for the best N number of patches within the source region.

Ψq̂ = arg min
Ψq∈Φb

{d(Ψp̂,Ψq) + β · d(Zp̂, Zq)} , (13)

where d is SSD, and β is a parameter to emphasize the
depth. The depth map is considered in the patch matching
process to find the similar patches in the depth domain and
simultaneously fill the disocclusion in the depth map along
with the texture.

The best N number of patches obtained from the patch
matching step are not equally reliable [9]. Therefore, we
adopt a weighted average of N patches when fill the missing
information of the disocclusion.
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Figure 3. Objective metrics PSNR and MSSIM of the investigated sequences; PSNR for each rendered frame at view position 4 of “Ballet” (a), at view
position 4 of “Break dancers” (b), at view position 4 of “Lovebird1” (c); MSSIM for each rendered frame at view position 4 of “Ballet” (d), at view
position 4 of “Break dancers” (e) and at view position 4 of “Lovebird1” (f).

IV. TEST ARRANGEMENT AND EVALUATION CRITERIA

Results from the proposed method are evaluated by ob-
jective measurements as well as visual inspection. A set
of 10 frames are selected from the three MVD sequences
“Ballet”, “Break dancers” and “Lovebird1” for objective
evaluation. All three sequences have a spatial resolution
of 1024x768 pixels. The two first sequences are captured
with 8 cameras and a baseline of 300 mm and 400 mm
respectively [10]. The third sequence is captured with 12
cameras and a baseline of 35 mm [11]. The chosen MVD
sequences have characteristics that make them suitable for
testing different disocclusion filling attributes of inpainting
methods. The “Ballet” sequence has large depth disconti-
nuities at two different depth ranges, which results in big
disocclusion areas at different depth levels. The “Break
dancers” sequence has a large number of objects located
in almost the same depth level. The “Lovebird1” sequence
has complex texture and more structured background, with
larger depth discontinuities.

All sequences are used in a DIBR of V+D scenario with
full reference evaluation possible, i.e. access to ground truth
texture and depth is available. More specifically, the first
two sequences renders view 4 from view 5 and in the third
“Lovebird1” sequence, view 4 is rendered from view 6. Post
processing is applied on the rendered view and the depth

to remove the cracks and ghosting artifacts before starting
the inpainting process. Important parameters of the proposed
inpainting method is a patch matching window size of 120
pixels, M = 0.4, γ = 80 in (12), β = 3 in (13), and N = 5.
For evaluation purposes, two objective evaluation metrics
are considered: peak signal to noise ratio of the luminance
component (Y-PSNR) and mean structural similarity index
(MSSIM).

V. RESULTS AND ANALYSIS

The rendered and inpainted virtual views were generated
and compared for disocclusion handling using methodol-
ogy presented in the previous. Results from the objective
evaluation are shown in Fig. 3. The PSNR and MSSIM
graphs consistently demonstrate that the proposed depth-
based inpainting method performs better than the Criminisi,
Daribo and Gautier methods. Fig. 4 shows the rendered
views with disoccluded areas (denoted with white color) and
inpainting methods results of the “Ballet” and “Lovebird1”
images for visual comparison. Note that the disocclusion
regions in Fig. 4(c) and (d) are filled with foreground
information since no depth is available to assist the filling
process. Although the Daribo and Gautier methods are aided
with true depth information, there still exists artifacts in
the virtual views disocclusions. The proposed inpainting
method shows visual improvements with respect to all the
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reference methods, although it is operating in a more realistic
setting where only warped depth information is available.
The results from Fig. 4(i) and (j) show that the proposed
method propagates the required neighboring information
into the disocclusions region, retaining both smooth areas
(at the left side of the “Ballet” image) and continuing
neighborhood structure (on the curtain in the “Ballet” image
and at the head of the women in the “Lovebird1” image).
The proposed method still show some jaggedness effects
at object boundaries, which is due to constraints on the
source region selection and patch matching. In summary, the
proposed method performs better than the reference methods
both objectively and visually, which is a result of utilizing
the depth-based direction priority, the depth included data
term and search constraints incorporating depth information.

VI. CONCLUSION

We have proposed a new depth-based inpainting method
to fill disocclusions in a virtual view by employing a
depth guided directional term, a depth enhanced curvature
driven diffusion model and depth searching constraints in
the exemplar based texture synthesis. The results of the
proposed method have been compared with the inpainting
method of Criminisi, Daribo and Gautier using objective
quality metrics and visual inspection. Both ways of eval-
uating consistently demonstrates that the proposed method
offers an improved quality. In future work, we will focus
on reducing the computational time that is inherent with
processing large disocclusions, temporal consistency, and
more elaborate subjective tests to further validate our results.
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[3] A. Criminisi, P. Pérez, and K. Toyama, “Region filling and
object removal by exemplar-based image inpainting,” IEEE
Transactions on Image Processing, vol. 13, 2004, pp. 1200–
1212.

[4] I. Daribo and B. Pesquet-Popescu, “Depth-aided image in-
painting for novel view synthesis,” in Multimedia Signal
Processing, 2010, pp. 167–170.

[5] J. Gautier, O. L. Meur, and C. Guillemot, “Depth-based image
completion for view synthesis,” in 3DTV conference, 2011,
pp. 1–4.

[6] S. Li, R. Wang, J. Xie, and Y. Dong, “Exemplar image in-
painting by means of curvature-driven method,” in Computer
Science and Electronics Engineering (ICCSEE), vol. 2, march
2012, pp. 326 –329.

[7] T. F. Chan and J. Shen, “Non-texture inpainting by curvature-
driven diffusions (cdd),” J. Visual Comm. Image Rep, vol. 12,
2001, pp. 436–449.

[8] I. Ahn and C. Kim, “Depth-based disocclusion filling for
virtual view synthesis,” in ICME, 2012, pp. 109–114.

[9] Y. Wexler, E. Shechtman, and M. Irani, “Space-time com-
pletion of video,” IEEE Trans. Pattern Anal. Mach. Intell.,
vol. 29, no. 3, 2007, pp. 463–476.

[10] C. L. Zitnick, S. B. Kang, M. Uyttendaele, S. Winder, and
R. Szeliski, “High-quality video view interpolation using a
layered representation,” ACM Trans. Graph., vol. 23, no. 3,
Aug. 2004, pp. 600–608.

[11] G. M. Um, G. Bang, N. Hur, J. Kim, and Y. S.
Ho, “3d video test material of outdoor scene,” ISO/IEC
JTC1/SC29/WG11/M15371, April 2008.

140Copyright (c) IARIA, 2013.     ISBN:  978-1-61208-265-3

MMEDIA 2013 : The Fifth International Conferences on Advances in Multimedia

                         149 / 150



(a) (b)

(c) (d)

(e) (f)

(g) (h)

(i) (j)

Figure 4. Illustration of the different inpainting method results for the investigated sequence frames “Ballet” first frame in the coulmn1 and “Lovebird1”
190th frame in column 2; (a)(b) rendered view images (disocclusions are represented with white regions); (c)(d) The results of Criminisi method; (e)(f)
The results of Daribo method; (g)(h) The results of Gautiers method; (i)(j) The results of Proposed method.
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