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Abstract—Understanding the landscape of software vulnerabil-
ities is key for developing effective security solutions. Fortunately,
the evaluation of vulnerability databases that use a framework for
communicating vulnerability attributes and their severity scores,
such as the Common Vulnerability Scoring System (CVSS), can
help shed light on the nature of publicly published vulnerabilities.
In this paper, we characterize the software vulnerability land-
scape by performing a historical and statistical analysis of CVSS
vulnerability metrics over the period of 2005 to 2019 through
using data from the National Vulnerability Database. We conduct
three studies analyzing the following: the distribution of CVSS
scores (both empirical and theoretical), the distribution of CVSS
metric values and how vulnerability characteristics change over
time, and the relative rankings of the most frequent metric value
over time. Our resulting analysis shows that the vulnerability
threat landscape has been dominated by only a few vulnerability
types and has changed little during the time period of the study.
The overwhelming majority of vulnerabilities are exploitable
over the network. The complexity to successfully exploit these
vulnerabilities is dominantly low; very little authentication to
the target victim is necessary for a successful attack. And most
of the flaws require very limited interaction with users. However,
on the positive side, the damage of these vulnerabilities is mostly
confined within the security scope of the impacted components.
A discussion of lessons that could be learned from this analysis
is presented.

Index Terms—Vulnerabilities, Statistics

I. INTRODUCTION

Understanding the landscape of software vulnerabilities is
a key step for developing effective security solutions. It is
difficult to counter a threat that is not well understood. Fortu-
nately, there exist vulnerability databases that can be analyzed
to help shed light on the nature of publicly published software
vulnerabilities. The National Vulnerability Database (NVD)
[1] is one such repository. NVD catalogs publicly disclosed
vulnerabilities and provides an analysis of their attributes
and severity scores using the Common Vulnerability Scoring
System (CVSS) [2]. CVSS is used extensively by security
tools and databases and is maintained by the international
Forum of Incident Response and Security Teams (FIRST) [3].

The CVSS provides a framework for describing vulnera-
bility attributes and then scoring them as to their projected
severity. The attributes are metric values that are the input to
a CVSS equation that generates the score. It is the vulnerability
attribute descriptions (the metric values) that are of primary

interest to our work, although we also look at the raw scores.
The use of CVSS by vulnerability databases provides a suite of
low level metrics, encapsulated in a vector, describing the char-
acteristics of each vulnerability. CVSS was initially released
in 2005 [4], was completely revamped with version 2 (v2) in
2007 [5], and was updated with new and modified metrics in
2015 with the release of version 3 (v3) [6]. Note that a minor
update version 3.1 was released in 2019 [7], but the changes
therein do not affect our work. The software flaw vulnerability
landscape was thoroughly analyzed in the scientific literature
using v2 when it was first released [4], [8]–[13], but little work
has been done since to evaluate changes to that landscape over
time. Also in our literature survey, we did not find a single
study that uses the updated and significantly modified v3 to
understand the software vulnerability landscape.

In this paper, we use the CVSS v2 and v3 data provided by
the NVD to undertake a historical and statistical analysis of
the software vulnerabilities landscape over the period 2005 to
2019. More precisely, we conduct three studies analyzing the
following:

• score distributions,
• metric value distributions,
• and relative rankings of the most frequent metric values.

For our first study, we analyze and compare the distributions
of CVSS v2 and v3 scores as generated from the NVD
data. We then compare the empirical distributions against the
theoretical score distributions, assuming that all CVSS vectors
are equally likely (which is not the case, but it is illustrative
to evaluate the differences).

For our second study, we compute the distributions of the
CVSS metric values (i.e., vulnerability characteristics) for each
year. We then analyze the differences from 2005 to 2019 to
determine if and how vulnerability characteristics change over
time.

For our third study, we identify the most frequent metric
values and analyze their relative rankings from 2015 to 2019.
For each year and for both CVSS versions, we compute the
values of the top 10 observed vulnerability metrics as well as
their frequencies. We then generate parallel coordinates plots
showing the values and frequencies of each metric for each
year.

1Copyright (c) IARIA, 2021.     ISBN:  978-1-61208-843-3
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Our analysis shows that the software vulnerability landscape
has been dominated by only a few vulnerability types and
has changed very little from 2005 to 2019. For example, the
overwhelming majority of vulnerabilities are exploitable over
the network (i.e., remotely). The complexity to successfully
exploit these vulnerabilities is dominantly low while attackers
are generally not required to have any level of prior access to
their targets (i.e., having successfully authenticated) in order to
launch an attack. And most of the flaws require very limited
interaction with users. On the positive side, the damage of
these vulnerabilities is mostly confined within the security
scope of the impacted components. Few vulnerabilities obtain
greater privileges than are available to the exploited vulnerable
component.

Our findings are consistent with previous studies [8] (mainly
based on CVSS version 2). This indicates that the same
vulnerabilities are still being found in our software, suggesting
that the community has not been doing a great job correcting
the most common vulnerabilities.

The remainder of this paper is organized as follows. Section
II presents the CVSS data sets that constitute the basis of our
study. Section III gives the details of our analysis and our
discussion. Section IV provides a summary of related work
and Section V concludes.

II. THE CVSS DATASETS

CVSS consists of three metric groups: base, temporal,
and environmental. The base group represents the intrinsic
qualities of a vulnerability that are constant over time and
across user environments, the temporal group reflects the
characteristics of a vulnerability that change over time, and
the environmental group represents the characteristics of a
vulnerability that are unique to a user’s environment [6]. In
this work, we evaluate only the base metrics as no extensive
database of temporal scores exists and the environment met-
rics are designed for an organization to customize base and
temporal scores to their particular environment.

Tables I and II show the base score metrics and possible
values for v2 and v3, respectively. The CVSS base score
takes into account the exploitability (how easy it is to use
the vulnerability in an attack) and impact (how much damage
the vulnerability can cause to an affected component) of a
vulnerability apart from any specific environment.

The exploitability score is determined by the following:
• attack vector (v2 & v3): ‘the context by which vulnera-

bility exploitation is possible’,
• attack complexity (v2 & v3): ‘the conditions beyond the

attacker’s control that must exist in order to exploit the
vulnerability’,

• authentication (v2): ‘number of times an attacker must
authenticate to a target in order to exploit a vulnerability’,

• privileges required (v3): ‘the level of privileges an at-
tacker must possess before successfully exploiting the
vulnerability’, and

• user interaction (v3): a human victim must participate for
the vulnerability to be exploited.

TABLE I
CVSS V2 METRICS

CVSS v2 Metrics Metric Values
Access Vector (AV) Network (N), Adjacent (A), Local (L)
Attack Complexity (AC) Low (L), Medium (M), High (H)
Authentication (Au) Multiple (M), Single (S), None (N)
Confidentiality (C) Complete (C), Partial (P), None (N)
Integrity (I) Complete (C), Partial (P), None (N)
Availability (A) Complete (C), Partial (P), None (N)

TABLE II
CVSS V3 METRICS

CVSS v3 Metrics Metric Values
Attack Vector (AV) Network (N), Adjacent (A),

Local (L), Physical (P)
Attack Complexity (AC) Low (L), High (H)
Privileges Required (PR) None (N), Low (L), High (H)
User Interaction (UI) None (N), Required (R)
Scope (S) Unchanged (U), Changed (C)
Confidentiality (C) High (H), Low (L), None (N)
Integrity (I) High (H), Low (L), None (N)
Availability (A) High (H), Low (L), None (N)

The impact score (v2 & v3) is determined by measuring the
impact to the confidentiality, integrity, and availability of the
affected system. Also included (v3) is a scope metric that
‘captures whether a vulnerability in one vulnerable component
impacts resources in components beyond its security scope’.

A particular assignment of metric values is then used as
input to the CVSS base score equations to generate scores
representing the inherent severity of a vulnerability in general,
apart from any particular environment. The raw score in the
range from 0 to 10 is then often translated into a ‘qualitative
severity rating scale’ (None: 0.0, Low: 0.1 to 3.9, Medium:
4.0 to 6.9, High: 7.0 to 8.9, and Critical: 9.0 to 10.0) [6].

Vulnerability analysts apply the metrics to vulnerabilities to
generate CVSS vector strings. The vectors describe the metric
values, but not the CVSS scores, for a particular vulnerability
using a simplified notation.

The NVD is the ‘U.S. government repository of standards
based vulnerability management data’ [1]. It provides CVSS
vectors and base scores for all vulnerabilities listed in the
Common Vulnerabilities and Exposures (CVE) [14] [15] cat-
alog of publicly disclosed software flaws. We use NVD to
evaluate both CVSS v2 and v3 vectors and scores. The v2
data covers all CVE vulnerabilities published between 2005
and 2019. The v3 data ranges from 2015 to 2019 (only limited
v3 data is available prior to 2015). These coverage dates result
in the inclusion in our study of 118 173 v2 vectors and scores
and 55 441 v3 vectors and scores.

III. DATA ANALYSIS

We analyze the NVD CVSS data in order to better under-
stand the software vulnerability landscape. We investigate both
the current nature of the threat posed by the existence and
public disclosure of these vulnerabilities as well as how this
threat has changed over time. To achieve this, we conduct
the three studies described previously where we analyze the

2Copyright (c) IARIA, 2021.     ISBN:  978-1-61208-843-3
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following: score distributions, metric value distributions, and
relative rankings of the most frequent metric values.

A. Score Distributions

Fig. 1. Theoretical vs Empirical Score Distributions for CVSS version 3.
The y-axis shows the numerical values of the base scores of vulnerabilities.
The top figure is obtained by considering all possible assignments of metric
values, while the bottom figure corresponds to scores of actual vulnerabilities
discovered in software.

The top graph of Figure 1 shows the theoretical distribution
of the v3 scores (v2 scores are similar and not shown in
the paper due to space limitation. They can be found in the
appendix of [16]). These plots show what is expected if all
CVSS vectors (i.e., vulnerability types) are equally likely to
occur. Note how the theoretical distribution was designed,
by the FIRST CVSS committee, to spread CVSS scores
throughout the range with a somewhat normal distribution
with the most probable scores occurring in the middle of
the distribution (a little biased to the right). That said, it is
interesting in that for both v2 and v3 some scores are not
possible even though they lie within the valid range of score
values.

The empirical distribution is shown in the bottom of Figure
1 for v3. The empirical data indicates a predominance of
certain vectors (groupings of vulnerability characteristics) in
the real world. Thus, only a few vulnerability feature sets
describe the majority of publicly disclosed vulnerabilities. This
leads to the frequent use of just a very small number of scores.
A similar observation was made in a previous study of the v2
scoring system [8].

The results observed with v3, which uses data from 2015
to 2019 (since v3 vectors are not generally available prior to
2015) are similar to those with v2, which uses data from 2005
to 2019. Hence, the long-term obtained with CVSS v2 data is
confirmed by the shorter-term data of CVSS v3.

B. Metric Value Distributions

To investigate more carefully (in order to identify) possible
differences per year and trends over time, we focus on the
distributions of each set of metric values per year over the
time period of study. Figure 2 provides the histograms for v3
from 2015 to 2019. We have also plotted the histograms for
v2 [16], which cover from 2005 to 2019. The inclusion of v2
in the study allows for a comparison over 15 years as opposed
to being limited to just 5 years with v3, due to its more recent
development.

The histograms for individual metric values for v3 appear
almost the same year to year for the 5 years of study. This is
the same in v2 over the longer time period of 15 years with
some small exceptions: in 2014, the attack vector (AV) value
of adjacent had some significance. According to the NVD
team [17], this was a one time anomaly due to more than 800
CVEs all being announced simultaneously by an organization
doing analyses on phone apps. The Attack Complexity (AC)
value ‘Medium’ increased some from 2007 onward, but then
was steady, the Authentication (Au) value ‘Single’ increased
slightly over the years, and the Confidentiality (C), Integrity
(I), and Availability (A) metric proportions between ‘None’,
‘Partial’, and ‘Complete’ varied slightly from year to year
while generally maintaining themselves about the same.

Overall though, the software vulnerability landscape for
publicly disclosed vulnerabilities has been almost static during
the period of study. This said, doing comparisons between the
v2 and v3 histograms, we see some differences, but this is due
to differences in the approaches of the two versions of CVSS.
These differences are primarily seen in regards to the metrics
C, I, and A, which we will discuss shortly.

Consider the AV metric which reflects the context by which
the vulnerability can possibly be exploited: Network (N),
Adjacent (A), Local (L), or Physical (P). Both data sets show
a high peak at N, a low peak at L and almost nothing
at A and P. This indicates that the overwhelming majority
of publicly disclosed software vulnerabilities are exploitable
over the network (i.e., remotely), and it has been that way
consistently through the period of study.

The AC metric describes the conditions beyond the at-
tacker’s control that must exist in order to exploit the vul-
nerability. When it is low (AC:L), the attacker can expect
repeatable easy successes, while when it is high (AC:H) the
attack is less likely to be successful. The data shows that the
AC metric is largely dominated by the values of AC:L for
v3 and AC:L and AC medium (AC:M) for v2. This indicates
that the set of publicly disclosed vulnerabilities have been
predominantly easy to exploit.

This “easiness” to exploit vulnerabilities is confirmed by
the other metrics for each CVSS version. For v3, the Privi-
leges Required (PR) metric describes the level of privileges
an attacker must possess before successfully exploiting a
vulnerability. The User Interaction (UI) metric captures the
requirements for a human user (other than the attacker) to
participate in the successful compromising of the vulnerable

3Copyright (c) IARIA, 2021.     ISBN:  978-1-61208-843-3
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Fig. 2. CVSS v3 metrics’ values distributions over the years

components. The data shows that in most of the cases, no
privilege is required and very little user interaction is needed
for a successful attack.

Similarly, with v2, the Au metric measures the number of
times an attacker must legitimately authenticate to a target in
order to be in a position to exploit a vulnerability. The data
shows that almost always, there is no authentication required
prior to exploiting a vulnerability. Sometimes a single authenti-
cation is required, but almost never is there a vulnerability that
requires multiple authentications in order to be successfully
exploited.

CVSS v3 introduced a new Scope (S) metric, which captures
the spill-over effect: how much a vulnerability in one vulner-
able component impacts resources in components outside of
its security scope. When the scope is unchanged (S:U), there
is no spill-over, while when the scope is changed (S:C) the
vulnerability will very likely affect other components. The data
shows that the scope metric has predominantly been S:U.

The last three metrics C, I, and A are common to both
CVSS versions. They capture the extent to which a successful
exploitation of a vulnerability will affect these three principles
of security on the effected component. With respect to these
metrics, the v3 data shows that the impact on C, I, and A
has predominantly been high (C:H, I:H, and A:H) with very
similar distributions for all the years. The v2 data also shows
a similar stationary behavior in the distributions. However, the
difference in the fraction of high for v3 and complete for v2
is notable. One might expect the high values in CVSS v3 to
be equivalent to the complete values for v2. However, this is
not the case as they are defined differently. According to the
NVD team [17] “the CVSS scoring systems are fundamentally
different regarding qualifications for CIA Partial/Complete
and Low/High. This is a common misconception due to the
nuances of the scoring systems. In addition to this, the NVD
takes the approach of representing the worst-case scenario
when information is lacking. This typically results in default

values of HIGH being attributed to a CVE unless data is
available that identifies a limitation to the impact or meets
qualifying text for the specification.”

C. Relative Rankings of the Most Frequent Metric Values

We now focus on the most prominent individual values of
the metrics, evaluating the rankings of the top 10 metric values
observed each year and providing a comparison between the
years. Figure 3 shows the rankings for v3 (the same plots
for v2 can be found here [16]). The y-axes show the top 10
most prevalent metric values, ordered from the least frequent
to most frequent. Thus, the set of metric values included in
the y-axis is significant (only the top ten are shown). The x-
axes show the years. Each (x,y) point indicates that in year x
the metric value at y has a rank indicated by the number in
the circle. The size of the circle is proportional to the number
of times that metric value appeared in a score in that year.
For example in Figure 3, in 2017, the metric value AV-N was
the fourth most frequent metric value within the set of all v3
vectors. However, in 2018 and 2019 this metric value became
the third most frequent. Notice that in general, a value might
appear in the top 10 of one year while not appearing in another
year. Whenever that happens, we rank that particular value 11
for all the years in which it did not appear.

For v3 (see Figure 3), we observed that the same top 10
values appeared from 2016 to 2019. Furthermore, only one
of those values is missing in the 2015 top 10. In addition,
these values were ranked almost the same over the years. The
top 2 are constant and in the same order over the time period
2015 to 2019. The top 4 and the bottom 4 (including the 11th
appended value) are also constant with minor changes in the
order they appear over the years. The v2 data shows similar
results (see [16]). This is another illustration of the stationary
threat landscape observed earlier. It also corroborates the ob-
servations in Figure 1, that the landscape has been dominated
by just a few vulnerability types.
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Fig. 3. CVSS v3 top 10 rankings

In conclusion, our data indicates that the vulnerability threat
landscape has been dominated by a few vulnerability types and
has not evolved over the years. The overwhelming majority
of software vulnerabilities are exploitable over the network
(i.e., remotely). The complexity to successfully exploit these
vulnerabilities is dominantly low and very little authentication
to the target victim is necessary for a successful attack.
Moreover, most of the flaws require very limited interaction
with users. The damage of these vulnerabilities has, however,
mostly been confined within the scope of the compromised
systems.

IV. RELATED WORK

There are many efforts to understanding the software vul-
nerability landscape. These efforts include reports by security
solutions vendors [18], [19], white papers from non-profits
such as MITRE [20] and SANS [21], as well as academic
papers. For CVSS, most studies focused on the aggregation
equation that produces the CVSS numerical scores represent-
ing the severity of the vulnerability. Surprisingly, we found no
studies on v3 despite its preponderance in commercial security
software.

Reference [8] is among the first statistical studies of the
CVSS scoring system. It evaluated v1 and proposed improve-
ments that contributed to the release of v2. Our study considers
both v2 and v3 (but does not try to improve on either).
Relative to the statistical evaluation, we consider our paper as a
continuation and update of the work in [8]. However, our work
uses data from a much longer time period. It also goes one step
further by analyzing association rules of vulnerability metrics.
It is worth noting that there are similarities between the
results of the two studies. For instance, both papers show the
predominance of certain types of vulnerabilities. Our historical
analysis (which was not performed in [8]) shows that this
predominance is maintained over the years.

Reference [11] considers CVSS v1 and v2 and analyzes how
effectively v2 addresses the deficiencies found in v1. It also
identifies new deficiencies. In contrast, our motivation was to
understand the threat landscape.

Reference [13] uses empirical data from an international
cyber defense exercise to study how 18 security estimation
metrics based on CVSS correlate with the actual Time-To-
Compromised (TTC) of 34 successful attacks. This study uses
TTC as a dependent variable to analyze how well different
security estimation models involving CVSS are able to ap-
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proximate the actual security of network systems. The results
suggest that security modeling with CVSS data alone does
not accurately portray the time-to-compromise of a system.
This result questions the applicability of the CVSS numerical
scoring equation. Our study focused on the raw CVSS vec-
tors, which represent the actual experts’ opinions about the
vulnerabilities.

Reference [22] uses NVD data to study trends and patterns
in software vulnerabilities in order to predict the time to next
vulnerability for a given software application. Data mining
techniques were used as prediction tools. The vulnerability
features used to aid the prediction are the published time
of each vulnerability and its version. We believe that these
features are not sufficiently informative. Instead, we directly
use the eight metrics from the CVSS base scores which
constitute the best available information covering large multi-
year sets of vulnerabilities.

Reference [23] also carried out a predictive study based on
the NVD/CVSS and ExploitDB [24] data. Using the CVSS
data, it attempts to answer two questions: (1) Can we predict
the time until a proof of concept exploit is developed based
on the CVSS metrics? and (2) Are CVSS metrics populated in
time to be used meaningfully for exploit delay prediction of
CVEs? The former is answered in the positive, while the latter
is answered in the negative. While using the same datasets,
our objective differs from that in [23]. We did not attempt to
predict the threat landscape; we provide a thorough historical
and statistical study of vulnerabilities for the last fifteen years.

The work in [25] is another assessment of CVSS. It
evaluates the trustworthiness of CVSS by considering data
found in five vulnerability databases: NVD, X-Force, OSVDB
(Open Source Vulnerability Database), CERT-VN (Computer
Emergency Response Team, Vulnerability Notes Database),
and Cisco IntelliShield Alerts. It then uses a Bayesian model to
study consistencies and differences. It concluded that CVSS is
trustworthy and robust in the sense that most of the databases
generally agree. This suggests that our focus on the NVD to
study the threat landscape is justified: studies using data from
the other databases will likely lead to the same conclusions.

All of the studies cited above are focused on v1 and v2. In
our literature survey, we did not find a single study that uses
the updated and significantly modified v3 to understand the
software vulnerability landscape. We believe that the present
paper is the first of this kind in doing so. Furthermore, our
study is the first to use association rule mining and co-
occurrence of vulnerability metrics’ values in an attempt to
characterize the software threat landscape.

V. CONCLUSION

Our data indicates that the vulnerability threat landscape
for publicly disclosed vulnerabilities has been dominated by a
few vulnerability types and has not significantly changed from
2005 to 2019. However, the underlying software flaw types
that enable these vulnerabilities change dramatically from year
to year (for example, see [26]). This means that many flaw
types result in vulnerabilities with the same properties. This is

bad news because it means, as a security community, it will be
difficult to eliminate certain vulnerability types because they
result from a plethora of underlying software flaw types.

Another concern is that the overwhelming majority of soft-
ware vulnerabilities are exploitable over the network. When
developing software, efforts should be made to reduce unnec-
essary connections, protect necessary ones, and require more
authentication where possible to reduce attack surface area.
Another significant issue is that most of the vulnerabilities
require no sophistication to be exploited (but again this is
hard to improve upon due to the many software flaw types
that allow this).

These two factors together combined with the finding that
most vulnerabilities require very limited interaction with users
facilitates the widespread hacking occurring today. Often in
security literature the human is cited as the weakest link. While
certainly humans can be exploited, within the set of CVE type
vulnerabilities, exploitation of humans plays a very minor role.
Hence, although training humans might always help strengthen
security, to obtain a better impact in this area, the priority
should be shifted to correcting these constant vulnerabilities.

Overall, this study documents the security community’s
inability to eliminate any types of vulnerabilities through
addressing the related software flaw types. In 15 years, the
vulnerability landscape has not changed; through the lens of
the metrics in this paper we are not making progress. Perhaps
we as community need to “stop and think” about the ways
we are developing software and/or the methods we use to
identify vulnerabilities. The security community needs new
approaches. We do not want to write this same paper 15 years
from now showing that, once again, nothing has changed.

Overall, this study shows that either we (the community) are
incapable of correcting the most common software flaws, or
we are focusing on the wrong flaws. In either case, it seems to
us that there is a need to “stop and think” about the ways we
are developing software and/or the methods we use to identify
vulnerabilities.
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Abstract—This paper is a systematic literature review of the 

compliance of blockchain with the General Data Protection 

Regulation act. Although there are contradictory opinions 

about the compliance of blockchain with General Data 

Protection Regulation amongst different researchers, in this 

paper, we conduct a systematic literature review on the topic to 

get a  perspective on previous studies and models to build a 

conceptual blockchain-based General Data Protection 

Regulation-mining two-way monetized auditor design upon 

existing solutions and models for an interactive software 

auditing the transactions between the data subjects and third 

parties. This review aims to answer the dilemma of the 

applicability of blockchain in auditing the transactions between 

the data subjects and data processors in the General Data 

Protection Regulation framework. Moreover, this paper 

discusses the implications and limitations and paves the path for 

future studies to elaborate on the concept. 

Keywords-blockchain; GDPR; consensus; auditor. 

I. INTRODUCTION 

Since the emergence of Bitcoin in 2009, based on 

Blockchain technology, a vast group of academic, industrial, 

and business innovators have become more and more attracted 

to using blockchain technology for their purposes such as 

researches, literature reviews, secure contracts, information 

sharing, and digital transactions due to its immutable, 

transparent, secure, and trustworthy characteristics [1][2]. 

Accordingly, blockchain could be the best solution for 

privacy protection and data processing transparency regarding 

its compatibility with the General Data Protection Regulation 

(GDPR) act that is effective since May 25th 2018 across 

Europe; however, there are contradictory opinions around its 

compatibility among scholars [3][4][5]. Numerous pieces of 

literature introduced the disruptive capabilities of blockchain 

as the most important revolutionizing invention after the 

Internet itself, considering its distributed consensus model [6]. 

A systematic review of more than 260 scholarly articles 

about blockchain applications from 2014 to the first quarter of 

2018 illustrates that only 24 had focused on the privacy and 

security area, with more than 1000 percent growth in the 

second half [7]. Hence, regarding the exponential soar in this 

field, and considering the launch of GDPR in the second 

quarter of 2018, this study scrutinizes the contrasting notions 

about the trending less-investigated concept of blockchain-

GDPR harmony and develops a conceptual model for an 

interactive software auditing the interactions between the data 

subjects and third-party data processors under the supervision 

of GDPR issuing-parties based on the previous scholarly 

designs [5]. Hence, the research question is whether a 

blockchain-based platform is capable of auditing the 

transactions between the data subjects and third-party data 

processors in the framework of GDPR or not? 

In this regard, this paper analyzes 49 articles and 

proceedings from 2016 to 2020 to pinpoint the applications 

and challenges of blockchain and GDPR compatibility of 

blockchain technologies. This review consists of two main 

time periods, before the launch of GDPR and after the launch 

of GDPR, and classifies the applications of GDPR in the 

mentioned periods to identify the gap for the inception of a 

blockchain-based GDPR auditing moderator, also at the same 

time, underpins the issues of implementation of such an 

application. Moreover, this paper discusses the implications 

and limitations and paves the path for future studies to 

elaborate on the concept. This paper contains five parts 

including introduction as Section I, literature review as 

Section II covering subtitles of review process, constructs, 

applications, and compliance, results as Section III, discussion 

as Section IV, and conclusion as Section V. 

II. LITERATURE REVIEW 

This study seeks the answer to the dilemma of 
applicability of blockchain in auditing the transactions 
between the data subjects and data processors in the GDPR 
framework that is provided by the EU and imposes strong 
obligations regarding security and privacy to all of the 
organizations around the world that collect or process any data 
related to the people in the EU [3]. 

Moreover, the findings of this study are related to the 
context of GDPR articles, and the level of analysis is the 
applications of blockchain technology, which are highly 
dependent on its components, mechanisms, and consensuses 
[8]. Consequently, the low diversity of the mechanisms of 
blockchain and the translation of the GDPR articles into 
logical machine algorithms are the limitations of this 
conceptual model that need further development in future 
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studies. Finally, the outcome of this study serves the interests 
of data subjects, third-party data processors, and the auditing 
organization for the GDPR acts. All the steps of this 
systematic review are explained in the following sections and 
depicted in Figure 1.  

A. Review Process 

To attain a holistic approach towards the proposed model, 

a preliminary search from 2016 to 2020 with the keywords 

“Blockchain Applications”, “Blockchain Issues”, 

“Blockchain Security”, “Blockchain Privacy”, and 

“Blockchain and GDPR” was conducted through Web of 

Science, Scimago Journal and Country Rank, and Google 

Scholar to help define the concepts, categorize the 

applications of blockchain, and assess its compatibility with 

GDPR. As a preliminary result, 89 articles and proceedings 

were selected for further investigations while after filtration 

on source journals and proceedings reliability, H5 index rate, 

citations rate, abstract and keywords relevancy, and result and 

conclusion validity and novelty, 40 articles and proceedings 

were found ineligible and 49 articles and proceedings were 

selected for the second round of filtration, as illustrated in 

Table I. Filtered articles and proceedings either have a high 

citation, a high H5 index from the publisher journal or 

proceeding, or a valuable content due to its novelty of 

publishing date. The initial inclusion and exclusion criteria of 

this systematic review are, respectively, the publication year 

of the study being between 2016 to 2020, the credibility of the 

study assessed by the citation rate of the study and H5 index 

rate of the publisher, the relevancy of the study evaluated by 

scanning the keywords and abstracts, and the novelty of the 

TABLE I.  DISPERSAL OF THE FOUNDED ARTICLES BY 

YEAR, H5 INDEX, CITATION, AND KEYWORDS 

Year 

No of 

Articles 

and 

Proceedings 

Min-

Max 

H5 

Index 

Min-

Max 

Citation 

Keywords 

2016 5 0-300 
118-
1098 

Applications, Crypto, 
Issues, Technology 

2017 6 0-231 1-518 

Applications, 

Concepts, 

Consensuses, Crypto, 
Issues, Privacy Smart 

Contracts 

2018 10 0-231 0-1159 

Applications 
Concept, 

Consensuses, Crypto, 

GDPR,  Issues,  
Privacy, Security,  

Smart Contract 

2019 19 0-169 1-339 

Applications, 
Consensuses, Crypto, 

GDPR, Issues, 

Privacy Security, 
Smart Contract 

2020 9 0-125 0-545 

Applications, 

Consensuses, Crypto, 

GDPR, Issues, 
Privacy, Security, 

Smart Contract 

Overall 49 0-300 0-1159  

results and conclusions. Regarding this criteria, the selected 

articles and proceedings were assigned into the subcategories 

of either supportive or key articles and proceedings, resulting 

in 21 supportive and 28 key articles and proceedings. 

The second round of filtration consists of the classification 

of the 28 key articles and proceedings based on whether they 

contain information concerning the definition of constructs, 

the applications of blockchain, or the compatibility of the 

blockchain and GDPR, resulting in 7 key articles and 

proceedings concerning constructs, 17 applications, and 4 

compatibility aspects. Finally, a three-step literature review 

reveals the definitions of the constructs, classifies the 

applications of blockchain, and demonstrates the 

compatibility of blockchain and GDPR. In each step, the 

minimum quantitative obligations are a minimum average 

citation of 150 or a minimum average H5 index of 65, and the 

minimum qualitative requirement is the verification of a 

supportive supervisory team including researchers with 

relevant research experience. 

B. Constructs 

In the first step of this systematic literature review, this 

paper derives the definitions of the foundational concepts and 

mechanisms embedded in blockchain technology and GDPR 

by reviewing 7 key articles and proceedings from 2016 to 

2020 to integrate the notions about the basis of the concepts. 

These articles and proceedings have an average citation of 150 

and an average H5 index of 65 with a citation range of 1 to 

518 and an H5 index rate of 19 to 112.  

GDPR is one of the largest and most difficult regulations 

in data privacy history issued by the European Union (EU) 

party across Europe with data subjects’ consent centricity. 

This regulation applies to all the data processors worldwide 

offering personal data-related goods and services to the 

citizens of the EU and the data processors located in the EU 

providing services for the rest of the world. Besides, the data 

subject’s consent should be withdrawable, the data should be 

removable, and the processing purpose of the third parties 

should be clear and accessible to the data subjects [9]. 

Moreover, one of the applications of the GDPR is the 

compensation of the data subjects suffering from data privacy 

violations. This reimbursement takes place by fining the data 

processors breaking the rules of GDPR, although this is only 

one-way monetized [3]. 

Blockchain technology is a synthesis of techniques of 

cryptography, algorithms, distributed consensuses, immutable 

databases, and distributed peer to peer networks that 

propagate blocks containing Hash as the modification notifier 

and function propagator, Timestamp as the time recorder of 

the transactions, and data subblocks containing specific 

programmed data [4][8]. 

Consensus algorithm enables the establishment of a 

mutual trust between the users of a blockchain network 

without any need for an administrative party to verify the 

transaction between them. In other words, the “consensus 

function is a mechanism that makes all blockchain nodes have 
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Figure 1.  Systematic Review Process. 

an agreement in the same message” [10]. 

Some consensus algorithms are like Proof of Work (PoW) 

that requires solving a complicated computational process to 

ensure authentication and verifiability to mine a block of 

transactions in a blockchain [7][11], Proof of Stake (PoS), 

which validates the users that present their holdings to 

generate the next block while another version of PoS is called 

Delegated Proof of Stake (DPoS), which aims at completing a 

distributed consensus in the system [7][11], and Zero-

Knowledge Proof (ZKP) that in private transactions makes the 

verifier believe that the target information exists in the 

transaction, although it does not reveal the real information 

[11].  

Smart contract is an agreement between doubtful 

members, implemented by the consensus mechanisms in 

which trusted transactions received by the blockchain can call 

the contract's public methods to use its data for processing 

[12]. 

C. Applications of Blockchain 

In the second step, this review divides the target period of 
the investigation into the before and after the launch of GDPR, 
which is 2016 to the first quarter of 2018, and the second 
quarter of 2018 to 2020, and scrutinizes the applications of 
blockchain in scholarly articles and provides a classification 
for the covered fields. The classification and dispersal of the 
applications of blockchain are shown in Table II. This table 
shows the number of articles and proceedings in each period 
and the applications that each has mentioned. 

In this step, 6 articles from the first period with an average 
citation of 462 and an average H5 index of 87 were scanned 
that had a citation range of 11 to 1098 and an H5 index range 

TABLE II.  APPLICATIONS OF BLOCKCHAIN DISPERSAL AND 

CLASSIFICATION BY H5 INDEX, CITATION, AND YEAR 

Period 

No of 
Articles 

and 
Proceedings 

Applications 
H5 

Index 
Citation Year 

2016                 

to                     

1st 
quarter           

of                 

2018 

6 

Healthcare, 

Privacy and 

Security, 
Finance, 

Database, IoT, 

Other 

31 11 2018 

Finance, 
Privacy and 

Security, IoT, 
Health care, 

Other 

35 518 2017 

Healthcare, 

IoT, Finance, 

Privacy and 

Security, Other 

19 97 2018 

Finance, Other 231 360 2017 

Finance, 
Privacy and 

Security, Other 

203 688 2016 

Privacy and 
Security, 

Finance, IoT, 

Other 

0 1098 2016 

Average 87 462  

2nd 

quarter 

of                 
2018                 

to                 

2020 

11 

Privacy and 

Security, 

Database, 
Healthcare, 

Other 

148 26 2019 

Healthcare, 

Finance, 

Privacy and 

Security, Other 

169 95 2019 

Finance, 
Privacy and 

Security, 

Healthcare, 
Database, IoT 

56 395 2019 

Healthcare, 

IoT, Other 
67 13 2020 

Finance, 
Privacy and 

Security, Other 

24 68 2018 

Other 125 46 2019 

Finance, 
Healthcare, 

Privacy and 

Security, Other 

35 0 2020 

Finance, 

Privacy and 

Security, Other 

174 377 2019 

Database, 
Other 

86 201 2019 

Finance, 

Database, 
Privacy and 

Security, Other 

99 128 2019 

Health care, 
Finance, IoT, 

Privacy and 

Security, Other 

67 13 2019 

Average 95 124  

Overall 92 243  
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of 0 to 231, also 11 articles from the second period with an 
average citation of 124 and an average H5 index of 95 were 
scanned that had a citation range of 24 to 174 and H5 index 
range of 0 to 395. The mentioned table classifies the 
applications of blockchain into Healthcare, Finance, 
Database, Privacy and Security, Internet of Things (IoT), and 
others, and illustrates that in these 5 years 17 key articles have 
mentioned these applications 62 times, although none has 
mentioned a blockchain-based application for the audition of 
the transactions between the data subjects and third parties in 
the framework of GDPR, even after the launch of GDPR. 

On the other hand, some articles have discussed the 
compliance of other blockchain-based applications with the 
GDPR act that will be investigated in the next section. 

D. Compliance of Blockchain With GDPR 

 In the third step, this review investigates the compliance 
of the concept of blockchain with the GDPR act. To achieve 
the result, the contradictory notions are extracted from 4 key 
scholarly articles and proceedings with an average citation of 
10 ranging from 1 to 28 and an average H5 index of 86 ranging 
from 77 to 112. The dispersal of GDPR inconsistencies of 
blockchain and their solutions are illustrated in Table III by 
classification of issues, solutions, H5 index, citation, and year.  
 On one hand, data immutability in blockchain technology 
is in contrast with the GDPR act that entitles the users to delete 
their data, on the other hand, one solution to tackle the crisis 
of data immutability in the blockchain is using techniques like 
Accenture that lets a trusted party alter the data block, Monero 

TABLE III.  DISPERSAL AND CLASSIFICATION OF 

BLOCKCHAIN INCONSISTENCIES WITH GDPR AND THEIR 

SOLUTIONS BY H5 INDEX, CITATION, AND YEAR 

N
o
 o

f 

A
r
ti

cl
e
s 

a
n

d
 

P
ro

ce
e
d

in
g

s 

GDPR 

Inconsistency 
Solution 

H
5

 I
n

d
ex

 

C
it

a
ti

o
n

 

Y
ea

r 

4 

Data Erasure, 

Privacy 

Smart Contract, 
Monero, 

Accenture Altering 

Technique, 
Hyperledger, 

Etherium 

77 7 2019 

Data Erasure, 
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77 2 2020 

Data Erasure, 

Privacy, Data 
Governance 

Layered 

Blockchain, Smart 

Contract, Digital 
Verification, Off-

Chain Storage 

77 28 2019 

Average 86 10  

that makes the data subjects untraceable, and Hyperledger that 
transforms blockchain to a code executable distributed 
computer [13]. Moreover, a Hyperledger Fabric permissioned 
blockchain can use smart contracts to detect trusted parties, an 
off-chain storage method to reduce data leakage, and 
eXtensible Access Control Markup Language to impose 
governance measures to tackle the inconsistency of 
blockchain and GDPR in a blockchain-based personal data 
management application [4]. 

Another prototype overcoming compliance issues is the 
German Asylum case that uses the layered architecture of 
information access and storage, private blockchain, and data 
depersonalization methods to harmonize the ongoing 
procedures with the GDPR [14].  

In another example, Personal Data And Identity 
Management blockchain-based application, with a human-
centric approach, designs layered blockchains with smart 
contracts, permissioned access, digital identity verification, 
and off-chain storage for consent and identity management 
and data monetization [9].  

III. RESULTS 

 This literature review reveals that although there has been 

a remarkable increase in the number of scholarly articles 

exploring the applications of blockchain in the privacy and 

security area before and after the lunch of GDPR, there is still 

a gap in unfolding high potential capabilities of blockchain as 

a GDPR-compatible technology, which is capable of 

providing the basis for the audition of the transactions 

between the data subjects and data processors. As disclosed 

previously, 17 articles and proceedings have mentioned the 

applications of blockchain 62 times from 2016 to 2020 while 

only 4 articles and proceedings have investigated its 

applications in GDPR-related topics like human-centric data 

management services or one-way monetized personal data 

management services [4][9][13]. Furthermore, none has 

indicated blockchain’s capability as a basis for a two-way 

monetized GDPR-mining auditing platform. 

  After extraction of the concepts and constructs of GDPR 

and blockchain from the literature, classification of the 

explored applications of blockchain, and investigation of 

technical compatibility of GDPR and blockchain, this study 

explicates that there might be illusive inconsistencies in the 

definitions of GDPR and blockchain at a superficial level; 

however, at a technical level techniques and technologies like 

Smart Contracts, Monero, Accenture, Hyperledger, Off-

Chain Storage, etc. reinforce the unseen bonds between the 

interrelated motifs of GDPR and blockchain [4][14]. 

 Consequently, after clarification of the compatibility of 

GDPR and blockchain regarding the research’s question, and 

after exploration of the previously proposed solutions and 

models, this study aims to fill the gap with a conceptual two-

way monetized GDPR-mining blockchain-based auditing 

platform to fulfill the necessity of an effective transaction 

auditor platform as a supervisory authority, which is capable 

of fining data privacy violators and rewarding trader data 

subjects. 
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IV. DISCUSSION 

After three rounds of systematic literature review and 
analysis containing definition extraction, application gap 
detection, and blockchain-GDPR compatibility assessment, 
this study develops a conceptual model based on the previous 
prominent GDPR-compliant blockchain-based data 
management applications and builds up the GDPR article 
mining concept and two-way monetizing contracts upon 
previous models.  

Previous models introduced in the reviewed papers were 
designed to enhance the security and privacy of managing 
personal data in the framework of GDPR with the help of 
blockchain technology, also one-way monetization is 
mentioned in one of the previously designed models [4][5][9]. 
 Although significant efforts have been made at a technical 
level for the management of personal data, there is still a need 
for an auditing platform capable of two-way monetized 
audition accompanied by the feature of the GDPR-mining 
concept. Therefore, this study aims to build upon previous 
models and conceptualize a two-way monetized auditing 
platform in which data processors can mine the GDPR acts as 
nodes in the blockchain. In this conceptual three-layered 
blockchain-based model, an issuing party acts as a supervisory 
authority that stores, audits, and monetizes the transactions 
between the data subjects and the third parties based on smart 
contracts. Figure 2 illustrates the model.  

This model consists of a public blockchain for the 
registration and credit evaluation of the third parties that 
permits all the data processors to register as a verified member 
on the blockchain and to interact with the data subjects in 
order to build up an agreement with them in the framework of 
a smart contract for the monetization of their relation 
regarding data processing and data trading [5][9]. This 
blockchain evaluates the data processors based on PoW 
consensus after completion of each cycle of transaction that 
goes through the three-layered blockchain and comes back 
with the result of the process. Data processors can mine the 
GDPR nodes and earn value and credit as long as they prove 

 

 

Figure 2.  Conceptual model of the three-layered blockchain-based 

auditor. 

more and more nonconflicting results with the GDPR nodes 
[7][11]. 

Also, a private blockchain of data subjects and their 
customized governance policies for communication with the 
third parties is an intermediate layer that stores all the 
information of the data subjects in blocks of data using 
consensus algorithms and techniques of data propagation and 
data alteration in order to empower the data subjects to chose 
how they want to share their blocks of data and when they 
want to share or withdraw their blocks of data 
[4][7][10][11][13]. In this blockchain, smart contracts clarify 
the agreement of monetization and data accessibility. In this 
regard, data processors send their request of fetching data with 
the transparently defined act of GDPR, which is needed to be 
taken into account, in the form of a PoS or DPoS consensuses. 
As long as data processors share their act, they can fetch 
information and mine GDPR nodes to elevate their credits 
[7][11]. Also, the ZKP consensus ensures the availability of 
information on the data subject side and the availability of 
funds on the data processor side for further monetization in 
the form of data trading or violation fining [11]. Monetization 
is based on the inputs of involved parties in the agreement of 
the smart contract. 

The third layer is a consortium blockchain of machine-
translated GDPR article nodes in which each node presents 
one specific article of GDPR and its requirements and 
relations. Requirements obligate the data processors to 
process the data in the framework of GDPR, and the relations 
present the possible connection of the different acts of GDPR 
as nodes in the blockchain. Each time a data processor reaches 
the information of a data subject through a smart contract, the 
transaction of fetching and processing of information goes 
through the GDPR layer for further evaluation and audition of 
the process. Moreover, a backward transaction containing 
processed information of the data subject comes back through 
the GDPR layer and notifies the data subjects about the way 
their information is being used. This backward transaction 
helps the evaluation of the third parties in an assessment cycle 
while the third parties can either enhance their credit as they 
mine more and more GDPR articles nodes or lose credit due 
to GDPR violations. 

Finally, all the transactions and information are stored on 
an off-chain server of the auditing issuing party that enables 
the issuing party to trace the footprints and audit the 
transactions based on the agreements between the involved 
parties to either reward the data subjects for selling the data or 
fine the third parties in case of GDPR-conflicting transactions 
[4][9]. For instance, as illustrated in Figure 2, at the starting 
point, data processor number 1 registers on the first 
blockchain via transaction 1 and requests the establishment of 
a smart contract with data subject A. After initiation of the 
monetization agreement and clarification of the act, it fetches 
the demanded data from the second blockchain and mines the 
related GDPR act number II. Eventually, after the process of 
the data at the end point, a backward transaction containing 
the processed data travels back to the start point, where a 
supervisory authority stores all the information of the 
transaction on the off-chain storage and audits the transaction 
based on the smart contracts in order to validate the GDPR-
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act mining of the data processor and monetize the transaction. 
Similarly, data processor number 2 goes through the same 
procedure via transaction 2, however it mines two GDPR acts 
due to the relevancy of its purpose to those acts. 

This is an early-stage conceptual design and needs further 
development due to its technical and practical limitations like 
the translation of GDPR acts into machine algorithms 
adjustable in the framework of blockchain, unavailability of 
customized blockchain mechanisms, and possible refusal of 
the involved parties for the implementation of such a platform. 

V. CONCLUSION AND FUTURE WORK 

To recapitulate, in three-rounds of systematic analysis, this 
paper extracts the proper definitions for the understanding of 
the concepts of blockchain and GDPR, classifies the 
applications of blockchain, and demonstrates that neither 
before nor after the launch of GDPR no scholarly article has 
mentioned the application of blockchain in auditing and 
monetizing the transactions between the third parties and data 
subjects. However, after the launch of GDPR, some scholars 
have investigated the inconsistency of blockchain-based 
applications with GDPR acts and proposed designed 
solutions. 

Finally, this study builds upon those designs and proposes 
an interactive conceptual GDPR-mining blockchain-based 
auditing model capable of GDPR node mining and two-may 
monetizing. This is an initial conceptual design and further 
investigation regarding practicality of the model needs to be 
done, and developments need to be made in the future. 
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Abstract— Collaborative Cyber-Physical Systems (CCPS) are 

those systems in which several Cyber-Physical Systems (CPSs) 

collaborate to achieve a common goal. However, safety 

verification for collaborative CPSs is a significant challenge. 

The challenges occur due to unexpected operating conditions 

which are, by definition, unknown at development time or due 

to the lack of composite hazard analysis for collaborative CPSs. 

In this paper, we present an approach to perform safety analysis 

for collaborative CPSs by introducing an enhanced Fault 

Traceability and Propagation Graph based on composite 

hazard analysis. This graph enables to determine the fault 

source, propagation scope and required safety guards to 

mitigate the faults. We use the platooning system as a case study 

and modify the original VEhicular NeTwork Open Simulator 

(VENTOS) to verify safety for the platooning driving system in 

a variable environment (an unexpected event). Our simulation 

results show that after applying our defined safety guards, all 

the member vehicles in platoon managed to avoid the collision.  

Keywords-Matrix; Cyber-Physical Systems; Hazard analysis; 

Platooning System; Safety Verification. 

I. INTRODUCTION 

Cyber-Physical System (CPS) is a controlled, reliable, and 
extensible complex and connected physical system, in which 
the physical module of the system is integrated with 
computational, communicational, and control capabilities that 
can interact with the human through sensors [1]. 

The safety of multiple CPSs collaborating with other CPSs 
becomes a challenging task for safety engineers due to their 
complicated, diverse, variable, and uncertain operational 
environments. Therefore, a technique that may provide 
enough safety for collaborative CPSs operating in variable 
and uncertain environments is required. Despite ISO 26262 
and IEC 61508 safety processes and procedures, the safety of 
multiple CPSs collaborating to achieve a common goal is a 
challenge as elaborated in [2]. Due to the variable and diverse 
operational environment of collaborative CPSs, safety 
assurance becomes a difficult task [3]. The unexpected 
behavior in collaborative CPSs can come from unintended 
behavior of the failure-free system due to its performance 
limitation or lack of robustness regarding the environmental 
variability (such as fog and rain) that may disturb the sensors 
and actuators or due to insufficient situational awareness. 
Collaborative CPSs, for example, platooning mostly operate 
in a variable, and uncertain environmental conditions such as 
extreme weather conditions in foggy and heavy raining 
scenarios. 

The focus of our paper is to investigate the collaborative 
nature of CPSs, analyze safety issues emerging during the 
collaboration of CPSs due to variabilities, trace the faults 
originating from the system collaborating in CPSs, and 
analyze the impact of a fault on other systems in CPSs in 
detail.  

In this paper, we enhance our previous Fault Traceability 
graph [11] by introducing new Fault Propagation and 
Traceability Graph (FPTG), Fault Propagation Graph (FPG), 
and Fault Back Traceability Graph (FBTG) to investigate the 
fault route, propagation scope of fault, fault origin and impact 
of fault other systems. This study is built on our previous work 
[11] that proposed a composite hazard analysis technique for 
collaborative CPSs based on the content relationships among 
the hazard analysis artifacts. We modified the original 
VENTOS [4] simulator to create hazardous scenarios such as 
fog, rain, and snow to validate our approach. After analyzing 
the hazards for platooning systems (an example of CCPSs) 
with FPTG, FPG, and FBTG, we verify the safe behavior of 
the platooning system at run-time by using the VENTOS 
simulator.   

The remaining part of the paper is organized as follows: 
Section Ⅱ presents the literature review. In Section Ⅲ, we 
present the proposed approach, and Section Ⅳ concludes this 
paper with some future research directions.  

II. RELATED WORK 

Designing a CCPS is a thorny challenging work due to its 
highly integrated physical, information, and communication 
modules. It demands higher reliability and robustness than a 
common system. The authors in [5] proposed a conceptual 
framework called A2CPS (autonomous CPSs) aiming to 
design and implement an autonomous supervision and control 
system. The purpose of this proposed framework was to 
reduce the probability of vehicle collision with resilient safety 
measures in a run-time fashion and control loop process.  

Medawar et al. [6] discussed the role of the run-time 
manager in SafeCOP to ensure continuous safety in truck 
platooning. The authors first specify the safety contracts based 
on the safety analysis of the local system, as well as the 
cooperative safety function. The study further argues that 
safety contracts must be examined during the design phase to 
check their validity. Zhang et. al [7] proposed a taxonomy that 
can be translated under the uncertainty of the predictive 
model. A self-healing model is proposed to ensure the 
sustainable safety of the CPSs. A domain-specific language 
(CyPhyML+) was proposed by [8] to identify the interaction 
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component and their uncertainties in collaborative CPSs. This 
language is an extension of CyPhyML [9]. In this approach, 
the semantic unit for heterogenous component interaction is 
identified within the collaborative CPS. The primary objective 
of this approach was to present the safety component and 
identifying unknown component interaction in CPSs ensuring 
safety. 

The behavior of a robot in a human-robot collaborative 
environment should be adaptable as per human actions as 
mentioned in [10]. The authors investigated the capability of 
the proposed architecture to ensure human safety in the 
production environment. The safety in human-robot 
collaboration is ensured through a closed-loop control system 
that is based on human vicinity to robots. 

III. PROPOSED APPROACH 

The collaborative nature of CPSs and their operations in 
dynamic and uncertain environments raise safety issues. 
Sustainable safety at run time in adverse weather conditions is 
a real safety concern. The hazard analysis in CPSs makes it 
possible for safety engineers to identify potential failures and 
provides safety guards to mitigate the faults in the system. 
Therefore, we propose an approach to analyze safe operability 
for collaborative CPSs as shown in Figure 1. In the first step 
of our approach, we analyze the behavior of collaborative 
CPSs and try to consider variability factors in the behavioral 
analysis of CPSs at development time. In collaborative CPSs, 
failure in one CPS may affect other CPSs with whom it 
collaborates.  

 

Figure 1. The proposed approach for analyzing safety in CCPS. 

We introduced content-based relationships in our previous 
work [11] among the hazard analysis technique to envision the 
relationship among faults coming from different systems and 
the impact of a specific fault on other systems collaborating in 
CPSs. A single hazard analysis technique is not sufficient to 
ensure the safety of collaborative CPSs. Composite hazard 
analysis is necessary to prevent such failures by introducing 
safety guards in time. Therefore, to perform safety analysis of 
collaborative CPSs based on composite hazard analysis 
technique, we introduce conceptual Fault Traceability Graphs 
(FTG) in our previous work [11] to visualize the relationship 
between the faults and safety guards. However, this approach 
does not consider the variabilities such as environmental (fog, 
rain, and snow, etc.), temporal, infrastructural, and spatial 

variabilities. Also, the graph does not provide information 
about the source of the faults, and the information about the 
hazard analysis through which the fault is analyzed.   

In this paper, we extend the FTG and developed FPTG. 
The FPTG aims to reflect the variabilities in CPSs and to 
visualize the impact of specific faults on other systems in 
CCPS, propagation scope, and origin of the faults. The FPTG 
shows the impact of a failure on other functionalities of 
collaborative systems and it shows the backward traceability 
of a fault as well, which is called FBTG. Another graph called 
FPG is also proposed to show all possible impacts of a specific 
fault on other systems. In the following subsections, we 
explain our proposed approach in detail. 

A. Collaborative Behaviors of CPSs 

To analyze the collaborative behavior of CPSs, we take the 
platooning CPS as a running example. In the platooning 
system, several vehicles form a platoon where the follower 
vehicle of the platoon maintains a short inter-vehicle distance 
with the preceding vehicle to improve traffic flow, reduce 
traffic congestion, and reduce fuel consumption [12]. The 
platooning system uses Cooperative Adaptive Cruise Control 
(CACC) where platooning vehicles communicate with each 
other to create synergy in their cooperation.  The vehicles in 
the platooning system can also use an Adaptive Cruise Control 
(ACC) unit when necessary. In ACC mode, the platooning 
vehicles rely on onboard sensors instead of depending on 
other vehicles. As the distance among the vehicles is very 
short, therefore, the leader’s failure can be propagated to other 
vehicles, as a result, a hazardous scenario may occur. 

B. Safety Requirements 

The safety requirements are those requirements that are 

defined to reduce the risk in any system. These requirements 

are also like other requirements, first specified at a high level, 

for example, it is needed to reduce a given risk. These 

requirements must be refined and then supplied to the 

designer. In our approach, we first analyzed the collaborative 

nature of CPSs, then, we extracted the safety requirements to 

reduce the identified faults and ensure an acceptable level of 

safety in collaborative CPSs. Each safety requirement is then 

supplied to composite hazard analysis as an input. Then, we 

analyze the collaborative CPSs with our composite hazard 

analysis tool to identify the potential faults based on the 

safety requirements.  After performing the composite hazard 

analysis, we perform the failure analysis and verified whether 

the identified faults are removed from the system or not. This 

process is a loop process and this process is continued until 

an acceptable level of safety is achieved and the safety 

requirements are also revised according to fault status in the 

collaborative CPSs. 

C. Case Study: Composite Hazard Analysis of Platooning 

with CPSTracer 

In the platooning CPS, where the movement of vehicle 

group collaborates to reduce the inter-vehicle distance which 

benefits the better usage of road infrastructure by allowing 

more vehicles to use a given stretch of road, improve energy 
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efficiency by reducing the aerodynamic drag [13]. On the 

other hand, reducing the inter-vehicle distance also leads to 

creating safety concerns in vehicles participating in the 

platooning. The safety of collaborative CPSs can be ensured 

by analyzing the safety of the system considering the 

potential uncertainties. The main objective of hazard analysis 

is to identify the potential hazards, analyze the faults, and 

measurement of possible damage. As mentioned, a composite 

hazard analysis technique can trace fault propagation in 

collaborative CPSs. In our previous work [11], we defined 

four relationships (i.e., influence relationship, inheritance, 

overlap, and supplement relationship) among Fault Tree 

Analysis (FTA), Failure Mode and Effect Analysis (FMEA), 

and Event Tree Analysis (ETA). The definition of 

relationships are as follows 

Influence Relationship: This relationship exists among the 

faults of the participating system in collaborative CPSs in 

which a fault of a system causes the failure of another 

participating system. 

Inheritance Relationship: This relationship exists when two 

or more system participating in collaborative CPSs shares the 

same operational and functional constraints. This relationship 

also exists among the faults of the participation system in 

CCPSs. 

Overlap Relationship: This relationship exists among the 

faults and outcomes/consequences of failure in collaborative 

CPSs. There exist overlap relationships when the 

consequences of the failure of a system are the same as the 

consequences of the failure of another system. 

Supplement Relationship: This relationship exists among the 

safety guards and failures of the system in collaborative 

CPSs. When a system has safety guards to cope with the 

failure of another system in collaborative CPSs, this 

relationship is then established. This means that the safety 

guard for the failure of a system can be supplied to another 

identical failure of the system in CPSs. 

We developed a composite hazard analysis tool (i.e., 

CPSTracer) to analyze the potential hazards for collaborative 

CPSs. This tool helps to analyze the potential hazard with 

variability that a CCPS may face often. In our previous work 

[14], we extended FTA, FMEA, and ETA a.k.a. 

v_FTA,v_FMEA, and v_ETA to capture the variability in 

collaborative CPSs. Therefore we used our extended FTA, 

FMEA, and ETA to analyze the potential hazards due to 

variabilities (e.g., environmental, infrastructural, temporal, 

and spatial variability) for the platooning case study. 

 FTA is widely used for hazard and risk assessment in 

CPS. The FMEA is a structured method for system safety 

analysis to identify, evaluate, and score the potential failure 

for the system and its effects. ETA shows all possible 

outcomes stemming from a mishap event and takes into 

account additional events and factors i.e., whether or not 

installed safety barriers are working. ETA can be used to 

identify possible potential accident scenarios and sequences 

in a complex system. In the first step of the composite hazard 

analysis technique, an FTA is performed to identify the root 

cause of the failure of the platooning system. Let us consider 

that, one of the reasons for platooning failure is Car Collision 

(i.e., a top event in FTA). The top event in FTA is a failure of 

the system as a whole, which is in the case of the platooning, 

the participant vehicles were not collaborating, and as a result 

Car Collision has happened. An FTA consisting of five levels 

for the platooning is shown in Figure 2. The intermediate 

events and basic events are the root cause of the top event in 

FTA (i.e., Car Collision). Let us take the example of an 

intermediate event (i.e., Collision event) to analyze its root 

 

Figure 2. Hazard analysis of the platooning system with FTA and v_FTA. 
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cause in detail. We assume that the root cause of the Collision 

vent may be the Lidar sensor’s malfunction or incorrect 

decision by decision making algorithm or may be due to 

Incorrect Obstacle Detection by Proximity Sensor. In 

general, FTA doesn’t consider variability. The traditional 

FTA cannot capture the variability factors that lead to 

unexpected events at run time. We need to consider the 

variabilities while performing hazard analysis for 

collaborative CPSs. In our case study, we further investigated 

the intermediate event Incorrect Obstacle Detection by 

Proximity Sensor to find the more basic reason due to which 

Incorrect Obstacle Detection by Proximity Sensor event has 

happened with our extended FTA a.k.a v_FTA. Hence we 

come up with more basic events like Dense Fog, Tolerable 

Fog, Heavy Rain, and Light Raining. 

In the second step of our composite hazard analysis 

technique, we analyzed the potential hazards for the 

platooning with FMEA and extended FMEA also known as 

v_FMEA. We also introduce a new column in FMEA. This 

column contains the safety guards for each fault.  Let us take 

the example of the Camera Sensor failure, the causal factors 

of the Camera Sensor Failure may be due to weather 

conditions. To explore the more basic cause of Camera 

Sensor Failure, we investigate the more basic cause of 

Camera Sensor Failure with the v_FMEA. As we can see in 

Figure 3, after analyzing the Camera Sensor Failure with the 

 

Figure 4. Hazar analysis of platooning with ETA and v_ETA. 

 

Figure 3. Hazard analysis of  platooning system with FMEA and v_FMEA.. 
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v_FMEA, it is clear that the more reasonable causes of 

Camera Sensor failure are due to Fog, Rain, and snow. 

In the last step, we analyze the platooning with ETA in our 

composite hazard analysis tool. We analyze the variability 

factor for Proximity Sensor Malfunction with v_ETA. We 

investigated the Proximity Sensor Malfunction for variability. 

Figure 4 shows the hazard analysis of platooning with ETA, 

as well as v_ETA. 

D. Failure Analysis  

Collaborative CPSs require more effective safety analysis 

to provides better fault traceability, fault propagation, fault 

sources, impact analysis of the fault, and potential safety 

guards for faults. The identification of fault propagation is a 

challenging task especially in collaborative CPSs for safety 

engineers. The proposed FPTG can be used as a means of 

failure analysis in collaborative CPSs because it can visualize 

the potential faults that may lead to the failure of 

collaborative CPSs. We developed an algorithm that detects 

the content relationship among the hazard analysis artifacts 

and generates the FPTG.  

The FTPG is a directed graph in which the vertices 

represent the faults and safety guards, and the edges denote 

the relationships among the faults also relationships among 

faults and safety guards. Each node on the FPTG has 

complete information about the fault, its origin, and the 

hazard analysis technique used to analyze the faults. The 

colored edges on FPTG show the four content relationships 

as mentioned earlier. The arrow direction on FPTG 

determines the propagation of faults in collaborative CPSs. 

As CCPS consists of highly interconnected systems, a 

fault in a participant system may lead to activating many 

other faults in other systems. The information on the nodes 

of FPTG can also help the safety engineers to determine 

where exactly a safety guard should be provided to eliminate 

the fault and stop its propagation to another system. The fault 

traceability determines the fault routes in collaborative CPSs. 

It is necessary to demonstrate that a safety-critical system 

must fulfill the safety goal, and all identified potential 

hazards were eliminated. The FPTG can identify the safety 

guards to mitigate potential faults. Both FPG and FBTG are 

also directed graphs. In our developed tool, after generating 

the FPTG we can select any fault on FPTG to know about its 

propagation scope and its route by clicking on a particular 

fault. A separate subgraph also known as FPG is generated 

for that specific fault which tells us the propagation route of 

that specific fault. It also clearly depicts how much a certain 

fault on FPGT is critical for the collaborative system’s safety. 

The FBTG shows the traceability of a specific fault. By 

clicking on any fault on  FPG, we can generate FBTG which 

shows the back traceability of that specific fault.  

The relationships on FPTG, FPG, and FBTG are illustrated 

by color legends, as shown in Figure 5, Figure 6, and Figure 

7. The inheritance relationship is represented with a green-

colored edge, influence relationship with a purple edge, 

overlap relationship with a yellow edge, and supplement 

relationship with a red-colored edge. All variability nodes 

like environmental variability in the platooning system are 

represented by a black-bordered white colored circle to 

reflect the variability on FPTG, FPG, and FBTG. The node 

Dense Fog.[Platooning System.v_FTA_0] is an example of 

variability in Figure 5. In our case study, the node Wrong 

Decision.[ Platooning System.FMEA_0], influences the node 

Collision event.[ Platooning System.FTA_0] and 

Unpredictable car behavior.[ Platooning System.FTA_0]. 

Same as the node V2V communication failure.[Platooning 

System.FTA_0] and V2L communication failure.[Platooning 

System.FTA_0] inherits Communicational 

Failure.[Platooning System.FMEA_0]. As discussed earlier, 

the Overlap relationship exists when the failures of the 

 

Figure 5. Fault Propagation and Traceability Graph for platooning.  
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systems in CPSs are the same. The node Car Collision.[ 

Platooning System.FTA_0] overlaps the node Car collision.[ 

Platooning System.ETA_0]. The Supplement Relationship 

provides safety guards.  The node Detection Failure.[ 

Platooning System.FMEA_0] is supplemented by Check 

Secondary Sensor.[ Platooning System.ETA_1]. This means 

that the Check Secondary Sensor.[ Platooning 

System.ETA_1] is supplied as safety guards to mitigate the 

effect of Detection Failure.[ Platooning System.FMEA_0] 

and so on. Figure 5 shows the FPTG for platooning.  

The information within the square brackets represents the 

source of faults and the hazard analysis technique used to 

analyze the system to perform hazard analysis. For example 

in the node Collision event [Platooning system.FTA_0] on 

FTPG, Collision event is the description of the fault, 

Platooning system within the square bracket represents the 

system being analyzed and the origin of the fault. FTA_0 

represents, the Fault Tree Analysis technique used to analyze 

the platooning system.  

 

Figure 6. Fault Propagation Graph of platooning. 

By clicking on a particular fault on FPTG, we can generate 

FPG. The algorithm generates the FPG which represents all 

possible impacts of a fault on other systems. This helps the 

safety engineers to make possible steps to mitigate the faults 

by apply suitable safety guards. From FPTG, we clicked the 

node Wrong Decision.[Platooning System.FMEA_0] to 

generate the FPG, as shown in Figure 6.  

 

Figure 7. Fault Back Traceability Graph of platooning. 

To know about the root cause of the occurrence of a 

specific fault, we just need to click on the nodes on FPG. 

From FPG we clicked on the node Collision event.[ 

Platooning System.FTA_0]  to generate the FBTG. Figure 7 

shows the FBTG for the node Collision event.[Platooning 

System.FTA_0]. 

E. Safety Verification 

In platooning, vehicles may face several environmental 
variabilities such as fog, rain, snow, and rushing objects on the 
road that might affect the vision of platooning vehicles, and 
collision may occur. The effect of environmental variability 
on the platooning vehicle’s vision may lead to the collision of 
the whole platooning system. For example, if the platooning 
leader’s vision sensor is affected due to dense fog or heavy 
rain then it may cause the collision of follower vehicles 
because the distance between platooning vehicles is supposed 
to be short. 

After performing the hazard analysis for platooning with 
our developed tool we verify the behavior of platooning. The 
safety verification is necessary to confirm whether or not the 
identified faults in the system were removed. During the 
hazard analysis of platooning, we found that environmental 
variabilities such as fog, rain, and snow affects the vision 
(sensors) of cars in the platooning. We identified the potential 
faults that lead to the platooning collision during our 
composite hazard analysis. We first present a normal scenario, 
a hazardous scenario, safe scenario by applying a defined 
safety guard and then simulate these scenarios in VENTOS. 
In our simulation, we implement a platoon of size 5 (one 
leader denoted V0 and four followers denoted by V1..V4).  

Normal Scenario: Five vehicles are running in a platoon 
on a highway with a speed of 25km/h (max speed in VENTOS 
simulator), inter-vehicles distance (minimum) 4m, and V2V 
(vehicle-to-vehicle) and L2V (leader to vehicles) 
communication modes. The leader communicates with the 
roadside unit and obtains road status information and receives 
no accident or traffic congestion information. The platoon 
continues to drive on its route under normal weather 
conditions. The speed and inter-vehicle for the normal 
scenario of the platooning system are shown in Figure 8. 

 

Figure 8. Speed and inter-vehicle distance for the normal scenario. 

    Hazardous Scenario: The vehicles in the platoon were on 
the way to their final destinations under normal weather 
conditions. We modify the original VENTOS simulator to 
create unexpected scenarios such as fog, rain, and snow. At 
some point, the platoon faces dense fog, and the platoon leader 
transmitted a reduction of speed command to its followers. 
The platoon reduced its speed accordingly. Suddenly, the 
platoon leader collided with a non-platooning vehicle due to 
its perception failure. The immediate follower of the leader 
also collided with the leader while the last three platooning 
vehicles managed to stop without collision. The vehicles 
changed their mode from CACC to ACC, changed their lane, 
and continue to drive.  Figure 9 shows the simulation result of 
a hazardous scenario in terms of speed and inter-vehicle space. 
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As we see, at the time point 25, the leader vehicle faced dense 
fog and reduced speed gradually. At time point 27, a non-
platooning vehicle suddenly came in front of the leader 
vehicle and a collision has happened due to the inaccurate 
decision of the proximity sensor. However, vehicles V2, V3, 
and V4 managed to stop without collision and changed their 
mode to ACC, changed their lane, and formed a new platoon 
to continue their journey. 

 

Figure 9. Speed and inter-vehicle distance for the hazardous scenario. 

Safe Scenario: The vehicles in the platoon were on the way 

to their final destinations under normal weather conditions. 

At some point, the platoon faces dense fog, and the platoon 

leader transmitted a reduction of speed command to its 

followers. The followers reduced their speed as directed. The 

vehicles in the platoon were moving under fog by reducing 

their speed, a non-platooning vehicle suddenly changed its 

lane and came in front of the platoon. 

Figure 10.  Speed and inter-vehicle distance for safe scenario 
The leader vehicles detected it under dense fog and reduced 

its speed further to avoid the collision, by applying a safety 

guard, i.e., ‘Urgent Brake”. Figure 10 shows the implemented 

safe scenario in VENTOS. 

IV. CONCLUSION  

Collaborative CPSs are systems where multiple CPSs 

collaborate to achieve a common goal. However, safety 

remained a thorny challenge in collaborative CPSs due to the 

complex, diverse and variable operational environment of 

CCPS. The failure in one CPS of a collaborative CPSs may 

lead to the failure of other participant systems. Therefore, we 

proposed FPTG, FPG, and FBTG based on composite hazard 

analysis and content-based relationship to perform safety 

analysis. It enables to determine the fault route, the origin of 

faults, and its impact on other systems in a CCPS. We 

perform the safety analysis of platooning systems 

considering variability by using our developed tool and took 

the advantage of the VENTOS to verify the safe behavior of 

a platooning system. We are working on a learning-based 

approach to ensure safety verification in an on-the-fly 

situation by predicting the potential misbehavior in CPSs.  
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Abstract—This paper proposes a model-based approach for 
composition of Behavior Driven Acceptance Tests (BDATs) 
using Event Sequence Graphs (ESGs). ESGs are used to 
generate test sequences automatically. For the composition 
process of BDATs, the ESG formalism is extended with tags 
and the technique called elimination of tags by combination is 
introduced for tagged ESGs. The proposed approach improves 
testability of existing behavior driven acceptance test suites. It 
is validated through a real-life example. The results 
demonstrate the feasibility of the proposed approach. 

Keywords-model-based testing; event sequence graphs; 
behavior driven acceptance tests; Gherkin. 

I.  INTRODUCTION 
Behavior Driven Development (BDD) is focused on 

defining fine-grained specifications of the behavior of the 
targeted system [1]. In BDD, tests are clearly written using a 
specific ubiquitous language, such as Gherkin [2]. For 
developing Behavior Driven Acceptance Tests (BDATs), 
there are environments like Cucumber [2], which forces 
testers to use a test template using Gherkin language and 
environments like Gauge [3], which does not impose any 
language. The scope of this study is BDATs developed in 
Gherkin. 

Although Gherkin and its scenario template helps test 
designers in writing test cases, they do not guide test 
designers in test objectives. The test designer either develops 
BDATs in an ad-hoc manner or follows rules of thumb such 
as happy path testing and negative testing. In either case, the 
test designer is not certain about the completeness or 
coverage of the BDAT test suite. As a solution, this paper 
proposes to transform Gherkin scenarios into formal test 
models, so that the test designer can work on completeness 
and coverage of BDATs. 

The proposed approach assumes that clauses written in 
Gherkin can be represented by events. In that case, an event-
based formal model would fit better to BDATs. Therefore, 
this paper proposes the use of Event Sequence Graphs 
(ESGs) for modeling BDATs. To model a BDAT as an ESG, 
ESGs are extended with tags. This is one of the novelties 
presented in this paper. Another novelty presented here is the 
process of finding missing BDATs. To find missing BDATs, 
the proposed approach follows elimination of tags by 
combination. After the missing BDATs are completed, an 
ESG without any tags is obtained. The proposed approach is 
explained with a running example in Section III. For 
evaluation, a BDAT test suite is selected from GithubTM and 

the proposed approach is applied to this test suite. The results 
are shared in Section IV. 

The paper is organized as follows: In the next section, the 
formal definitions of ESGs are given along with examples 
and figures. The proposed approach is explained in Section 
III. Section IV gives an evaluation of the proposed approach 
along with a discussion in Section V. Section VI outlines 
related work, and the last section concludes the paper. 

II. FUNDAMENTALS 

A. Gherkin 
Gherkin uses a set of special keywords to give structure 

and meaning to executable specifications [2]. It provides the 
behavior definitions of the intended software not only to 
product owners and business analysts, but also to developers 
and testers [4]. Gherkin is a line-oriented language in terms 
of structure and each line has to be divided by the Gherkin 
keyword except feature and scenario descriptions [2]. In this 
paper, some of the Gherkin keywords; namely Feature, 
Scenario, Given, When, And, Then, are utilized. Throughout 
the paper, the terms Gherkin scenario, scenario, and BDAT 
are used interchangeably.  

Tests should be independent of each other so that they 
can be run in any order or even in parallel. This principle is 
also applied in developing BDATs. So, each BDAT should 
be run manually or automatically independent of other 
BDATs. However, they should also be composable so that it 
will be possible to execute a BDAT after a related one. 

B. Event Sequence Graphs 
A model of the system, which requires the understanding 

of its abstraction, helps in testing its behavior. A formal 
specification approach that distinguishes between legal and 
illegal situations is necessary for acceptance testing. These 
requirements are satisfied by event sequence graphs [5]. 

Differing from the notion of finite-state automata, inputs 
and states are merged in ESG, hence they are turned into 
“events” to facilitate the understanding and checking the 
external behavior of the system. Thus, vertices of the ESG 
represent events as externally observable phenomena, e.g., a 
user action or a system response. Directed edges connecting 
two events define allowed sequences among these events [5]. 
Definitions from 1 to 3 and related examples and 
explanations along with Figure 1 are taken exactly as they 
are from [6]-[9]. 
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Definition 1. An event sequence graph ESG = (V, E, X, G) is 
a directed graph where V ≠ ∅ is a finite set of vertices 
(nodes), E Í V´V is a finite set of arcs (edges), X,G Í V are 
finite sets of distinguished vertices with x Î X, and γ Î Γ, 
called entry nodes and exit nodes, respectively, wherein "v 
Î V there is at least one sequence of vertices áξ,v0, . . . ,vkñ 
from each ξ Î Ξ to vk = v and one sequence of vertices áv0, . . 
. ,vk,γñ from v0 = v to each γ Î Γ with (vi,vi+1) Î E, for i = 0, . 
. . ,k-1 and v ≠ξ,γ. 

 
To mark the entry and exit of an ESG, all ξ Î Ξ are 

preceded by a pseudo vertex ‘[’ Ï V and all γ Î Γ are 
followed by another pseudo vertex ‘]’ Ï V. The semantics of 
an ESG are as follows. Any v Î V represents an event. For 
two events v, v’ Î V, the event v’ must be enabled after the 
execution of v iff (v, v’) Î E. The operations on identifiable 
components of the GUI are controlled and/or perceived by 
input/output devices, i.e., elements of windows, buttons, 
lists, checkboxes, etc. Thus, an event can be a user input or a 
system response; both of them are elements of V and lead 
interactively to a succession of user inputs and expected 
desirable system outputs. 

 
Example 1. For the ESG given in Figure 1: V={a,b,c}, 
Ξ={a}, Γ={b}, and E = {(a,b), (a,c),(b,c),(c,b))}. Note that 
arcs from pseudo vertex [and to pseudo vertex] are not 
included in E. 
 

Furthermore, α(initial) and ω(end) are functions to 
determine the initial vertex and end vertex of an ES, e.g., for 
ES= (v0, . . . ,vk) initial vertex and end vertex are α(ES)=v0, 
ω(ES)=vk, respectively. For a vertex vÎV, N+(v) denotes the 
set of all successors of v, and N-(v) denotes the set of all 
predecessors of v. Note that N-(v) is empty for an entry xÎΞ 
and N+(v) is empty for an exit gÎΓ. 

 

 

Figure 1.  An ESG with a as entry and b as exit and pseudo vertices [ , ]. 

Definition 2. Let V, E be defined as in Definition 1. Then, 
any sequence of vertices  áv0, . . . ,vkñ is called an event 
sequence (ES) iff (vi,vi+1) Î E, for i=0, . . . ,k-1. 

 
The function l(length) of an ES determines the number of 

its vertices. In particular, if l(ES)=1 then ES=(vi) is an ES of 
length 1. Note that the pseudo vertices [ and ] are not 
considered in generating any ESs. Neither are they included 
in ESs nor considered to determine the initial vertex, end 
vertex, and length of the ESs. An ES = ávi,vkñ of length 2 is 
called an event pair (EP). 

 

Definition 3. An ES is a complete ES (or, it is called a 
complete event sequence, CES), if α(ES)=xÎΞ is an entry 
and ω(ES)=gÎΓ is an exit. 

 
A CES may or may not invoke no interim system 

responses during user-system interaction. If it does not, that 
means that it consists of consecutive user inputs and only a 
final system response. CESs represent walks from the entry 
of the ESG to its exit, realized by the form (initial) user 
inputs → (interim) system responses → ··· (interim) user 
inputs → (interim) system responses → ··· → (final) system 
response.  

III. PROPOSED APPROACH 
The proposed approach improves completeness of a 

BDAT test suite and enables coverage-based test sequence 
generation. With the assumption that Gherkin clauses can be 
represented by events, the proposed approach suggests the 
use of ESGs for modeling BDATs. To model a BDAT as an 
ESG, ESGs are extended with tags. This is explained first in 
this section. Then, how BDATs are combined using tagged 
ESGs is presented. After that, elimination of tags by 
combination process that is used to find missing BDATs is 
outlined. This section concludes with an example where all 
BDATs, i.e., original, missing, and additional BDATs, are 
composed into one ESG without any tags. 

A. Representation of BDATs with tagged ESGs 
Best practice for Gherkin scenarios is to describe 

behavior rather than functionality. 
 
A behavior driven acceptance test is a specification of the 

behavior of the system, which verifies the interactions of the 
objects rather than their states [10]. A scenario that makes up 
a BDAT is composed of several steps. A step is an 
abstraction that represents one of the elements in a scenario 
which are: contexts, events, and actions [1]. So, a Gherkin 
scenario template is as follows: 

 
Given context 
When event 
Then action 

 
Contexts, events, and actions can be represented by 

events. A context is formed after a sequence of events. For 
instance, the line Given I am on the homepage in a scenario 
indicates that the context is being on the homepage and the 
user can reach the homepage by a sequence of events. So, we 
can say that a context is the result of a sequence of events. 
Sometimes, the sequence of events may be empty. An action 
is an event or results in an event depending on your 
standpoint. For instance, the line Then product list is displayed 
in a scenario is the action of the software, but for the user it 
is an event. 

This paper proposes the use of event sequence graphs for 
modeling BDATs. To model a BDAT as an ESG, ESGs are 
extended with tags. 
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Definition 4. A tagged ESG is an ESG, where a node or 
vertex may contain a tag instead of an event. 

 
A tagged ESG is useful in transforming Gherkin 

scenarios or BDATs to ESGs. Contexts and actions are 
represented by tags and this way, tags become connection or 
composition points for ESGs. For instance, in the following 
Scenario cart02, Given event is tagged with #productPage 
and Then event is tagged with #shoppingBasket. Its ESG 
representation is shown in Figure 2. 

 
 Scenario: cart02 - Adding a product to cart 
  Given I am on a product detail page #productPage 
  When I select the amount 
  And I click the add to cart button 
  Then the product is added to my shopping cart 
#shoppingCart 
 

 

Figure 2.  Tagged ESG for Scenario cart02. 

Annotating Gherkin clauses with tags and representing 
BDATs with tagged ESGs enable us to combine BDATs. 

B. Combining two BDATs on tagged ESG 
To combine two BDATs, the following approach is 

proposed. Ending Gherkin clause can be combined with 
starting Gherkin clause if they have the same tag. This means 
two Gherkin scenarios can be run in a sequence. We can 
connect Scenario cart02 with Scenario check01 presented 
below, where Given event is tagged with #shoppingBasket 
and Then event is tagged with #orderConfirmed. ESG 
representation of Scenario check01 is shown in Figure 3. 

 
 Scenario: check01 - Successful checkout 
  Given I have added an item to my shopping bag 
#shoppingCart 
  When I proceed to the check out 
  And I enter valid delivery details 
  And I select a payment method 
  And I confirm the order 
  Then I am redirected to the thank you page 
#orderConfirmed 
 

 

Figure 3.  Tagged ESG for Scenario check01. 

As seen, tags are used as connection points. Following 
the approach presented in Section III-A, we can combine 
these two BDATs on a tagged ESG, since both are 
represented as a tagged ESG. The resulting tagged ESG is 
shown in Figure 4. 

 

 

Figure 4.  Tagged ESG for combined Scenarios cart02 and check01. 

C. Finding missing BDATs 
To find missing BDATs, elimination by combination is 

proposed. As seen in Section III-B, once two BDATs are 
combined using a tag, that tag is eliminated. Therefore, first 
all possible tagged scenarios or their graphical 
representations, i.e., tagged ESGs, are combined. It should be 
noted that a combined tagged ESG may be combined with 
another simple or combined tagged ESG. The goal is to 
reach an ESG without any tags, as shown in Figure 5. After 
all possible combinations are completed, if a tag remained on 
a tagged ESG indicates that there is a missing BDAT. If 
there are more than one tag, that may mean more missing 
BDATs. 

For instance, in the following Scenario acc03, Given 
event is tagged with #atHome and Then event is tagged with 
#orderDetail. 

 
 Scenario: acc03 - Check orders 
  Given I am logged in on the site #atHome 
  When I navigate to my orders 
  Then I see a list of my orders 
  And I can open an order to see the order details 
#orderDetail 
 

This BDAT is the only Gherkin scenario that has the tag 
#orderDetail. Since there is no match, it indicates that a 
BDAT that starts with #orderDetail tag is missing. We can 
complete this missing BDAT as follows: 

 
Scenario: acc10 - Back to order list page 
  Given #orderDetail 
  When I press OK button 

  Then order list page is displayed #orderList 
 
As seen in the running example, elimination by 

combination shows us clues about completeness of BDATs. 
The approach proposed here is to check whether all tags are 
combined. Any tag that is not combined suggests a missing 
BDAT. 
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Figure 5.  Composed ESG. 

D. Composition of BDATs on tagged ESG 
After completing the missing BDATs and improving 

existing BDATs, the BDATs are composed on an ESG. The 
resulting ESG is shown in Figure 5. There are no tags on the 
resulting ESG, which means that all tags can be eliminated 
by combination. Elimination by combination enables us to 
find five missing BDATs, which are drawn in red on the 
resulting ESG in Figure 5.  

Once ESG is ready then CES for edge and for edge-pair 
coverage can be generated for BDATs. The details of CES 
generation can be found in [8]. We utilized the TSD tool [11] 
to generate CES for both coverage criteria. The results are 
given in the following section. 

IV. EVALUATION 
For evaluation, the proposed approach is applied to an 

existing test suite for an e-commerce software [12], of which 
six features out of eight are taken for evaluation. The 
features locale and newsletter are left. The existing test suite 
has 15 scenarios, or BDATs, with 64 Gherkin clauses. 
Clause per scenario ratio is 4.26. 

After applying the proposed approach, we end up with 24 
BDATs and 85 Gherkin clauses. There are 9 new scenarios 
but only 5 of them are missing scenarios. The other 4 
scenarios are introduced to simplify and standardize some 
original scenarios. So, clause per scenario ratio is decreased 
to 3.54 from 4.26. The comparison of before and after the 

proposed approach is given in Table I. The resulting test 
suite has the scenarios that are simplified, standardized, and 
tagged. Moreover, they become composable. 

TABLE I.  COMPARISON OF BEFORE AND AFTER PROPOSED 
APPROACH 

Criteria Before After 

Number of scenarios 15 24 

Number of clauses 64 85 

Clause per scenario ratio 4.26 3.54 

 
A further analysis of the resulting ESG shows that event 

sequences are stuck in the child pages of home page. There is 
no return to home page from child pages, which means that 
features of the software cannot be tested in sequence. In 
addition, it is discovered that there is no scenario about 
cancellation of the check-out process. Those BDATs, 10 in 
total, are added in green to the resulting ESG in Figure 5. It 
should be noted that the graphical representation of BDATs 
enables us to perform such an analysis. Without tool support, 
it is very hard for test designers to conduct such analysis on 
text represented BDATs. 

There is another advantage of the proposed approach. 
Since BDATs are transformed to ESGs and then combined, 
we have an ESG from which we can automatically generate 
test sequences, i.e., sequences of BDATs. CES for edge 
coverage computed by the TSD tool is shown below: 
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No. of Nodes: 50 
No. of Edges: 70 
CES with 111 events: 

[, login page is displayed, enter username, enter password, click 
login button, home page is displayed, go to order list page, order list 
page is displayed, click on an order, order details are displayed, 
press OK button, order list page is displayed, click home icon, 
home page is displayed, click shopping cart button, shopping cart 
page is displayed, click check out button, check out page is 
displayed, enter new address, enter new invalid payment, confirm 
invalid order, "invalid payment" is displayed, press OK button, 
check out page is displayed, enter new address, enter new invalid 
payment, click cancel button, check out page is displayed, enter 
new address, enter new valid payment, click cancel button, check 
out page is displayed, select existing address, select existing 
payment, click cancel button, check out page is displayed, enter 
new address, enter new valid payment, confirm valid order, "order 
taken" is displayed, press OK button, order list page is displayed, 
click home icon, home page is displayed, enter multiple keyword, 
click search button, product list page is displayed, select a filter, 
click filter button, filtered product list page is displayed, click on a 
product, product details are displayed, select amount, add to cart, 
shopping cart page is displayed, click home icon, home page is 
displayed, enter single keyword, click search button, product list 
page is displayed, click on a product, product details are displayed, 
click home icon, home page is displayed, select a product list page, 
product list page is displayed, click home icon, home page is 
displayed, click account button, account page is displayed, update 
payment, "payment updated" is displayed, press OK button, account 
page is displayed, update address, "address updated" is displayed, 
press OK button, account page is displayed, click home icon, home 
page is displayed, click shopping cart button, shopping cart page is 
displayed, click check out button, check out page is displayed, 
select existing address, select existing payment, confirm valid order, 
"order taken" is displayed, press OK button, order list page is 
displayed, click home icon, home page is displayed, select a product 
list page, product list page is displayed, select a filter, click filter 
button, filtered product list page is displayed, click home icon, 
home page is displayed, click shopping cart button, shopping cart 
page is displayed, click check out button, check out page is 
displayed, click home icon, home page is displayed, click logout 
button, login page is displayed, enter username, enter password, 
click login button, home page is displayed, click logout button, ],  
 

CES for edge-pair coverage computed by the TSD tool 
has a complete event sequence of 224 events. The CES is not 
given here because of space limitations. 

V. DISCUSSION 
The proposed approach assumes that Gherkin clauses can 

be represented by events. This assumption holds for the 
selected test suite used in the evaluation. Although Gherkin 
is developed for behavioral description scenarios, it must be 
shown that all possible Gherkin clauses and scenarios can be 
represented by events. It may require some transformation. 
This is left as future work. 

The proposed approach shows that through modeling 
BDATs, it is possible to automatically generate test 
sequences. UML use case diagrams and activity diagrams 
can also be used for modeling BDATs and then 
automatically generate tests. The research in this area is 
explained in the related work section. 

Scalability of the models is an important concern. ESGs 
allow us to work on some small and modular models through 
sub-ESGs [6]-[9] like subroutines. The TSD tool is also 
designed to support sub-ESGs. This way, it is possible to 
generate manageable large models. Moreover, these sub-
ESGs can be flattened into one large ESG if necessary. 

One threat to validity is internal validity, which deals 
with the effects on the evaluation. The selection of BDAT 
test suite used in evaluation is obtained by searching GitHub 
repositories. This cannot be considered as random selection. 
Moreover, the proposed approach is applied to the selected 
BDAT test suite by the author. 

Another threat to validity is external validity, which deals 
with the generalizability of the results. The evaluation in this 
study is based on a single BDAT test suite. Although this test 
suite is developed for e-commerce software, which may 
represent business software generally, evaluation of other 
BDAT test suites from different domains with the proposed 
approach will help generalize the results. 

VI. RELATED WORK 
Tuglular [13] proposed a model-based approach for 

feature-oriented testing using Event Sequence Graphs 
(ESGs). In this approach, ESGs are extended to save state 
and pass it to the following ESG. This way, tests written for 
features can be combined on state information. However, 
capturing state is not always possible for acceptance tests. 

UML use case diagrams can also be used for modeling 
BDATs and then automatically generate tests. Gutierrez et al. 
[14] proposed an approach for working with Gherkin 
scenarios using UML use case models. They transform from 
the UML use case diagrams to the Gherkin plain text syntax. 
They also developed a tool for running Gherkin scenarios in 
UML as test cases. 

Alferez et al. [15] proposed an approach, named AGAC 
(Automated Generation of Acceptance Criteria), which 
supports the automated generation of AC specifications in 
Gherkin. They used UML use case diagrams and activity 
diagrams to create specifications, derive acceptance criteria 
from them, and then generate test cases from derived 
acceptance criteria.  

Kudo et al. [16] proposed the software pattern meta 
model that bridges requirement patterns to groups of 
scenarios with similar behaviors in the form of test patterns. 
This meta model is used to describe the behavior of a 
requirement pattern through a time executable and easy-to-
use language aiming at the automatic generation of test 
patterns. 

Wanderley and da Silveria [17] proposed using a mind 
model specification, which serves as a basis for transforming 
the definitions of the scenario and generating a conceptual 
model represented by a UML class diagram. The mind 
model functions as a bond that represents the business 
entities, and enables simple association, aggregation and 
composition relationships between the entities. 

An adjacent area is process discovery in business process 
management literature. Rozinat and van der Aalst [18] 
worked on whether event logs conform to the process model 
and vice versa. They proposed two dimensions of 
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conformance, namely fitness and appropriateness, to be 
checked along with corresponding metrics. They developed a 
Conformance Checker within the ProM Framework. 

Beschastnikh et al. [19] proposed algorithms for inferring 
communicating finite state machine models from traces of 
concurrent systems, and for proving them correct. They also 
provided an implementation called CSight, which helps 
developers find bugs. 

Pecchia et al. [20] proposed an approach that employs 
process mining for detecting failures from application logs. 
Their approach discovers process models from logs; then it 
uses conformance checking to detect deviations from the 
discovered models. They were able to quantify the failure 
detection capability of conformance checking in spite of 
missing events, and its accuracy with respect to process 
models obtained from noisy logs [20]. 

VII. CONCLUSION 
This paper proposes an approach to represent BDATs 

using ESGs. With the proposed approach, the test designer 
not only finds and completes missing BDATs, but also 
combines them to know which BDAT can be executed after 
which BDAT. When the final composition is supplied to the 
TSD tool, it automatically generates a test sequence that 
covers all BDATs. So, the proposed approach improves 
testability of BDATs. 

As future work, we plan to automate the processes 
explained here and develop a tool. Also as future work, our 
goal is to enhance the tool with ontologies so semantically 
related scenarios are easily decoded. 
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