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Foreword

The Fourth International Conference on Mobile Ubiquitous Computing, Systems, Services and
Technologies (UBICOMM 2010), held from October 25 to October 30, 2010 in Florence, Italy, was a
multi-track event covering a large spectrum of topics related to developments that operate in the
intersection of mobile and ubiquitous technologies on the one hand, and educational settings in open,
distance and corporate learning on the other, including learning theories, applications, and systems.

The rapid advances in ubiquitous technologies make fruition of more than 35 years of research in
distributed computing systems, and more than two decades of mobile computing. The ubiquity vision is
becoming a reality. Hardware and software components evolved to deliver functionality under failure-
prone environments with limited resources. The advent of web services and the progress on wearable
devices, ambient components, user-generated content, mobile communications, and new business
models generated new applications and services. The conference made a bridge between issues with
software and hardware challenges through mobile communications.

The goal of UBICOMM 2010 was to bring together researchers from the academia and practitioners
from the industry in order to address fundamentals of ubiquitous systems and the new applications
related to them. The conference provided a forum where researchers were able to present recent
research results and new research problems and directions related to them.

Advances in web services technologies along with their integration into mobility, online and new
business models provide a technical infrastructure that enables the progress of mobile services and
applications. These include dynamic and on-demand service, context-aware services, and mobile web
services. While driving new business models and new online services, particular techniques must be
developed for web service composition, web service-driven system design methodology, creation of
web services, and on-demand web services.

As mobile and ubiquitous computing becomes a reality, more formal and informal learning will take
pace out of the confines of the traditional classroom. Two trends converge to make this possible;
increasingly powerful cell phones and PDAs, and improved access to wireless broadband. At the same
time, due to the increasing complexity, modern learners will need tools that operate in an intuitive
manner and are flexibly integrated in the surrounding learning environment.

Educational services will become more customized and personalized, and more frequently subjected to
changes. Learning and teaching are now becoming less tied to physical locations, co-located members
of a group, and co-presence in time. Learning and teaching increasingly take place in fluid combinations
of virtual and "real" contexts, and fluid combinations of presence in time, space and participation in
community. To the learner full access and abundance in communicative opportunities and information
retrieval represents new challenges and affordances. Consequently, the educational challenges are



numerous in the intersection of technology development, curriculum development, content
development and educational infrastructure.

We take here the opportunity to warmly thank all the members of the UBICOMM 2010 technical
program committee as well as the numerous reviewers. The creation of such a broad and high quality
conference program would not have been possible without their involvement. We also kindly thank all
the authors that dedicated much of their time and efforts to contribute to UBICOMM 2010. We truly
believe that, thanks to all these efforts, the final conference program consisted of top quality
contributions.

This event could also not have been a reality without the support of many individuals, organizations and
sponsors. We also gratefully thank the members of the UBICOMM 2010 organizing committee for their
help in handling the logistics and for their work that is making this professional meeting a success. We
gratefully appreciate to the technical program committee co-chairs that contributed to identify the
appropriate groups to submit contributions.

We hope Florence provided a pleasant environment during the conference and everyone saved some
time for exploring this historic city.
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An Application for Protecting Personal Information on Social Networking Websites

Mehmet Erkan Yiksel
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Istanbul, Turkey
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Abstract— We redundantly share our personal
information and applications with people on the
Internet. Depending on this, social networking websites
have also become indispensable parts of our lives and
allow the users to share just about everything: photos,
videos, favorite music, and games. Sharing large
amounts of information causes privacy problems for the
users in these websites. In order to prevent these
problems, we can provide trusted and built-in
applications that help to protect our privacy by limiting
the friends who get access to our personal information
and applications. Thus, the security and privacy
problem has prompted us to provide a solution that
offers the users of these social networking websites an
opportunity to protect their information. In this paper,
an application that can be used in social networking
websites, its design, algorithm and database structure
are mentioned. Our application offers a trusted
architecture to the social network users. It finds social
circles and helps the users to group their friends easily
and meaningfully for protecting their privacy and
security. This system provides grouping of users through
an automated system into different social circles by
analyzing the user’s social situation and depending on
what common information or application they would
like to share that should not be accessed by other users.

Keywords— social networking websites; clustering;
sharing information; protecting privacy; graph database

. INTRODUCTION

Meeting new friends and socializing are parts of our
lives. With great advances being made at this age of
information technology, socialization has greatly increased
with people being able to meet and communicate friends
from different regions of the world by using social
networking websites. These websites enable friends to
easily communicate online, and provide many Internet
features and functionalities for social network users such as
publishable personal profiles, repositories for sharing
information and applications, and the abilities to provide
social connectivity between the users. Although social
networking websites in the Internet offer an opportunity to

Copyright (c) IARIA, 2010 ISBN: 978-1-61208-100-7

Asim Sinan Yiiksel

Computer Science Department
School of Informatics and Computing
Indiana University
Bloomington/Indiana, USA
e-mail: asyuksel@umail.iu.edu

meet and communicate many friends; it creates a privacy
and security problem because people of all ages, interests
and backgrounds have free access to social networking
websites, and you may not want to share some of your
personal information with some of your friends or network
users who you do not know. In these websites, there are a
number of cases where the users have been able to identify
and locate other users through the personal information that
was posted. Inappropriate information might be published
that leads computer hackers, sexual predators and other
malicious users to alter the person’s profile and information
or to access their computer. Users can find damaging
information about a person’s past and they can learn what
he/she is doing on the Internet. Therefore, the users must
allow as many or as few friends to view their personal web
pages by choosing some kind of restrictions. They must
determine the accessing permissions using tools on the
website.

Building personal web pages and using social
networking technologies, services and applications can be a
very creative, useful, effective and beneficial outlet for users
to share and express their thoughts and opinions, to learn
how to manipulate and use large amounts of information,
and to learn skills needed to build web pages and
applications. Most popular examples including Facebook,
Twitter, MySpace, and Hi5 are public social networking
websites offering free accounts to the users to share personal
information such as “About Me”, “My Friends”, sexual
orientation, emails, message boards, religion, politics, user
groups, favorite tunes, movies/videos, interests, preferences,
education achieved, networking organizations, photographs,
applications and other information about themselves.
However, social networking websites have potential effects
on people’s life, and there are very serious privacy issues
when these websites are not used appropriately.

Personal information like your profile that is posted on a
social network can be accessed by all your friends that you
share the network with. Unauthorized people may also get
access to some of your personal information that you do not
want to share. We must know what is appropriate to put on
the web pages, and be clear about what is not safe to post on
the web: full name, address, specific places we go, phone
numbers, ethnicity, and anything else that would help
someone identify or locate us. Once something is posted on
the web, it is no longer private [1, 2].
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Social networking websites increase popularity of the
Internet usage, for the purpose of socializing and
networking with users across the world, and they are
becoming a growing issue of concern for researchers.
Therefore, protecting privacy, sharing information and
applications in social networking websites are really
important issues. These websites provide some features for
protecting privacy, and controlling what information can be
accessed. However, most people are unaware or do not
know how to use these features. Even if users were to
perform these tasks of categorization, on what basis would
they categorize their friends in a meaningful way to set
privacy and security policies? Our study proposes an
application to help the users to make better decisions about
their privacy settings.

The remainder of this paper is organized as follows: In
Section 2, we provide a literature review highlighting the
works already carried out in this area, explain what we want
to achieve, and reveal what was/is missing. We present the
details of our application, application design platform,
algorithm design, clustering approach and graph based
database design in Section 3. In conclusion, we discuss the
future directions, limitations, contributions of our study.

Il.  RELATED WORK

Social network theorists have discussed the relevance of
relations of different depth and strength in a person’s social
network. In a recent study [3], the privacy relevance of these
arguments has recently been studied and researchers
concentrated on the role and importance of social
connections as we call social circles. In a study by [4],
researchers reveal the relation between personal
information, privacy and a user’s social network. They state
that a social network provides a visual map of the relevant
social connections between the nodes of participation which
can be used to measure the degree of connectivity. This
work is one of the studies we inspired and supports our idea
of protecting personal information by creating social circles
with their crucial explanation “Safety must be first and
foremost because we want to share information about
ourselves to be known only by a trusted circle of close
friends, and not by anonymous strangers or distant friends
who does not know us better.”

In [5], researchers studied the information disclosure in
social networks, and they found that by looking at certain
characteristics, such as knowing which groups people
belong to or their favorite applications, it was possible to
predict their political affiliation.

In [6], Canadian Privacy Commissioner published a
must-read report about personal information protection on
Facebook. This report clearly supports our idea of
improving and simplifying the privacy, but it does not go
beyond further than being a criticism. We believe that our
study will inspire Facebook developers to implement more
user friendly, more successful privacy management features.

All of the recent researches show the importance of
protecting information in social networks. Lack of the
privacy in social networks causes some members to
unregister so as to protect their privacy. Our study differs
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from recent studies. Instead of proving the existence of
privacy problems and presenting attacks, we proposed a
solution and its implementation for current problems that
social network users encounter.

I1l.  APPLICATION

Our application provides an implementation of a web
based solution to protect personal information. It helps the
users to automatically categorize a large number of friends
into meaningful lists. The main assumption we make to
build the social circles is that users would mostly present
similar information to all friends in a social group, and
therefore social circles provide a meaningful and trusted
categorization of friends for setting privacy policies [7, 8].

Our application interface design has two aims. The first
aim is to discover whether social circles exist on a social
networking website. The second aim is to discover whether
these social circles would help the users in social
networking applications in setting effective privacy and
security policies. In our system, we have developed a trusted
application which is shown in Fig. 1 to identify the social
circles in social networking websites. The users can add this
application to their personal web pages on any social
networking website (e.g., Facebook, Twitter or MySpace).
The users have been asked randomly generated questions
about their willingness to share a piece of their information
with a social network friend of theirs. These questions are
based on the fields of social networking website database
tables that are available for application developers. Each
question is formed in a way which does not reveal the real
aim of the study, and does not disturb the users. This is to
prevent the bias such as evaluating the concept of trusted
social circles in the context of privacy and security. The
answers to the questions are saved in our secure,
anonymized graph database. This data collection method
provides us with quantitative results that we can statistically
analyze. When all questions are answered, the application
runs the clustering algorithm and finds the visual graph of
users.

Hallo Asim Sinan Yuksel! Wekome to the Sacial Circle Applcaticn,

FIND YOUR SOCIAL CIRCLESM

Click the button to sce your social circles or groups based on your profile. Ready ?

Figure 1. Main Page of Our Application
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We have developed a web application which finds social
circles of the users in their social networks. Users can add
this application to their personal pages which are stored on
social networking websites such as Facebook, Twitter, and
MySpace. Users are able to delete this application after they
have completed their studies. Our application is built on a
trusted structure and suitable for protecting privacy. It
provides the following features:

1) Creating Visual Graph of Social Circles

As shown in Fig. 2, our application produces such a
graph that helps users to see each social circle and to make
better decisions about their applications and privacy
settings.

Figure 2. Visualizing Users’ Social Graphs.
(Friend pictures are anonymized by using circles)

2) Suggested-Settings For Proteting Privacy
Our application suggests the set of friend lists that users
should create, and the friend lists into which they should put
each of their current friends based on the identified social
groups. It is also designed to attach importance to user’s
privacy and security on social networking websites.
3) Graph Database For Effective Data Representation
We used a simple, robust, massive scalability, and
convenient object-oriented graph database structure that
provides an intuitive graph-oriented model for data
representation and collection. This database is an embedded,
disk-based, fully transactional, more effective and flexible
system that stores data structures in graphs rather than in
tables. Instead of static and rigid tables, rows and columns,
our application works with a flexible graph network
consisting of nodes, relationships and properties.

A. Application Design Platform

Applications for social networking websites can be
created by using a variety of software technologies,
including HTML, XML, OpenSocial Templates, JavaScript,
CSS, Flash, Python, Java, Perl, PHP, .NET, or Ruby on
Rails. This section gives us several approaches for
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developing our application, depending on our project
requirements.

Most social network application designs in the Internet
have similar structures: social network data, application
data, and an appropriate template are used to provide a
rendered view to the user. In many social networking
websites, these components can come from several places.
Client-side applications can use scripting language such as
JavaScript and VBScript to render data into a template.
Social networking websites can store both social network
and application data, and server-side applications can take
advantage of databases and server-side frameworks to
produce rendered output.

Our application runs inside of a social networking
website such as Facebook and MySpace but relies on an
external server or host for processing and rendering data. It
can provide advanced functionality but may run into scaling
problems when the users increase so much. Its platform
consists of some hardware and software components. These
components are given below:

A markup language derived from HTML
General-purpose scripting languages PHP
JavaScript scripting language

MySQL database language for interacting with
social networking website database.

e  Object-based web API for handling communication

between a social network site and our application.

o A set of client libraries (ASP.NET, C++, C#, PHP,

Python) for different programming languages.

For our application, we used Linux Fedora Operating
System Version 12.0, an open source JavaScript library [9]
to draw the edges and nodes, Social Network API to gather
necessary information to draw edges and nodes. PHP
language is chosen as a server side technology to query
database, run the clustering algorithms, and display the
results on the social networking website. Our application
can be embedded within a social networking website itself,
or access a website's social data from anywhere on the
Internet.

B. Algorithm Design

Our algorithm consists of two phases. In the first phase,
we create the nodes for the users. In the second phase, we
create and draw the connections between the nodes to
determine the relationship and privacy between users who
are registered on a social networking website.

The algorithm collects information such as friends’ ids.
This structure successfully detects social circles if the users
choose to share the similar combination of personal
information with friends in the same social circle, and if
they choose different combinations with friends in other
social circles. By using more data collected from our
application, we have been finding out the effectiveness of
our algorithm.

1) Creating Nodes

In this phase, we create all nodes of the graphs that we
are going to draw. The algorithm for creating the nodes is
shown in Fig. 3. In our node creation algorithm, we first go
through all friends of the user and create nodes for each
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friend. Then, for each friend, we go through all mutual
friends and create nodes for each mutual friend. By saying
mutual friends, we mean the common friends of the user
with a user’s friend.

for (i=0;i<Total Friends;i++)
{
Create_Node ( friend_ids [i] );
for (j =0;j < Total_Mutual_Friends[i] ; j++)
{
Create_Node ( mutual_friends_id[i][j] );
}
}

Figure 3. Node Creation Algorithm

2) Creating Edges

In this phase, we create the connections between friends
of user and between mutual friends of user. By using the
nodes that we created in the first phase of the algorithm, we
add the edges according to the following algorithm shown in
Fig. 4. In edge creation algorithm, we go through all friends
of the user and find out if the friends are friends with each
other. If they are friends, we add an edge between those
friends. At the same time, we go through the mutual friends
of the user and find out if they are friends with each other. If
the mutual friends are friends with each other, we again add

an edge between those mutual friends.

for (i=0;i<Total_Friends ; i++)
{
friendl = friends_id[i];
for (j=0 ; j < Total_Friends[i] ; j++)

{
friend2 = friends_id[j];
if ( friends.arefriends (friend1,friend2))

{
AddEdge(friendl,friend2);
}
}
for (j=0;j < Total_Mutual_Friends[i] ; j++)

mutual_friend1 = mutual_friends_id[i][j];
for (k=0 ; k < Total_Mutual_Friends[i] ; k++)

mutual_friend2 = mutual_friends_id[i][k];
if(friends.arefriends(mutual_friend1,mutual_friend2)

AddEdge(mutual_friend1,mutual_friend2);
}

¥
¥
¥

Figure 4. Edge Creation Algorithm

Fig. 5 shows the output of node and edge creation
algorithm. The colorful circles are the nodes that represent
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the social network user’s friends, and the black lines are the
edges that represent the friendship relation.

Figure 5. Output of Node and Edge Creation Algorithm

C. Clustering Method To Determine Social Circles

Methods for clustering have been deeply studied. But
our aim is not to study them. Clustering is just one of the
steps to achieve our privacy goal. Our main aim is to use the
right clustering algorithm for social networks and develop
an application to provide privacy by adapting this clustering
algorithm to our application.

The clustering in social networks requires grouping
users into classes based on their attributes, properties of
personal relationship, web page links, spreads of messages
and other applications. It is the process of organizing users
into groups whose members are similar in some way. Our
algorithm is different from other clustering algorithms, and
it can dynamically group users in a social network into
different classes based on their properties and effectively
identify relations among classes. It collects some data which
are similar between social network users and are dissimilar
to the users belonging to other groups. It creates active cells
like network grids and builds visual graph of social groups.
The similar structure applied in the algorithm
[8, 10] for finding (o, B) clusters has been used in our
algorithm. Friends sharing common personal information
are the adjacent nodes to a-fraction. The o-fraction
represents the cluster that has a large density. On the other
hand those friends not sharing common personal
information are the adjacent nodes to pB-fraction. The
B-fraction represents the cluster that has a low density. It is
therefore possible to use the social graph of network users
as an input to our algorithm. One might ask that what if a
friend belongs to more than one group? For example, a user
can have a friend from high-school or university that is
currently his/her work mate. The overlapping sets or being
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in more than one group does not cause a problem from the
privacy perspective. Our application groups friends
according the common information that a user wants to
share with his/her friends. For example, if we just want to
share our photos and status with our college friends, then we
will be showing them a profile where they will only able to
see our photos and status. If there are some other friends
that we just want to share our photos and status, they will
also be in this group. Therefore, it is perfectly normal and
possible that a person can be in one or more social circles.
The user will show some information in one group and
different information in another group. In other words, we
limit who sees what. Fig. 6 shows our pseudo-algorithm of
our clustering process for the users in a social network.

1. Wrte all answers ofthe users to DB
2. Select User's answers from DB and createresult_amay
3. FOREACH (result_amayas value)
3.1. Get selected friends’ friendids for each question
3.2. Create [questionno, friendids] amay
4. FOR =0 tosize (result_amay)
4.1. FOE. k=1+1to size (result_amavy)

4.2, Create the clustermg_amav[][]

Lh

Sort (clustering)
6. Createumique values for clustenng amavy[][]
Find how many times a fiend 1s chosenm 10 gquestions
7.1. Eliminate the friend: IFNOT a friend chosen>= 3 times
2. Find Min (set ofinfonmation that the user wants to share)
9. Eliminate the sets: IF sets do not contain mutual friends
10. Display (Groups or circles)
11. Suggest (Privacy Settings)

Figure 6. Clustering Algorithm

D. Database Design

Building the visual graph of a social network user is an
expensive task. Instead of creating the graph while
executing the social network API calls, we decided to store
the necessary information in our own database. The main
reason to use our own database is because having too many
API calls causes time outs. Another important reason is the
difference between our database design and the social
networking websites. Current social networking websites
use relational databases to store social network data. For
better performance, more effective querying, to extend our
work and develop a knowledge based approach, we used
graph database.

1) Graph Database Design

In graph based databases, information is stored as nodes,
edges and properties. Since social networking data has
similar properties, graph database is the powerful way of
representing social relationships between people. In our
application, we used Neo4j, an open source graph database.
According to developers’ of Neo4j [11], it is an embedded,
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disk-based, fully transactional Java persistence engine that
stores data structured in graphs rather than in tables. More
importantly, it includes the database features such as ACID
transactions, durable persistence, concurrency control,
transaction recovery, and other features of enterprise-
strength databases. The following figures show our
transition from relational database to Neo4j graph database.
As it is seen in Fig. 7 and Fig. 8, it is very easy to see the
connection between two people. However, in a relational
database, it is hard to see who is friend with whom. In
addition to this, whenever we introduce a relationship such
as mutual-friends relationship, we need to add one more
table to represent this relationship. As a result, the number
of table joins increase and the performance decreases.

D e [ oo | hg] Rty
m Azim Male 27  Smple
KL E=

Male 30 Smgle
User Tahle

Friendship Tahle

Figure 7. Our Social World Modeled in Relational Database

Name
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Y, . AT A W

H I\-hle J| Single J | 30 J | Mate J| Si:gle J

Figure 8: Our Social World Modeled in Neo4j Graph Database

2) Graph Database vs. Relational Database

Relational databases are around for many decades. They
are the database choice of most traditional data-intensive
storage and retrieval applications. SQL language is used to
retreive the data. Relational databases are not efficient, if
data contain many relations and require many joining of
tables which are expensive operations. Thus, graph base
database has better performance than relational database
when representing relations. Recent studies by [12, 13]
provide a detailed performance evalution of MySQL
database and Neo4j. According to their results, graph
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database is more flexible, easy to program, and perfoms
better.

IV. CONCLUSION

Most of the related work present attacks for social
networks and they do not provide a useful solution to
protect privacy. We believe that our study is the first study
that contains an implemented application for social network
privacy. This system is a secure web application for social
networking websites such as Facebook, Twitter, MySpace,
and it includes an implementation of our original idea.
Currently, it is running on Facebook. As a future work, we
are planning to develop a general API that can be applicable
for any social networking website such as Twitter and
MySpace.

Recently, we have been inviting social network users to
our study and collecting data. Furthermore, we are helping
the users to get acquainted with our application. After
collecting enough data, we will evaluate the effectiveness of
our approach.

Our study uses a combination of clustering approaches.
Firstly, the users are grouped according to their friendship
relations (i.e., by using friendship and mutual friendship
queries). Secondly, we group them based on the information
that a user wants to share with his/her friends. The second
one is the heart of grouping, since it will provide the
privacy. Privacy is provided by showing different profiles to
different combination of groups. For example; if a user
wants to share his/her relationship status, photos, date of
birth with his/her Friend-A and Friend-B, then Friend-A and
Friend-B only see this information. Therefore, we are able
to limit who sees what.

Although we successfully create the social graph of a
user, we have limitations which affect the performance of
our application. Our social graph visualization algorithm
works for a subset of friends and mutual friends. We limited
the number of friends and number of mutual friends that
will participate in our study. The reason behind the
limitation is because of large amount of social network API
calls. There are millions of social network developers who
are querying social network servers, and these queries cause
a delay in response time. Drawing the social graph of a user
and displaying it takes more time. Sometimes, the queries
are even dropped because of the delay, and the graph is not
drawn.

In this study, we proposed an application to identify the
social circles of the users by using graph database system. In
order to see the effectiveness of our algorithm we have been
testing our application. As future work, we also want to
develop a knowledge base system to provide intelligent
decisions about sharing of personal information with people.
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Abstract—This paper introduces two methods for the
improvement of performance of channel coding using
cryptography, based on concatenation of codes.
Cryptography as an outer code is combined with charel
coding as an inner code. The first method improvedecoding
of cryptographic functions. The second one uses thiérst
method for improvement of information decoding usig a
block cipher Advanced Encryption Standard. Computer
simulation results are included.

Keywords- Advanced Encryption Standard, Cryptography,
Concatenated Codes, Soft Input Decryption, Encryption,
Maximum A Posteriori Probability (MAP)

l. INTRODUCTION

This paper researches the interoperability between
channel coding and cryptography in order to redBER
of the channel decoding. Therefore, soft outpigaocalled
L-values of SISO (Soft Input Soft Output) channel
decoding are used for correction of the input ofeise
cryptographic mechanisms. The channel code can be
considered as an inner code and the output of the
cryptographic mechanism as an outer code (Fig. 1).

Cryptographic Channel
mechanisms coding
-
w
Z
Zx
<
T
[&]
Inverse
. Channel
cwptogrgphlc decoding
mechanisms
OUTER CODING INNER CODING

Figure 1. Cryptography and channel coding as concatenatesscod

Cryptographic mechanisms are used for the recogniti
of modifications by errors or manipulation. Softtmut of
the channel decoder enables cryptographic mechanism
perform error corrections by Soft Input Decrypt[@h
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The following problems are investigated and sohsidfor
them are proposed:

1. Improving cryptography using.-values of channel
decoding (solution: Soft Input Decryption) — expled in
Chapter Il of the paper

2. Improving channel decoding using-values and
avalanche effect of error spreading [2] by wronguinof
a decryptor (solution: Improving channel decodirsing
block cipher) — explained in Chapter IIl of the papAES
is used as a block cipher because it is one ofnthst
widely accepted block ciphers [3].

II.  SOFTINPUTDECRYPTION

Soft Input Decryption (SID) improves decrypting
mechanisms using soft output of the channel decidder
A decryptor is used for verification of cryptograpleheck
values.

Algorithm of SID is as follows:

The security mechanism is successfully completed on
the receiving side if the verification results issjiive. In
case of negative verification, the decryptor anedysoft
output of the channel decoder, changes the bits thi¢
lowest |L|-values, performs the verification process and
checks the result of the verification again.

If the first verification after starting Soft Input
Decryption is not successful, the bit with the letvd |-
value flipped, assuming that the wrong bits arebpbdy
those with the lowedt [-values. If the verification is again
negative, the bit with the second lowdst-value is
changed. The next try will flip the bits with thenlest and
second lowesl|L |-value, then the bit with the third lowest
|L|-value, etc. The process is limited by the numlfdoits
with the lowest|L|-values, which should be tested. The
strategy follows a representation of an increasimary
counter, whereby the lowest bit corresponds tdotheith
the lowestL|-value, etc.

If the attempts for correction of cryptographic cke
values fail, the number of errors is too large assalt of a
very noisy channel or an attack, so that resouscesot
sufficient to try enough combinations of flippingtb of
low |L|-values.

I1l.  CHANNEL CODING USINGBLOCK CYPHER

This chapter explains the method of improving clegnn
decoding usingL-values and avalanche effect of error
proposed error correction improvement scheme.
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Figure 2. Error correction system using block cypher.

Fig. 2 shows the proposed error correction
improvement scheme. The two blocks, which are naased
first block and second block, are actually respgaasfor
error correction improvement. The second block come
into operation in the case that first block is abte to do
error correction.

Scheme in Fig. 2 includes decision blocks, which ar
used for making decision between two inputs appled
them. The decision block selects only one inputciiias
the minimum number of errors.

The AES is a symmetric key (uses the same key for
encryption and decryption) block encryption aldurit
The AES block size is 128 bits and that is the aréer
using a block of 128 input bits in the simulatiofgy. 2
shows that in the case of the first block, decoypts used
because the input data was encrypted. If the itk is
not able to make error correction, the second btmrkes
into operation. In the second block, the outputafd ‘d’
will also be compared to perform error correctionttie
case that first block is not able to do it.

A. Error Correction considering the First Block

The two outputs ‘a’ and ‘b’ applied to decision o
have the following possibilities:

1) Both have errors

2) The output ‘a’ applied to decision block is error
free whereas the output ‘b’ applied to decision
block has about 50% errors (avalanche effect)
The output ‘b’ is error free whereas the output
‘a’ has errors.

The first block will be able to improve error
correction considering all of the above possilati The
output ‘b’ in lower branch exhibits avalanche effec
because of the use of AES. It means that if MAPodec
is not able to correct all errors, then the outputwill

3)
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have about 50% errors. The output ‘a’ will have
significantly smaller number of errors as compaiethe
output ‘b’. Therefore decision block will alwaysropare
output ‘a’ and output ‘b’ to check if this differea is
above a certain value. This value depends upositimal
to noise ratio and is named threshold. The decislook
calculates a value, which is called BER_comparesémh
iteration. It is calculated as a difference betwB&R of
the output ‘a’ and BER of the output ‘b’. If BER_ropare
for each iteration is higher than the thresholdnthhe
output ‘b’ has about 50% errors. In this case Siised
for achieving error free output ‘b’ (if SID is suessful). If
BER_compare is lower than the threshold, then thput
‘b’ is error free; the decision block will seledtet output
‘b

B. Soft Input Decryption using AES Block Cypher

Soft Input Decryption using AES is able to corraltt
errors (if it is successful) occurring after dedigp at
output ‘b’ by taking the output ‘a’ as a referentteuses
soft output of the channel decoder. As the magaitfd. -
value gives the reliability of the decision, it da@ used to
correct all erroneous bits at output ‘b’. Soft Ihpu
Decryption using block cipher AES uses the lowedesn
L-values, which means that SID will have 65536 apism
for error correction. In each attempt a bit or enbmation
of bits are flipped (0 to 1 or 1 to 0) and thenrgiption is
performed. For each attempt BER_compare is cakuilat
and compared with the threshold until it becomes than
the threshold.

When BER_compare is less than the threshold, all of
the errors at output ‘b’ are corrected. The denidinck
will then select the output ‘b’ because it is effiree. It can
also happen that within 65536 attempts, SID is not
successful. In that case second block comes irgmtipn.
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C. Error Correction considering the Second Block

If Soft Input Decryption is not able to correctas in
the first block, the second block attempts to ahiie. In
the case of the second block, upper branch is pteay
after MAP decoder, so the avalanche effect wilpbesent
at output ‘c’. The decision block will therefore#at output
‘c’ exactly like output ‘b’ and output ‘d’ exactlyike
output ‘a’. The error correction can be done in saene
way as it was performed for the first block. Insted SID,
the second block performs Soft Input Encryption. If
BER_compatre is higher than threshold, the lowegésn
|L|-values will be flipped at the input of the encigpt
block until all errors are corrected (if Soft Input
Encryption is successful).

IV. SIMULATION RESULTS

It is explained that the improvement in error coti@n
can be achieved using Soft Input Decryption andt Sof
Input Encryption which depends upon the threshohie
simulated curve for threshold vs,/Hyis shown in Fig. 3.
The curve shows that threshold decreases witmtirease
of Ey/Ny. The reason is that with the increase giNg, the
channel introduces fewer errors.

30

‘ —=&— rate = 1/4 with cryptography ‘

25}

20

Threshold

15f

10+

1 15 2 25 3 35 4 45 5
Eb/No(dB)

Figure 3. Threshold versusgN,for error correction system using
cryptography.

The proposed system shown in Fig. 2 has an overall
code rate of 1/4, if it compared to a standard rerro
correction system without cryptography having a
convolutional encoder of rate 1/4. The convolutiona
encoder of rate 1/2 is a non-systematic (2,1,3)
convolutional encoder and a convolutional encodeate
1/4 is a non-systematic (4, 1, 3) convolutionalosies [4].
These two encoders were selected because theytlave
same coding gain and the similar structure, whigbkes
fair comparison of decoding results [4].

BPSK modulation, AWGN channel and MAP [5]
convolutional decoder are used in simulations. For
purposes of Soft Input Decryption / Encryption, maxm
16 lowestl_-values are used (2correction trials).
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Fig. 4 shows that the error correction system using
cryptography achieves considerable coding gain Gder
convolutional decoder: 1.3 dB for BER ofand 1.85 dB
for BER of 10'.

For B/N, higher than 2.4 dB, there is a coding gain of
the error correction system presented in Fig. 3ichvh
increases with increase ofy/Ey in comparison to 1/4
convolutional decoder. For (8, lower than 2.4 dB,
presented error correction system gives worse dlegod
results than the comparable 1/4 convolutional decod

— BER 1/4
—— BERsd

10!

10 4
109 4
107 4
10°% 4 \

s 1.3 4B
1077 4 \\

Figure 4. BER versus ENofor error correction system with and
without cryptography.

EER

1.83de

3
Eb/Ma [dB]

V. CONCLUSION

The paper introduces two methods of interopergbilit
of channel coding and cryptography: improving
decryption using Soft Input Decryption and imprayin
decoding results using block cipher and princigkSoft
Input Decryption. The characteristic of cryptogriaph
check values to give about 50 % of wrong bits @pwotof
decryptor if one or more bits at input of decryptoe
wrong, is used for bit error correction of decoded
information. Bit error correction scheme with twimdks
(for Soft Input Decryption and Soft Input Encrypt)ois
presented and simulated.

Simulation results show that, if 16 lowest L-values
are used for Soft Input Decryption / Encryption, a
remarkable coding gain in comparison to the stahds
convolutional decoder can be achieved fgiNg higher
than 2.4 dB: for BER of I®coding gain is equal 1.3 dB
and for BER of 10 coding gain achieves 1.85 dB. For
Ey/No lower than 2.4 dB, 1/4 convolutional decoder is
stronger in error correction than the presentedrerr
correction scheme.
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Abstract — Steganography is the art of secret communication.
Its purpose is to hide the very presence of communication as
opposed to cryptography whose goal is to make
communication unintelligible to those who do not possess the
right keys. The research work in this paper shows that most of
the steganographic systems proposed during the past decades
usually substitute the insignificant parts of the image with the
secret message. However, these systems don’t pay attention to
these parts, and the original image is distorted by some small
amount of noise due the data embedding itself. This noise could
reveal the existence of secret message and hence change the
statistical profile of the cover image significantly. A simple
attack such as Laplace filtering can exploit this fact and make
the system detectable by the eavesdropper. In attempt to
minimize the error introduced due to hiding foreign message
into the cover image, a genetic algorithm approach will be
employed efficiently in this paper in a way that examine the
embedded bits. This has the advantage that the image remains
nearly unchanged.

Keywords -  Security;  Watermarking;
Information Hiding; Genetic Algorithm.

Steganography;

I. INTRODUCTION

Steganography is the art of secret communication. Its
purpose is to hide the very presence of communication as
opposed to cryptography whose goal is to make
communication unintelligible to those who do not possess
the right keys. By embedding a secret message into a digital
image, a stego-image is obtained. It is important that the
stego-image does not contain any easily detectable artifacts
due to message embedding that could be detected by
eavesdropper. There are many different steganographic
methods that have been overviewed and analyzed by many
researchers over the last few years. However, one common
drawback of all current data embedding methods, is the fact
that the original image is distorted by some small amount of
noise due the data embedding itself. This noise could reveal
the existence of secret message and hence, weakness the
security value of the applied steganography method.

In this paper, we investigated most of the steganography
methods which are based on substitution systems and have
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been proposed in the last few years. After analyzing the
drawbacks in the analyzed steganography systems, we
propose a steganographic system, which is based on genetic
algorithm technology. The proposed system maintains such
noise in a way that makes the transmitted signal
undetectable. In addition, we built the software programs that
provide the simulation results including the histograms of
both the cover images and the stego images, and the variance
between them. Also, the simulation results for all equivalent
substitution techniques, which covered in this paper, are used
here for comparisons purpose.

II. RELATED WORK

There are many different steganographic methods that
have been proposed during the past decades. Most of the
simple techniques can be broken by careful analysis of
statistical properties of the channel’s noise [1]. In
substitution steganography technique [2], one can notice that:
this method substitute insignificant parts of the image, e.g.,
the noise component of the cover with the secret message.
These parts have specific statistical properties and the
embedding process usually does not pay attention to them,
and consequently change the statistical profile of the cover
significantly. A simple attack such as “Laplace filtering” [3]
can exploit this fact and detect the use of the steganographic
system. In addition, these systems are extremely sensitive to
cover modification and the attacker, who is not able to
extract or prove the existence of a secure message can add a
random noise to the transmitted cover in attempt to destroy
the secret message.

Meanwhile, most of these stenography systems have a
vital drawback, which is that the system doesn’t discard
image blocks where the desired relation of DCT coefficients
for example [4] cannot be enforced without severely
damaging the image data contained in this specific block.
TCP/IP packet headers [5], [6] can also be reviewed easily.
For example, firewall filters are set to test the validity of the
source and destination IP addresses. Those filters can also be
configured to catch packets that have information in
supposed unused or reserved space. Based on the analysis of
spread spectrum techniques [7], it can be observed that phase
coding provide robustness against resembling of the carrier
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signal, but at the same time it has a low data transmission
rate. These techniques have a problem with the absolute
phase of all following segment that followed the first
modified one, since all of them will have a change that could
be noticeable to the attacker. Moreover, at the receiver end;
the embedding process is reversed and image restoration
technique such as adaptive Wiener filter [8] is needed to
estimate the original image.

III. SECURITY IMPLICATIONS AND SOLUTIONS

The proposed technique in this paper distorts the image
insignificantly by making small modifications over a large
number of pixels. We spread the secret message over a large
area of cover image to produce a small modification on the
carrier media. The new approach combines both Genetic
approach and steganography to exchange secret messages
in a way that it’s impossible to discover without the
knowledge of the cover image and the genetic algorithm that
have been used.

Firstly, the image is divided into blocks and the parity
bits from each block bl, b2,...bi are computed and encoded
with the corresponding bits in the text file which contains the
secret message. The process is repeated for the whole
selected blocks. If the computed parity bit pi and the secret
bit mi are equal, then the encoded bit is zero and if the 2
input bits are different, then the output is one. Finally, the
encoded bits are lined up to reconstruct the encoded file.
Now, the file is ready to be encrypted and sent in any
insecure channel to the receiver who had both, the secret key
and a copy of the cover image which has been used.
Therefore, the receiver of the encoded message will decipher
the message using his secret key and the shared cover image.

3.1 ENHANCED EMBEDDING SOLUTION

After the encoding process had taken place, the output
file was encrypted and sent directly to the other party as a
cipher file. However, instead of sending an encrypted stream
of bits, an alternative scheme can be adopted by injecting the
stream of bits back to the cover image with a probability of
50% of changing the LSB of embedded pixels in target
blocks using a fitness function. Our goal here is to embed
one bit of the secret message m; into one block of the cover
image C, where C is composed of all the blocks {bl,
b2,....,bi}, and since length of the message L(m) is less than
the number of the target blocks N(b) the rest of the image
can left unchanged. Moreover it's possible to select only
some blocks bi in a rather random manner according to a
secret key and leave the other unchanged. Therefore, the idea
depends on spreading the secret message over the cover
image using both a pseudo random number generator
(PRNG) and a fitness function [9] that specifies one bit from
each block of pixels randomly as follows:
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P(I)=)_ LSB(b;)mod?2 (1)

jei

If the parity bit of one cover block bi doesn’t match with
the secret bit mi, the proposed genetic model will flip the
LSB of one pixel in the block in attempt to make p(li) equals
to mi and according to the employed fitness function which
minimize the noise introduced to stego image as a result of
embedding foreign bits of the secret message. Studying the
properties of pixels surrounding the target pixel in a certain
block by invoking a statistical fitness function that examine
the number of 1's or 0's inside the chosen block will conceal
the very existence of hidden information inside the stego
image

3.2 EMPLOYED GENETIC ALGORITHM

Before communication starts, both sender and receiver
have to agree on the location of the target blocks bi using a
shared key value as the seed to a known PRNG algorithm.
Each seed number can generate a set of random numbers,
each of which allocates different locations of the blocks
within the cover image. These blocks will be used as
subjected pixels, from which the parity bits P(bi) are
computed. The stego image file is then sent directly to the
other parity with the encoded parity bits as mentioned before.
The embedding process is preceded by extracting the parity
bit through a reverse process to reconstruct the transmitted-
hidden secret message.

However, the genetic algorithm is used to minimize the
error due to hiding the foreign message carrier into cover
images. The method is based on statistical analysis of images
and their values are varying according to the applied key
(seed) number. This is done by studying the neighboring
pixels surrounding the chosen bit and changing its value to
match the adjacent one in a way that prevent any statistical
tracing. The Lina cover image in Figure 1 provides special
features and will be used in this research work as a test
image.

Figure 1. Lina Cover Image

The Genetic algorithm proceeds by dividing the image
into blocks of 8*8 pixels and chooses the blocks in sequence
according to a given seed number. The intensity of each
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pixel x[i][j] within the chosen blocks is predicted according
to the value of pixels in a specific neighborhood. Hence, the
difference between the intensity of each pixel and its
adjacent pixels is calculated as follows:

outlilLj1=inli1l j1 - — > DAl (2)
64 = j=1-8

where x[i][j] represents the pixel coordinates in the selected

block region bi. For each tested pixel in the block, the

average weighted sum of the surrounding pixels is computed

and compared with the target pixel.

IV. IMPLEMENTATION AND DESIGN

In this section we will show how the Genetic algorithm is
employed to search for suitable pixels within the blocks
which by changing their least significant bits (LSBs) will
introduce a lesser embedded noise to the stega image. If the
system fails with one pixel within the target block another
offspring is generated. The matching process will start over
again till the program is succeeded in finding the flipped
LSB which introduce lesser cost compared with the
suggested noise threshold value. The genetic algorithm (GA)
will finish the task either when it successfully finds the
appropriate matched threshold value, or the closer one using
different seed numbers. Finally, the program will print out
the largest match between the generated offspring and the
threshold value in a way that fulfil the objective of
steganography which is concealment of existence. The whole
proposed Genetic algorithm is illustratéed in the following
statements:

4.1 MODEL DESCRIPTION

Chosen the target pixels in the selected blocks is a classic
case of a combinatorial optimization problem. The intensity
of each pixel is associated with a cost Cij. The cost of pixels
is varying according to difference between the target pixels
and the weighted sum of the surrounding pixels within one
block. The objective is to obtain a solution with a minimum
cost in terms of intensity difference and for each computed
offspring; the elapsed time is computed in the provided
searching algorithm. If n is the number of pixels in each
tested block, then, the GA which has a behavior of cyclic
approach will search for the fittest and optimal solution
obtained by n!. It will be a huge number as the size of the
block is increased, so the complexity of searching for the
appropriate pixel within the block will not be suitable at all.
However, the full optimality is not an a objective behind this
paper. The employed genetic algorithm can be classified into
2 main parts based on the algorithm proposed recently by
Ray et al. [10], which is called the modified order crossover
(MOC) which in turn based on the order crossover (OCX)
for solving Travelling Sales Person (TSP) problem [11]. The
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authors of these two algorithms used a new operation called
the Nearest Fragment (NF) Heuristic and thy referred to their
GA as (FRAG_GA). In addition the authors compared their
results with other GA’s that use different crossover methods,
such as SWAP_GATSP [12] and OX_SIM [13]. We decided
to choose an adaptive Ray et al. method on selecting the
most suitable pixels in the target blocks which are subjecting
to change in attempt to change the computed parity bit of
each block separately. The adaptive algorithm is based on
two main parts; swapped inverted crossover mechanism and
the Fitness function as illustrated in the following sections.

4.1.1 SWAPPED INVERTED CROSSOVER

The main idea behind swapped inverted crossover (SIC)
genetic algorithm is to find a better pixel on which its LSB is
subject to change and introduce a minimum distortion to the
image. The most suitable pixel will be chosen according to
the crossover criteria which are based on the computed cost:
difference between the intensity of the tested pixel and the
weight sum of its neighborhood. Hence, the most suitable
pixels from the target blocks are chosen with minimum
introduced artifacts. The process is repeated with different
seed numbers to all blocks populations in the tested image in
attempt to calculate minimum value of all costs (Cij). The
process of applying one, two, or both cutting points on the
formulated population is illustrated in the following steps:

1. One point SIC - This is can be done by selecting on
crossover point randomly to cut on. Suppose the
two parents and a cut point from parent 1 is 4:

a. Parentl (123456789)

b. Parent2(514689273)
where these numbers represent the cost of each
pixel found in the target block for a given seed
number.

2. The head of Paentl will be flipped to be 4 32 1. By
removing these point from Parent 2; the remaining
pixels on parent 2 will be 5 6 8 9 7 to produce Ol
and O2 offspring:

01432156897)
02(568974321)

3. Doing the same procedure with parent 2, as cutting
on point 6 and flip the head to be 6 4 1 5. Then
removing these points from parent one. Similarly,
by alternating output of parent 2 the offspring O3
and O4 will be generated:

03(641589273)
04(892736415)

4. The processes will continue until examine all
generated outputs 05,06, O7, and O8.
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5. Two points SIC — where each parent will be cut to
three pieces (head, middle, and tail) using two cut
points (P1 and P2). For example 4 and 6 on parentl
& 6 and 9 on parent 2:

Parentl (123456789)
Parent2 (51468927 3)

6. By flipping the parent 1 head to be 3 2 1 and
flipping parent 1 tail also to be 9 8 7 to produce :
09 (321456789)
010 (789456321)

7. The same thing happens with the second parent
producing O11 and O12.

4.1.2 THE FITNESS FUNCTION

After generating the above 12 offspring (O1 to O12) , the
fitness function runs sequentially on all populations of the
chosen blocks and the suitable pixels which are subjected to
change with minimum cost can be chosen based on the
following algorithm:

i=1
S0=S
max =0
while i < n-1
if Ci,j+1 > max
Begin
max = Ci,j+1
x=1i
End

S1 € swap pixelx with pixell

S2 & swap pixelx with pixel Lx; where L is the left pixel
S8 & swap pixelx with pixeln

S < max (S0, SI.......,S8)

Return S

End

Clearly, the matching process will run, comparing the
extracted parity bits with the embedded secret message bits.
Therefore, this operation will be applied to the selected
parents that will be copied several times. Each copy is then
mutated using a different seed number with suitable neighbor
pixels. The process proceeds till we find the minimum of
these switching criteria and exchange it to match the original
embedded bit. This operation is undertaken on one of the
selected seed after the mutation operation is performed to
produce the most suitable pixel which is subject to change
and hence no statistical artifacts are introduced to the image.
Using the same cover image, the recipient will treat each
block separately by running the same algorithm reversely
until the secret message is extracted.
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A further improvement is possible if the sander and
recipient generate a number of cover images to be verified
with the embedded messages. By doing this we can
minimize the searching time of the fitness function by about
half, and increases the probability of finding the closest
matches with the suggested threshold noise value. Therefore,
the two communicating parties can agree on which group of
images they are going to use. This method guaranteeing that
a minimum changes will be detected within the image that
hold the information. Although the idea is attractive in that it
allows a smaller message to be hidden in the cover image
without changing the image significantly, the difficulty is
that the complexity of time and space will be increased
exponentially if the number of the pixels in the subjected
block is doubled. However, our aim is not to increase the
block size, but to increase only the length of the embedded
message, which will be achieved by increasing the number
of blocks within the image and hence reducing the blocks
sizes. On the other hand, a compression technique could be
employed and allow us to compress the transmitted message
even further more.

V. SIMULATION RESULTS

The simulation results showed that the text message
could be embedded with a non noticeable degradation of the
image. Studying the histogram of Laplace filter in Figure 2
for the provided lena image, we notice that on average, the
amount by which the image is modified is smaller than some
known substitution embedding systems that we investigated
in this research work.
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Figure 2. Laplace Filter : (a) the Cover Image (b) The Stego image

For example, comparing the distortion introduced by
PGMStealth [1991] and the new technique, we can clearly
see that the new technique provides visibly fewer and less
peaks than PGMStealth filtered histogram which has a wider
band and many peaks clustered around zero as shown in
Figure 3. Also comparing our results with the experimental
results obtained by other Genetic watermarking algorithms
such as Shieh et al. [14], we see that our proposed method
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greatly minimizes the effect of the noise caused by the
embedding process itself, since it has the ability to keep and
refine the results within the selected regions; identifies the
one of the most suitable pixels corresponding to the marks
placed on the image and allow choice of the correct settings
to the threshold healthy pixels, and thus making the
watermarked image perceptually similar to the original one.
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Figure 3. Laplace Filter of PGMStealth Stego Image

5.1 CONSIDERATION OF VALIDITY

Consider a message that is intended to be transmitted
using an embedding process based on genetic algorithm.
Without losing generality we may consider this to be a sting
of n bits. We also require an appropriate fitness function that
embed one bit in one block of the cover image such that the
number of blocks exceed the length of the message itself (L).
Using a seed of length 1 bits and a random number generator
to identifies the target blocks in the cover image where 1 <<
number of blocks. This idea is attractive in that it allows
short messages to be embedded within a cover image without
introducing any noticeable noise in the stego image. The
communicating stego image will also be meaningless to the
attacker unless he knows both the entire random number
generator, fitness function, and the original cover image. In
this approach we use the seed number to generate a sequence
of numbers representing the target blocks in the cover image
where the parity bits are computed. The parity bits are
compared to the stream bit sequences of the secret message.
The difficulty with this approach is that the results obtained
from the experiments we ran that the longest match between
the message and the obtained parity bits was nearly within
the ratio of one half. Therefore by changing one least
significant bit in the pixels contained the target block will
flip the value of the computed parity bit and hence match the
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subjected message bit. Using a genetic algorithm equipped
with a fitness function allowed us to select the appropriate
pixel within the block which introduces a minimum cost
compared to suggested threshold noise value. Thus
enhancing the security value of the whole system by
improving the and the statistical properties of the stego
image significantly. Moreover if we use a block size of 8x8
pixels, there is a one in 64 chance of finding one LSB that
complementing its value will match the fitness function.
However, to improve this ratio with larger block size, the
chance embedding large messages will be reduced
accordingly. In addition the searching time could be
increased by nearly 100 times compared to the smaller block
size as the experimental results showed.

5.2 ATTACKS ON THE GENETIC BASED ALGORITHM

The effort the attacker needs to break the proposed system
will not rely only on discovering which fitness function has
been used or which number generator method has been
applied to select the target blocks where the embedding
process had take place, but also on which cover image the
two communicating parties are sharing. In addition, the
sender will send the seed number to the recipient either
encrypted or hidden into another unimportant cover image,
which if discovered and applied to the transmitted stego
image, the extracted information will be useless. Only the
recipient who has the security knowledge of both the
stenographic system and the true cover image, which is
shared in advance, will be able to extract the true message
information using a reverse embedding process.

VI. CONCLUSION AND FUTURE WORK

In this paper we proposed a new steganography
algorithm that uses a Genetic algorithm and a random
number generator to produce minimum distortion free
images from the original ones. The results of the proposed
approach showed that the encoding process distorted the
image insignificantly by making small modifications over
large numbers of pixels. The algorithm divides the image
into small blocks that are analyzed for parity check values
equivalent to the embedded bit. The technique was designed
with the intent of maximizing the quality of the stego image
by the aid of fitness function that introduced extremely small
modification to the cover images. Initial investigations
showed that this modification was difficult to detect visually,
and there is no tell-tale artifact could be picked up during the
investigation process. In order to compare the provided
approach with other established methods, many stego-
analysis techniques were investigated and applied to the
stego image. Testing our proposed steganographic
algorithm's using the adaptive fitness function, we found that
the stego image does not show any artifacts and thus, it gives
no indication that the image contains any hidden
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information. Comparing the Laplace filter histogram for the
provided cover image with the one which contains the
embedded message, we noticed that on average, the amount
by which the image is modified is smaller than other known
substitution steganographic systems that we investigated.
Looking at the pixel repetition histogram of the stego image
and comparing it with the histogram of the original image, it
can be observed that there are only very small differences
between them, and there are a few fine lines distributed over
some parts of the histogram. For the future work we
recommend that the cryptography methods should be taken
more seriously into account in order to design a more
successful steganographic system and in an attempt to
provide a secure function to the steganography process. In
addition to make the communication even more secure, we
recommend that the secret message should be compressed or
encoded before the encryption process takes place. This is
important because in this way we will minimize the amount
of information that is sent, and hence minimizing the chance
of degrading the image.
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Abstract—Recent technological advancements and low price of
deployment and maintenance of wireless sensor networks
(WSNs) allow their use in numerous applications in industry,
research, and commerce, in order to gather environmental
data in an unattended manner. Since WSNs usually function in
open environments, they may become a target of attacks or
malicious activities aiming to gain access to data, manipulate
aggregation result, or disrupt the network service. Therefore,
intrusion detection becomes crucial for WSNs as a second line
of defense. In order to detect “smart” attacks of colluding
devices, active monitoring of behaviors of neighboring nodes
was proposed, but it is too energy expensive for resource-
constrained WSN nodes, making an adaptive technique for
activation of intrusion detection system (IDS) agents extremely
important. This paper proposed a model for optimal activation
of IDS agents for WSNs on the basis of the Ising model.

Keywords - wireless sensor networks; anomaly detection;
intrusion detection system; Ising model

I. INTRODUCTION

WSNs have become one of the most interesting areas of
research owing to the recent advancements of technology,
low price and easiness of deployment and maintenance, and
application flexibility. A common WSN includes a large
number of static sensor nodes and one or several base
stations (BSs). Sensor nodes are very simple and cheap
devices with constrained resources of memory and power,
poor processing and communication capabilities. They
monitor environment parameters (e.g., temperature, pressure,
humidity) and transmit the sensed data in a hop-by-hop
manner towards the BS. BSs or sink nodes are usually more
powerful and secure, capable of maintaining WSN topology,
collecting data from nodes, storing, preprocessing, and
sending them to a user or another network, such as Internet.

Commonly, WSNs function in an unattended manner in
open environments with easy access. WSN devices
communicate via open radio channel and they are prone to
occasional network failures, such as HW/SW faults, loss of
connectivity, natural disasters [1-4]. Moreover, WSN nodes
are vulnerable to a large variety of attacks that may target
physical integrity of devices, as well as routing protocols and
data, transmitted within the network. Traditional security
schemes can not be applied to WSNs directly because of
severe resource constraints of nodes and absence of central
authority, therefore, new simple, lightweight and efficient
algorithms are needed [1, 2, 4]. Moreover, since no security
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scheme can guarantee that an attacker will not succeed
eventually, an IDS is required as a second line of defense. It
may detect nodes’ anomalous behavior and activate response
measures to avoid an assault or minimize its effect on WSN
performance. An IDS has to include global agents,
responsible for constant monitoring of behaviors of
neighboring devices ([5-13]) and node cooperation, because
detection of complex attacks of colluding nodes may not be
reliable by means of traffic analysis alone. However, this
method incurs significant increase of power consumption at
a monitoring node, which makes the problem of IDS’s self-
organization and adaptation extremely important.

In this paper, a model for distributed and adaptive
activation of global IDS (GIDS) agents is proposed. It is
based on statistical mechanical approach and the Ising
ferromagnetic spin model [14-15]. It incurs insignificant
computation overheads and small communication costs,
since the decision on activation of IDS agents is done locally
and there is no need to send all relevant data to the BS.
Combined with a reliable traffic analysis technique for local
intrusion detection, it is capable of detecting “smart” attacks
of colluding devices.

The paper is organized as follows. Section 2 provides

description of the problem and brief background information.

Section 3 presents the Ising model for activation of GIDS
agents. In Section 4, an algorithm for activation of IDS
agents is proposed. Section 5, finally, concludes the paper.

II.  BACKGROUND

The problem of design of a distributed, lightweight, and
efficient IDS for WSNs has been drawing attention of
researchers in recent years. Traditional IDSs are classified
into network-based (NIDS) and host-based (HIDS) [16].
While HIDS analyzes incoming and outgoing traffic from
individual hosts, NIDS is placed at strategic points of the
network to analyze the traffic from all devices.

Another approach to IDS classification is based on
detection technique: signature or misuse detection, anomaly
detection, or specification-based detection [16-17]. Misuse
detection-based 1DSs rely on a priori knowledge of attacks.
Therefore, they detect the majority of known intrusions and
have rather low false positive rate (number of false alarms).
However, new types of assaults can be missed and signature
database may require large memory resources. Anomaly-
based IDSs detect intrusions by comparison of newly

acquired traffic profiles to previously created normal profiles.
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They are capable of detection of new attacks, but have higher
false positive rate, since random network failures are
confused with intended assaults. Specification-based 1DSs
use a set of rules or constraints, specific for running
protocols and applications. They are considered to be the
most suitable for WSNs, since they are able to detect new
types of intrusions, have low false positive rate, and require
less memory to store specification database.

Significant number of the previously proposed IDSs
relies on analysis of incoming and outgoing traffic of a node
and monitoring neighbors’ behaviors (watchdogs technique)
[5-13]. While the former is not energy consuming and can be
performed constantly by a local IDS (LIDS) agent, the latter
is expensive in terms of energy and memory resources and it
is done by a GIDS agent [5, 7-8, 12]. LIDS module detects
intrusions against traffic flow in the nearest vicinity, but it is
not capable of reliable detection of complex assaults initiated
by collaborating malicious devices, which makes GIDS
desirable to operate at least on a portion of nodes. Moreover,
since any WSN node may be compromised, the network
must defend itself from false accusations and GIDS modules
may take responsibility for nodes’ cooperation and protect a
WSN more efficiently. Recent papers on IDS design take
this into account and propose algorithms to optimize GIDS
deployment and activation [6-8, 12, 18-19]. However, the
suggested schemes still require too many nodes to perform
overhearing in normal conditions and lack of adaptability.

Techateerawat and Jennings [18] proposed an adaptive
activation of IDS agents. When a WSN is not suffering from
an attack, the IDS agents are activated according to core,
boundary, or distributed defense strategy. As soon as an
intrusion is detected, alarm messages are broadcast to
activate IDS agents on nodes in the vicinity of an intruder.
This results in isolation of the malicious device and
limitation of its effect on network performance. This paper
proposes an approach to GIDS agents activation, based on
the Ising’s ferromagnetic spin model [14-15] of statistical
mechanics. The Ising model has been used to study critical
phenomena in various systems in diverse disciplines, e.g.,
finance, biology and sociophysics [20]. It is used to describe
the collective behavior of an ensemble of interacting
components of a complex system, represented by a lattice
[15], where each component has a magnetic dipole (spin),
e.g., 1. It enables modeling local and global influences on
constituting components. In [20], the authors proposed to use
the Ising model to provide self-organization of a sensor
network in detection of pervasive faults. However, the
proposed scheme is centralized: the BS aggregates and stores
all relevant information and decides, which nodes to activate.
This incurs extra communication costs, results in significant
time delay, and may lead to problems with scheduling and
node synchronization. In this paper, we suggest to use the
Ising model to design a distributed and lightweight scheme
for optimal and adaptive GIDS agents activation in WSNs.

III. ISING MODEL FORMULATION FOR AN IDS

The Ising model deals with systems, which can be
represented as graphs with vertices as interacting
components. A common WSN may be considered as a
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weighted graph with nodes as vertices and links between
nodes as edges. Let G = (V, E,W) denote a weighted graph

of a WSN, where V' = {vi, i= 1,_N} is the set of components

J J
the set of edges or possible links between any two nodes,
representing interdependences between a pair of components
(there are no self-loops), and

(sensor nodes), E = {(v,-,\wl v;,vi eV, i,jzl,_N,i;tj} is

UZO, i,j=1,_N,i¢j is a set of weights

assigned to edges (vl-,vjl i,j :L_N and representing the

strength of interaction between nodes v; and v ; . Thus, each
interaction in G is defined by an edge (communication link)
and its weight (link quality or trust value). Though G may
be a directed graph, in common WSNs nodes change their
roles in time course, as well as routing paths. In general, w;
are time dependent, but they are assumed to be constant
within a gi